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# Algorithms and LP-Duality Based Lower Bounds in Ad-hoc Radio Networks 

by Rohan Jude Fernandes<br>Dissertation Director: Martín Farach-Colton

An Ad-hoc Radio Network consists of nodes with no knowledge of its neighbors and knowledge of its own ID and $n$, the size of the network. In this thesis, we present algorithms and lower bounds related to ad-hoc network initialization. Sensor networks are an important type of ad-hoc Radio Network, consisting of sensor nodes - very weak computers. Usually sensor nodes get distributed at random on a surface where they must wake up and initialize into a Radio Network. Due to the strict restrictions on sensor node capabilities, it is difficult to find efficient solutions to even basic problems.

In our first result, we present a formal Weak Sensor Model that summarizes the literature on sensor node restrictions, taking the most restrictive choices when possible. We show that sensor connectivity graphs have low-degree subgraphs with good hopstretch, as required by the Weak Sensor Model. We then give a Weak Sensor MODEL-compatible protocol for finding such graphs that runs in $O\left(\log ^{2} n\right)$ time with high probability.

We then present new lower bounds for collision-free transmissions in Radio Networks. Our main result is a tight lower bound of $\Omega(\log n \log (1 / \epsilon))$ on the $\epsilon$-failureprobability time required by a fair randomized protocol to achieve a clear transmission in a one-hop network. We also prove a new lower bound for the important multi-hop
setting of nodes distributed as a connected Random Geometric Graph. In this setting, we prove a lower bound of $\Omega(\log \log n \log (1 / \epsilon))$ on fair protocols for clear transmissions in the well-studied case of sensor nodes distributed uniformly at random with enough nodes to ensure connectivity, and thus for more complicated problems such as MIS.

In the Wake-Up problem, we have a multi-hop, ad-hoc radio network with locally synchronized nodes. Each node either wakes up spontaneously or is activated when it receives a signal from a neighboring node. All nodes have knowledge of $n$, the number of nodes in the network and the diameter $D$. We present a new lower bound of $\Omega(D \log n \log (1 / \epsilon))$ on the $\epsilon$-failure-probability time taken by a fair protocol to wake up the entire network. Our lower bound is tight for high-probability protocols when $D \in \mathcal{O}\left(n / \log ^{2} n\right)$.
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## Chapter 1

## Introduction

The beginning is the chiefest part of any work.

$$
\begin{array}{r}
\hline \text { Plato (c. 427-347 B.C.) } \\
\text { Republic }
\end{array}
$$

In recent years, vast advances have been made in the area of wireless technology. Radio Transmitters have increasingly become smaller, cheaper and more durable. In fact, advances in technology have made it possible to integrate sensing, processing and communication in a low-cost device, popularly known as a sensor node. Sensor nodes are randomly deployed over an area and must self-organize as a radio-communication network called a Sensor Network. Even though communication among sensor nodes is through radio broadcast, it is useful to set up explicit links between nodes in order to establish routing paths and prevent flooding. During this initialization process Sensor Networks adhere to the ad-hoc Radio Network model, i.e., each node has no knowledge of its in-neighbors and out-neighbors. Thus any protocol running on such nodes can only use for information, knowledge of a unique ID and $n$, the number of nodes in the entire network. This thesis deals with algorithms and lower bounds in this unknown topology setting.

A sensor network is capable of achieving large tasks through the coördinated effort of sensor nodes, but individual nodes have severe limitations on memory size, life cycle, range of communication, etc. Any Sensor Network initialization algorithm must be fast and distributed, and must resolve channel contention issues. The network constructed by such an algorithm must be connected and must have low degree and diameter. The limitations on individual sensors nodes make this problem non-trivial, and its adequate resolution is crucial for making sensors useful.

There are two main types of issues in sensor network formation: those relating to geometric properties and those relating to network protocols; and any solution achieved for either must be compatible with an accurate model of sensor nodes. On the one hand, coverage and connectivity in sensor networks are dependent on the distribution of nodes in an area and the range of transmission of each node. Additionally, the density of nodes in an area determines the minimum path length between any two nodes in the induced connectivity graph. The limited range of transmission makes these properties geometric. On the other hand, protocols for sensor network formation are limited by the fact that sensor nodes share a common channel of communication and that they do not typically have access to directional or positional information. Memory limitations in sensor nodes also impose the restriction that a node can only keep track of $O(1)$ neighbors.

Sensor Network initialization research has three parts: $(i)$ to specify a comprehensive model that captures all the restrictions present in sensor nodes; (ii) given that under those restrictions is not possible to establish all the links of the connectivity graph, to show that there exists a subgraph of the connectivity graph that would make a connected network without asymptotically increasing the cost of delivering messages; and (iii) to give a fast distributed protocol that works under the constraints of the specified model.

In Chapter 3, we present a formal Weak Sensor Model that summarizes the literature on sensor node restrictions, taking the most restrictive choices when possible. Given the Weak Sensor Model, we argue that a good sensor network must have constant degree and asymptotically optimal hop-stretch. We show that any appropriate random geometric graph has such a subgraph. Finally, we give a Weak Sensor Model-compatible $O\left(\log ^{2} n\right)$ high-probability protocol for finding such a subgraph. Ours is the first network initialization algorithm that is implementable on sensor nodes.

In Chapter 5, we investigate lower bounds in the ad-hoc Radio Network setting. We show new lower bounds for collision-free transmissions in Radio Networks. Our main result is a tight lower bound of $\Omega(\log n \log (1 / \epsilon))$ on the $\epsilon$-failure-probability time of a
fair randomized protocol for clear transmission in the one-hop setting. This improves on the previous best lower bound of $\Omega(\log n \log (1 / \epsilon) /(\log \log n+\log \log (1 / \epsilon))$ on the $\epsilon$-failure-probability time of a fair randomized protocol for clear transmission in a onehop, globally-synchronized Radio Network that was proved in JS02.

We also prove a new lower bound for the important multi-hop setting of nodes distributed as a connected Random Geometric Graph. In this setting, we prove a lower bound of $\Omega(\log \log n \log (1 / \epsilon))$ on fair protocols for clear transmissions in the wellstudied case of sensor nodes distributed uniformly at random with enough nodes to ensure connectivity, and thus for more complicated problems such as MIS.

The Broadcast and Wake-up problems in Radio Networks with unknown topology are the subject of Chapter 4, Here, we comprehensively cover randomized algorithms and lower bounds on randomized algorithms for the two closely related problems in both one-hop and multi-hop networks. Finally in Chapter 6, we use the powerful lower-bounding technique developed in Chapter 5 to prove the first problem-specific lower bound on the wake-up problem for multi-hop Radio Networks with unknown topology. Our $\epsilon$-probability lower bound of $\Omega\left(\min \left\{D \log n \log (1 / \epsilon), D+\frac{n \log (1 / \epsilon)}{\log n}\right\}\right)$ is the best known lower bound for fair protocols, when $D \in \mathcal{O}\left(n / \log ^{2} n\right)$. It is tight for high-probability protocols under the same condition on $D$.

## Chapter 2

## Models

A good model can advance fashion by ten years.
Yves Saint Laurent (b. 1936)

In this chapter, we review models used in Radio Networks that are usually found in the literature. It is not always the case in Radio Networks that every node is connected directly to every other node. Furthermore, in many cases these connections are not symmetric. Therefore, a model for the topology of the network needs to be defined. Also, depending on the application, Radio Networks have very different node constraints, e.g. in some networks nodes have ternary feedback but in others the feedback is just binary. Therefore, a detailed model of the constraints present in the nodes forming the network is also needed. We summarize in this section models of topology and node constraints used in the Radio Networks area and in Section 2.3 we focus in Sensor Networks describing in detail our harsh Weak Sensor Model [FCFM05]. More details about Sensor Networks classification and taxonomies can be found in TAGH02.

### 2.1 Topology Models

Regarding the topology of a network, a well known specification is given by a directed graph. A directed graph is a pair of sets $\{V, E\}$, where $V$ is a set of points or nodes and $E$ is a set of ordered pairs of distinct points taken from $V$. Any such pair is called an arc or an edge. In our context, the points model the nodes of the network and the arcs represent the ability to send messages directly (in one hop) from one node to another. If the communication in a network is achieved through wires, an edge $A B$ in the graph represents the link that facilitates the communication from $A$ to $B$. If on the other
hand the communication in a network is wireless, an edge $A B$ in the graph implies that $B$ is in the range of transmission of $A$. Whenever this relation is symmetric, an undirected graph can be used as a model. For example, in a wireless network where all nodes have the same range of transmission, an undirected graph is a suitable model because if a node $B$ is reachable from a node $A, A$ is also reachable from $B$.

### 2.1.1 Topology in Radio Networks

The connectivity model widely used in Radio Networks where all nodes have the same range of transmission is the Geometric Graph (GG). The specification of a GG includes a pair of sets $\{V, E\}$ and a number $r \in \mathbb{R}^{+}$. The set of nodes are points in $\mathbb{R}^{2}$ and an edge $A B \in E$ if and only if $A$ and $B$ are separated by an Euclidean distance of at most $r$. As mentioned before, the graph is undirected because the range of transmission of all nodes is assumed to be the same. If this is not the case, more sophisticated models are needed.

There are also some variations of a GG in the literature. When the distance $r$, modeling the range of transmission is normalized to 1 , the graph is called Unit Disk Graph (UDG). For cases in which the connectivity beyond some distance $r \in(0,1]$ is uncertain, there is a generalization of a GG called in the literature Quasi-Unit Disk Graph (QUDG). The later model can be extended with a distribution on the probability of being connected when the separation distance is bigger than the uncertainty threshold. Also, the uncertainty threshold can be defined as a function of the angle with respect to some direction of reference for cases where directional antennae are used.

Of course, any of these models can be also extended with node sets in higher dimensional spaces and with threshold distances under different metrics. The particular extension depending on the setting we are modelling. A common, simple extension is to consider the points in $\mathbb{R}^{3}$ to model the deployment of the network in the real world. Another possible extension is to consider a distribution on the probability of two nodes being connected. Such an extension would imply a combination of the classical random graph model [ER59 with a GG. A more appropriate application of randomness to the

GG model in the specific area of Sensor Networks is explained in the next section.

### 2.1.2 Topology in Sensor Networks

In addition to a comprehensive model for the various constraints present in Sensor Networks, a formal model of the potential connectivity of the network needs to be defined. In the past, computer networks have been modeled by means of classical random graphs. Starting in 1959 with a paper by Erdös and Renyi [ER59], the field of random graphs has been widely explored. The classical Bernoulli random graph model is denoted as $\mathcal{G}_{n, p}$ where $n$ is the number of nodes and $p$ is the probability of existence of each edge. Random graph models have been used for instance to model the web-graph [ACGL02, KKR $\left.^{+} 99\right]$ where the structure of the random graph gives insight into the behavior of the web-graph.

However, the classical random graph model is not adequate for the Sensor Network setting because the probability of having an edge $A B$ is either 0 or 1 depending on the Euclidean distance between $A$ and $B$. For example, if the pairs $A B$ and $B C$ are connected in the Bernoulli random graph model, the probability of $A C$ being connected is still $p$. On the other hand, having the same knowledge about $A B$ and $B C$ in the sensor network setting increases the likelihood that $A C$ are connected because connectivity is a function of proximity.

Regarding the deployment of nodes in a Sensor Network, deterministic deployment, i.e., the placement of nodes at specific locations, is only possible for small networks in a friendly environment. However, this scenario is not realistic for most of the intended applications of Sensor Networks where a large area is expected to be covered and the environment is expected to be either hostile or remote. Two models of random deployment of nodes are used. In one model, $n$ nodes are assumed to be distributed uniformly at random so that each node is equally likely to fall in any location of the area of interest, independently of the other nodes. The other model is a stationary Poisson point process with intensity $n$ where the number of nodes in disjoint regions is Poisson distributed and mutually independent.


Figure 2.1: A Random Geometric Graph.

Thus, Sensor Networks are best modeled by Random Geometric Graphs (RGG) in $\mathbb{R}^{2}$ [Pen03]. In the Random Geometric Graph Model $\mathcal{G}_{n, r, \ell}, n$ nodes are distributed uniformly at random in $[0, \ell]^{2}$, and nodes are connected by an edge if and only if they are at an Euclidean distance of at most $r \leq \ell$, the connectivity radius (Figure 2.1). The node density depends on the relative values of $n, r$ and $\ell$. A specific instance of $\mathcal{G}_{n, r, \ell}$ is a Random Geometric Graph $(R G G)$, also referred to as $G(n, r, \ell)$. A popular instance of this model is $\mathcal{G}_{n, r, 1}$ or simply $\mathcal{G}_{n, r}$. Of course, sometimes, a two dimensional model may be inadequate when the terrain in which the sensors are positioned is uneven. In this case an extension to three dimensional random geometric graphs may be needed.

Some properties commonly studied for random geometric graphs within the context of sensor networks are

Physical Coverage For the region in question, what fraction of the region is covered by balls of radius $r$, centered on the points thrown randomly into the region with uniform distribution? More specifically we are interested in the number of nodes we must throw such that the fraction of the region covered is $1-o(1)$.

Graph Connectivity What is the relation among $n, r$ and $\ell$ when a graph $G(n, r, \ell)$ becomes connected? In keeping with the random nature of the model we say that $G(n, r, \ell)$ is connected when it is connected with high probability.

Route Stretch Given two nodes $u, v$ in a graph $G(n, r, \ell), \operatorname{stretch}(u, v)$ is defined as
the ratio of the shortest distance between $u$ and $v$ in the graph to the normed distance between the two points in the plane. The stretch of $G(n, r, \ell)$ is the maximum of the stretch over all pairs of points $(u, v)$ in $G(n, r, \ell)$.

The theory of random geometric graphs is a key tool to study some of the underlying properties in Sensor Networks such as connectivity or coverage. However, the results obtained in this field can not be directly applied to Sensor Networks due to the additional constraints present in them.

### 2.2 Node Constraints Models

Radio Networks is a vast area and there are myriad applications of such a technology, e.g., cellular phones, wireless computer networks, ad-hoc networks, etc. Depending on the specific application the nodes forming the network have very different constraints on their processing and communication capabilities, i.e., range of transmission, life cycle, storage size, etc. In addition to formal models of the topology or the potential connectivity among nodes, an appropriate model of the constraints of the nodes in the network has to be defined in order to properly design and analyze protocols. We summarize here some of the models used in Radio Networks and Sensor Networks.

### 2.2.1 Radio Networks

In a seminal paper [BYGI92], Bar-Yehuda, Goldreich and Itai presented a formal model of a radio network that specifies many of the important restrictions on sensor nodes, including, e.g., limits on contention resolution, but they make no mention of computational limits, such as small memory. More precisely, the model consists of an arbitrary multi-hop undirected network. The nodes are assumed to be locally synchronous, i.e., they all have the same clock frequency but perhaps different starting times. Each node either receives or transmits within each time slot, but not both. A node receives a message successfully in a time slot if exactly one of its neighboring nodes transmits in that time slot. If more than one neighboring node transmits in the same time slot, the messages are garbled and the node receives noise. It is not possible to detect collisions,
hence, a node can not distinguish the case in which no neighboring node transmits from the case in which more than one transmit in the same time slot. The topology of the network is not known a priori. The main difficulty in this model, as well as in most of the models in Radio Networks, is the possibility of message collision, therefore, any protocol for this model has to include contention resolution in order to be useful.

After this model was introduced, some papers NO00, [KMPS04 have added more restrictions, although often such restrictions are implicit in the text or algorithms rather than fully specified. In the following section we elucidate a complete and comprehensive model for Sensor Networks.

### 2.3 The Weak Sensor Model

As explained before, nodes in Sensor Networks are designed with the goal of obtaining a device as small as possible and at a very low cost. Therefore, sensor nodes have very harsh constraints in each of its main capabilities, processing, communication and sensing. These strong constraints are the main reason why problems in Sensor Networks are challenging, because the typical solutions utilized in computer networks are not suitable in such a harsh scenario. Therefore, in order to approach any problem in Sensor Networks, and in addition of formal models of the connectivity of the network, a formal model of the various sensor node constraints has to be defined.

Given the various limitations of sensor nodes and the absence of a reliable communication structure after deployment, any sensor network protocol must work under difficult conditions. In this section, we specify the formal Weak Sensor Model that summarizes the literature on sensor node restrictions, taking the most restrictive choices when possible. The protocol for Sensor Network Bootstrapping, described in Chapter 3 is described for the model described here. The lower bound results of Chapters 5 and 6 are proved for the more general Radio Network model.

- Memory size: Sensor nodes may have limited memory size. In fact, asymptotically speaking, if we assume that the memory size is any function in $\omega(1)$ we would be assuming that nodes can have a memory of infinite size. Therefore, in
the Weak Sensor Model sensor nodes may store only a constant number of $O(\log n)$ bit words.
- Short transmission Range: Due to costs and size restrictions, sensor nodes may not have a large range of transmission. Consequently, not all nodes are reachable from a given node leading to the well known hidden-terminal problem. This limitation has an impact on the density of sensor node deployment.
- Discrete Transmission Range: Some of the extant literature [SWLF04] assumes that nodes can vary their power of transmission. However, assuming that any number of levels can be reached is unrealistic-in particular to analyze the asymptotic behavior of the algorithm. In this model, sensor nodes can adjust their power of transmission to only a $O(1)$ number of levels.
- One channel of communication: although it is assumed in some papers that $\omega(1)$ channels are available in order to avoid collisions, this assumption is unrealistic-specially in order to analyze the asymptotic behavior of protocols. We constrain the number of channels of communication to exactly one.
- Locality: Sensor nodes are distributed over a large area and may not be reachable by a central controller. Hence, each sensor node must be capable of configuring itself automatically.


## - Low-information channel contention:

- Shared channel of communication: Given that this is a Radio Network and that there is only one channel available, the communication with neighboring nodes is through broadcast in a shared channel.
- Contention-resolution mechanism: If more than one message is placed on a multiple-access communication channel at the same time, a collision occurs and no message is delivered. Hence, sensor nodes have to implement a contention-resolution mechanism to access the channel.
- No initial infrastructure: Right after deployment, the nodes of a Sensor Network have no communication infrastructure available (MAC layer). Therefore, before any information exchange can be carried out, nodes have to self-organize a medium access scheme bringing structure to the network.
- No collision detection: Although in many Radio Networks it is possible to detect a collision, it has been also argued that a collision can not be detected in the presence of noisy channels [BYGI92]. In this model, only two channel states are feasible, single transmission and silence/collision. This scenario is popularly known as binary channel and nodes are said to have binary feedback.
- Non-simultaneous reception and transmission: A sensor node may not be able to receive while transmitting because, in its vicinity, its own signal overwhelms any signal transmitted by other nodes. Therefore, transmitters also cannot detect collisions.
- Asynchronicity: No global clock or other synchronizing mechanism is assumed, but all sensor nodes have the same clock frequency. We assume that time is divided into slots. The use of a slotted scenario instead of a more realistic unslotted one was justified in Rob75, where it was shown that they differ only by a factor of 2 because a packet can interfere in no more than 2 time-slots. This type of synchronicity is usually called local synchronization.
- Limited life cycle: Sensor nodes may be powered by sources such as solar energy. These sensors may go down from time to time to recharge. This necessitates simpler and fast computations and energy-efficient protocols.
- No position information: Due to cost and size restrictions, sensor nodes may not have position information obtained using a global or local positioning system, directional antenna or other specialized hardware.
- Adversarial node wake-up schedule: Given that the sensor nodes are deployed over large areas and given the lack of a centralized controller, we can not
expect all sensor nodes to start the execution of protocols in the same time slot. Therefore, in order to analyze these protocols in a worst case scenario, we assume the existence of an adversary that determines the wake-up schedule.
- Unreliability: In addition to the lack of guarantees of a constant power supply, due to low cost, sensor nodes are unreliable. Hence, sensor network protocols have to be designed to be robust in the case of failures of one or more sensors.

In chapter 3, our node constraints model is the Weak Sensor Model and the potential connectivity of the nodes is modeled by a random geometric graph. As explained in Section 2.1.2, the deployment of nodes in a random geometric graph can also be interpreted as a Poisson process in the plane where the number of points in $[0, \ell]^{2}$ is given by the Poisson distribution with mean $n$. In our proofs, we assume the uniform deployment, i.e., each of the sensors is equally likely to fall at any location in $\left[0, \ell^{2}\right]$ independently of the other sensors, although the results hold for the Poisson model as well with almost no change in the proof techniques.

## Chapter 3

# Bootstrapping a Hop-optimal Network in the Weak Sensor Model 

The weak are more likely to make the strong weak than the strong are likely to make the weak strong.

> Marlene Dietrich (1904-1992)

A sensor network is capable of achieving large tasks through the coördinated effort of sensor nodes, but individual nodes have severe limitations on memory size, life cycle, range of communication, etc. Any sensor network initialization algorithm must be fast and distributed, and must resolve channel contention issues. The network constructed by such an algorithm must be connected and must have low degree and diameter. The limitations on individual sensor nodes make this problem non-trivial, and its adequate resolution is crucial for making sensors useful.

There are two main types of issues in sensor network formation: those relating to geometric properties and those relating to network protocols; and any solution achieved for either must be compatible with an accurate model of sensor nodes. On the one hand, coverage and connectivity in sensor networks are dependent on the distribution of nodes in an area and the range of transmission of each node. Additionally, the density of nodes in an area determines the minimum path length between any two nodes in the induced connectivity graph. The limited range of transmission makes these properties geometric. On the other hand, protocols for sensor network formation are limited by the fact that sensor nodes share a common channel of communication and that they do not typically have access to directional or positional information. Memory limitations in sensor nodes also impose the restriction that a node can only keep track of $O(1)$ neighbors.

Until recently, the existing literature on sensor network initialization did not sufficiently handle all aspects of the problem. All random geometric graph results related to ad-hoc wireless networks require $\omega(1)$ degree (see e.g. MP05). All proposed protocols for sensor network formation include some inappropriate hardware assumptions. For example, the sensor network formation protocol in [SWLF04] builds a constantdegree network, but relies on positional information hardware. The protocol proposed in BLRS03 also builds a constant degree network, but relies on the preëxistence of a scheme for channel-contention resolution. The different models implicit in such results are inadequate and poorly reflect the various limitations under which sensor nodes operate, and indeed, there seems to be considerable confusion in the literature as to what are or are not reasonable assumptions about the capabilities of sensor nodes.

Sensor Network initialization research has three parts: (i) to specify a comprehensive model that captures all the restrictions present in sensor nodes; (ii) given that under those restrictions it is not possible to establish all the links of the connectivity graph, to show that there exists a subgraph of the connectivity graph that would connect the network without asymptotically increasing the cost of delivering messages; and (iii) to give a fast distributed protocol that works under the constraints of the specified model.

In Chapter 2, we presented a formal Weak Sensor Model that summarizes the literature on sensor node restrictions, taking the most restrictive choices when possible. Given the Weak Sensor Model, we argue in this chapter that a good sensor network must have constant degree and low hop-stretch (defined in Section 3.2). We show that any appropriate random geometric graph has such a subgraph. Finally, we give a Weak Sensor Model-compatible protocol for finding such a subgraph. Ours is the first network initialization algorithm that is implementable on sensor nodes.

### 3.1 Related Work

The Sensor Networks research area is very active and includes a vast body of theoretical and empirical research work that is impossible to completely cover here. We give a broad overview of some of this work in this section. A more complete description of related
work in Sensor Network initialization can be found in [Mos07, Chapter 5]

### 3.1.1 Threshold properties in $\mathcal{G}_{n, r}$ and $\mathcal{G}_{n, r, \ell}$

Gupta and Kumar [GK98], in a seminal paper in the field of random geometric graphs computed the minimum radius needed to obtain a large connected component with high probability. This and other results Pen03] give us a critical radius such that each node will have many neighbors. Of course, sometimes, a two dimensional model may be inadequate when the terrain in which the sensors are positioned is uneven. In this case an extension to three dimensional random geometric graphs may be needed.

In the $\mathcal{G}_{n, r, \ell}$ model, tight thresholds for connectivity, coverage and route stretch, were shown by Muthukrishnan and Pandurangan in MP05 using an overlapping dissection technique called bin-covering. More recently, Goel, Rai and Krishnamachari showed in GKR04 that in fact all monotone graph properties have a sharp threshold for random geometric graphs. Other properties of random geometric graphs such as vertex degree or k-connectivity were studied in AR97a, AR97b, Pen99].

### 3.1.2 Bluetooth

Bluetooth [BS01, Blu, MB00, which also limits the local connectivity of nodes, is a local area wireless technology designed to enable voice and data communication between various electronic devices. In these networks the nodes have less restrictive constraints (like power supply, range of transmission, memory capacity, etc.) than in sensor networks. In Bluetooth, a group of devices sharing a common channel is called a piconet. Each piconet has a master unit that selects a frequency hopping sequence for the piconet and controls the access to the channel. Other participants of the group known as slave units are synchronized to the hopping sequence of the piconet master. The maximum number of slaves that can simultaneously be active in a piconet is seven. A slave in one piconet can be a master or slave in another piconet. Piconets can also be interconnected via bridge nodes to form a bigger ad hoc network known as a scatternet.

There has been considerable work on schemes for the formation of scatternets.

Barrière et al. [BFNO03] proposed a distributed construction technique for Bluetooth scatternets of low degree and fixed diameter. This technique is useful even in the dynamic case where nodes are assumed to come alive and drop dead from time to time. However this technique is restricted to networks where all nodes are within transmission range of each other and hence is unrealistic for the purpose of sensor network formation. Salonidis et al. SBTL01] earlier proposed an algorithm for constructing scatternets, but this technique suffers from the same limitations as above and further is restricted to 32 nodes and static layout. Schemes proposed for scatternet formation in LS01, SBTL01, WTH02, ZBC01, FMPC04 are designed to work in the more general case where all nodes may not be within transmission range of each other. Techniques proposed in these are strictly heuristic or do not fit in the Weak Sensor Model.

### 3.1.3 Cellular Systems

There are various reasons why medium access control protocols used in cellular systems can not be used in Sensor Networks. In a cellular system, mobile nodes are a single hop away from distinguished nodes called base stations and the base stations form a wired backbone. The primary goal of a medium access scheme in a cellular system is to guarantee quality of service and efficient bandwidth use, but power efficiency has a secondary role given that the base stations have constant power supply and the users can replenish the batteries of the mobile nodes. In Sensor Networks there is no central control such as a base station and power efficiency dominates the life cycle of the network, therefore existing solutions for cellular systems can not be applied.

### 3.2 Geometric Analysis of Sensor Networks

Recall that sensor nodes may only set up links with a constant number of neighbors, a consequence of the memory size limitation in the Weak Sensor Model, and since sensor nodes are distributed uniformly at random, the potential connectivity relation defines a Random Geometric Graph (RGG). Hence, any protocol for network formation must set up links defining a constant-degree spanning subgraph of the RGG. However,
ignoring potential links may result in an increase in path lengths in the subgraph. This increase in path length can be measured in two ways: in terms of increase in the number of hops or increase in route stretch.

In applications where the propagation delay is significant, route stretch is an appropriate measure of optimality. However, sensor networks have small inter-node distances, and propagation delay is low. One of our primary concerns in the Weak Sensor Model is that we should minimize energy consumption at each node so as to maximize the life cycle. Thus, a Sensor Network is optimal when it minimizes the number of transmissions, which is to say, minimizes the number of hops in each path, rather than the weighted path length. Note that schemes have been proposed that attempt to minimize energy consumption [SWLF04, and these favor many short hops over a few long ones. However, any such scheme requires an $\Omega(1)$ number of transmission power levels and, furthermore, ignores the contention resolution overhead of the extra hops. A formal definition of stretch in terms of hops follows.

Let the length of a path connecting two nodes in a given graph be the number of edges of such a path. Let $d_{\text {min }}(u, v)$ be the shortest path between two nodes $u$ and $v$ in the RGG $G(n, r, \ell)$. Let $D(u, v)$ be the Euclidean distance between $u$ and $v$ in the plane. Note that in $G(n, r, \ell),\lceil D(u, v) / r\rceil$ is a lower bound on $d_{\min }(u, v)$. Call this lower bound, $d_{\text {opt }}(u, v)$. The hop-stretch of $(u, v)$ is defined as the ratio $d_{\min }(u, v) / d_{o p t}(u, v)$. The hop-stretch of $G(n, r, \ell)$ is the maximum of the hop-stretch of $(u, v)$ over all pairs of points $(u, v)$ in $G(n, r, \ell)$. In the rest of this section we will outline a scheme to obtain a constant degree hop-optimal subgraph from a sufficiently dense random geometric graph.

### 3.2.1 Disk Covering Scheme for Sensor Network Formation

The Disk Covering Scheme presented in this section shows the existence of a bounded degree, bounded stretch subgraph of an RGG. The description and analysis of a distributed algorithm is presented in later sections 3.3.1, 3.3.2 and 3.3.3. Before describing the scheme, we introduce some necessary terminology.

Definition 1. $A$ Random Geometric Graph or $G(n, r, \ell)$ is an instance of $\mathcal{G}_{n, r, \ell}$ where $r$ is the connectivity radius.

Given a sufficiently dense $G(n, r, \ell)=\langle V, E\rangle$, the goal of the disk covering scheme is to produce as output a spanning subgraph $\left\langle V^{\prime}, E^{\prime}\right\rangle$ such that $V^{\prime}=V, E^{\prime} \subset E$, the maximum degree is bounded by a constant and the path length is asymptotically optimal. The precise nature of the path length optimality is given in the proof of Theorem 11

Definition 2. The graph obtained as a result of the disk covering scheme is called the Constant-degree Hop-optimal Spanning Graph (CHSG)

The following definitions will be relevant here and their meaning will be clear after the disk covering scheme is fully described.

Definition 3. All nodes covered by the same disk at the end of the disk covering scheme are connected to each other in the $R G G$ and will be referred to as a disk-clique.

Definition 4. Some (possibly all) of the nodes covered by the same disk at the end of the disk covering scheme are connected to each other by a spanner in the CHSG and will be referred to as a disk-spanner.

Definition 5. A bridge is a node, lying at the center of a disk, that is designated to communicate between two or more disk-cliques.

The pseudocode in Algorithm 1 summarizes the Disk Covering Scheme, where $a$ and $b$ are tunable parameters that affect the maximum degree and hop-stretch of the CHSG. Figure 3.1 illustrates this protocol.

### 3.2.2 Analysis of the Disk Covering Scheme

In this section the Disk Covering Scheme described in Section 3.2.1 is proved to produce a CHSG with asymptotically optimal path length. In Section 3.2.2 we establish a bound on the maximum degree of a node in the CHSG. In Section 3.2 .2 two useful results for a connected $G(n, r, \ell)$ are established: A bound on hop-stretch and bounds on the node

Algorithm 1: Disc Covering Scheme
1 Add all nodes from the RGG to the CHSG.
2 Lay down small disks of radius $a r / 2,0<a<1$ centered on nodes, such that no central node is covered by more than one small disk and no node is left uncovered. We call each central node a bridge. Note that the bridges form a Maximal Independent Set (MIS) of the spanning subgraph $G(n, a r / 2, \ell) \subseteq G(n, r, \ell)$.
3 Add to the CHSG all edges from the RGG that connect bridges.
4 Expand the small disks into big disks of radius $b r / 2, a<b \leq 1$.
5 Add to the CHSG the necessary edges to form a disk-spanner of constant degree among nodes covered by the same big disk.


(c) Step 2

(e) Step 4

(d) Step 3

(f) Step 5 (partially)

Figure 3.1: Illustration of the Disk Covering Scheme


Figure 3.2: Illustration for Lemma 6
density. Finally, in Section 3.2 .2 we prove a theorem on the hop-optimality of the CHSG.

## Degree Bound

Lemma 6. At the end of the Disk Covering Scheme, run on a $G(n, r, \ell)$ that satisfies the conditions of Lemma 10 , each edge of length at most $(b-a) r / c$ has both endpoints within a single big disk w.h.p, for any constant $c>1$.

Proof. For the sake of contradiction, assume there exists such an edge $e$ of length $l \leq(b-a) r / c$ not covered completely by one big disk. All nodes are covered by small disks. Each endpoint of $e$ has to be covered by a different big disk, otherwise $e$ is already covered. Call $C$ the center of $e$. Call $D$ the center of any big disk partially covering $e$. Since $e$ has at least one point outside the big disk, the distance $d(D, C)>b r / 2-l / 2$ as shown in figure 3.2 .

Therefore, all centers of big disks that partially cover $e$ are located outside a circle of radius $(r-l) / 2$ centered on $C$. Then, the corresponding small disks leave an uncovered area bigger than the area of a circle of radius $r^{\prime}>b r / 2-l / 2-a r / 2 \geq(b-a)(c-1) r / 2 c$. Since there is no small disk in this area, there is no node in this area, otherwise it would be a disk center. But, as proved in Lemma 9 , in any circle of radius $\Theta(r)$ there are $\Theta(\log l)$ nodes w.h.p. This is a contradiction.

Lemma 7. The degree of any node in the CHSG is in $O(1)$.


Figure 3.3: Illustration of the upper bound on the degree.

Proof. All bridges are separated by a distance of at least $a r / 2$. Connected bridges are at a distance of at most $r$. In figure 3.3(a) consider the smallest regular hexagon whose side is a multiple of $a r / 2$ and covers completely a circle of radius $r$. Consider a tiling of such hexagon with equilateral triangles of side ar $/ 2$. As proved by Fejes-Tóth in 1940 [FT40], the hexagonal lattice is indeed the densest of all possible plane packings. Therefore, the number of vertices in such a tiling is an upper bound on the number of bridges that connect to a bridge located in the center of such a hexagon. That number is:

$$
\begin{equation*}
3\left\lceil\frac{4}{a \sqrt{3}}\right\rceil\left(\left\lceil\frac{4}{a \sqrt{3}}\right\rceil+1\right) \tag{3.1}
\end{equation*}
$$

There is an extra edge that is needed to connect a bridge with its disk-spanner. Since $a$ is any constant such that $0<a<1$, the degree of any bridge is in $O(1)$.

Using a simple geometric packing argument, it can be proved that a non-bridge node, is covered by at most $\pi / \arcsin (a / 2 b)$ big disks. By construction, a non-bridge node is connected to a constant number of neighbors within the same big disk (see figure $3.3(\mathrm{~b})$ ). Therefore, the degree of any node is in $O(1)$.

## Hop Stretch and Density in $G(n, r, \ell)$

Theorem 8 demonstrates the existence of a path with an asymptotically optimal hopstretch. The proof of the theorem uses an overlapping dissection technique, called bincovering, presented by Muthukrishnan and Pandurangan MP05. Prior to presenting the proof of our theorem, we present a theorem from this paper. Through this we will explain some of the parameter conditions used in several theorems.

Theorem MP05]. Consider a $G(n, r, \ell)$ and let $r=r(\ell)=\Theta\left(\ell^{\epsilon} f(\ell)\right)$, for some $0 \leq \epsilon<1$, and $f(\ell)$ is a function which grows strictly slower than any function $\ell^{\gamma}$ where $\gamma>0$. Let $n=\Omega(1)$. Given any two constants $c_{1}>2-2 \epsilon$ and $c_{0}<\frac{1}{2}-\frac{1}{2} \epsilon$,

- $G(n, r, \ell)$ is connected w.h.p. if $r^{2} n \geq c_{1} \ell^{2} \ln \ell$, and
- $G(n, r, \ell)$ is disconnected w.h.p if $r^{2} n \leq c_{0} \ell^{2} \ln \ell$.

In the above theorem a threshold property is stated on the density of the RGG. When the number of nodes crosses a critical threshold for a particular radius, then the $G(n, r, \ell)$ is connected w.h.p. The above theorem is stated in a slightly different manner than stated in MP05 in that it is stated with high probability rather than asymptotically almost surely. Under the same conditions, the proof can be modified to hold under the stronger conditions required by us. We will use a value $k$ appropriately greater than $c_{1}$ so that we have the required connectivity w.h.p.

Theorem 8. Given a $G(n, r, \ell)$ where the following conditions are satisfied: $r^{2} n=$ $k \ell^{2} \ln \ell, r=\theta\left(\ell^{\epsilon} f(\ell)\right)$, for some $0 \leq \epsilon<1$, and $f(\ell)$ is a function which grows strictly slower than any function $\ell^{\gamma}$ where $\gamma>0$, and $0<\alpha \leq 1$ is a fixed constant. For any constant $k>5 \frac{4+\alpha^{2}}{\alpha}$, the hop-stretch is $1+\sqrt{\alpha^{2}+4}$ w.h.p.

Proof. It is enough to show that for any pair of nodes $(u, v)$, there is a path $P$ defined by a sequence of nodes $\left\langle u=x_{0}, x_{1}, \ldots, x_{m}=v\right\rangle$ such that the ratio between the length of $P$ and the number of hops, $m$ is bounded upwards by $r\left(1+\sqrt{\alpha^{2}+4}\right)$ w.h.p.

For a given pair of nodes $(u, v)$, the bin covering technique is applied as follows. Let $r^{\prime}$ be the shortest horizontal projection of a segment of length $r$ contained in the strip,


Figure 3.4: Strip between nodes $u$ and $v$ showing bin covering and slices.
i.e. $r^{\prime}=r / \sqrt{1+(\alpha / 2)^{2}}$. The line connecting $u$ and $v$ is covered with overlapping bins of dimension $r^{\prime} / 2 \times \alpha r^{\prime} / 2$ with a spacing parameter $s$, as shown in Figure 3.4. This bin layout will be referred to as a strip.

The coordinate system is rotated such that the line segment $\overline{u, v}$ is parallel to the $x$ axis. In what follows all distances are specified within this rotated frame of reference. Let $D_{h}(x, y)$ and $D_{v}(x, y)$ be the horizontal and vertical distances respectively between the nodes $x$ and $y$.

Given a node $x_{j}$ in the path $P$ the node $x_{j+1}$ is selected using the following criteria:

- The node $x_{j+1}$ lies within the strip.
- $D_{h}\left(x_{j}, x_{j+1}\right) \leq r^{\prime}$.
- The horizontal distance $D_{h}\left(x_{j+1}, v\right)$ is minimized.

A hole is a rectangle of dimension $r^{\prime} / 2 \times \alpha r^{\prime} / 2$, within a strip, that is devoid of nodes and adjoins a node on the side closest to $u$.

Consider any 3 consecutive nodes along the path $x_{i-1}, x_{i}, x_{i+1}$ where $0<i<m$, and assume that along any strip there is no hole, then $D_{h}\left(x_{i-1}, x_{i}\right) \geq r^{\prime} / 2$. To see that this claim is true, assume for the sake of contradiction that $D_{h}\left(x_{i-1}, x_{i}\right)<r^{\prime} / 2$. The distance $D_{h}\left(x_{i-1}, x_{i+1}\right)>r^{\prime}$, otherwise $x_{i+1}$ would have been selected as the
successor of $x_{i-1}$. Thus, the distance $D_{h}\left(x_{i}, x_{i+1}\right)>r^{\prime} / 2$. Since there cannot be any hole in the strip, there exists a node $y$ such that $D_{h}\left(x_{i}, y\right)<r^{\prime} / 2$. This implies that $D_{h}\left(x_{i-1}, y\right)<r^{\prime}$. Note that $D_{h}(y, v)<D_{h}\left(x_{i}, v\right)$, therefore $y$ should have been chosen as the successor of $x_{i-1}$ by the construction criteria, which is a contradiction. The initial assumption of $D_{h}\left(x_{i-1}, x_{i}\right)<r^{\prime} / 2$ is thus proven false which proves the truth of the claim.

Since $D_{h}\left(x_{i-1}, x_{i}\right) \geq r^{\prime} / 2$ for $0<i<m-1$, the number of hops in the path $P$ is

$$
m \leq\left\lceil\frac{D(u, v)}{r^{\prime} / 2}\right\rceil=\left\lceil\sqrt{\alpha^{2}+4} \frac{D(u, v)}{r}\right\rceil .
$$

If $D(u, v) \leq r$ the path is simply the edge connecting $u$ and $v$ and the hop-stretch is trivially 1. Otherwise, $D(u, v)>r$ and so, the hop-stretch is $1+\sqrt{\alpha^{2}+4}$.

It remains to show that there is no hole w.h.p.
To bound the probability that there is a hole in any strip, consider the sequence of small rectangles (call them slices) defined by the spacing parameter, of size $s \times \alpha r^{\prime} / 2$. The slices are numbered in ascending order from $u$ to $v$.

For any node $x_{i}$ that is contained in some slice $j$, let $E_{i}$ be the event that the node $x_{i+1}$ is contained in the slice $j-1+\left\lceil r^{\prime} / 2 s\right\rceil$ at a horizontal distance greater than $r^{\prime}$ from $x_{i}$. Then,

$$
\operatorname{Pr}\left[E_{i}\right] \leq\binom{ n-1}{1} \frac{\alpha r^{\prime} s}{2 \ell^{2}}\left(1-\frac{\alpha r^{\prime 2}}{4 \ell^{2}}\right)^{n-2}
$$

If $x_{i+1}$ is contained in a slice closer to $x_{i}$ then there is no hole. If $x_{i+1}$ is contained in a slice farther than $j-1+\left\lceil r^{\prime} / 2 s\right\rceil$ then there is at least one empty bin in the strip. The probability that some bin is empty is bounded by

$$
\operatorname{Pr}[\text { EmptyBin }] \leq \frac{\max _{(u, v)} D(u, v)}{s}\left(1-\frac{\alpha r^{\prime 2}}{4 \ell^{2}}\right)^{n}
$$

Therefore, the probability that there is a hole within any strip is

$$
\begin{aligned}
\operatorname{Pr}[\text { Hole }] & \leq\binom{ n}{2}\left(n(n-1) \frac{\alpha r^{\prime} s}{2 \ell^{2}}\left(1-\frac{\alpha r^{\prime 2}}{4 \ell^{2}}\right)^{n-2}+\frac{\max _{(u, v)} D(u, v)}{s}\left(1-\frac{\alpha r^{\prime 2}}{4 \ell^{2}}\right)^{n}\right) \\
& \leq n^{2} \frac{1}{e^{n \alpha r^{\prime 2} / 4 \ell^{2}}}\left(\frac{n^{2} \alpha r^{\prime} s}{2 \ell^{2}} e^{\alpha r^{\prime 2} / 2 \ell^{2}}+\frac{\sqrt{2} \ell}{s}\right) .
\end{aligned}
$$

This expression is minimized when

$$
s=\left(\frac{2 \sqrt{2} \ell^{3}}{n^{2} \alpha r^{\prime} e^{\alpha r^{\prime 2} / 2 \ell^{2}}}\right)^{1 / 2} .
$$

Then,

$$
\begin{aligned}
\operatorname{Pr}[\text { Hole }] & \leq \frac{2 k^{3} \ell^{6} \ln ^{3} \ell}{r^{6} \ell^{1+\left(k \alpha /\left(4+\alpha^{2}\right)\right)}}\left(\frac{\alpha r^{\prime} e^{\alpha r^{\prime 2} / 2 \ell^{2}}}{2 \sqrt{2} \ell}\right)^{1 / 2} \\
& \in O\left(\ell^{-\gamma_{1}}\right) \text { for } k>5 \frac{4+\alpha^{2}}{\alpha}
\end{aligned}
$$

A simpler proof of theorem 8 is also possible and follows, though the constant obtained is worse.

Proof. Consider a strip $S_{j}$, the probability that a node $x_{i}$ is contained in $S_{j}$ is at most $\alpha r^{\prime} / \sqrt{2} \ell$. The probability that there is a hole within $S_{j}$ adjoining $x_{i}$ is at most $\left(1-\alpha r^{\prime 2} / 4 \ell^{2}\right)^{n-1}$. Then, the probability that there is a hole in any strip is

$$
\begin{aligned}
\operatorname{Pr}[\text { Hole }] & \leq\binom{ n}{2} n \frac{\alpha r^{\prime}}{\sqrt{2} \ell}\left(1-\frac{\alpha r^{\prime 2}}{4 \ell^{2}}\right)^{n-1} \\
& \in O\left(\ell^{-\gamma_{1}}\right) \text { for } k>6 \frac{\left(4+\alpha^{2}\right)}{\alpha}
\end{aligned}
$$

Lemma 9. In a $G(n, r, \ell)$ satisfying the parameter conditions of Lemma 10, for every circle of radius $\Theta(r)$ centered on a node, the number of nodes contained in that circle is $\Theta(\log \ell)$ w.h.p.

Proof. To prove this lemma it is enough to show that the probability that the number of nodes, within any circle of radius $\beta r$ for some constant $\beta$, deviates from $\log \ell$ by more than a constant factor, is polynomially small. Consider the random process of dropping nodes in a square of side length $\ell$. Define the random variable $X$ as the number of nodes contained in that circle. For a given node, the probability of falling in the circle is $\pi \beta^{2} r^{2} / \ell^{2}$. Using Chernoff bounds

$$
\begin{aligned}
& \operatorname{Pr}\left(X \geq(1+\epsilon) \frac{\pi \beta^{2} r^{2}}{\ell^{2}} n\right) \leq e^{-\frac{\epsilon^{2}}{3} n \frac{\pi \beta^{2} r^{2}}{\ell^{2}}} \\
& \operatorname{Pr}\left(X \leq(1-\epsilon) \frac{\pi \beta^{2} r^{2}}{\ell^{2}} n\right) \leq e^{-\frac{\epsilon^{2}}{2} n \frac{\pi \beta^{2} r^{2}}{\ell^{2}}}
\end{aligned}
$$

Using the parameter conditions

$$
\begin{aligned}
& \operatorname{Pr}\left(X \geq(1+\epsilon) \pi \beta^{2} k \ln \ell\right) \leq \ell^{-\frac{\epsilon^{2} \pi \beta^{2} k}{3}} \\
& \operatorname{Pr}\left(X \leq(1-\epsilon) \pi \beta^{2} k \ln \ell\right) \leq \ell^{-\frac{\epsilon^{2} \pi \beta^{2} k}{2}}
\end{aligned}
$$

We can use appropriately high values of $k$ and use the union bound so that the required bound holds for all circles w.h.p.

## Hop Optimality of the CHSG

Lemma 10. Consider the $R G G G(n, r, l)$, where $n$ satisfies the parameter conditions of Theorem 8 for a reduced connectivity radius of $r^{\prime}=(b-a) r / c$. For any pair of nodes $(u, v)$ in the RGG at Euclidean distance $D(u, v)$, there exists a path between them in the CHSG of at most $\left\lceil c \sqrt{\alpha^{2}+4} D(u, v) /(b-a) r\right\rceil-1+O(\log \ell)$ edges w.h.p.

Proof. Theorem 8 states that: In the RGG that satisfies the parameter conditions of Theorem 8, there exists a path of $\left\lceil\sqrt{\alpha^{2}+4} D(u, v) / r\right\rceil$ edges w.h.p. We can thus infer that: If the RGG satisfies the same parameter conditions for a reduced connectivity radius of $r^{\prime}=(b-a) r / c$, there exists a path between $u$ and $v$ using $\left\lceil c \sqrt{\alpha^{2}+4} D(u, v) /(b-a) r\right\rceil$ edges of length at most $(b-a) r / c$. Let $p$ be such a path and $e_{1}, e_{2}, \ldots, e_{m}$ be its sequence of edges.


Figure 3.5: Illustration for Lemma 10
In the description of the Disk Covering Scheme, two kinds of disks were defined for clarity: big disks and small disks. In order to prove hop-optimality of the CHSG, we only refer to big disks and simply call them disks. The rest of the proof is illustrated in figure 3.5 .

Lemma 6 states that every edge in the path $p$ is completely covered by one disk. Therefore, there exists a sequence $d_{1}, d_{2}, \ldots, d_{m^{\prime}}$ of overlapping disks, where any edge $e_{i}$ in $p$ is covered by some disk $d_{j}$ in this sequence. A disk may completely cover more than one edge, hence $m^{\prime} \leq m$. Let $D_{i}$ be the bridge (center) of disk $d_{i}$.

Define a path $p^{\prime}$ using only edges of the CHSG as follows. Connect $u$ and the bridge $D_{1}$ with a path $p_{1}$ of disk-spanner edges defined by the disk $d_{1}$. For each edge $i$, $1 \leq i \leq m$, replace the edge $e_{i}$ in $p$ with the node $D_{i}$. Connect all consecutive bridges $D_{i}$ and $D_{i+1}$ within the path of overlapping disks with edge $\overline{D_{i} D_{i+1}}$. Consecutive bridges are adjacent to each other in the RGG, because their disks overlap and the radius of each disk is $b r / 2$ with $b \leq 1$. Finally, connect the bridge $D_{m}$ and $v$ with a path $p_{m}$ of disk-spanner edges defined by the disk $d_{m}$. The length of $p^{\prime}$ is given by: length $\left(p^{\prime}\right) \leq$ length $\left(p_{1}\right)+(m-1)+$ length $\left(p_{m}\right)$. Using the stretch bound, length $\left(p^{\prime}\right) \leq$ $\left\lceil c \sqrt{\alpha^{2}+4} D(u, v) /(b-a) r\right\rceil-1+$ length $\left(p_{1}\right)+$ length $\left(p_{m}\right)$ w.h.p. Only disk-spanner edges are used in $p_{1}$ and $p_{m}$. It is shown in Lemma 9 that the number of nodes within a disk is $O(\log \ell)$ w.h.p. Therefore, length $\left(p_{1}\right)+\operatorname{length}\left(p_{m}\right)=O(\log \ell)$ w.h.p. completing the proof.

The following theorem shows the main result.

Theorem 11. For every pair of nodes in an $R G G$, satisfying the conditions of

Lemma 10, there is a path in the CHSG, whose length is asymptotically optimal w.h.p.

Proof. The optimal path between any pair of nodes $(u, v)$ separated by a distance $D(u, v)$ has at least $\lceil D(u, v) / r\rceil$ edges. If $\log \ell$ is also an asymptotic lower bound on the length of such a path w.h.p., then $(D(u, v) / r+\log \ell) / 2$ is also an asymptotic lower bound, and the result proved in Lemma 10 is a constant factor approximation. It remains to show that $\log \ell$ is an asymptotic lower bound on the length of an optimal path in a constant-degree random geometric graph w.h.p.

In a $\delta$-regular graph, the expected distance between any pair of nodes randomly chosen is at least $\log _{\delta-1} n$. A $\Theta(1)$ degree random geometric graph is a subgraph of some regular graph. Hence, in a $\Theta(1)$ degree random geometric graph, the expected distance between any pair of nodes randomly chosen is in $\Omega(\log n)$. The previous result is true w.h.p. because for some constant $\beta$

$$
\begin{aligned}
\operatorname{Pr}(D(u, v)<\beta \log n) & \leq \frac{1}{n-1} \sum_{i=0}^{\beta \log n-2} \delta(\delta-1)^{i} \\
& \in O\left(n^{-\gamma_{2}}\right) \text { for some } \gamma_{2}>2
\end{aligned}
$$

Using the union bound, under the parameter conditions of Lemma $10, D(u, v) \in$ $\Omega(\log \ell)$ for all pairs of nodes $(u, v)$ w.h.p.

### 3.3 Distributed Algorithm

In this section we describe how to distributedly implement the steps of the Disk Covering Scheme for network formation. Step 2 of the Disk Covering Scheme can be achieved distributedly by means of a Maximal Independent Set (MIS) computation with nodes transmitting in a range of $a r / 2$. An algorithm to compute an MIS in a weak model is presented in [MW05]. This algorithm can be tailored to our setting and can be shown to have a running time of $O\left(\log ^{2} \ell\right)$. The details are presented in Section 3.3.1

Steps 3 and 4 of the Disk Covering Scheme require uncolliding transmissions of each bridge in a radius of $r$ and $b r / 2$ respectively. All nodes assigned to the same bridge
will participate in a common spanner construction. Additionally bridge nodes must set up links with all bridge nodes at a distance of at most $r$. The details are presented in Sections 3.3 .2 and 3.3.3. Finally, the constant-degree spanner construction is described in Section 3.3.3.

### 3.3.1 MIS Computation (Step 2)

## Algorithm

Step 2 of the Disk Covering Scheme can be achieved distributedly by means of an MIS computation with nodes transmitting in a range of ar/2. An algorithm to compute an MIS in a weak model for arbitrary graphs was presented in MW05. This algorithm can be tailored to our setting and can be shown to have a running time of $O\left(\log ^{2} \ell\right)$. Algorithm 2 gives the details of such MIS computation and we give our analysis in the following section.

```
Algorithm 2: MIS Computation, \(\delta_{1}, \delta_{2}, \delta_{3}\) and \(\delta_{4}\) are constants.
    Transmit the local counter with probability \(1 / \delta_{1} \log \ell\).
    if not transmitting in the current time slot then
        if a neighbor's counter is received and the difference between the local and
        neighbor's counter is \(\leq\left\lfloor\delta_{2} \log \ell\right\rfloor\) then
            Set local counter to \(-\left\lfloor\delta_{2} \log \ell\right\rfloor\).
        end
        else if a neighbor's ID is received then
            Set the local state to covered and stop.
        end
    end
    Increase counter if transmitted at least once.
    if the counter is \(\left\lceil\delta_{3} \log ^{2} \ell\right\rceil\) then
        Set the local state to MIS member.
        Transmit ID forever with probability \(q=1 / \delta_{4}\).
    end
    Goto step 1 at end of time slot.
```


## Analysis

The analysis of the MIS algorithm turns out to be difficult because nodes running different phases interfere with each other. Hence, necessary assumptions regarding
bounds on the total probability of transmission of nodes in other phases cannot be made leading to a circular argument. In order to break the circularity we prove the following lemmas by induction on the time slots in which a given node joins the MIS.

Before the analysis, we recall the following basic fact [MR95]:
Fact 1. For all $n \geq 1$ and $|x| \leq n$

$$
e^{x}\left(1-\frac{x^{2}}{n}\right) \leq\left(1+\frac{x}{n}\right)^{n} \leq e^{x}
$$

Lemma 12. Given any node that joins the MIS in a given time slot, the counter of all neighboring nodes is at most $\left\lceil\delta_{3} \log ^{2} \ell\right\rceil-\left\lfloor\delta_{2} \log \ell\right\rfloor$ in the same time slot w.h.p.

Lemma 13. Every MIS node transmits its MIS status message successfully in the $\left\lfloor\delta_{2} \log \ell\right\rfloor$ time slots after it joins the MIS w.h.p.

Proof. We prove both preceding lemmas simultaneously by employing induction on the order in which the nodes join the MIS, with ties broken arbitrarily.

Base case: Consider the first node within the whole network, call it $\mu_{1}$, that joins the MIS at time $t_{1}$.

For the sake of contradiction, assume that there is a node $x$ contained in $\mu_{1}$ 's neighborhood whose counter is greater than $L=\left\lceil\delta_{3} \log ^{2} \ell\right\rceil-\left\lfloor\delta_{2} \log \ell\right\rfloor$ at $t_{1}$. By the definition of the algorithm, $\mu_{1}$ has first transmitted at time $t_{1}-\left\lceil\delta_{3} \log ^{2} \ell\right\rceil$ and $x$ has first transmitted within the next $\left\lfloor\delta_{2} \log \ell\right\rfloor$ time slots. Afterwards, neither $\mu_{1}$ nor $x$ have sent without collision otherwise one of their counters would have been reset. Let $E(k)$ denote the event that neither $\mu_{1}$ nor $x$ have sent without collision within $k$ time slots. Using the fact that there are at most $\delta_{6} \log \ell$ nodes within the 2 -hop neighborhood of $\mu_{1}$ w.h.p., for some constant $\delta_{6}>0$, as shown in Lemma 9 .

$$
\begin{aligned}
\operatorname{Pr}[E(L)] & \leq\left[1-2 \frac{1}{\delta_{1} \log \ell}\left(1-\frac{1}{\delta_{1} \log \ell}\right)^{\delta_{6} \log \ell}\right]^{\left[\delta_{3} \log ^{2} \ell\right\rceil-\left\lfloor\delta_{2} \log \ell\right\rfloor} \\
& \in O\left(\ell^{-\gamma_{3}}\right)\left(\text { Using fact 1, for some } \delta_{3}, \delta_{1}>\sqrt{\delta_{6} / \log \ell}\right) .
\end{aligned}
$$

Now we must additionally prove that within $\left\lfloor\delta_{2} \log \ell\right\rfloor$ time slots of $\mu_{1}$ joining the MIS,
all nodes within range of it receive a message declaring its MIS status. For at least $\left\lfloor\delta_{2} \log \ell\right\rfloor$ time slots after the node $\mu_{1}$ joins the MIS, no other nodes in its neighborhood join the MIS w.h.p. as shown. If in this time its MIS status message is received by all its neighbors, then they will all stop counting and transition into the covered state. We will now show that this message is received by all its neighbors w.h.p. Let $E(k)$ denote the event that $\mu_{1}$ does not transmit without collision in $k$ consecutive time slots. The probability of failure in $\left\lfloor\delta_{2} \log \ell\right\rfloor$ consecutive time slots is:

$$
\begin{aligned}
\operatorname{Pr}\left[E\left(\left\lfloor\delta_{2} \log \ell\right\rfloor\right)\right] & =\left[1-\frac{1}{\delta_{4}}\left(1-\frac{1}{\delta_{1} \log \ell}\right)^{\delta_{6} \log \ell}\right]^{\left\lfloor\delta_{2} \log \ell\right\rfloor} \\
& \in O\left(\ell^{-\gamma_{4}}\right)\left(\text { Using fact } 1 \text { and for some } \delta_{2}\right)
\end{aligned}
$$

This shows that $\mu_{1}$ sends its MIS status message without collision successfully in $\left\lfloor\delta_{2} \log \ell\right\rfloor$ time slots w.h.p.

Inductive Step:Consider the $i$ th node $\mu_{i}, i>1$, that joins the MIS at time $t_{i}$.
Inductive hypothesis: For all nodes $\mu_{j}$ such that $j<i$, joining the MIS at time $t_{j}$, the counters of all nodes in the neighborhood of $\mu_{j}$ are at most $\left\lceil\delta_{3} \log ^{2} \ell\right\rceil-\left\lfloor\delta_{2} \log \ell\right\rfloor$ at time $t_{j}$ w.h.p. Additionally all nodes $\mu_{j}$ transmit their MIS status message successfully within the interval $t_{j} \ldots t_{j}+\left\lfloor\delta_{2} \log \ell\right\rfloor$ w.h.p.

Therefore by time $t_{j}+\left\lfloor\delta_{2} \log \ell\right\rfloor$ all nodes in the range of all MIS nodes $\mu_{1} \ldots \mu_{i-1}$ will be in the covered state. From the previous statements of the inductive hypothesis we can conclude that none of the MIS nodes $\mu_{j}$ (where $j<i$ ) are neighbors of each other w.h.p.

We want to show that the counters of all nodes in the neighborhood of $\mu_{i}$ are at most $\left\lceil\delta_{3} \log ^{2} \ell\right\rceil-\left\lfloor\delta_{2} \log \ell\right\rfloor$ at time $t_{i}$ w.h.p. and that all neighbors of $\mu_{i}$ are in the covered state by time $t_{i}+\left\lfloor\delta_{2} \log \ell\right\rfloor$ w.h.p.

If $\mu_{i}$ is out of the two-hop neighborhood of all the previous MIS members, the claim can be easily proved using the same argument as in the base case. Otherwise, $\mu_{i}$ is within a two-hop neighborhood of some MIS members. Since all nodes that previously joined the MIS are not in range of each other, $\mu_{i}$ is within the two-hop neighborhood
of at most 12 other MIS members. This is true because a regular polygon with side of length at least $r$ and distance from the center to the vertices at most $2 r$ has at most 12 sides.

For the sake of contradiction, assume that there is a node $y$ contained in $\mu_{i}$ 's neighborhood whose counter is greater than $L=\left\lceil\delta_{3} \log ^{2} \ell\right\rceil-\left\lfloor\delta_{2} \log \ell\right\rfloor$ at $t_{i}$. By the definition of the algorithm, $\mu_{i}$ has first transmitted at time $t_{i}-\left\lceil\delta_{3} \log ^{2} \ell\right\rceil$ and $y$ has first transmitted within the next $\left\lfloor\delta_{2} \log \ell\right\rfloor$ time slots. Afterwards, neither $\mu_{i}$ nor $y$ have sent without collision otherwise one of their counters would have been reset. Let $E(k)$ be the event that neither $\mu_{i}$ or $y$ send without collision for $k$ consecutive time slots.

$$
\begin{aligned}
\operatorname{Pr}[E(L)] & \leq\left[1-2 \frac{1}{\delta_{1} \log \ell}\left(1-\frac{1}{\delta_{1} \log \ell}\right)^{\delta_{6} \log \ell}\left(1-\frac{1}{\delta_{4}}\right)^{12}\right]^{\left\lceil\delta_{3} \log ^{2} \ell\right\rceil-\left\lfloor\delta_{2} \log \ell\right\rfloor} \\
& \left.\in O\left(\ell^{-\gamma_{5}}\right) \quad \text { (Using fact 1]for some } \delta_{3}, \delta_{1}>\sqrt{\delta_{6} / \log \ell}\right) .
\end{aligned}
$$

Now we will show that all neighbors of MIS node $\mu_{i}$ will be in the covered state by time slot $t_{i}+\left\lfloor\delta_{2} \log \ell\right\rfloor$. Any neighbor of an MIS node has a counter that lags the MIS node's counter by at least $\left\lfloor\delta_{2} \log \ell\right\rfloor$. Additionally no MIS node can be within range of any other. Hence every MIS node can be subjected to interference by at most 18 other MIS nodes (by a simple geometric packing argument). Let $E(k)$ denote the event that a neighbor of an MIS node does not receive its MIS status message for $k$ consecutive time slots. Thus the probability that a MIS node does not transmit its MIS status message without collision is given by:

$$
\begin{aligned}
\operatorname{Pr}\left[E\left(\left\lfloor\delta_{2} \log \ell\right\rfloor\right)\right] & \leq\left[1-\left(\frac{1}{\delta_{4}}\right)\left(1-\frac{1}{\delta_{4}}\right)^{18}\left(1-\frac{1}{\delta_{1} \log \ell}\right)^{\delta_{6} \log \ell}\right]^{\left\lfloor\delta_{2} \log \ell\right\rfloor} \\
& \in O\left(\ell^{-\gamma_{6}}\right) \quad\left(\text { Using fact } 1 \text { and for some } \delta_{2}\right)
\end{aligned}
$$

Lemma 14. No two nodes belonging to the MIS are within transmission range of each other w.h.p.


Figure 3.6: Illustration for Lemma 15

Proof. This is a direct conclusion of Lemmas 12 and 13 .

Lemma 15. For any node running the MIS algorithm with radius $r$, there is at least one node, in its immediate $r / 2$ neighborhood, that transmits without collision within $\left\lceil\delta_{5} \log ^{2} \ell\right\rceil$ steps w.h.p., for some constant $\delta_{5}>0$.

Proof. Consider a node $A$ running the MIS algorithm (refer to figure 3.6). Since $A$ is awake, there is at least one node awake in $C$ at time $t$. From Lemma 14 it can be seen that no MIS nodes can be within range of each other, therefore there can be at most 9 MIS nodes within $D$ (If there were more then one of them would be in range of $A$ ). Let $E(k)$ denote the event that no node in $A$ 's $r / 2$ neighborhood (including $A$ ) transmits without collision in $k$ consecutive time slots. Lemma 9 shows that there are at most $\delta_{6} \log \ell$ nodes in $D$ w.h.p., for some constant $\delta_{6}>0$.

$$
\begin{aligned}
\operatorname{Pr}\left[E\left(\left\lceil\delta_{5} \log ^{2} \ell\right\rceil\right)\right] & \leq\left[1-\left(\frac{1}{\delta_{1} \log \ell}\right)\left(1-\frac{1}{\delta_{1} \log \ell}\right)^{\delta_{6} \log \ell}\left(1-\frac{1}{\delta_{4}}\right)^{9}\right]^{\left\lceil\delta_{5} \log ^{2} \ell\right\rceil} \\
& \left.\in O\left(\ell^{-\gamma_{7}}\right) \text { (Using fact 1, } \delta_{1}>\sqrt{\delta_{6} / \log \ell} \text {, for some } \delta_{5}\right) .
\end{aligned}
$$

Theorem 16. For a given node running the MIS algorithm, at least one node within


Figure 3.7: Illustration for Theorem 16
its transmission range joins the MIS in $O\left(\log ^{2} \ell\right)$ time slots and no two MIS nodes are within range of each other w.h.p.

Proof. The proof is illustrated in figure 3.7. In Lemma 15, it was shown that within a circle of radius $r / 2$ centered on any node $x_{1}$, there will be a node $x_{2}$, transmitting without collision, in less than $\left\lceil\delta_{5} \log ^{2} \ell\right\rceil$ steps w.h.p. After this single transmission, there is at least one node, namely $x_{2}$, within the neigborhood of $x_{1}$ increasing its counter. If $x_{2}$ joins the MIS after its counter reaches the value $\left\lceil\delta_{3} \log ^{2} \ell\right\rceil$, then the statement of the theorem is proved. Otherwise, some other node, call it $x_{3}$, within range of $x_{2}$, reaches this value and joins the MIS before. If $x_{3}$ is within range of $x_{1}$, then the statement of the theorem is proved. Otherwise, $x_{3}$ covers at least one node within the $r / 2$ neighborhood of $x_{1}$, namely $x_{2}$, within the next $\left\lceil\delta_{2} \log \ell\right\rceil$ time slots w.h.p. (as shown in Lemma 13).

Note that the distance between $x_{1}$ and $x_{3}$ satisfies the following relation :

$$
\begin{equation*}
r<D\left(x_{1}, x_{3}\right) \leq 3 r / 2 \tag{3.2}
\end{equation*}
$$

All uncovered active nodes within the $r / 2$ neighborhood of $x_{1}$ are still counting. Hence, the same argument can be repeatedly applied with the restriction that the next MIS node is at least at a distance of $r$ from $x_{3}$ (by Lemma 14). There can be at most 9 MIS nodes around $x_{1}$ before $x_{1}$ or one of its neighbors joins the MIS, as explained in Lemma 15. Thus, this process terminates in at most $10\left(\left\lceil\delta_{3} \log ^{2} \ell\right\rceil+\left\lceil\delta_{5} \log ^{2} \ell\right\rceil+\right.$
$\left.\left\lfloor\delta_{2} \log \ell\right\rfloor\right)$ time slots.

### 3.3.2 Broadcast (Steps 3 and 4 )

After a node is covered by some neighboring MIS node, it needs to be assigned to that MIS node. All nodes assigned to the same MIS node will participate in a common spanner construction. Additionally MIS nodes must set up links with all MIS nodes at a distance of at most $r$. Any of these steps only require each MIS node to achieve an uncolliding transmission. In this section an algorithm for achieving this is detailed and a time bound is proved.

## Algorithm

The algorithm is simple to describe:

With probability $1 / \beta_{1}$, each MIS node transmits its ID, within range $\beta_{2} r$.

Where $\beta_{1}$ and $\beta_{2}$ are constants whose values depend on which of the aforementioned steps is implemented. For informing the non-MIS nodes about assignment, the transmission is made with $\beta_{2}=b / 2$. For setting up connections with neighboring MIS nodes, the transmission is made with $\beta_{2}=1$.

## Analysis

Lemma 17. Any MIS node running the broadcast algorithm achieves a transmission without collision within $O(\log \ell)$ steps w.h.p.

Proof. Let $\Delta$ denote the maximum number of interfering MIS neighbors (which depends on $\beta_{2}$ ). Let $\operatorname{Pr}$ [fail] denote the probability that any node fails to transmit without collision after $\beta_{3} \log \ell$ steps for some constant $\beta_{3}$. For appropriate values of $\beta_{2}$ and $\beta_{3}$, using the parameter conditions of theorem 8 and the union bound,

$$
\begin{aligned}
\operatorname{Pr}[\text { fail }] & =n\left(1-\frac{1}{\beta_{1}}\left(1-\frac{1}{\beta_{1}}\right)^{\Delta}\right)^{\beta_{3} \log \ell} \\
& \in O\left(\ell^{-\gamma_{8}}\right) \text { for some } \gamma_{8}>0
\end{aligned}
$$

### 3.3.3 Spanner Construction (Step 5)

After nodes are covered by one or more bridges (MIS members), they have to connect locally to neighboring nodes covered by the same bridge, i.e. within the same disk. Nodes can be covered by more than one bridge. Hence, interference of transmissions not only from the local disk but also from neighboring disks must be taken into account to analyze the performance of any spanner construction algorithm. However, any node is covered by at most a constant number of disks as explained in Lemma 7, then the number of interfering transmissions with respect to the local disk is increased only by a constant factor that we fold into the constants involved in this analysis.


#### Abstract

Algorithm Our goal here is to construct a constant-degree spanner graph on the set of nodes assigned to a given bridge node. Since the diameter is not constrained, we adopt the simplest topology, i.e., a linked list. In order to minimize the running time, we avoid handshaking among nodes and all the construction is done by broadcasting. We start with every node choosing an integer index uniformly at random from the interval $[1, \ell]$. Since there are $O(\log \ell)$ nodes within the same range w.h.p. as shown before, no two nodes choose the same index w.h.p.


## Analysis

Lemma 18. Any node running the spanner algorithm joins the spanner within $O\left(\log ^{2} \ell\right)$ steps w.h.p.

```
Algorithm 3: Spanner construction. \(\beta_{4}\) is a constant.
    for each non-bridge node in parallel do
        predecessor.ID \(\leftarrow\) bridge.ID;
        successor.ID \(\leftarrow\) bridge.ID;
        choose an integer index uniformly at random from the interval \([1, \ell]\);
        while true do
            transmit \(\leftarrow \begin{cases}\text { true } & \text { with probability } p=1 / \beta_{4} \log \ell \\ \text { false } & \text { with probability } 1-p\end{cases}\)
            if transmit then broadcast 〈index,ID〉;
            else if an index is received then
                    update predecessor.ID or successor.ID accordingly;
            end
        end
    end
```

Proof. In order to prove this lemma it is enough to show that every node covered by the same bridge that is running the spanner algorithm achieves at least one single (i.e. uncolliding) transmission within $O\left(\log ^{2} \ell\right)$ steps w.h.p. It was shown in lemma 9 that there are $\Theta(\log \ell)$ nodes within any disk of radius $O(r)$. Hence, it is enough to show that within any disk with at most $\beta_{4} \log \ell$ nodes there are $\beta_{4} \log \ell$ different single transmissions within $\beta_{5} \log ^{2} \ell$ steps w.h.p., where $\beta_{4}$ and $\beta_{5}$ are constants.

To show that, we use the following balls and bins analysis. Let each node be represented by a bin and each transmission step be represented by a ball. A node achieving a single transmission at a given step is modeled with the ball representing that step falling in the bin representing that node. If at a given transmission step there is no single transmission, we say that the ball falls outside the bins. Now, to prove this lemma it is enough to show that after dropping $\beta_{5} \log ^{2} \ell$ balls in $\beta_{4} \log \ell$ bins, no bin is empty w.h.p.

For a given ball, the probability of falling in a given bin is the probability of achieving a single transmission, i.e.

$$
\operatorname{Pr}=\frac{1}{\beta_{4} \log \ell}\left(1-\frac{1}{\beta_{4} \log \ell}\right)^{\beta_{4} \log \ell-1}
$$

Hence, the probability of some empty bin is

$$
\begin{aligned}
\operatorname{Pr}(\text { fail }) & \leq \sum_{i=1}^{\beta_{4} \log \ell}\binom{\beta_{4} \log \ell}{i}\left(1-i \frac{1}{\beta_{4} \log \ell}\left(1-\frac{1}{\beta_{4} \log \ell}\right)^{\beta_{4} \log \ell-1}\right)^{\beta_{5} \log ^{2} \ell} \\
& \leq\left(1-\frac{1}{\beta_{4} \log \ell}\left(1-\frac{1}{\beta_{4} \log \ell}\right)^{\beta_{4} \log \ell-1}\right)^{\beta_{5} \log ^{2} \ell} \sum_{i=1}^{\beta_{4} \log \ell}\binom{\beta_{4} \log \ell}{i} .
\end{aligned}
$$

Using the binomial theorem,

$$
\begin{aligned}
\operatorname{Pr}(\text { fail }) & \leq\left(1-\frac{1}{\beta_{4} \log \ell}\left(1-\frac{1}{\beta_{4} \log \ell}\right)^{\beta_{4} \log \ell-1}\right)^{\beta_{5} \log ^{2} \ell} 2^{\beta_{4} \log \ell} \\
& \in O\left(\ell^{-\gamma_{9}}\right), \gamma_{9}>0\left(\text { using fact } 1 \text {, for a large enough } \beta_{5}>e \beta_{4}\right) .
\end{aligned}
$$

## A small-diameter spanner

In the previous construction, the distance between any two nodes is at most the number of nodes within the disk, i.e. $O(\log \ell)$. Although a diameter of $\Theta(\log \ell)$ for the disk spanner is optimal (theorem 11) for a constant-degree random geometric graph, a constant-degree spanner with diameter $o(\log \log \ell)$ is also possible as shown in this section.

The structure we utilize, is popularly known as a butterfly network. Butterfly networks are used in many parallel computers to provide paths of length $\log m$ connecting $m$ inputs to $m$ outputs. A labeled instance of a butterfly network with $m=8$ is shown in figure 3.8. The inputs of the network are on the left and the outputs are on the right. In our case, all nodes have the same role and a message between any pair of nodes can be sent in $O(\log m)$ hops. Then, given that there are $\Theta(\log \ell)$ nodes in any disk, the diameter obtained is $o(\log \log \ell)$. Notice that, once unique consecutive labels are assigned to all nodes, each node can easily compute to which nodes is connected. Then, our goal is to assign unique consecutive indexes to all nodes within the disk.

The distributed algorithm for non-bridge nodes to construct such a network within


Figure 3.8: A butterfly network with 32 nodes
one disk consists of three phases, as follows. First, every node chooses an index uniformly at random from the interval $[1, \ell]$. As explained before, no two nodes will choose the same index w.h.p. Then, every node broadcasts its index and ID as in algorithm 3, but in this case they keep track of the ID of its predecessor only and the process runs for just $O\left(\log ^{2} \ell\right)$ steps. As shown in lemma 18, at this point all nodes have achieved at least one transmission without collision so, all nodes know who is their predecessor.

To obtain consecutive indexes, the nodes now have to pack the indexes one by one as follows. Upon receiving the new index $i$ of its predecessor, a node redefines its index as $i+1$ and broadcasts its new index and ID with constant probability for $O(\log \ell)$ steps. As shown in lemma 3.3.2, there will be at least one transmission without collision w.h.p. Obviously, the first node in this ordering will not have any predecessor and will start this phase of the algorithm redefining its index as 1 . At this point, all nodes have consecutive indexes and have to connect as a butterfly accordingly but, they do not know yet the ID's of their butterfly neighbors with smaller index so, a final round broadcasting the new index and ID is necessary. The details can be seen in Algorithm 4

The first and third phase take $O\left(\log ^{2} \ell\right)$ time by definition of the algorithm. In the second phase, each of $\Theta(\log \ell)$ nodes in turn transmit for $O(\log \ell)$ steps. Hence, the
overall running time of this algorithm is $O\left(\log ^{2} \ell\right)$.

```
Algorithm 4: A small-diameter spanner construction. \(\beta_{4}\) is a constant.
    for each non-bridge node in parallel do
        predecessor. \(I D \leftarrow N U L L\);
        choose an integer index uniformly at random from the interval \([1, \ell]\);
        for \(\beta_{6} \log ^{2} \ell\) steps do
            transmit \(\leftarrow \begin{cases}\text { true } & \text { with probability } p=1 / \beta_{7} \log \ell \\ \text { false } & \text { with probability } 1-p\end{cases}\)
            if transmit then broadcast \(\langle\) index, \(I D\rangle\);
            else if an index is received then
                    update predecessor.ID accordingly;
                end
        end
        index \(\leftarrow 0\);
        if predecessor.ID \(\neq\) NULL then
            wait until an index from predecessor.ID is received;
        end
        index \(\leftarrow\) index +1 ;
        for \(\beta_{8} \log \ell\) steps do
            broadcast \(\langle\) index, \(I D\rangle\) with probability \(1 / \beta_{9}\);
        end
        for \(\beta_{6} \log ^{2} \ell\) steps do
            transmit \(\leftarrow \begin{cases}\text { true } & \text { with probability } p=1 / \beta_{7} \log \ell \\ \text { false } & \text { with probability } 1-p\end{cases}\)
            if transmit then broadcast 〈index,ID〉;
            else if an index is received then
                    store ID's of butterfly neighbors according with the index;
            end
        end
    end
```


### 3.4 Conclusions

The bootstrapping protocol described in this chapter, builds a hop-optimal constantdegree Sensor Network under the constraints of the Weak Sensor Model in $O\left(\log ^{2} \ell\right)$ time w.h.p. The time bounds are for the MIS algorithm $O\left(\log ^{2} \ell\right)$, for the broadcast algorithm $O(\log \ell)$, and for the spanner algorithm $O\left(\log ^{2} \ell\right)$. Hence, the total running time is upper bounded by $O\left(\log ^{2} \ell\right)$.

There is a trade-off among the maximum degree, the length of the optimal path and the density given by

There is a path of $\leq\left\lceil\frac{D(u, v)}{r} \frac{c \sqrt{4+\alpha^{2}}}{b-a}\right\rceil-1+O(\log \ell)$ hops w.h.p.
The degree of any bridge is $\leq 3\left\lceil\frac{4}{a \sqrt{3}}\right\rceil\left(\left\lceil\frac{4}{a \sqrt{3}}\right\rceil+1\right)+1$ w.h.p.
The density of nodes is $\frac{n}{\ell^{2}}>5 \frac{4+\alpha^{2}}{\alpha}\left(\frac{c}{b-a}\right)^{2} \frac{\ln \ell}{r^{2}}$.

Where $0<a<1, a<b \leq 1, c>1$ and $0<\alpha \leq 1$.
The longer the edges covered, the lower density and smaller number of hops in the optimal path but, the degree is bigger.

Notice that in our construction, only three ranges of transmission are used, namely $a r / 2, b r / 2$ and $r$. Hence, the specific values of $a$ and $b$ are hardware dependent.

Notice also that for any of the various parts of the bootstrapping algorithm no synchronicity assumption is needed. Furthermore, neighboring disks do not need to be running the same phase of the algorithm. Regarding failures, the MIS algorithm and its final broadcast algorithm as well as the linked list spanner construction algorithm are also maintenance algorithms since both bridge and non-bridge nodes keep broadcasting forever. If a bridge node fails, after some time non-bridge nodes will detect the absence of their bridge broadcast and will restart the MIS algorithm to obtain a new bridge. On the other hand, if a non-bridge node fails, its successor and predecessor will interconnect within the next round of the spanner construction. If the butterfly network spanner is used instead and a link is lost, the butterfly network can be simply rebuilt locally from scratch.

## Chapter 4

## Survey: The Wake-up and Broadcast Problems in Radio Networks

I am monarch of all I survey;
William Cowper (1731-1800)

In this chapter, we will survey the literature of the Wake-Up problem and the closely related Broadcast problem in Radio Networks. Our discussion will emphasize the setting of Ad-hoc Radio Networks with limited topology information.

We will begin by reiterating some basic facts about Radio Networks. The theoretical model of Radio Networks used in the algorithmic literature dates to the seminal work of Bar-Yehuda, Goldreich and Itai BYGI92. We will restate their model here and results presented will by default be based in this model. A Radio Network consists of nodes capable of communicating via limited-range radio transmissions. We will assume that time is divided into time-slots and all nodes have time-slots of the same length. A node is either transmitting or waiting to receive in any given time-slot.

We say that the network is a single hop network if all nodes are in transmission range of each other. We say that the network is multi-hop if some nodes are not in range of each other. In almost all cases the network topology can be modeled by an undirected strongly connected graph. Most results for Broadcast and Wake-up in multihop networks ignore the geometric nature of the underlying connectivity graph and are argued for strongly connected directed networks with arbitrary topologies. In both the single-hop and multi-hop networks a node receives a transmission of a neighboring node if and only if exactly one neighboring node is transmitting and all the other nodes are silent. If more than one neighboring node transmits in a given time-slot then we say
that a collision has occurred and none of the nodes are capable of identifying that a collision has occurred. A radio network in this setting is often called a no-CD radio network.

In our presentation of the results, we will use $D$ to denote the diameter of a multi-hop network, $n$ to represent the number of nodes and $\epsilon$ to represent the failure probability of a randomized protocol.

### 4.1 The Broadcast Problem

In the broadcast problem, we have a single node designated the source that has a message, which needs to be communicated to all other nodes in the network. We assume that the broadcast algorithm proceeds through non-spontaneous wake-up, i.e., nodes do not take any action until the source message has reached them. Running time is measured by the number of time-slots before all nodes in the network have the message. It is important to note that for broadcasting we can assume that all the nodes have their clocks globally synchronized, i.e., they all know the time-slot number since the start of the protocol. In the case of multi-hop networks, this is possible because the synchronization information can be propagated with the broadcast message itself. This important property allows Broadcast to be more efficient than Wake-up (defined in Section 4.2 in most cases.

### 4.1.1 Algorithms for Computing Centralized Broadcasting Schedules

Chlamtac and Kutten CK85 considered the problem of designing a centralized broadcast schedule assuming that a single node has complete information about the topology of the network and the source of the broadcast. They proved that the problem of determining an optimal deterministic schedule for broadcasting with complete topology information is $\mathcal{N P}$-hard. Chlamtac and Weinstein CW91 presented the Wave Expansion Broadcast (WEB) algorithm, which uses repeated calls to the Spokesman Election Algorithm (SEA) to produce a $\mathcal{O}\left(D \log ^{2}(n / D)\right)$ time-slot deterministic protocol for Broadcast. The WEB algorithm runs in polynomial time. This approach can be
used to compute an optimal deterministic broadcasting schedule in a distributed manner using special control channels. However, The number of control messages required may be quadratic in the number of nodes in the Network Wei87.

Gaber and Mansour GM03 presented both randomized and deterministic polynomial-time algorithms to compute the optimal broadcast schedule. For any network they demonstrated a randomized polynomial-time algorithm that computes a schedule of length $\mathcal{O}\left(D+\log ^{5} n\right)$ and a deterministic algorithm that computed a schedule of length $\mathcal{O}\left(D+\log ^{6} n\right)$. For $D \in \Omega\left(\log ^{5} n\right)$ the schedule computed by the randomized algorithm is of length $\mathcal{O}(D)$ and hence is asymptotically optimal. It has been proved that there are constant diameter networks for which no schedule can be of length less than $\Omega\left(\log ^{2} n\right)$ ABNLP91. This result is described in detail in section 4.1.3. It is not known if there are (optimal) $\mathcal{O}(D)$ schedules for broadcast when $D$ is in the range $\Omega\left(\log ^{2} n\right)$ and $\mathcal{O}\left(\log ^{5} n\right)$.

### 4.1.2 Randomized Broadcast Protocols

An exponential gap between determinism and randomization for Broadcast protocols in multi-hop networks was proved in [BYGI92]. The authors demonstrated the first randomized distributed protocol for Broadcast. This $\mathcal{O}((D+\log n / \epsilon) \log n)$ time protocol assumed no knowledge of the network topology, save $n$ and an upper bound on the maximum degree in the network, that we can assume to be $n$. For a constant diameter network, this randomized protocol requires only poly-logarithmic high-probability-time for Broadcast. This was contrasted with an $\Omega(n)$ lower bound for deterministic broadcasting on a two-hop network, even though all nodes have knowledge of $n$, the number of nodes in the network. The lower bound holds under the situation that a collision may appear as a clear transmission or may appear as channel noise, with the worst case chosen for the algorithm by an adversary. In the case where a collision is always distinguishable from a clear transmission, the lower bound does not hold. An exponential gap between determinism and randomization still exists if we make the weaker assumption as shown in KP02]. There exist diameter-4 networks such that all deterministic
broadcasting protocols take $\Omega(\sqrt[4]{n})$ to complete.
The algorithm presented in [BYGI92 is optimal ABNLP91, KM98 for broadcast in a network having unknown topology, provided $D \leq n^{1-\epsilon}$. But it is off by a logarithmic factor when $D$ is close to $n$. Czumaj and Rytter CR06] provide an improvement on this algorithm for deep networks, i.e., networks with large diameter. Their protocol is critically dependent on global synchronization that can be achieved by a broadcast protocol. Their chief relevant results are:

- A $\mathcal{O}\left(D \log (n / D)+\log ^{2} n\right)$ time, optimal ABNLP91, KM98, high-probability broadcast algorithm for Radio Networks with unknown topology.
- A randomized algorithm that completes broadcast in $\mathcal{O}(n)$ time on all $n$-node networks. Using repeated doubling, this algorithm works even if the nodes have no knowledge of $n$.
- The algorithms presented above are presented in terms of both deterministic and randomized selecting sequences. While randomized selecting sequences are easier to understand and analyze, deterministic selecting sequences allow shorter messages to be exchanged between nodes.

The improvement in the running time is obtained because of better selecting sequences. In the analysis the network is decomposed into layers, with the source belonging to layer 0 and all nodes $i$ hops away from the source in layer $i$. The selecting sequences used are optimized so that the algorithm will clear quickly on the smaller layers and there can only be a small bounded number of large layers. Independently, Kowalski and Pelc KP05 also demonstrated a Broaadcast Protocol on directed networks of unknown topology that runs in expected time $\mathcal{O}\left(D \log (n / D)+\log ^{2} n\right)$. Their algorithm uses special sequences of probabilities called universal sequences.

### 4.1.3 Lower Bounds on Randomized Broadcast Protocols

The first non-trivial lower bound for Broadcast in a network with unknown topology was presented by Alon at al ABNLP91. Using the probabilistic method they demonstrated
the existence of a radius-2 network for which no broadcast protocol could complete in less than $\Omega\left(\log ^{2} n\right)$ time-slots. Note that this is a lower bound on all protocols, randomized and deterministic. This result is easily extended to show that a lower bound of $\Omega(\log n \log (n / \epsilon))$ on the $\epsilon$-failure probability time to broadcast to a radius- 2 network.

Kushilevitz and Mansour KM98 presented a tighter lower bound of $\Omega(D \log (n / D))$ on the expected time taken by any broadcast protocol even when nodes have knowledge of $n$ and $D$. They first proved an expected-time lower bound of $\Omega(\log n)$ for the clear transmission problem in one-hop networks. Building on this lower bound in a $D$-layered network, they proved the Broadcast lower bound. Note that they proved that for any randomized protocol, there exists a network such that the protocol takes $\Omega(D \log (n / D))$ expected time to complete. This lower bound can therefore be combined with the previous lower bound of Alon et al. The combined lower bound is tight for broadcast in an unknown topology network as mentioned in Section 4.1.2. Liu and Prabhakaran [P02] reproved the Kushilevitz-Mansour lower bound using Yao's Mini$\max$ Principle. Notably, their technique does not rely on a reduction to prove the lower bound for non-uniform protocols.

### 4.2 The Wake-up Problem

The Wake-up problem can be considered as a generalization of the broadcast problem. Given an arbitrary directed radio network, we assume initially that all nodes are asleep. Each node can be woken up spontaneously by an adversary, or it can be activated by receiving a wake-up signal from an in-neighbor. However, if more than one of its inneighbors transmits in a given time-slot then the transmissions collide, the node does not detect any signal and it does not get activated. Whenever a node is activated, it begins to execute its wake-up protocol. The protocol determines the time-slots during which the node transmits its wake-up signal. We will assume that the adversary that wakes up the nodes can make its decision to wake up a node based on full knowledge of the protocol used and all previous actions taken by nodes. The wake-up time is measured
as the number of time-slots till all the nodes in the network are woken up starting from the first spontaneous wake-up. We will restrict ourself here to randomized wake-up protocols in both the one-hop and multi-hop setting. Most protocols considered in this section will have the failure probability $\epsilon$ as an input parameter to the protocol.

### 4.2.1 Randomized One-hop Wake-up Protocols

Gąsieniec, Pelc and Peleg GPP01 first studied the wake-up problem in no-CD Radio Networks. They particularly contrasted protocols for the locally synchronous setting and the globally synchronous setting. In the former, all nodes have access to a global clock, i.e., have knowledge of the time-slot-number since the first node was woken up. In the locally synchronous setting, nodes are assumed to have synchronized time-slots of the same length but do not have access to a common time-slot number. They also consider the cases of protocols with and without knowledge of $n$, and protocols for labelled and unlabelled nodes. We summarize their results in table 4.1, taken from JS05.

| Known $n$ | Labels | Global Clock | Local Clock |
| :---: | :---: | :---: | :---: |
| Yes | Yes | $\mathcal{O}(\log n \log (1 / \epsilon))$ | $\mathcal{O}(n \log (1 / \epsilon)$ |
| Yes | No | $\mathcal{O}(\log n \log (1 / \epsilon))$ | $\mathcal{O}(n \log (1 / \epsilon)$ |
| No | Yes | - | $\mathcal{O}\left(n^{2} \log (1 / \epsilon)\right)$ |
| No | No | Not considered | $\mathcal{O}\left(n^{2} \log (1 / \epsilon)\right)$ |

Table 4.1: Summary of One-hop wake-up protocols presented in [GPP01].

Jurdziński and Stachowiak JS05 presented new protocols and improved on almost all of the results present above. In some cases involving local synchronization, their results are an exponential improvement (see Table 4.2). In the case of unknown labels and no knowledge of $n$, they demonstrated an exponential gap between local and global synchronization.

### 4.2.2 Lower Bounds on Randomized One-hop Wake-up

Kushilevitz and Mansour proved the first known lower bound for one-hop wake-up in no-CD Radio Networks. In the setting with globally synchronized labelled nodes, they

| Known $n$ | Labels | Global Clock | Local Clock |
| :---: | :---: | :---: | :---: |
| Yes | Yes | $\mathcal{O}(\log n \log (1 / \epsilon))$ | $\mathcal{O}(\log n \log (1 / \epsilon)$ |
| Yes | No | $\mathcal{O}(\log n \log (1 / \epsilon))$ | $\mathcal{O}(\log n \log (1 / \epsilon)$ |
| No | Yes | $\mathcal{O}(\log n \log (1 / \epsilon)$ | $\mathcal{O}(\log n \log (1 / \epsilon))$ |
| No | No | $\mathcal{O}\left(\log ^{2} n(\log \log n)^{3} \log (1 / \epsilon(n))\right.$ | $\mathcal{O}\left(\frac{n \log (1 / \epsilon)}{\log n}\right)$ |

Table 4.2: Summary of One-hop wake-up protocols presented in JS05.
proved a lower bound of $\Omega(\log n)$ on the time till wake-up. This shows that the upper bounds in the first 3 rows of table 4.2 are tight in expectation.

Jurdziński and Stachowiak JS05 proved a lower bound of $\Omega(\log n \log (1 / \epsilon) /(\log \log n+\log \log (1 / \epsilon))$ on the wake-up problem for globally synchronized, unlabelled nodes running fair protocols (defined in Section 5.1). This lower bound is weaker than the previous one in expectation, but is parameterized by $\epsilon$. The paper also considers protocols in the interesting cases where $n$ is not known but wake-up is required with $\epsilon_{n}$-failure-probability ( $\epsilon_{n}$ is a decreasing function of $n$ ). The other significant lower bound proved is for the weakest model, where there are no labels, $n$ is not known to the nodes, and the nodes are only locally synchronized. In this setting a lower bound of $\Omega(n / \log n)$ is proved on expected time till wake-up.

### 4.2.3 Protocols for Multi-hop Wake-up

Deterministic and Randomized wake-up protocols for no-CD Radio Networks were first studied by Chrobak, Gąsieniec and Kowalski CGK04. They presented a simple doubling-probability randomized protocol for multi-hop wakeup in Radio Networks with no topology information. Their protocol runs in $\epsilon$-failure-probability time of $\mathcal{O}(D \log n \log (n / \epsilon))$.

Previous to this work, the best lower bound for multi-hop wake-up in this setting is the broadcast lower bound ABNLP91, KM98, presented in Section 4.1.3. In Chapter 6, we present an improved lower bound of $\Omega(D \log n \log (1 / \epsilon))$ on fair protocols, which applies to networks with diameter of $D \in O\left(n / \log ^{2} n\right)$.

## Chapter 5

## Lower Bounds on Clear Transmissions in Radio Networks

If only God would give me some clear sign! Like making
a large deposit in my name in a Swiss bank.
Woody Allen, 1935-

Any network where transmissions may collide needs a protocol for collision-free transmissions. Different networks provide different information about collisions. For example, on some hardware, transmitters can distinguish amongst three states at each time step: no transmission, single transmission, and collision, whereas on other hardware, transmitters can not distinguish between no transmission and collisions. In some networks, transmitters know an upper bound on their number. Sometimes, transmitters may not snoop, i.e., listen to the channel when not transmitting; whereas at the other extreme, transmitters may only snoop, i.e., they get no information on the channel when they are transmitting. In some networks collisions are transitive. The properties of a shared channel have a profound impact on the protocols usable on such a channel.

Sensor networks are a heavily studied example of a shared-channel network. A sensor network consists of small devices with processing, sensing and communication capabilities. These sensor nodes are randomly deployed over an area in order to achieve sensing tasks after self-organizing as a wireless radio network. Sensor nodes have strong limitations and operate under harsh conditions. Some of the important limitations of sensor nodes include: lack of collision detection hardware, non-simultaneous transmission and reception, and one channel of communication. We call any such network a Radio Network. Additionally, nodes in sensor networks wake up at arbitrary times. Sensor networks are even more restricted in various ways that will not concern us here. The Radio Network restrictions, along with these further restrictions, are part of the

Weak Sensor Model presented in chapter 2.
Algorithms for achieving a clear, that is, uncolliding, transmission have been studied in several shared-channel contention settings. In a one-hop Radio Network, the clear transmission problem is equivalent to the so-called wake-up and leader election problems. These problems differ in multi-hop networks, although, a clear transmission is necessary to achieve wake-up and leader election since, indeed, a clear transmission is necessary to solve any problem on a Radio Network.

### 5.1 Related Work

In this section, we will briefly survey upper and lower bounds on The Clear Transmission Problem. A more comprehensive survey can be found in [Mos07, Chapter 7]. We will cite bounds for the clear transmission problem in the literature, even when the bounds were originally state for the other problems, like Wake-Up, Leader Election and Broadcast. Our survey will focus only on the settings for which we prove lower bounds in this chapter. Note first that a fair randomized protocol is one in which each node transmits with the same probability of transmission in the same time-slot after starting the protocol. Such protocols are interesting because they are simple and most protocols and many lower bounds for the clear transmission problem are presented for fair protocols.

Hayashi, Nakano and Olariu [HNO99] presented the first $\mathcal{O}\left(\log ^{2} n\right)$ high-probability algorithm for the Leader-Election problem in one-hop Radio Networks. In their paper, they make the assumption that nodes can sense the channel while transmitting. While this is not realistic, in the model, we consider, all the nodes other than the elected leader will know who the leader is. Thus their algorithm works fine for the clear transmission or wake-up problems.

An $\epsilon$-failure-probability time fair protocol for a clear transmission a one-hop Radio Network running in $\mathcal{O}(\log n \log (1 / \epsilon))$ was introduced in [GPP00]. Strikingly, when $\epsilon=1 / n$ the same time bound can be obtained for the much more complicated problem of computing a Maximal Independent Set (MIS) in the multi-hop Weak Sensor

Model MW05](For the model, see chapter 2).
Kushilevitz and Mansour [KM98] proved the first lower bound of $\Omega(\log n)$ on the expectation of the running time of any randomized protocol for clear transmissions in radio networks. A lower bound of $\Omega(\log n \log (1 / \epsilon) /(\log \log n+\log \log (1 / \epsilon))$ for achieving an $\epsilon$-failure-probability clear transmission in a one-hop, globally-synchronized Radio Network was proved in JS05 (see section 4.2.2). The latter lower bound is tighter than the previous one if $\epsilon$ is $o(1 / \log n)$ and applies only to fair protocols. A more detailed survey of randomized protocols for wake-up in one-hop Radio Networks can be found in sections 4.2.1 and 4.2.2,

### 5.2 Our Results

In this chapter, we close the gap between the best upper and lower bounds for fair protocols for the clear transmission problem by proving a stronger lower bound: it takes time $\Omega(\log n \log (1 / \epsilon))$ to solve the problem of achieving an $\epsilon$-failure-probability clear transmission using a fair protocol in a one-hop setting, which implies, for example, the $\Omega(\log n)$ lower bound on the expectation of any fair randomized algorithm for clear transmission. Our lower bounds apply to any network with the following characteristics:

- Shared channel of communication: All nodes communicate with their neighbors using broadcasts that are transmitted on a shared channel.
- Lack of a collision detection mechanism: Nodes do not have the ability to distinguish between a collision on the channel or lack of a transmission.
- Non-simultaneous transmission and reception: Nodes cannot snoop on the channel while transmitting.
- Local synchronization: Time is assumed to be divided into slots and all nodes have the same clock frequency.
- Adversarial wake-up schedule: Nodes are woken up by an adversary.

Indeed, we will prove our lower bound with the following weak adversary: the adversary may chose an $i \in[1, \log n]$, and $2^{i}$ nodes wake up at time 0 . Our techniques also give us a lower bound of $\Omega(\log \log n \log (1 / \epsilon))$ on clear transmissions using fair protocols in the important multi-hop setting of nodes in a Connected RGG.

### 5.3 Fair Protocols in One-Hop Radio Networks

We first define what the clear transmission problem is in the one-hop setting. The nodes are all connected to a common broadcast channel and each transmission is available for snooping to all non-transmitting nodes. The connectivity of the nodes can be modeled as a clique. In this case we assume that all nodes know an upper bound on the number of their neighbors. In this setting, a clear transmission is achieved if exactly one node transmits in a time slot.

We prove our lower bounds under the assumption of the existence of a weak adversary that, at a given time, wakes up (i.e. turns on) some subset of nodes. We call them active nodes. Upon waking up, the active nodes start the execution of a protocol to achieve a clear transmission. All non-active nodes do not participate in the protocol.

We define a randomized fair protocol for clear transmission to be a sequence $p_{1}, p_{2}, \ldots$ where each node transmits with probability $p_{\ell}$ in the $\ell^{\text {th }}$ time step after waking up. Given our adversary, this means that all active nodes transmits with same probability as each other in each time slot.

We seek a lower bound on the number of time-slots required to achieve an $\epsilon$-failureprobability clear transmission. We simplify the analysis in two ways. First, we further weaken the adversary by requiring that the number of nodes participating can only be one of $\left\{2^{i} \mid 0 \leq i \leq \log _{2} n\right\}$. Secondly, we assume that all $p_{\ell} \in\left\{2^{-j} \mid 1 \leq j \leq \log _{2} n\right\}$. If this assumption is not true of a particular algorithm $A$, we can always produce an algorithm $A^{\prime}$ from $A$ by replacing one attempt in $A$ by a constant number of attempts in $A^{\prime}$ where the probabilities of transmission in $A^{\prime}$ have been rounded off to the closest power of $1 / 2$.

One of the principal benefits of our weak adversary is that, the probability $P_{\ell}$ of a
clear transmission by time $\ell$ is the same for any permutation of $p_{1}, p_{2}, \ldots, p_{\ell}$. Therefore, we need not bother with what order the steps are taken in, but only how many times the protocol fires with each probability.

Let $t_{j}$ be the number of time-slots that nodes are transmitting with probability $2^{-j}$. Let $p_{i j}$ denote the probability that $2^{i}$ nodes fail to clear when they all transmit with probability $2^{-j}$. Thus we know that:

$$
\begin{aligned}
p_{i j} & =1-2^{i} \frac{1}{2^{j}}\left(1-\frac{1}{2^{j}}\right)^{2^{i}-1} \\
& =1-2^{i-j}\left(1-2^{-j}\right)^{2^{i}-1}
\end{aligned}
$$

The total probability of failure for any number of active nodes, $2^{i}$, needs to be bounded by:

$$
\begin{gathered}
\prod_{j} p_{i j}^{t_{j}} \leq \epsilon \\
\Longleftrightarrow \sum_{j} t_{j} \ln \left(p_{i j}\right) \leq \ln (\epsilon)
\end{gathered}
$$

A lower bound is achieved by minimizing the total number of time-slots needed to satisfy the previous constraints. This can be formulated as the following primal linear
program:

Minimize $\mathbf{1}^{T} \mathbf{t}$, subject to:

$$
\begin{aligned}
\mathrm{Pt} & \geq \epsilon \\
\mathrm{t} & \geq \mathbf{0}
\end{aligned}
$$

where:

$$
\begin{aligned}
& \mathbf{t}^{T} \triangleq\left[t_{1}, t_{2}, \ldots\right]_{\log _{2} n}, \\
& \boldsymbol{\epsilon}^{T} \triangleq[-\ln (\epsilon),-\ln (\epsilon), \ldots]_{\log _{2} n+1}, \\
& \mathbf{P} \triangleq\left[\begin{array}{ccc}
-\ln \left(p_{01}\right) & -\ln \left(p_{02}\right) & \ldots \\
-\ln \left(p_{11}\right) & -\ln \left(p_{12}\right) & \ldots \\
\vdots & \vdots & \ddots
\end{array}\right]_{\left(\log _{2} n+1\right) \times \log _{2} n},
\end{aligned}
$$

which yields the following dual:

> Maximize $\boldsymbol{\epsilon}^{T} \mathbf{u}$, subject to:

$$
\mathbf{P}^{T} \mathbf{u} \leq \mathbf{1}
$$

$$
\mathbf{u} \geq \mathbf{0} .
$$

where:

$$
\mathbf{u}^{T} \triangleq\left[u_{1}, u_{2}, \ldots\right]_{\log _{2} n+1}
$$

The primal linear program has a finite minimum solution, and hence its dual has a finite maximum solution. The value of the objective function for every feasible solution of the dual is a lower bound on the minimum value of the objective function for the primal. Thus any feasible solution for the dual will give a lower bound on the number of time-slots required to achieve a clear transmission with failure probability $\epsilon$.

Suppose that the $j^{\text {th }}$ row, $\left(\mathbf{P}^{T}\right)_{j}$, of $\mathbf{P}^{T}$ has the maximum row sum, and let $r\left(\mathbf{P}^{T}\right)=$ $\left(\mathbf{P}^{T}\right)_{j} \mathbf{1}$. Now we set $\mathbf{u}=\left[1 / r\left(\mathbf{P}^{T}\right), 1 / r\left(\mathbf{P}^{T}\right), \ldots\right]$. This value of $\mathbf{u}$ satisfies all constraints
of the dual. The value of the objective function of the dual is simply $\boldsymbol{\epsilon}^{T} \mathbf{u}$. To obtain the value of the objective function of the dual we need to find the row of $\mathbf{P}^{T}$ with the largest row sum which is the same as the column of $\mathbf{P}$ with the largest column sum.

Lemma 19. The trace of every column vector of the constraint matrix $\mathbf{P}$ of the primal is $\mathcal{O}(1)$.

Proof. We begin by stating the following useful inequality [Mit64, Section 2.68]:

$$
\begin{equation*}
e^{-x /(1-x)} \leq 1-x \leq e^{-x}, 0<x<1 \tag{5.1}
\end{equation*}
$$

The sum of the elements of a column $j$ of $\mathbf{P}$ is:

$$
\begin{aligned}
S_{j} & \leq \sum_{i}-\ln \left(1-2^{i-j}\left(1-2^{-j}\right)^{2^{i}-1}\right) \\
& \leq \sum_{i}-\ln \left(e^{-2^{i-j}\left(1-2^{-j}\right)^{2^{i}-1} /\left(1-2^{i-j}\left(1-2^{-j}\right)^{2^{i}-1}\right)}\right)(\text { By Inequality 5.1) } \\
& =\sum_{i} \frac{2^{i-j}\left(1-2^{-j}\right)^{2^{i}-1}}{1-2^{i-j}\left(1-2^{-j}\right)^{2^{i}-1}} .
\end{aligned}
$$

Let $y_{i j} \triangleq 2^{i-j}\left(1-2^{-j}\right)^{2^{i}-1}$.

$$
\begin{aligned}
S_{j} & =\sum_{i} \frac{y_{i j}}{1-y_{i j}} \\
& \leq \sum_{i} \frac{y_{i j}}{1-y_{\max }}\left(\text { where } y_{\max }=\max _{i j}\left\{y_{i j}\right\}\right) .
\end{aligned}
$$

Now we derive an upper bound on $y_{\max }$ :

$$
\begin{aligned}
y_{\max } & =\max _{i j} y_{i j} \\
& =\max _{i j} 2^{i-j}\left(1-2^{-j}\right)^{2^{i}-1} \\
& \leq \max _{i j} 2^{i-j} e^{-2^{i-j}+2^{-j}} \quad(\text { By Inequality 5.1) } \\
& \leq \max _{i j} \sqrt{e} \frac{2^{i-j}}{e^{2^{i-j}}}(\because j \geq 1) \\
& \leq \frac{1}{\sqrt{e}}(\text { The function is maximized, when } i=j) .
\end{aligned}
$$

Therefore:

$$
S_{j} \leq \frac{\sqrt{e}}{\sqrt{e}-1} \sum_{i} y_{i j}
$$

We derive an upper bound on the right hand side sum.

$$
\begin{aligned}
\sum_{i} y_{i j} & =\sum_{i} 2^{i-j}\left(1-2^{-j}\right)^{2^{i}-1} \\
& \leq \sum_{i} 2^{i-j}\left(e^{-2^{-j}}\right)^{2^{i}-1}(\text { By Inequality 5.1) } \\
& =\sum_{i} 2^{i-j} e^{-2^{i-j}+2^{-j}} \\
& \leq \sqrt{e}\left(\sum_{i \geq j} 2^{i-j} e^{-2^{i-j}}+\sum_{i<j} 2^{i-j} e^{-2^{i-j}}\right)(\because j \geq 1) \\
& \leq \sqrt{e}\left(\sum_{k \geq 0} 2^{k} e^{-2^{k}}+\sum_{k \geq 1} 2^{-k} e^{-2^{-k}}\right) \\
& \leq \sqrt{e}\left(\sum_{k \geq 0} 2^{k} e^{-2^{k}}+\sum_{k \geq 1} 2^{-k}\right) \\
& \in O(1)(\text { Because both the sums are bounded by a constant) } \\
\Longrightarrow S_{j} & \in O(1) .
\end{aligned}
$$

Theorem 20. Every fair randomized algorithm to achieve an $\epsilon$-failure-probability clear
transmission in a one-hop Radio Network requires $\Omega(\log n \log (1 / \epsilon))$ time-slots.

Proof. From lemma 19, we know that $r\left(P^{T}\right) \in O(1)$, then $\boldsymbol{\epsilon}^{T} \mathbf{u} \in \Omega(\log n \log (1 / \epsilon))$. From this we can conclude that the dual linear program has a feasible solution with objective function evaluating to $\Omega(\log n \log (1 / \epsilon))$. Since we showed earlier that the solution to the primal linear program gives a lower bound on the number of time-slots required to achieve a clear transmission with probability $1-\epsilon$, the statement of the theorem holds.

### 5.4 Fair Protocols for Geometrically Distributed Nodes

Here we consider the problem of achieving a clear transmission under the following conditions:

The nodes are connected by a broadcast channel to some subset of nodes and each transmission made by a node is available to its neighbors only, but it can interfere with all transmissions originating in a two-hop neighborhood. The specific case we will derive a lower bound for is the case of nodes consistent with the Weak Sensor Model distributed randomly in the plane with limited transmission range but adequate density to ensure connectivity. The connectivity of the nodes can be modeled as a Random Geometric Graph ( $R G G$ )(Refer to Section 2.1.2). In this case, we assume that nodes know an upper bound on the number of their neighbors with a probability given by the parameter conditions for connectivity.

In this setting, we say that a clear transmission occurred if exactly one node is transmitting and no other nodes within two hops of it are transmitting. Then, the clear transmission problem in a multi-hop setting is solved after every node either produces or receives a clear transmission.

In a $G(n, r, \ell)$ satisfying the connectivity conditions explained previously, the number of nodes contained in any circle of radius $\Theta(r)$ is $\Theta(\log n)$ with high probability. This can be proved by a simple application of the Chernoff-Hoeffding bounds. Then, we complete our lower bounds with the following corollary, which can be obtained as a simple application of Theorem 20.

Corollary 21. Every fair protocol to solve the clear transmission problem with $\epsilon$ -failure-probability in a Radio Network with geometrically distributed nodes requires $\Omega(\log \log n \log (1 / \epsilon))$ time slots, where $\epsilon \geq 1 / n^{\gamma}$ for some constant $\gamma>0$.

Proof. Replacing the appropriate density for any one-hop neighborhood in this setting, i.e. $\Theta(\log n)$ instead of $n$, in theorem 20 the corollary follows.

## Chapter 6

## A Lower Bound on Fair Wake-up Protocols in Multi-hop Networks

Wake! For the Sun, who scatter'd into flight<br>The Stars before him from the Field of Night, Drives Night along with them from Heav'n, and strikes The Sultan's Turret with a Shaft of Light.<br>Omar Khayyám / Edward Fitzgerald<br>The Rubáiyát of Omar Khayyám

An ad-hoc multi-hop Radio Network can be modeled as a directed, strongly connected graph with $n$ vertices. The nodes of the graph represent processors with radio transmission capability and the outgoing edges represent their transmission links. We assume that the nodes have no knowledge of the network topology, save the total number of nodes $n$ and the diameter $D$. For any node its in-neighbors (out-neighbors) are those that are connected to it with incoming edges (outgoing edges). We assume that all transmitters have time divided into identical length time-slots but are not synchronized. Each transmitter has a unique label (identifier or ID) that is $\Theta(\log n)$ bits in length. In our discussion, we do not consider protocols that use the ID in any way.

We will now re-define the Wake-up problem. We assume initially that all nodes are asleep. Each node can be woken up spontaneously, or it can be activated by receiving a wake-up signal from an in-neighbor. However, if more than one of its in-neighbors transmits in a given time-slot then the transmissions collide, the node does not detect any signal and it does not get activated. Additionally, since we assume in radio networks that there is no channel feedback BYGI92, the transmitters have no knowledge of the collision either. Whenever a node is activated, it begins to execute its wake-up protocol. The protocol determines the time-slots during which the node transmits it wake-up
signal. In our model we assume that the nodes are not globally synchronized and hence determining if a wake-up signal is to be sent during a given time-slot is done on the basis of time-slot number since activation and any previous activation signals received. The running time of the protocol is the number of time-slots from the first spontaneous activation till the time that all nodes are activated. Additionally a fair protocol is one in which all the nodes transmit with the same probability in the same time-slot after waking up. This pre-condition is stronger than that for a uniform protocol in that nodes running a uniform protocol may have different probabilities of transmission in the same time-slot after activation, given that they have different histories.

The wake-up problem is closely related to the problem of broadcasting in a network of unknown topology. In one-hop networks, the wake-up problem is closely related to the Leader Election problem and is identical to the Clear Transmission problem. The related literature is comprehensively dealt with in Chapter 4.

### 6.1 Preliminaries

We present some easily provable bounding results.
Lemma 22. Given a set of probabilities $p_{1}, p_{2}, \ldots, p_{\ell} \leq 1 / 2$, such that $\sum_{i} p_{i}=x$,

$$
\sum_{i=1}^{\ell} p_{i} \prod_{j \neq i}\left(1-p_{j}\right) \leq \begin{cases}x e^{-x+1 / 2} & x \geq 1 / 2 \\ x & 0<x<1 / 2\end{cases}
$$

Proof.

$$
\begin{aligned}
\sum_{i=1}^{\ell} p_{i} \prod_{j \neq i}\left(1-p_{j}\right) & \leq \sum_{i=1}^{\ell} p_{i} \prod_{j \neq i} e^{-p_{j}} \\
& \leq \sum_{i=1}^{\ell} p_{i} e^{1 / 2-\sum_{j=1}^{\ell} p_{j}} \\
& =\sum_{i=1}^{\ell} p_{i} e^{-x+1 / 2} \\
& =x e^{-x+1 / 2}
\end{aligned}
$$

Proving the upper bound in the interval $[0,1 / 2$ ) only requires the observation that the function to be upper-bounded is convex in that interval.

We re-iterate an inequality from Chapter 5 and present another from (Mit64]:

$$
\begin{gather*}
e^{-x /(1-x)} \leq 1-x \leq e^{-x}, \quad 0<x<1  \tag{5.1}\\
e^{-x-x^{2}} \leq 1-x \leq e^{-x}, 0<x<\frac{1}{2} . \tag{6.1}
\end{gather*}
$$

### 6.2 Lower Bound for Fair Protocols

In this section, we will prove a lower bound on fair randomized protocols for the multihop wake-up problem. Any fair randomized protocol for wake-up can be modeled by a sequence of probabilities of transmission.

Furthermore, we will assume in our fair protocol that the transmission probability in all time-slots lies in the interval $[1 / n, 1 / 2]$. Through our wake-up schedule, we will ensure that at least two nodes transmit simultaneously in all time-slots, therefore having probability of transmission exceeding $1 / 2$ only reduces the probability of success. Additionally rounding up transmission probabilities in the interval $(0,1 / n)$ changes our lower bound by a constant factor only. We will also assume that $1 / n \leq \epsilon \leq 1 / 2$. This restriction on $\epsilon$ is technical and is explained at the end of Lemma 24, but it still allows for many meaningful values. Note that, in a multi-hop network, we require at least $D-1$ clear transmissions in order to wake up the entire network. We will prove our lower bound for a network with the following topology (as illustrated in figure 6.1):

- The network has $n=N+2(D-2)+1$ nodes in $D+1$ layers indexed from 0 to D.
- Layer $D$ has only one node.
- Of the remaining $D$ layers, $D-1$ of them have 2 nodes each and one of them has $N$ nodes. The large layer is selected arbitrarily. The other layers are called small layers.


Figure 6.1: Network Topology for Wake-up Lower Bound

- All nodes in each layer are connected to each other.
- If layers $i$ and $i+1$ are small layers then both nodes in layer $i$ are connected to both nodes in layer $i+1$.
- If layer $i$ is the large layer, then all nodes in layer $i$ are connected to both nodes in layer $i+1$.
- If layer $i$ is a small layer and layer $i+1$ is large, then both nodes in layer $i$ are connected to two nodes in layer $i+1$.

We present first a summary of our lower bounding technique. If a fair protocol produces a clear transmission quickly when only two nodes are concurrently contending, then the probability of transmission is high in the early time-slots (lemma 23). A high probability of transmission in the early time-slots enables us to design a wake-up schedule in the large layer that maintains high contention ${ }^{11}$ for many time-slots (lemmas 24 and 25). The high-contention time-slots give us a low probability of clearance and high-delay. This delay is long enough to prove the lower bound. On the other hand if the early time-slots of the protocol have low probabilities of transmission, then the protocol will clear each layer of our network slowly enough to prove the lower bound.

[^0]Theorem 26 states the main theorem of this chapter and Corollary 27 shows that our lower bound is tight for high-probability wake-up protocols when $D \in O\left(n / \log ^{2} n\right)$.

Lemma 23. If two nodes in a one-hop network that wake up at the same time and run fair randomized protocols (with probabilities of transmission: $p_{1}, p_{2}, \ldots$ ) for wake-up, achieve a clear transmission in $\epsilon$-failure-probability time $t$, then $\sum_{i=1}^{t} p_{i} \geq \delta_{1} \log (1 / \epsilon)$, where $\delta_{1}=27 \ln (1 / \epsilon) /(26+5 \sqrt{10})$.

Proof. The probability of failure in $t$ time-steps is upper bounded by:

$$
\prod_{i=1}^{t}\left[1-2 p_{i}\left(1-p_{i}\right)\right] \leq \epsilon
$$

Since the success probability never exceeds $1 / 2$, we can use equation 6.1;

$$
\begin{gathered}
\Longrightarrow \prod_{i=1}^{t} e^{-2 p_{i}\left(1-p_{i}\right)-\left(2 p_{i}\left(1-p_{i}\right)\right)^{2}} \leq \epsilon \\
\Longrightarrow \sum_{i=1}^{t} 2 p_{i}\left(1-p_{i}\right)+\left(2 p_{i}\left(1-p_{i}\right)\right)^{2} \geq \ln (1 / \epsilon) \\
\Longrightarrow \sum_{i=1}^{t} 2 p_{i}\left(1+p_{i}-4 p_{i}^{2}+2 p_{i}^{3}\right) \geq \ln (1 / \epsilon)
\end{gathered}
$$

The term in parentheses is maximized in $[0,1]$ by $p_{i}=\frac{2}{3}-\frac{\sqrt{10}}{6}$

$$
\Longrightarrow \sum_{i=1}^{t} p_{i} \geq \frac{27 \ln (1 / \epsilon)}{26+5 \sqrt{10}}
$$

Lemma 24. Suppose a randomized, fair wake-up protocol running on two nodes in a one-hop network succeeds in making a clear transmission with $\epsilon$-failure-probability time $t=\delta_{2} \log n \log (1 / \epsilon)$ time-slots (where $1 / n \leq \epsilon \leq 1 / 2$ )then there exists a wakeup schedule for $N / 2$ nodes so that for the time-interval $(t+1) \ldots(t+T)$, where $T \in$ $\Omega(N \log (1 / \epsilon) / \log N)$, the failure probability exceeds $\sqrt{\epsilon}$.

Proof. Suppose in a given time-slot we have total contention of $h \geq 1 / 2$, then we know from lemma 22 that the probability of success is less than $h e^{-h+1 / 2}$. Suppose we denote


Figure 6.2: Contention over time using wake-up schedule in lemma 24
the maximum length of time $T$, that we can maintain such high contention and not allow failure probability to fall below $\epsilon$ then:

$$
\left(1-h e^{-h+1 / 2}\right)^{T} \geq \sqrt{\epsilon}
$$

Using inequality 5.1 we get:

$$
\begin{aligned}
& \Longleftrightarrow T \ln \left(e^{-h e^{-h+1 / 2} /\left(1-h e^{-h+1 / 2}\right)}\right) \geq \ln (\sqrt{\epsilon}) \\
& \Longleftrightarrow T \frac{h e^{-h+1 / 2}}{1-h e^{-h+1 / 2}} \leq \ln \left(\frac{1}{\sqrt{\epsilon}}\right) \\
& \Longleftarrow 2 h e^{-h+1 / 2} T \leq \ln \left(\frac{1}{\sqrt{\epsilon}}\right) .
\end{aligned}
$$

We thus obtain:

$$
\begin{equation*}
T h \leq \frac{e^{h-1 / 2}}{2} \ln \left(\frac{1}{\sqrt{\epsilon}}\right) . \tag{6.2}
\end{equation*}
$$

We maintain contention $h$ from time-slot $t+1$ till time-slot $t+T$, by waking up equal numbers of nodes in each time-slot from 1 to $t+T$. We observe that the protocol has total probability in the first $t$ time-slots of greater than $\delta_{1} \log (1 / \epsilon)$ as given by lemma 23. Given that we can wake-up at most $N / 2$ nodes,

$$
\begin{equation*}
(T+t) h \geq \frac{\delta_{1} N \log (1 / \epsilon)}{2} . \tag{6.3}
\end{equation*}
$$

Combining equations 6.2 and 6.3, we get the following condition from which we can
derive satisfactory values of $h$ and $T$ :

$$
\begin{align*}
\frac{\delta_{1} N \log (1 / \epsilon)}{2}-t h & \leq \frac{e^{h-1 / 2} \ln (1 / \sqrt{\epsilon})}{2}  \tag{6.4}\\
h & =2 \log N \\
T & \geq \frac{\delta_{1}}{4} \frac{N}{\log N} \log \left(\frac{1}{\epsilon}\right)-\delta_{2} \log n \log \left(\frac{1}{\epsilon}\right) \tag{6.5}
\end{align*}
$$

This means that the number of nodes woken up in each time-slot is $\frac{2 \log N}{\delta_{1} \log (1 / \epsilon)}$. In order for this to be integral, we have the restriction on $\epsilon, 1 / n \leq \epsilon \leq 1 / 2$.

We have thus shown how to construct a wake-up schedule such that the probability of success in the large layer is bounded in the interval $[(t+1) \ldots(t+T)]$. We must now construct a wake-up schedule that bounds the success probability in the first $t$ time-slots. This wake-up schedule must in combination with the previous one make sure that the probability of success is not high in the early time-slots. The existence of such a wake-up schedule is the topic of the next lemma.

Lemma 25. Given $N / 2$ nodes running a uniform protocol such that two nodes running a uniform protocol produce a clear transmission with $\epsilon$-failure-probability in less than $\Delta_{2}=\delta_{2} \log n \log (1 / \epsilon)$ time-slots, there exists a wake-up schedule so that the failure probability of having a clear transmission within the first $\Delta_{2}$ time-slots is greater than $\sqrt{\epsilon}$.

Proof. In order to prove the lemma, we will construct a wake-up schedule consisting of meta-schedules. Each meta-schedule will consist of a node woken up in each of $\Delta_{2}$ consecutive time-slots. Since we have $N / 2$ nodes overall, we can have between 1 and $N / 2 \Delta_{2}$ meta-schedules. However, referring to lemma 24, we restrict ourselves to choosing from $\frac{2}{\delta_{1}} \frac{\log N}{\log (1 / \epsilon)}$ to $N / 2 \Delta_{2}$ meta-schedules.

In the first $\Delta_{2}$ time-slots, each meta-schedule will have time-slots with contention ranging from $1 / n$ to $\Delta_{1}$. We will show that if each number of meta-schedules started has to result in a clear transmission with probability of failure less than $\sqrt{\epsilon}$, then $\Delta_{2}$ has to be long.

Consider that each time-slot of a meta-schedule is thrown into bins depending on what the contention is in a given time-slot. Thus, a time-slot where the contention is in the range $\left[2^{k}, 2^{k+1}\right]$ is consigned to bin $k$ and the number of time-slots in bin $k$, we denote by $t_{k}$. Let us suppose that we can start $2^{j}$ meta-schedules, where $j$ ranges from $\left\lceil\log \frac{2}{\delta_{1}} \frac{\log N}{\log (1 / \epsilon)}\right\rceil$ to $\left\lfloor\log \left(N / 2 \Delta_{2}\right)\right\rfloor$. Also let $p_{j k}$ denote the probability of failure in a given time-slot given that $2^{j}$ meta-schedules are concurrently in a time-slot belonging to bin $k$. Thus the minimum time $\Delta_{2}$ such that each of these number of meta-schedules produces a clear transmission with failure probability bounded by $\sqrt{\epsilon}$ is given by the following linear program (The approach here is similar to that given in Chapter 5). A detailed proof is repeated here for clarity. 1

$$
\text { Minimize } \sum_{k=-\log n}^{\log \Delta_{1}} t_{k}
$$

subject to:

$$
\sum_{k=-\log n}^{\log \Delta_{1}} t_{k} \ln p_{j k} \leq \ln (\sqrt{\epsilon})
$$

This can be written in matrix-form as:

Minimize $\mathbf{1}^{T} \mathbf{t}$,
subject to:

$$
\begin{aligned}
\mathrm{Pt} & \geq \epsilon \\
\mathrm{t} & \geq \mathbf{0}
\end{aligned}
$$

where:

$$
\begin{aligned}
& \mathbf{t}^{T} \triangleq\left[t_{-\log n}, t_{-\log n+1}, \ldots\right]_{\Theta(\log n)}, \\
& \boldsymbol{\epsilon}^{T} \triangleq[-\ln (\sqrt{\epsilon}),-\ln (\sqrt{\epsilon}), \ldots]_{\Theta(\log n)}, \\
& \mathbf{P} \triangleq\left[\begin{array}{ccc}
\ddots & \vdots & \vdots \\
\ldots & -\ln \left(p_{11}\right) & \ldots \\
\vdots & \vdots & \ddots
\end{array}\right]_{\Theta(\log n) \times \Theta(\log n)} .
\end{aligned}
$$

The dual of this is given by:

$$
\begin{aligned}
& \text { Maximize } \boldsymbol{\epsilon}^{T} \mathbf{u}, \\
& \text { subject to: } \\
& \qquad \begin{aligned}
\mathbf{P}^{T} \mathbf{u} & \leq \mathbf{1} \\
\mathbf{u} & \geq \mathbf{0}
\end{aligned}
\end{aligned}
$$

where:

$$
\mathbf{u}^{T} \triangleq\left[u_{1}, u_{2}, \ldots\right]_{\Theta(\log n)} .
$$

The primal linear program has a finite minimum solution, and hence its dual has a finite maximum solution. The value of the objective function for every feasible solution of the dual is a lower bound on the minimum value of the objective function for the primal. Thus any feasible solution for the dual will give a lower bound on the number of time-slots required to achieve a clear transmission with failure probability $\epsilon$.

Suppose that the $k^{\text {th }}$ row, $\mathbf{P}_{k}^{T}$, of $\mathbf{P}^{T}$ has the maximum row sum, and let $r\left(\mathbf{P}^{T}\right)=$ $\left(\mathbf{P}^{T}\right)_{j} \mathbf{1}$. Now we set $\mathbf{u}=\left[1 / r\left(\mathbf{P}^{T}\right), 1 / r\left(\mathbf{P}^{T}\right), \ldots\right]$. This value of $\mathbf{u}$ satisfies all constraints of the dual. The value of the objective function of the dual is simply $\boldsymbol{\epsilon}^{T} \mathbf{u}$. To obtain the value of the objective function of the dual we need to find the row of $\mathbf{P}^{T}$ with the largest row sum which is the same as the column of $\mathbf{P}$ with the largest column sum.

The sum of the elements of a column $j$ of $\mathbf{P}$ is:

$$
\begin{aligned}
S_{k} & \leq \sum_{j}-\ln \left(1-p_{j k}\right) \\
& \leq \sum_{j}-\ln \left(e^{p_{j k} /\left(1-p_{j k}\right)}\right) \quad(\text { By Inequality 6.1) } \\
& =\sum_{j} \frac{p_{j k}}{1-p_{j k}} \\
& \leq \sum_{i} \frac{p_{j k}}{1-p_{\max }}\left(\text { where } p_{\max }=\max _{j k}\left\{p_{j k}\right\}\right) .
\end{aligned}
$$

Now we derive an upper bound on $p_{\max }$ :

$$
\begin{aligned}
p_{\max } & =\max _{j k} p_{j k} \\
& \leq \frac{1}{\sqrt{e}}(\text { By lemma } 22)
\end{aligned}
$$

Therefore:

$$
S_{k} \leq \frac{\sqrt{e}}{\sqrt{e}-1} \sum_{j} p_{j k}
$$

We derive an upper bound on the right hand side sum.

$$
\begin{aligned}
\sum_{j} p_{j k} & \leq\left(\sum_{\ell \geq 0} 2^{\ell} e^{-2^{\ell}}+\sum_{\ell \leq 0} 2^{\ell}\right) \\
& \in O(1) \text { (Because both the sums are bounded by a constant) } \\
\Longrightarrow S_{k} & \in O(1)
\end{aligned}
$$

From this we can conclude that the dual linear program has a feasible solution with objective function evaluating to $\Omega(\log n \log (1 / \epsilon))$. This shows that we can find a value of constant $\delta_{2}$ such that there is a wake-up schedule made up of meta-schedules using less than $N / 2$ nodes such that the probability of failure exceeds $\sqrt{\epsilon}$.

Theorem 26. There exists a topology and a wake-up schedule so that any randomized fair protocol takes $\epsilon$-failure-probability time $\Omega\left(\min \left\{D \log n \log (1 / \epsilon), D+\frac{n \log (1 / \epsilon)}{\log n}\right\}\right)$ to wake up the entire network.

Proof. We use the network topology defined earlier (see figure 6.1). Now, we have two possibilities. Either the premise of Lemma 23 is false. In this case all the small layers take more than $\Delta_{2}$ time-slots to clear. We wake up no other nodes in the large layer other than the ones woken up by receiving the activation transmission from one of the nodes in the in-layer. In this case, each and every layer wakes up with $\epsilon$-failureprobability time $\Omega(\log n \log (1 / \epsilon))$ and the network wake-up time is $\Omega(D \log n \log (1 / \epsilon))$.

If the premise of Lemma 23 is satisfied, then we can use the spontaneous wake-up
schedules describes in Lemmas 24 and 25 to construct a long-delay wake-up protocol. Lemma 25 gives us a way of constructing a spontaneous wake-up schedule that bounds the wake-up failure-probability in the first $\Delta_{2}$ time-slots by $\sqrt{\epsilon}$. Lemma 24 allows us to construct a spontaneous wake-up schedule that bounds the wake-up failure-probability for the time-slots $[(t+1) \ldots(t+T)]$ by $\sqrt{\epsilon}$. Thus the overall success probability is bounded by $(1-\epsilon)$. Thus the wake-up protocol has $\epsilon$-failure-probability time of $\Omega(D+$ $n \log (1 / \epsilon) / \log n)$

We have thus shown a lower bound of $\Omega\left(\min \left\{D \log n \log (1 / \epsilon), D+\frac{n \log (1 / \epsilon)}{\log n}\right\}\right)$ on the $\epsilon$-failure-probability time to wake up the entire network with a fair protocol.

The theorem just stated leads to the following corollary.
Corollary 27. There is a network topology (with diameter $D \in O\left(n / \log ^{2} n\right)$ ) and wake-up schedule for every fair wake-up protocol such that the high-probability wake-up time has a lower bound of $\Omega\left(D \log ^{2} n\right)$, which matches the best known upper bound.
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