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ABSTRACT OF THE DISSERTATION
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Wireless Networks
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Dissertation Director:
Professor Dipankar Raychaudhuri

With the evolution of 802.11-based wireless networks from hotspots to mesh networks, there has

been a tremendous increase in the number of wireless users and density of deployments. Conse-

quently, current wireless network face several problems due to interference, uncoordinated medium

access, packet processing overheads at each hop and sub-optimal route selection. While radio tech-

nologies continue to improve speeds upto hundred megabits per second, the inadequacies of medium

access and routing protocols severely impact the overall network capacity and end-user experience.

In this thesis, we focus on improving the scalability and packet forwarding efficiency of multihop

wireless networks.

We introduce a self-organizing hierarchical ad-hoc network design (SOHAN) based on a three-

tier hierarchy with dedicated forwarding nodes to address the scalability of existing multihop net-

works. We focus on realistic system design considerations and develop a Linux-based system pro-

totype including novel protocols for bootstrapping, discovery and topology control to enable hier-

archical self-organization. Experimental and simulation-based evaluations indicate a ∼2.5 times
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performance improvement over flat network models.

We address packet forwarding inefficiencies of existing techniques over multihop networks due

to queuing, contention and reprocessing at each hop and propose an interface contained forwarding

architecture (ICF) using a combination of cut-through MAC protocol and label-based forwarding to

enable “atomic” channel access for downstream transmissions and reduce self-interference. Next,

we design a cross layer enabled cut through architecture (CLEAR) that extends the ICF mechanism

with novel airtime metric-based route selection to mitigate the interference between flows. We

further outline a time-based coordination scheme using soft reservations during route discovery

phase to coordinate multihop “burst” transfers amongst flows. This model can be adapted to support

differentiated services and provide a “low-latency socket” for real-time traffic over multiple hops.

Our work can be the basis for a switched multihop wireless network design that enables conflict-free

transfers resulting in efficient utilization of channel capacity and providing a viable alternative to

wired network deployments.

A substantial contribution of this thesis also includes the design and development of the ORBIT

wireless testbed with focus on cross-layer experimental framework to facilitate rapid prototyping of

wireless protocols and experimental evaluations at scale.
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Chapter 1

Introduction

Since the allocation of the Industrial, Scientific and Medicine (ISM) frequency band for unlicensed

access, wireless usage for information access has become extremely popular due to commoditization

of wireless products in these frequencies and their ready availability. With the growing popularity of

usage, the typical infrastructure-based hostpot model has been extended to multihop mesh networks

to serve metropolitan areas as well as in indoor environments such as offices and warehouses. The

mesh networks uses a backbone of interconnected wireless links to extended the coverage of the

AP-based model.

As the number of wireless users and the density of wireless deployments grows, the overall ca-

pacity and the end-user experience greatly depends on how well the underlying channel resources

are utilized. Most of the current wireless deployments are based on the IEEE 802.11 standard that

uses Carrier Sense Multiple Access technique with Collision Avoidance (CSMA-CA) for distributed

medium access control. With advances in physical layer technologies such as Orthogonal Frequency

Division Multiplexing (OFDM), Multiple Input Multiple Output (MIMO) and beamforming tech-

niques, the achievable wireless rates are now becoming equivalent to wired Ethernet speeds.

However, the overall performance of these networks is still significantly lower than the under-

lying channel capacity offered by the physical layer. This wide gap in the performance based on

the IEEE 802.11 Distributed Co-ordination Function (DCF) [1] has been the subject of extensive

research [2–4] for several years and can be attributed to a variety of reasons including the following.



2

• Hidden nodes and exposed nodes:

As shown in Figure 1.1(a), the hidden node problem arises when two transmitters are not

within range of each other and communicate simultaneously with a receiver that is in the

range of both transmitters. This causes collisions at the receiver. In order to mitigate this

problem, the use of Request-to-Send (RTS) and Clear-to-Send (CTS) packet exchanges prior

to transmission has been proposed in [5]. This imposes the constraint that no node in the

vicinity of a transmitter or receiver can transmit during the subsequent RTS-CTS-Data-Ack

exchange. However, this approach is too conservative and prevents parallel transmissions

from taking place even if they are compatible and non-interfering as shown in Figure 1.1(b).

This results in a poor spatial reuse in the extended neighborhood of an ongoing transmission.

Collision

Hidden node problem

Transmission 
range

Exposed node problem

Transmission 
range

Interference range

No simultaneous 
transmission

Figure 1.1: a) Hidden node problem b) Exposed node problem

• Inefficient medium utilization due to collision induced backoffs:

According to the DCF mechanism, nodes choose a random backoff after detecting the medium

idle for the DCF Interframe Space (DIFS) interval prior to sending a frame. The backoff inter-

val is selected uniformly from the interval [0,Contention Window] in multiples of aSlotTime.

If no acknowledgement is received from the intended recipient of the MAC frame, the con-

tention window is doubled and a random timer is chosen from the new window. This may
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result in periods of low channel utilization immediately following a collision due to the con-

servative medium access control.

• Performance dominated by low data rate connections:

In WLAN networks, clients may be distributed around the Access Point (AP) such that some

of the clients are at the edge of the AP’s coverage. This results in low SNRs link and con-

sequently lower PHY rates for communication. This is illustrated in Figure 1.2 for different

client distributions. The traffic is from the AP to the clients with RTS/CTS enabled. It can

be seen in Table 1.1 that the overall performance of the network is significantly impacted by

the clients that have poor connectivity to the AP due to their longer transfer durations during

which other clients with good connectivity to the AP are forced to remain idle.

Server

AP
CL1

CL2

CL3
CL4

CL5

1

111
11

11

(c) All clients with 11 Mbps
links

(b) A mix of 1 Mbps, 5.5 Mbps and 
11 Mbps connections

Server

AP
CL1

CL2

CL3
CL4

CL5

1

11
11

11 5.5

Server

AP

CL3
CL4

CL5

1

111
11

11 CL2

11CL1 11

(a) 2 clients at the fringe

Figure 1.2: Different client distributions result in low SNR and PHY rate links lowering the overal
system performance

Table 1.1: System performance with different client position distributions
Scenario System throughput (Mbps) Avg latency (sec)

1 (two 1 Mbps clients) 2.189 1.198
2 (one 1 Mbps and one 5.5 Mbps) 2.6207 1.011

3 (all 11 Mbps) 4.856 0.128

• Self interference and inter-flow interference:

The 802.11 DCF was primarily designed for the WLAN model but has been applied to

multihop wireless networks to extend the range where intermediate nodes may participate in
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Interference range

Intra flow interference
Subsequent hops cannot transmit simultaneously

Interflow interference
Two flows in interference neighborhood

Figure 1.3: a) Self interference b) Inter-flow interference

relaying traffic towards the destination. This results in several problem as outlined in [6].

Based on the CSMA model and the inability of commodity hardware to transmit and receive

simultaneously, consecutive hops belonging to the same flow compete for channel access as

shown in Figure 1.3(a). This results in a suboptimal use of the underlying resources as shown

in [7]. In addition, two or more flows using overlapping paths experience interflow interfer-

ence resulting in collisions, backoff and poor channel utilization, collisions and multiplicative

backoffs (shown in Figure 1.3(b)).

• Bottlenecks at information sinks, performance degradation over multiple hops:

Bottleneck

Bottleneck at gateway links

Only one link in 
interference zone of 
red node can be 
active

Interference range

Throughput vs hops

Figure 1.4: a) Bottleneck at gateways b) Only one hop can be active in the entire interference
neighborhood

As seen in Figure 1.4, it can be seen that information flowing out of the network through

a gateway creates a local bottleneck in the neighborhood of the sink due to increased con-

tention. Examples of such networks include sensor networks with information flowing from
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the sensors to the collector as well as infrastructure-based wireless mesh networks that pro-

vide access over a wireless backhaul via a portal connected to the Internet. Since the CSMA

protocol allows only one hop in a given interference neighborhood to be active, the overall

performance deteriorates with increasing number of hops.

• Protocol and header overheads:

Each layer of the protocol stack introduces its own headers into the outgoing frame. In addi-

tion, the IEEE 802.11 standard mandates inter-frame spacing for supporting effective medium

co-ordination as well as supporting differentiated services. These overheads result in addi-

tional reduction in the achievable application layer performance despite the availability of

physical layer capacity.

• In band control messaging and routing protocol inefficiencies:

In addition to the above problems, the control traffic for co-ordination (such as RTS/CTS

packets and routing messages) competes with the data traffic for channel access resulting in

reduced throughput. Also, earlier routing protocols [8–10] have been primarily adapted from

the wired domain and use hop-count based route selection. This may result in longer links

characterized by low SNR and poor reliability as reported in [11].

In summary, as addressed in [12], existing wireless networks suffer from poor performance

because the available wireless capacity is shared across many links and largely wasted by overheads

and inefficiencies. While the vision of all-wireless deployments becoming increasingly popular as

an alternate access technology to wired networks, the performance of wireless multihop networks

still continues to suffer because of the various problems outlined earlier.
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Figure 1.5: a) Summary of various enhancements for multihop networks at the PHY/MAC and
network layers b) Dimensions explored for interference reduction

1.1 Related Work

Multihop wireless network performance and design has been actively studied for the past several

years and many enhancements have been proposed at various layers of the protocol stack. A brief

summary of these approaches can be found in [13, 14]. These techniques primarily focus on im-

proving the utilization of the underlying PHY resources based on the using the frequency, time or

spatial dimensions and span different layers of the protocol stack as represented in Fig 1.5(a).

• Physical layer improvements:

Since the earlier 802.11 standard [1], there have been improvements in the supported PHY

layer rates due to improved modulation and coding techniques. IEEE 802.11a [15] and

802.11g [16] use OFDM technology in the 5 GHz and 2.4 GHz bands respectively and are

capable of speeds upto 54 Mbps. The upcoming IEEE 802.11n standard [17] further extends

OFDM with multiple antennas (MIMO) and advanced techniques such as beamforming to

achieve speeds comparable to wired Ethernet in conducive environments. Also, co-operative
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forwarding at the physical layer (network coding) has been investigated [18–20] and shows

significant promise in improving the raw capacity.

• Addressing MAC inefficiencies:

Several techniques have been proposed to address the exposed terminal problem in multihop

networks. In [21], the authors have proposed enhanced local coordination between neighbor-

ing nodes to enable non interfering parallel transmissions and improve the channel utilization.

A distributed link scheduling algorithm is outlined in [22] that extends the 802.11 DCF with

local multihop coordination resulting in a dynamic TDMA-like schedule in the local neigh-

borhood. This allows several nodes in the interference vicinity to coordinate their transmis-

sions hop-by-hop. In [23], a two stage channel access model using a separate channel (called

busy tone channel) has been proposed. The first phase (conducted using busy tone channel)

involves contention resolution and in the second stage, the nodes enter the data transmission

phase on the main channel. In [24, 25], the authors have also used out-of-band control mes-

sages to improve channel utilization. The IEEE 802.11e standard [26] has proposed several

enhancements to the basic 802.11 DCF access mechanism in order to handle QoS support for

different traffic classes. It also provides a burst mode based on transmission opportunities

(TxOp) to reduce per-packet overheads and improve the channel utilization. Note that these

approaches explore the time dimension (as shown in Figure 1.5(b)) for coordinated medium

access.

Other approaches have explored the spatial dimension by investigating transmit power con-

trol [27] and tuning the sensitivity to reception based on adjusting carrier-sense thresholds [28].

These methods reduce the interference caused by transmissions of other flows in the interfer-

ence range and increases the spatial reuse of the network. In [29], the use of directional
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antennas combined with directional network allocation vector (NAV) is evaluated to reduce

exposed nodes resulting from omnidirectional transmissions.

Since the ISM band supports multiple non-overlapping channels, several studies [30–33] have

looked at the problem of extending the single channel wireless networks to use multiple fre-

quencies in order to improve the capacity of the network and reduce interference within a

single channel. In [34], the authors propose a link-layer solution for striping data over multi-

ple interfaces to improve channel utilization.

• Routing enhancements:

In parallel, there have been several cross-layer routing metrics [35–42] proposed to provide

high quality routes over multihop wireless links as compared to shortest path. These metrics

incorporate various physical and MAC parameters such as PHY link quality, link speeds, error

rates, MAC contention and interference effects into route selection. Additionally, [43–45]

have looked at explicit admission control and QoS routing based schemes in order to find

routes in the network that can meet the flow requirements.

• Multi-dimensional optimizations: Recent work has focused on multi-dimensions optimiza-

tions for performance improvements. In [46,47], the authors propose and evaluate joint chan-

nel assignment and routing algorithms for multi-radio wireless networks. In [48], the authors

evaluate the impact of joint transmit power control, carrier sensing adaptations and data rate

selection on the spatial reuse of the network. An analytical framework has been proposed

in [49] to study joint scheduling, frequency assignment and route selection to find theoretical

upper limits on achievable capacity in multihop wireless networks. In [50], the authors have

investigated the impact of interference on multihop networks based on the notion of conflict

graphs to represent the subset of links that cannot be active simultaneously.
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1.2 Motivation

Despite several years of research in this area, multihop wireless network deployments continue to

be plagued by poor performance resulting from incremental layered solutions, low utilization of

the underlying medium and inefficiencies due to control and protocol overheads. While analytical

work [49,51] has provided an estimate on the capacity bounds achievable through optimal schedul-

ing, routing and frequency assignments, there is clearly a lack of work in the area of systematic

design of protocols and architecture for wireless multihop networks to achieve improved scalability

and performance. While addressing these issues, it is important to consider realistic system aspects

such as heterogeneity of devices that participate in the network which imposes a set of constraints

for protocol design that are different from homogeneous network assumptions.

Additionally, with the popularity of VoIP and other media applications over wireless networks

that require low latencies and high bandwidth, the existing multihop networks severely lack the

capability to offer performance equivalent to their wired counterparts despite improvements in the

physical layer speeds. It has been pointed out in [52], that most of the multihop network design is

still hop-centric in which packets are consumed and recreated at each hop along the path following

the wired domain design. While this may be due to a variety of reasons ranging from implementation

complexity to lack of hardware support, there is clearly a need to re-evaluate this basic store-and-

forward paradigm in favor of cut-through forwarding techniques that reduces the overall packet

latencies and improves the utilization of the channel. Also, as wired LANs have evolved from

hubs to switch based model, it is important for wireless networks to follow the trajectory in order

to provide viable alternatives to existing wired deployments with comparable system performance

experienced by the end user. Towards realizing these objectives, it is necessary to investigate novel

techniques to minimize interference and conflicts amongst flows to match the quality and reliability

of wired networks and efficiently using the increasing PHY layer speeds.
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1.3 Thesis Contributions

In this thesis, we address the issue of scalability in existing multihop wireless networks and pro-

pose a three-tier hierarchical network architecture with protocols for self organization, integrated

discovery and routing to accommodate device heterogeneity and multi-radio capabilities.

Next, we focus on in-network enhancements to improve the packet forwarding efficiency of the

network. Specifically, an interface-contained forwarding architecture is proposed that uses label-

based forwarding and MAC enhancements for efficient packet transfers over multiple hops. We

also look at the inadequacies of existing cross layer metrics and link quality estimation techniques

in terms of accuracy and overhead and propose a low overhead airtime metric to supplement the

cut-through architecture. Our main focus is to revisit the hop-based wireless network model and

motivate a novel path-centric design enabling efficient data delivery and improved performance in

terms of latencies over multihop wireless networks. Towards this end, we have designed a cross

layer enabled cut through architecture (CLEAR) that extends the ICF mechanism with novel air-

time metric-based route selection to mitigate the interference between flows. We further outline a

time-based coordination scheme using soft reservations during route discovery phase to coordinate

multihop “burst” transfers amongst flows. This model can be adapted to support differentiated ser-

vices and provide a “low-latency socket” for real-time traffic over multiple hops. Our work can be

the basis for a switched multihop wireless network design that enables conflict-free transfers result-

ing in efficient utilization of channel capacity and providing a viable alternative to wired network

deployments.

A substantial contribution of this thesis also involved the design and development of the OR-

BIT open access testbed for next-generation wireless networking at Rutgers University to facilitate

protocol design and experimental evaluations at scale.
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The organization of this thesis is as follows: In Chapter 2, we describe a three-tier self-organizing

hierarchical ad-hoc network architecture (SOHAN) to address scalability in wireless networks and

focus on specific protocols for bootstrapping, discovery and topology control as well as route selec-

tion. Practical design considerations for dual radio forwarding nodes are also investigated.

In Chapter 3, we address the basic inefficiencies associated with multihop packet forwarding

over the 802.11 DCF MAC protocol and propose an interface contained forwarding (ICF) archi-

tecture which establishes cut-through paths between the source and destination. This approach

mitigates the self interference problem in multihop data transfers and reduces channel idle times

resulting in improved packet latencies.

In Chapter 4, we evaluate the impact of cross layer parameters such as frequency diversity and

physical layer rates on the system throughput and address the inadequacies of existing metrics in

terms of the overhead and accuracy of estimation. A novel low-overhead airtime is proposed to

accurately quantify the effort in transferring a packet across the network.

Based on the ICF architecture and airtime-based route selection, we propose a cross layer en-

abled cut through (CLEAR) architecture in Chapter 5. This uses interference aware route selection

techniques in order to improve the cut-through success ratio of the ICF mechanism using spatially

diverse routes. In higher spatial densities, where alternate diverse paths cannot be easily found,

we propose further enhancement to the CLEAR architecture for time-based co-ordination amongst

asynchronous flows for efficient “multihop burst” mode transfers. This model has also been adapted

to provide differentiated services for high priority traffic.

Chapter 6 summarizes our contributions and outlines future directions in terms of an integrated

routing and MAC scheduling approach to enable conflict-free data transfers and realize the vision of

“switched” wireless networks. The experimental testbed and its overall architecture used for eval-

uation of our system prototypes is described in the Appendix. This focusses design considerations
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for rapid experiment deployment, measurement framework for data collection as well as supporting

repeatable experiments.
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Chapter 2

Addressing Scalability in Multi-hop Wireless Networks

2.1 Introduction

In this chapter, we address the scalability issue in existing wireless network models and motivate

the need for a hierarchical network architecture design. We propose a Self-Organizing Hierarchi-

cal Ad-hoc Network architecture (SOHAN) with a three-tier design including dedicated forwarding

nodes. Our focus is on practical design considerations including novel protocols for bootstrapping,

discovery and topology control to enable hierarchical self-organization. The benefits of this de-

sign are validated using detailed prototype implementation on Linux platform and evaluated using

systematic simulation-based studies.

2.1.1 Motivation for hierarchical design

Wireless networks based on the popular 802.11 standard [1] can be broadly classified into mobile ad-

hoc networks or infrastructure based networks and typically are designed with different objective.

Mobile ad-hoc networks (MANETs) are infrastructure-less networks of mobile nodes that can be

rapidly deployed and enable connectivity and dynamic communications in emergency situations

or military networks and are essentially decentralized. Since the nodes are mobile, the network is

dynamic and connectivity changes over time. The traffic flows in such a network may be uniformly

distributed between nodes (any node may initiate a connection towards any destination) as shown

in Figure 2.1(a). The information is relayed from one node to the other via paths that may span
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(a) Ad-hoc networks: No infrastructure

InternetInternet

AP coverage
area

Coffee shop

Coffee shop Library

Airport

Wireless ISP1

Wireless ISP2

(b) Hotspot deployment: Pure infrastruc-
ture based

Figure 2.1: Ad-hoc networks and infrastructure based networks

several hops using either proactive or reactive routing protocols such as DSDV [8], AODV [9] and

DSR [10]. Examples of infrastructure-based wireless networks include the typical hotspot AP model

commonly deployed at airports, hotel lobbies, cafes etc. to provide Internet access to users within

the range of the AP.

More common wireless usage scenarios predominantly involve traffic flows to and from the

wired Internet, thus requiring effective integration of wired “access points” with the ad-hoc wireless

network nodes. These networks include sensor networks (Figure 2.2a.) with information flows from

the sensors to the sinks and community mesh networks (Figure 2.2b.) to extend coverage of existing

hotspot based deployments for providing Internet access. More recently, there have been advances

in wireless networking for vehicular safety applications such as extended electronic brake light

(EEBL) (Figure 2.2c.), since the announcement of the Dedicated Short Range Communications

standard for vehicular communications. These networks also use a combination of ad-hoc links

between vehicles with few roadside infrastructure gateways for information transfer.

As the size of the network increases, the conventional flat network design that uses shared

medium access protocols along with multi-hop routing suffers from a degradation in the throughput

per node. The seminal paper by Gupta and Kumar [53] showed that in a network comprising n
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Figure 2.2: Hybrid wireless networks with ad-hoc and infrastructure links

identical nodes, each of which is communicating with another node, the throughput capacity per

node is Θ( 1√
nlogn

) assuming random node placement and communication pattern and Θ( 1√
n
) as-

suming optimal node placement and communication pattern. The scaling problem in flat network

architectures becomes even more aggravated due to traffic bottlenecks around gateway nodes when

a significant fraction of packets have to be routed to a correspondent host within the wired Internet.

In order to alleviate this problem, earlier work on hierarchical radio networks [54, 55], and

more recently on hybrid networks [56] has reported that hierarchical organization of the network

yields scalability improvement in these radio networks. In particular, Liu and Towsley [56] have

shown that for a hybrid network with a two-tier hierarchy comprising several APs and multi-hop

connections to the APs, the capacity scales linearly when the number of APs is greater than square
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root of the number of nodes. These results indicate that a network with more than one tier of ad-hoc

radio nodes with lower tiers aggregating traffic up to intermediate radio relays can scale well with

the right number of infrastructure nodes to support a given number of clients. This motivates the

design of our three-tier self-organizing hierarchical network architecture (SOHAN). We describe

the SOHAN architecture including protocol design considerations for hiererchical self-organization

of devices with heterogeneous capabilities.

2.2 Self Organizing Hierarchical Ad-hoc Network Architecture (SOHAN)

In the SOHAN architecture, we propose a three-tier hierarchy of devices: low power “mobile nodes”

with limited functionality, higher power “radio forwarding nodes” that route packets between radio

links and “access points” that route packets between radio links and the wired infrastructure (Fig-

ure 2.3). This model can be directly extended to the current mesh networks where the forwarding

nodes are mesh points and the access points are the mesh portals. Devices with different capabilities

such as laptops, PDAs, dual-mode phones, sensors etc. may participate in the network. These have

inherent limitations in terms of computational capacity and energy consumption. The SOHAN ar-

chitecture and protocol design accommodates the heterogeneity of devices. The individual system

components of our hierarchical model are described next.

2.2.1 System model and assumptions

• Mobile Nodes (MN): The MN is a mobile end-user device (such as sensor, PDA or a laptop)

at the lowest tier (tier 1) of the network. The MN attaches itself to one or more nodes at the

higher tiers of the network in order to obtain service using 802.11x radios. As an end-user

node, the MN is not required to route multi-hop traffic from other nodes. Note that, as a

battery-operated end-user device, the MN will typically have energy constraints.
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Figure 2.3: Three tier hierarchical ad-hoc network architecture

• Forwarding Nodes (FN): The FN is a fixed or mobile intermediate (tier 2) radio relay node

capable of routing multi-hop traffic to and from all three tiers of the network’s hierarchy.

They typically do not originate traffic of its own and are provisioned solely for multi-hop

forwarding of transit packets. An FN with one 802.11 radio interface uses the same radio

to connect in ad-hoc mode to MNs, other FNs and the higher-tier APs defined below. Op-

tionally, an FN may have two radio cards, one for traffic between FNs and MNs (known as

the beaconing interface or the access interface) and the other for inter FN and FN-AP traffic

flows (known as scanning or infrastructure interface typically on a different frequency). The

FN can be plugged into an electrical outlet, but in certain scenarios, may also be also be a

battery-powered mobile device. Thus, the FN is also energy constrained, but the cost is typi-

cally an order of magnitude lower than that of the MN defined above. This node is equivalent

to the mesh point in the IEEE 802.11s [57] mesh network terminology.

• Access Points (AP): The AP is a fixed radio access node at the highest tier (tier 3) of the

network, with both an 802.11x radio interface and a wired interface to the Internet. The AP is

capable of connecting to any lower tier FN or AP within range but unlike typical 802.11
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WLAN deployments, it operates in ad-hoc mode for each such radio link. The AP also

participates in discovery and routing protocols used by the lower tier nodes, and is responsible

for routing traffic within the ad-hoc network as well as to and from the Internet. Logically, the

tier 3 APs are no different from tiers 1 and 2 when routing internal ad-hoc network traffic -

the wired links between APs are reflected in (generally) lower path metrics. Since the AP is a

wired node, it is usually associated with an electrical outlet and energy cost is thus considered

negligible. This node is equivalent to the mesh portal in mesh networks.

Our goal is to design the system such that ad-hoc network advantages of dynamic self-organization

and low routing overhead/complexity are retained at the lower tiers of the system, while providing

the capacity and scaling advantages of a hierarchical network structure. Note that our design does

not require a strict hierarchical model: the lowest tier of nodes can directly connect to the APs;

similarly FNs may use other FNs to connect to the APs.

2.2.2 Design considerations

In this section, we address several design criteria and protocol considerations for the SOHAN ar-

chitecture. Specifically, the following questions arise and are addressed in the subsequent sections:

• How do forwarding nodes select initial frequencies for operation upon joining a network?

• How do heterogeneous devices efficiently self-organize into hierarchies across multiple fre-

quencies?

• How is traffic routed between the devices and the gateways?

• How does the hierarchical architecture perform as compared to the flat topology?

• What are the prototype design considerations for a multi-radio platform (for forwarding

nodes)?
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2.3 Bootstrapping protocol: Initial frequency assignment at FNs (BOOST)

Bootstrapping the network typically involves the selection of radio frequencies as well as initial

transmit power levels to be used when a new node joins the network. While the APs/FNs can be

initially provisioned on non-overlapping channels by the network administrator to minimize inter-

ference, the goal of the bootstrapping protocol is to eliminate the necessity for manual configurations

and automate the process by making the devices capable of sensing the environment and adapting

accordingly. In this particular design, we focus on the frequency assignment for the access interface

at the FN that minimizes interference and maximize system throughput. The AP channels are as-

sumed to be pre-configured and the infrastructure interface of the FN will associate with an AP/FN

as controlled by our discovery protocol (described in Section 2.5.2).

2.3.1 Frequency Separation: Effect on flow throughput

The motivation behind the BOOST protocol [58] is based on experimental observations from Fig-

ure 2.4a. In this setup, two flows use 802.11b radios (Linksys radios based on Prism chipsets) and

are located within interference range. The channel separation between the flows is increased from

zero to ten during the course of the experiment resulting in a frequency separation of 0 MHz to 50

MHz respectively between the center frequencies.

It can be seen that when the channel separation is one or two, both the flows suffer considerably

in terms of throughput. This can be attributed to the fact that when the two flows operate on adjacent

overlapping channels, the received power from Flow 1 transmitter at Flow 2 transmitter is close to

the carrier-sense threshold of the Flow 2 transmitter and vice versa. This may result in failed carrier

sensing at each transmitter prior to attempting frame delivery resulting in collisions at the respective

receivers and reduced throughput. Beyond a channel separation of five, the channels are orthogonal

and hence both flows experience a throughput of ∼6 Mbps.
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Figure 2.4: Effect of adjacent-channel interference: Throughput degradation due to failed carrier
sensing

Algorithm:BOOST-A Algorithm
operating channel = 1;
for (i = 1; i < numChannels; i+ +) do

Set current channel = i;
Stay for tdwell ;
Record (RSSI, channel, src) for each packet from each src;
Compute median RSSI for each source and record the minimum value (RSSImin) from these;
Record (RSSImini, i) for each channel i;

end
operating channel = channel with least RSSImin;

Algorithm 1: BOOST-A channel selection

2.3.2 BOOST: Interference aware frequency selection

Based on the above observations, we propose two heuristic algorithms for initial frequency selection

at the beaconing interface of the FN (i.e. the access interface towards MN). In BOOST-A Algorithm,

the goal is to avoid channels where the receptions are close to the receiver sensitivity of the node,

thereby reducing the likelihood of missed carrier sensing and collisions that follow. The algorithm

is illustrated using an example in Figure 2.5 where the circles indicate packet RSSI.

• When a new FN is powered on or joins the network, the scanning interface (i.e. infrastructure

interface) sweeps through the channels in order to discover its neighbors and associate with a

given AP/FN based on the discovery procedure described in the next section
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Figure 2.5: BOOST-A Algorithm Illustration

• During this sweep, it receives beacons from APs or other FNs in its neighborhood and records

the received power (RSSI) and the number of terminals heard on each channel

• Out of the received power per packet on each channel, the FN then records the minimum value

of the received power. By doing this, we are taking into account all the possible neighbors

whose packets are received at power levels close to the receiver sensitivity threshold and

hence might potentially induce failed carrier sensing and reduce throughput

• Of these minimum values, we choose the highest across all the channels. This gives us the

best possible channel to use assuming that there is no channel on which no beacons were

detected

• Once the channels are assigned weights based on the above procedure, the beaconing interface

of the FN is set to that particular channel and it starts sending beacons on that channel

In an alternative approach (BOOST-B), each FN records the number of beacons (from all

senders) received on each channel during scanning and chooses the channel with minimum number
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Table 2.1: BOOST Simulation Parameters
Simulation area 400×400m

Number of nodes (AP:FN:MN) 1:6:10
PHY Rate: Range 1 Mbps: 250m

MAC CSMA (adapted for hierarchical associations)
Traffic CBR 10-50 packets per sec (steps of 10)

Packet size 512 bytes
Number of flows 10

of beacons. BOOST-B assumes that all the received beacons come from stations that are always ac-

tive and thus accounts for the number of interferers on a given channel. The advantage of BOOST-B

is its simpler implementation.

2.3.3 Performance evaluation

The above algorithms were implemented in ns-2 [59] simulator and compared with random channel

selection at the FNs. Note that the ns-2 simulator was enhanced to include the concept of frequencies

and channel overlap factor as outlined in [60] which is based on Prism based chipsets used in our

experiments as well. Our simulations were conducted on a topology comprising 1 AP, 6 FNs and

10 MNs with 802.11b channel settings. The flow of traffic was from the MNs to the AP using

intermediate FNs. The MNs scan all eleven channels to identify a suitable FN to forward their

traffic. The simulation parameters are summarized in Table 2.1.

As seen in Fig 2.6, channel selection has a significant impact on the performance of the network,

both in terms of throughput and average delay. Both BOOST-A and BOOST-B outperform the ran-

dom channel allocation. In BOOST-B, the performance is improved since we reduce the number

of interfering nodes while selecting channels. This results in a performance gain of approximately

34%. As the number of beaconing nodes (1 AP and 6 FNs) is more than the number of orthogonal

channels (3), BOOST-B may select adjacent overlapping channels. BOOST-A minimizes the likeli-

hood of interference by avoiding channels on which reception is close to the carrier sense threshold.
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Figure 2.6: BOOST: Simulation results

This provides approximately 56% higher throughput than the random channel selection. BOOST

frequency adaptation may be activated during regular network operation as well in order to continu-

ously monitor interference from existing deployment as well as uncontrolled interference from any

co-located networks. While the BOOST protocol is specified for the beaconing interface of the FN,

it can be applied to a new AP that is provisioned in the network. In the next section, we look at how

the heterogenous devices self-organize into hierarchies suitable for data transfers.

2.4 Topology control in heterogenous networks: Discovery Protocol

So far we have looked at the case when a new infrastructure device such as FN or AP joins the

network, and uses the interference-aware BOOST mechanism to select the initial frequency of op-

eration. Prior to supporting active data transfers, it is necessary for these devices to discover each

other and organize into topologies in a distributed manner. In this section, we motivate the need

for introducing an explicit discovery mechanism to assist topology formation. The objective is to

mitigate the control overhead and the routing messages as well as accommodate the underlying

constraints of different heterogeneous devices.
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2.4.1 Motivation

In traditional wireless networks, the routing protocol itself is responsible for building the topologies

either using on-demand broadcast of route requests or by exchanging neighbor information pro-

actively with one hop neighbors. While this may be sufficient for smaller networks, as the number

of nodes increases, it results in a high volume of routing message exchanges that compete with

existing data traffic for channel access. The problem is more severe in a multi-channel network

where the multiple nodes that need to communicate could be on different radio channels. In this

case, the routing messages need to be propagated across multiple channels in order to enable data

transfer from one node to the other. In addition, topology formation based on routing assumes the

devices to be homogeneous with the same capabilities and constraints whereas in real networks,

there are many kinds of devices from battery operated PDAs/sensors to powered APs with relatively

higher processing capabilities that participate in the network.

In order to address these issues, we propose a “discovery” sub-layer between the MAC and

routing layers in the protocol stack as shown in Figure 2.7. Discovery can be described as the

process through which a node becomes aware of its surroundings, that includes determining the

presence and type of neighbors, assessing quality of links to other nodes, and providing information

to the routing protocol to identify the most efficient path to the destination. While the MAC layer

detects the physical topology, the discovery protocol processes this information to determine the

logical topology that should be visible to the routing protocol. Routing overhead is thus reduced

as the routing protocol has to deal with fewer links. In addition, the discovery protocol may also

provide a metric that can be used by the routing protocol for choosing paths to forward data based

on system objective functions (such as minimizing power consumption, maximizing throughput,

minimizing delay etc.).
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Figure 2.7: SOHAN Protocol Stack

2.4.2 Centralized performance bounds

In order to motivate a distributed protocol design, we first consider a centralized approach using

linear programming using Matlab [61]1. This is used to determine bounds on the network perfor-

mance under different network objective functions such as minimum energy, minimum delay and

maximum throughput.

1. The minimum delay optimization finds the topology that minimizes the number of hops from

each MN to an AP. This corresponds to the shortest-path metric commonly used in routing

protocols.

2. An important criteria at the battery operated MNs is energy consumption. In the hierarchical

architecture, the cost of energy at the FNs is at least an order of magnitude less than that at

the MNs, while the cost at the AP is negligible

3. For the throughput maximization, we assume that the MNs offer identical loads to the network

and are the only sources of data. In the case of the dual-interface FN, uplink and downlink

traffic are assumed to operate on orthogonal channels, enabling concurrent transmissions.

Maximizing the throughput is done by balancing the MN load over the various APs of the

network.

1Portions of this work were done in collaboration with L. Raju and appear in [62].
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Figure 2.8: Topologies based on only primary objectives: Energy minimization, delay minimization
and throughput maximization

A topology of 500m×500m is considered with a random deployment of 2 APs, 4 FNs and 10

MNs. The energy consumption at APs and FNs is normalized w.r.t. to that of the MN using the

ratio 0:0.01:1 (AP:FN:MN). The propagation model is assumed to have a path loss exponent of

2.5. We considered several random placement of nodes and show topology formation for one such

placement under different primary objectives.

As seen in Figure 2.8(a), the minimum energy criteria forces the MNs (and FNs) to associate

with nearest FN or APs. This may result in an imbalanced distribution of clients amongst APs

resulting in overall throughput degradation. Similarly, in Figure 2.8(b), the delay minimization

criterion results in MNs (and FNs) choosing least hop count paths (longer links) towards APs. This

may result in an increased energy consumption (and low reliability) in order to connect to distant

FNs or APs. For throughput maximization, the MNs may choose to associate with APs over longer

links and hence may experience higher energy consumption.
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In order to supplement our primary conditions, we impose auxiliary constraints in our optimiza-

tion objective functions. Assuming a traffic flow from battery operated MNs to the infrastructure,

we particularly focus on energy minimization as the primary criterion with additional constraints:

1) energy minimization with delay constraints and 2) energy minimization with throughput con-

straints. A large number of random placements of nodes have been considered. We observe that the

MN consistently selected the nearest AP/FN irrespective of the optimization criteria. Additionally,

the FN’s choice of neighbor is heavily influenced by the choice of the network objective. Also, the

throughput based constraint did not yield consistent results in terms of the choice of neighbors at

the FN. Based on these observations, we choose a decoupled objective function in the design of our

distributed protocol: Energy minimization at the MNs and delay minimization at the FNs as our

network objective for the distributed protocol design.

2.4.3 Distributed heuristics: Beacon assisted discovery protocol

Our design goal is to minimize the energy consumption at the power constrained MN layer while

maintaining low latencies based on controlling FN neighbor selection. We propose a beacon-

assisted discovery protocol (BEAD) to approximate the performance obtained by the centralized

topology selection that uses augmented MAC beacons as shown in Figure 2.9(b).

The basic operation of the BEAD protocol is illustrated in Figure 2.9(a) and consists of:

• Beaconing phase: Assuming frequency selection based on the BOOST protocol, the APs and

the access interface of the FNs transmit periodic beacons announcing their presence. During

this time, the MNs and the infrastructure interface of the FNs scan the frequencies and collect

beacon information for each channel. In addition to the source and destination address, the

beacon contains the node type to indicate that the source is an AP or FN. Additionally, it

may contain metrics such as hop count which indicates the number of hops to reach the
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Figure 2.9: BEAD: beacon format and discovery process

infrastructure through the Access Point.

• Association phase: The MNs and the infrastructure interface of the FN record the beacons

observed during the scanning phase and associate with a parent node based on the discovery

metric. In our design, we choose the received beacon SNR as the metric for association at

the energy-constrained MNs and hops to AP at the FNs. Upon selecting the parent node for

association, the MNs and FNs send an association message to this neighbor. The parent may

optionally acknowledge this association message. Following the association phase, the initial

topology is created. The routing protocol uses the subset of neighbors selected during the

discovery phase to exchange topology updates for discovering paths to the AP.

2.4.4 Performance evaluation: centralized vs BEAD

We evaluate the performance of the BEAD protocol implementation against the topologies specified

by the centralized computation using ns-2 simulations. For BEAD evaluation, we augment AODV
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to propagate only those route discovery broadcasts initiated by the subset of neighbors based on dis-

covery protocol. The routes are selected from this subset presented by the discovery process. Also,

the MNs do not participate in the routing process and discard all the received routing packets. For

the centralized cases (energy optimized and delay optimized), we import the topology obtained from

centralized calculations using MATLAB by configuring the routing tables prior to data exchange.

Note that the routing messages are still exchanged for overhead computation but do not impact the

topology. A random deployment of 2 APs, 4 FNs, and 10 MNs over an area of 500mx500m is

considered. Each MN offers the same load, destined for the Internet through any available AP. The

simulation parameters are summarized in Table 2.2.

Table 2.2: BEAD Simulation Parameters
Simulation area 500×500m

Number of nodes (AP:FN:MN) 2:4:10
PHY Rate: Range 1 Mbps: 250m

MAC CSMA (adapted for hierarchical associations)
Traffic CBR 25-150 packets per sec (steps of 25)

Packet size 64 bytes
Number of flows 10
Beacon Interval 100ms

Missed beacons allowed 5
Rescan interval 50×beacon interval

In Figure 2.10(a), the energy consumption of BEAD is compared with that of the centralized

approaches for energy and delay minimized topologies respectively. Likewise, in Figures 2.10(b

and c), the throughput and average delay for BEAD is compared to the centralized minimum delay

and the minimum energy topologies respectively. As seen, the performance of the distributed BEAD

protocol is comparable to that of the centralized case. This implies that topology chosen by BEAD

(using discovery and routing) is close to the set of optimal paths chosen by the routing protocol.

We also evaluate the performance in terms of routing overhead and consider two scenarios: an

increase in the number of MNs (50 to 200) and increased mobility for 100 MNs (5-20 m/s). As
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Figure 2.10: BEAD Performance compared to centralized algorithms

seen in Figure 2.11, it can be seen that the discovery protocols provides a significant improvement

in routing overhead under increasing mobility as well as increasing number of nodes while meeting

the desired network objectives.

In summary, the distributed beacon assisted discovery protocol provides the flexibility to control

the topology and performance based on the network objective and minimizing control overheads by

presenting a logical topology to the routing layer.

2.5 Prototype design and implementation on the ORBIT testbed

Experimental evaluations are important to complement and verify the simulation-based evaluations

that are typically based on simplifying assumptions and may not capture real-world physical layer

effects and other hardware and software limitations. Thus, it is increasingly important to have a

controlled experimental platform for rapid prototyping and system evaluations. Such a platform

should facilitate experiment setup and repetition while providing visibility at various layers of the

protocol stack and the ability to control experimental parameters such as traffic and topologies. In
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Figure 2.11: BEAD: Reduction in routing overhead

addition, the platform should provide access to a reasonably large number of nodes in order to en-

able evaluations at scale. We have designed and developed the ORBIT indoor wireless experimental

testbed [63, 64] in order to address these requirements and provide a valuable tool for the research

community for large-scale experimental evaluations with remote experimentation capabilities. Fur-

ther details of the testbed along with the control and management framework can be found in the

Appendix.

In order to validate SOHAN protocol design, we have implemented a Linux based prototype on

the ORBIT experimental testbed. The implementation of the discovery and routing protocols was

done using C programming with the Libnet [65] library to create custom MAC beacons, associations

and handle their transmissions and Libpcap library [66] for packet reception. The receiver uses the

Libmac [67] library, which has been implemented to provide easy access to underlying cross layer

information (Received Signal Strength Indicator (RSSI), PHY rate, timestamp) from the device

driver on a per packet granularity.
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2.5.1 Software stack

As shown in Figure 2.12, the modular software design is consistent with the SOHAN protocol stack

and thus provides an easy way to modify functionality and add features at any layer. Note that this

is predominantly a user space implementation with some kernel modifications to provide access to

cross layer information such as RSSI, transmit power etc.

send/recv: We use the Libnet library APIs [65] for sending unicast association and data packets

and broadcast beacons bypassing the TCP/IP stack. All our packets are marked with a unique

Ethernet type (0x0800) for appropriate filtering and demultiplexing on the receiver side using the

Libpcap APIs [66].

Layer2.c: This handles the discovery layer functionality and is responsible for maintaining local

“neighbor” tables based on exchanged beacons and association messages. Layer 3 uses information

collected from the beacons and associations for actual route selection.

Layer3.c: This layer is responsible for handling the functionality related to maintenance of the
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local forwarding tables at each node created by periodic exchanges of neighbor tables amongst one-

hop neighbors. Upon the expiration of the route update timer, a periodic forwarding table exchange

takes place. Entries are purged upon expiration of the refresh timer.

Application Layer(AP/FN/MN.c): This layer handles the application specific functionality that

depends on the type of the nodes. MNs are responsible for scanning on all channels, listening for

beacons, determining the best cost parent to associate with and sending associations to the chosen

parent node. They are not involved in routing. FNs have been implemented as MNs on one interface

and APs on the other. They are involved in routing and route table exchanges. The APs and access

interface of FNs send beacons at regular intervals and listen for associations received from the lower

layer nodes. They also send periodic topology updates to the management station.

Common functions: The common functionality such as timer management, event management,

finite state machine, packet type definitions and common wireless utilities is handled by programs

common to all layers and is defined in the corresponding files.

2.5.2 Discovery protocol implementation

For the Linux prototype, the beacons used in the prototype are application-level packets and not

802.11 management frames. In our implementation, we modified the device drivers to append

transmit power to each outgoing beacon at the APs/FNs and the received signal strength (RSSI) for

each incoming beacon at the MNs. Using this information, the node with the maximum ( RSSI
TxPower )

ratio was chosen as the next hop neighbor. Assuming reciprocity of channel, this metric selects

the neighbor that can be reached with minimum transmit power while maintaining a high RSSI.

In case, there were two or more such nodes, the node whose beacon was received with the higher

signal strength was chosen. This metric is chosen to minimize energy consumption at MNs.

Choice of beacon intervals and dwell times: We configured the MNs to scan every channel
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Figure 2.13: a. Discovery delays with different beacon intervals and dwell times b. Variation of the
discovery delays with different beacon intervals and dwell times

and varied the channel dwell times (from 100 ms to 1 sec) for different experimental runs. At the

AP, we varied the beacon interval from 100 ms to 500 ms. Also, scanning across channels at the

MNs was performed at the application layer using ioctl calls to the device driver. We measured

the discovery delays for a scenario consisting of a single AP and MN. Discovery delay is the time

interval between beginning of the experiment (both nodes starting at the same time) until the first

“association” message was received by the AP from the MN. This was repeated for different beacon

intervals (100 ms, 250ms and 500 ms) at the AP with varying dwell times (from 100 ms to 1 sec)

at the MNs. Figure 2.13(a) show the results for the average discovery delays (in sec) for several

sample runs for each setting along with the standard deviation of the delays.

As shown in Figure 2.13(b), we found that for dwell times below 450ms, discovery delay showed

a high variation. This was because the MN missed a lot of beacons during its scan and hence the

channel sweep iteration during which the first beacon was received was highly variable. When the

dwell time per channel was higher than 450 ms, the variation of the discovery delay is significantly

lesser than in the previous case. As explained before, the application controls changing of the

channels on the card through ioctl calls and not done by the firmware. Also, the performance with
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Figure 2.14: Sample topology for illustrating routing table updates

beacon intervals of 100ms and 250 ms was very similar. Hence, we chose 250 ms as the beacon

interval at the APs/FNs with a channel dwell time of 450 ms at the MNs as a compromise between

discovery delays and injecting more beacons in the network which increased the control overhead.

2.5.3 BEAD assisted route selection

The routing protocol is based on the existing discovery mechanism which is used to detect any

change in the topology. The goal is to create and maintain local neighbor tables at each of the FNs

and APs that are populated based on the beacons and associations received during the discovery

phase. These local neighbor tables are then exchanged periodically between neighboring nodes.

The neighbors use the tables to learn new information from the sender and update their local ta-

bles accordingly. Note that the MNs do not participate in multi-hop routing procedure for power

conservation. The MNs send their data to the default best cost parent selected during the discovery

procedure. We assume for the FNs that eth0 is the interface towards the APs and eth1 is the interface

towards the MNs (and other FNs). Also, we use a combination of MAC addresses and node ID of

the nodes for the routing protocol. This is to handle the case of the FN that has two different MAC

addresses for the two different interfaces but the same node ID.

Neighbor Table Formation and Updates: Based on the beacons and associations received
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Table 2.3: Local neighbor table at FN1
MAC1 Node1 Node3 Refresh4 Channel to 5 Cost to 6 Interface to7 Next8
Addr ID Type Timer Next Hop Destination Next Hop Hop
AP1 AP1 AP xx 1 1 eth0 AP1
FN2 FN2 FN xy 11 1 eth1 FN2
MN1 MN1 MN xz 11 1 eth1 MN1
MN1 MN1 MN yz 11 1 eth1 MN1

Table 2.4: Local neighbor table at FN2
MAC Node Node Refresh Channel to Cost to Interface to Next
Addr ID Type Timer Next Hop Destination Next Hop Hop
FN1 FN1 FN xy 11 1 eth0 FN1
MN3 MN3 MN xz 6 1 eth1 MN3
MN4 MN4 MN yz 6 1 eth1 MN4

from the nodes, each node forms a neighbor table with entries for the nodes that have been heard

during discovery phase. Each entry is associated with a refresh timer and upon the expiration of

the timer, the entry is purged. If a beacon (from a node previously heard) is not received in three

(configurable) successive scans, then the entry for that node is purged from the neighbor table. Also,

if a beacon is received from the nodes that already exist in the local neighbor table, then the refresh

timer for those entries is reset. Otherwise, the refresh timer is decremented by one for every sweep

through the channels. Two such local neighbor tables at FN1 and FN2 based on the topology in

Figure 2.14 are shown.

Table Updates/Exchanges

1MAC - This is the MAC address of the node whose beacon/association was received
2Node ID: This is the unique id of the node in the network. We need this in addition to MAC address since the FN has

two interfaces and hence two different MAC addresses
3Node Type: MN/FN/AP
4Refresh timer: Initial value is three, decremented for every sweep through the channels, reset upon hearing a

beacon/association
5Channel to NH: Channel on which this neighbor can be reached
6In the current implementation we use hop count
7Interface to NH: Interface to reach the next hop
8Next Hop: Next hop to reach the destination specified in entry
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Table 2.5: Updated table at FN2 after receiving update from FN1
MAC Node Node Refresh Channel to Cost to Interface to Next
Addr ID Type Timer Next Hop Destination Next Hop Hop
AP1 AP1 AP xx 11 2 eth0 FN1
FN1 FN1 FN xy 11 1 eth0 FN1
MN3 MN3 MN xz 6 1 eth1 MN3
MN4 MN4 MN yz 6 1 eth1 MN4
MN1 MN1 MN yy 11 2 eth0 FN1
MN2 MN2 MN zz 11 2 eth0 FN1

The neighbor table exchange mechanism only takes place between FNs and APs. The MNs

are not involved in the routing updates. Each FN broadcasts its table on the following channels:

1) Channel of its interface 0 (interface towards the APs/other FNs), 2) Channel of its interface

1 (interface towards MNs/other FNs) and 3) Channel of every entry for FN and AP in its table

(excluding those from 1 and 2). The actual entries can be maintained in a sorted order (either

according to link metrics, hop count, or AP’s first etc). For example, as shown in Table 2.5, the

cost to AP at FN2 is the cost to destination advertised by FN1 incremented by one hop. If all the

data flow is from the MNs to the APs and no inward data flow towards the MNs, then the FNs

may exclude all the entries of node type MN while exchanging information with the neighbors. Not

shown in the table is a sequence number associated with every neighbor update from a node in order

to prevent routing loops.

Once the nodes have been discovered, re-discovery is done on a periodic basis. The interval

depends on: a) Network dynamics (node mobility, channel conditions, node failure), b) Routing

updates that show a particular path as unreachable (this is a trigger-based mechanism) and c) Power

consumption and connectivity requirements (listening to beacons consumes power and may not be

necessary if we do not require connectivity; on the other hand, if connectivity is more important

than power consumption, we might want to increase discovery frequency)
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Topology Flat Mesh
No. of APs 1 2
No. of FNs none 4
No. of MNs 100 100

No. of channels 1 11

Area 1000m × 1000m
No. of MNs 100
Packet size 64 bytes

Table 2.6: SOHAN evaluation: Simulation parameters

2.6 SOHAN: Performance evaluation
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Figure 2.15: Performance evaluation: SOHAN vs flat topology

In order to enable a systematic evaluation of the SOHAN architecture and the potential benefits

over flat network models, the bootstrapping and discovery protocols were implemented both as

extensions to the ns-2 simulation model as well as a prototype Linux implementation. We next

discuss the details of the simulation and prototype model.

2.6.1 Simulation Results

Using extensions to ns-2 simulator, the forwarding node with dual interfaces was implemented along

with the support for multiple channels [62]. The simulation parameters are described in Table 2.6.

In both cases, the traffic originates at the MNs and terminates at the APs. In the hierarchical case,

there are four FNs and 2 APs that run BEAD with AODV to route traffic over 11 channels at a data

rate of 1 Mbps. For a fair comparison with flat topology using a single channel, a normalized data
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rate of 11 Mbps for the flat topology is used. As seen in Figure 2.15, the system throughput saturates

at ∼ 450 kbps for the flat case, whereas the system supports almost ∼ 1Mbps for the hierarchical

case.

2.6.2 Experimental validation

Using the ORBIT testbed, we compared the performance of “flat” versus hierarchical topologies

with pre-configured routes and channels. We created two topologies (as shown in Figure 2.16), to

represent the flat multi-hop mesh network and a hierarchical architecture with FNs. Each topology

has two clusters with 20 MNs, 4 FNs and 2 APs. Each run has 20 users generating increasing offered

loads in steps of 0.75Mbps (from 0.75 - 3 Mbps) towards the sink (AP). These flows represent a few

users who are trying to access the Internet using a gateway or an aggregation of traffic flows from

several such individual users. We measure the total system throughput, average delays and packet

loss for both the scenarios under increasing offered loads.

MN

AP

FN

Figure 2.16: a) Flat topology b) corresponding hierarchical topology emulated on ORBIT grid

As seen in Figure 2.17, the hierarchical system is able to support upto 50 Mbps system through-

put as compared to flat ad-hoc network model which saturates at 20 Mbps. These results are in-

dicative of the advantages of the proposed hierarchical structure with self-organizing discovery and

routing protocols. In [68], we have examined an application of this model for metropolitan area
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Figure 2.17: SOHAN: Performance improvement of hierarchical network over flat network

mesh networks of particular interest for rapid deployment of broadband Internet access. A system

model for an 802.11 metro-area mesh is developed and used to estimate capacity, performance and

cost for sample scenarios. It can be seen that with a right mix of APs and FNs, the SOHAN archi-

tecture scales well for a given coverage area with a 2.5 times performance improvement over flat

network topologies, and can provide a viable alternative technique for broadband wireless Internet

access.

2.7 Experiences in the design of forwarding nodes for SOHAN

We next investigate some of the important criteria in the physical design of multi-radio forwarding

nodes. Based on our experimental observations, compact designs for FNs (with antennas in close

proximity to each other) may adversely impact the performance of flows and may negate some of the

performance benefits of using multiple orthogonal channels assumed in simulation and analytical

studies. We believe this to be due to near field coupling (also reported in [47, 69]) and study the

effect of varying a number of parameters such as channel separation, transmit power levels as well

as physical separation between antennas.



41

2.7.1 Experimental methodology

The interesting observation regarding the coupling effect was made during experiments to measure

the impact of using orthogonal channels at the FN. The original experiments were done to measure

the throughput and packet loss by using multi-hop forwarding using an FN with two wireless inter-

faces operating on different channels and compare the results to those obtained by using a single

channel and a single interface at the FN. This is shown in Figure 2.18

Figure 2.18: a) Baseline: SISC b) DISC c) DIDC

Single interface, single channel (SISC): In the baseline scenario, all the wireless interfaces

were configured on the same channel (channel 3) and the FN used a single interface to forward

packets from the source to the destination.

Dual interface, single channel (DISC): This scenario was similar to SISC, except that the FN

used two interfaces; one to receiving incoming packets from the sender and the other to forward

these packets downstream to the destination.

Dual interface, orthogonal channel (DIDC): In the third case, the forwarding node used two

interfaces operating on mutually orthogonal channels (channels 3 and 10 respectively). The goal

of this experiment was to study the performance improvement achieved by using multi-frequency

forwarding using orthogonal channels that would enable simultaneous transmission and reception

at the forwarding node. In each run, the offered load was increased from 1 Mbps to 10 Mbps using

1024 byte UDP datagrams and the resulting throughput and packet loss were measured. All the

experiments were run for duration of 60 seconds using transmit power of 50 mW.
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Figure 2.19: a) Packet loss b) Throughput for the three different scenarios

As seen in Figure 2.19(b), the observed throughput for the SISC case is around 3 Mbps. This is

because only one of the two links can transmit at a time since it competes with the other for access

to the channel. For the DISC case, we note that having two separate interfaces does not improve the

throughput since the interfaces still operate on the same channel and hence they still have to share

the medium.

Not surprisingly, the throughput and the packet loss curves are similar to the earlier case. The

results appear slightly worse than the first case which can be attributed to the fact that in this case,

the packet arriving on the incoming interface now has to be copied into the buffer of the other

interface after a route lookup which accounts for the additional overhead.

For the third scenario, the observations were quite surprising. We expected to see much higher

throughput, since there were two interfaces operating on orthogonal channels, thereby allowing

simultaneous transmission and reception at the forwarding node. However, despite a channel sep-

aration of 7 channels (∼35MHz), the throughput is considerably lower than the earlier scenarios.

Subsequent experiments with transmit power, frequency and physical separation reveal the reasons

for this behavior.
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2.7.2 Effect of transmit power control

We conjecture that the throughput degradation was attributed to the coupling effect due to antenna

proximity. We further investigated the above effect by lowering the transmit power of the interfaces

at the forwarding node from 50 mW to 20 mW and then to 1 mW. As expected, we observed

(Figure 2.20) that the throughput degradation caused by the front-end coupling effect reduces when

the transmit power is reduces from 50mW to 1mW.
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Figure 2.20: Effect of transmit power on the coupling in terms of throughput

2.7.3 Effect of transmit power control, frequency and spatial separation

To further investigate the effect of frequency separation, we conducted the following detailed ex-

periments varying the transmitter power levels as well as the channel separation between the two

interfaces of the forwarding node. In the first case (Figure 2.21(a)), the forwarding node had two

interfaces, both operating on channel 1. The second interface was moved away (in frequency) one

channel at a time until it operated on channel 11. This was repeated for three different transmitter

power settings of 1 mW, 20 mW and 50 mW. For each setting, we measured the packet loss for an

offered load of 4 Mbps using 1024 byte UDP datagrams. The separation between the two interfaces

of the forwarding node was about one inch. The second case (Figure 2.21(b)) was similar to case 1
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except that the antennas of the two interfaces on the forwarding node were physically separated by

12 inches using an external connector on the wireless card attached to external antenna.

Chan 1-11Chan 1

(a)

Chan 1-11Chan 1

(b)

Figure 2.21: Experimental setup

(a) Antennas near (b) Antennas separated

Figure 2.22: Packet loss at 4 Mbps offered load with antennas close and spaced apart

The results show the packet loss at an offered load of 4 Mbps. The packet loss is plotted as

a function of channel separation between the two interfaces and the transmit power levels of the

sending interfaces. Figure 2.22(a) corresponds to the first case with the antennas close together. We

see that as the channel separation between the two interfaces on the forwarding node increases, the

packet loss initially increases (due to the carrier sensing effects described in Figure 2.4) and later

drops when the frequency separation is greater than four channels (20 MHz). An interesting trend

to note is the effect of reducing the transmit power levels from 50 mW to 1 mW. At 50 mW transmit

power levels; the packet loss is still significantly high even at a channel separation of greater than 6
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or 7 channels (which are completely non-overlapping). However, this packet loss drops as we reduce

the transmit power and hence the induced coupling. Figure 2.22(b) corresponds to the second case

with the antennas separated by a foot. As seen in the figure, after physically separating the antennas,

the coupling reduces significantly (even at transmitter power levels of 50 mW) and packet loss drops

significantly.

2.7.4 Effect of transmit power control and physical separation

3 inches
1 inch

Cards in contact
Chan 
3

Chan 10

Source Destination

6 inches

(a) Experimental Setup (b) Packet loss

Figure 2.23: a. Experimental setup b. Packet loss with physical separation of antennas

We next investigated the packet loss behavior as a function of the physical separation between

the two antennas on the forwarding node. It is known that electromagnetic waves propagate spher-

ically from the source and at a distance D from the source, the received power PD is given by

PD = PtGtGrλ2

(4π)2D2L where Pt = transmit power, PD = received power at a distance D, Gt = transmitter

antenna gain, Gr = receiver antenna gain, D is the separation in meters, L is system loss factor

and λ is the wavelength. This equation holds when the distance D is large. However, at shorter

distances, the planar approximation for radiated waves does not hold true and this region is called

the near-field of the antenna. Typically, this separation between the near and the far fields is given
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by the formula R = 2D2

λ [70]. The near field distance is about 10 inches for 802.11b frequencies

for an antenna length of ∼5 inches.

In our setup, as shown in Figure 2.23(a), the antenna separation was gradually reduced from 12

inches all the way until the antennas were in physical contact with each other. The total end-to-end

packet loss was recorded at an offered load of 4 Mbps using 1024 byte UDP datagrams. This was

done for two different transmitter power levels, 1 mW and 20 mW.

Fig 2.23(b) summarizes the packet loss w.r.t. reduced separation of the cards on the forwarder.

Note that we are operating at distances that are close to the boundary distance (10 inches) between

the near and far fields. The resulting packet loss increases as the separation between the cards

is reduced until it reaches nearly 70% when both the antennas are in physical contact with each

other. These results confirm the coupling effects in the near field when two antennas are in close

proximity. Our observations motivate careful antenna placement considerations in the design of

forwarding nodes with multiple radios.

2.8 Summary

In this work, we have proposed a novel three-tier hierarchical architecture that yields improvements

in scalability and system performance as compared to conventional flat ad-hoc networks. This

includes novel protocols for bootstrapping and discovery assisted topology formation to enable hi-

erarchical self-organization. A proof-of-concept prototype was developed for evaluation of protocol

design options and validation of system performance. Experimental results show a 2.5x improve-

ment in system throughput over flat ad-hoc networks and are fairly consistent with predictions from

simulation. These are indicative of the advantages of the proposed hierarchical structure with self-

organizing discovery and routing protocols. Design considerations for dual radio FN have also been

identified. In SOHAN, we have used default 802.11 MAC and hop-based routing techniques in
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the hierarchical self-organization. We next focus on improve the performance of a multihop wire-

less network in terms of overall end-to-end packet delay and throughput by looking at fundamental

inefficiencies associated with existing MAC and routing techniques.
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Chapter 3

Interface contained forwarding architecture for multihop wireless

networks

3.1 Introduction

In this chapter, we investigate the basic inefficiencies associated with multihop packet forwarding

over the 802.11 DCF MAC protocol and propose an Interface-contained forwarding architecture

(ICF) which helps to establish cut-through paths between the source and destination. This approach

mitigates the self interference problem in multihop data transfers by reducing channel idle times as

well as addresses the route lookup latencies at each hop. We evaluate the performance of our pro-

posed ICF architecture as compared to 802.11 DCF mechanism using simulation-based evaluation.

3.2 Motivation: Existing packet transfer in multihop wireless networks

Our work is motivated by the observation that the action of packet forwarding undertaken by an

intermediate node in a multi-hop wireless network is significantly different from the corresponding

operations performed in a wired network. In a wired network, a router typically has at least two

physical network interfaces, with the forwarding functionality consisting of receiving a packet over

one physical interface and subsequently sending it out over a second interface1. In contrast, in a

wireless network, a node with a single wireless interface may act as an intermediary for two nodes

1In high-end routers/switches, a packet is transferred from one interface to another via dedicated switching fabric,
while in software-based routers, an incoming packet is processed by the CPU before subsequent transmission on the
outgoing interface.
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Figure 3.1: Typical packet forwarding in a multihop wireless network

that are each within the communication range but not directly within the range of each other. Thus,

we see that packet forwarding in the wireless environment does not typically imply the transfer of a

packet between distinct interfaces on a single host. However, all implementations of 802.11-based

packet forwarding operate at the network layer, treating the process of receiving a packet from

the upstream node and of sending it to the downstream nodes as two independent channel access

attempts. Figure 3.1 shows a conventional implementation of software-based packet forwarding.

This approach involves the reception of a packet on the wireless interface, transfer of the packet

up the host’s protocol stack to the IP layer where a routing lookup is used to determine the IP (and

MAC) address of the next hop, and subsequent transmission of the packet using the same wireless

interface to the MAC address of the next hop. This mechanism introduces two forms of latency

in the multi-hop wireless forwarding process that are independent of all the other 802.11-related

drawbacks enumerated earlier: 1) latency related to independent channel accesses required for each

hop along the path and 2) latencies associated with interrupt-handling, packet copying and route

lookup at each forwarding node. These latencies can impact the performance of delay-sensitive

applications over multihop paths. To further understand the source of these latencies, we look at

multihop packet forwarding using the 802.11 DCF mechanism.
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3.2.1 Basic 802.11 DCF packet transfer

In this section, we briefly explain the 802.11 Distributed Coordination Function (DCF) contention

resolution mechanisms commonly employed in multi-hop ad-hoc networks. Each node essentially

acts a peer to all nodes within its transmission range. To avoid the hidden node problem, unicast

communication in the DCF mode involves a 4-way handshake mechanism (shown in Fig 3.2 be-

tween sender A and recipient B using RTS/CTS exchange prior to data transmission.
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Figure 3.2: 802.11 DCF with RTS/CTS

The interaction consists of an RTS-CTS exchange that silences the neighbors in the vicinity of

the sender (A) and receiver (B) respectively, followed by the data transfer and an acknowledgement.

For contention resolution, 802.11 uses a timer-based exponential back-off scheme where the node

selects a random back-off time in the range [0, Contention Window] (specified in terms of slots)

if the channel is busy. Each time the medium becomes idle, the station waits for a DIFS and then

decrements the backoff timer in units of aSlotTime. The node makes a fresh attempt at sending an

RTS packet upon the expiration of the timer. Upon failure of the RTS packet, the contention window

is doubled and a random timer is chosen from the new window. Each 802.11 node also maintains

a Network Allocation Vector (NAV) that monitors the state of the channel. Whenever the node

overhears a control packet (RTS or CTS) transmitted by a neighboring node (to some other node),
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it updates its NAV appropriately to reflect the duration of the corresponding 4-way data exchange.

Thus, using a combination of PHY carrier sensing and NAV-based virtual carrier sensing, the nodes

co-ordinate access to the medium in a distributed manner. Even in the case of the 802.11a and

802.11g, the basic carrier sensing and channel access mechanism remains the same.

3.2.2 Forwarding Operation in 802.11 based multihop wireless networks

We now look at the overheads associated with a forwarding operation when using the 802.11 MAC

in a multi-hop wireless environment. The upstream node (node A) sends a data packet to the for-

warding node (node B); which then forwards the packet to the downstream node (node C), as shown

in Fig 3.3.
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Figure 3.3: Packet forwarding operation in existing 802.11 based multihop networks

After the IP lookup function, host A determines that B is the next hop of the DATA packet, and

the packet is transferred to A’s NIC. The MAC implementation on A’s NIC then performs a 4-way

handshake (including any backoff timer-based countdown that may be needed to gain access to the

channel) to forward the packet to B’s NIC. At B, the packet is transferred from the device to the
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main memory either using DMA or PIO (Programmed I/O) techniques, and the host CPU is notified

(e.g. via interrupts or soft IRQs) [71]) for further processing of the packet. The host software

(IP protocol stack) typically queues up the packet in a transmission queue and selects packets for

transmission based on a scheduling algorithm (typically, FIFO). When this packet reaches the head

of the queue, the same steps as those executed at A, are taken, e.g. route lookups to determine

the IP address and then the MAC address of the next hop (C), inserting the MAC-layer header

(corresponding to next hop C) and transferring the packet to the NIC2. This packet is now treated as

an independent data transfer between the nodes B and C; accordingly, B performs the usual backoff

timer countdown before initiating an RTS-CTS-DATA-ACK exchange with C. Once this handshake

is successfully completed, the packet is received by C’s NIC, at which point the whole forwarding

process is repeated. As with the initial data transfer (from A to B), the NAV of node A is blocked

(by the RTS sent by B) for the entire duration of the 4-way exchange between B and C. Thus, as the

path length increases, the packet latencies over multiple hops may be quite high.

3.3 Interface contained forwarding (ICF) architecture

CSMA/CA MAC

Route selection

80211x PHY

DCMA MAC

Label based forwarding

Figure 3.4: Overview of proposed enhancements to the protocol stack

Our primary goal is to define an architecture and protocol for cut-through interface contained

2 [72] have benchmarked the sources of latency in typical packet handling operations on an MPI architecture using
20 byte packets to about 100μs for NIC-host-NIC (excluding route-lookups and related overheads). Even though these
values may be OS and driver specific, we use similar values to the ones described.
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forwarding and to evaluate its effectiveness compared to basic DCF over multihop networks. To

realise this, we first propose an architecture for a forwarding node in a multi-hop wireless network

that shifts the packet forwarding functionality away from the host processor to the wireless net-

work interface card (NIC). This is done by combining medium access control (MAC) for packet

reception and subsequent transmission with address lookup in the interface card itself, using fixed-

length addressing labels in the MAC control packets. Thus, our focus is on MAC and forwarding

enhancements to the existing protocol stack as shown in Figure 3.4.

3.3.1 Label based forwarding

In this section, we describe the label-based forwarding approach that reduces the latency associated

with the NIC-host-NIC interaction at the forwarding node. More importantly, eliminating the NIC-

host-NIC interaction enables us to subsequently perform atomic packet-forwarding at the MAC

layer, eliminating the more significant latency component associated with independent channel ac-

cesses in 802.11. To support label-based forwarding, the network interface card (NIC) is enhanced

to store a label-switching table, consisting of an incoming MAC address, an incoming label, an out-

going MAC address and an outgoing label. Figure 3.5 shows a schematic diagram of the interaction

between the host software and the enhanced NIC that contains the label-switching table.

The information needed to perform NIC-resident lookups can be established offline using a

separate label-distribution algorithm. The choice of the actual mechanism for label distribution

does not affect the performance of the ICF architecture. A label itself can be similar to an MPLS

label [73]. For label distribution, existing routing protocols such as AODV [9] may be adapted

or distribution mechanisms such as LDP [74] may be used. This allows packet forwarding to be

confined entirely to the NIC, which matches the label of an incoming packet with an entry in a data

structure to determine the MAC address of the next hop node and the label to be used for that hop.
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Figure 3.5: Host and NIC components for packet forwarding using labels

As in basic MPLS, labels are associated with routes or destinations, i.e. at any node, all entries

in the label switching table that refer to the same route (the same path to the same destination) will

share the same outgoing MAC address (of the next hop) and outgoing label. For example, let an

entry in the switching table of B be (A, LAB, C, LBC). This means that any packet received at B

from A with a label LAB will use C as the next downstream hop with a label LBC
3.

The combination of the outgoing label LBC and the MAC address of the next hop node C,

essentially defines a specific route to a destination, say D. If B has another neighbor, say Z, which

uses B to reach D as well, then there will a corresponding entry in the label-switching table (Z,

LZB, C, LBC ). The number of distinct outgoing labels is equal to the number of destinations in the

network. It should be noted that each label is unique only to a single hop, and the same label may

be re-used by different nodes of the network. We shall see that the label information is not needed

in the DATA packets, but is carried only in control packets such as the RTS and CTS frames. This

is possible because the MAC protocol reserves a time duration (via control packets) during which a

forwarding node can expect to receive a DATA packet.

3The MAC address itself cannot be used as a label, since packets that are received at B need to be further distinguished
based on their individual destination. Thus, two identifiers are needed, one for the next hop node and the other for the
eventual destination
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3.3.2 Data-driven cut-through MAC: DCMA

To reap the full benefits of the optimized forwarding process, it is also necessary to define an effi-

cient medium access protocol for packet forwarding. We propose an atomic channel access scheme

that pipelines the reception of a packet from an upstream node and the subsequent transmission

to the downstream node, to avoid the overhead of separate channel accesses on the upstream and

downstream links. Without these enhancements, a packet would need to be buffered at the NIC

between the two separate channel accesses thereby nullifying the performance benefits achieved by

the elimination of the routing lookups.

We present a simple modification of the 802.11 contention resolution scheme, called Data-driven

Cut-through Multiple Access (DCMA) that provides preferential access to expedite forwarding, us-

ing a modified ACK/RTS control packet. Both of these enhancements work in tandem: to exploit

the “cut-through” capability of DCMA, the NIC must be capable of determining the identity of the

next-hop node from the signaling information in the contention resolution phase (without transfer-

ring the packet from the NIC to the host CPU and invoking a routing table lookup).

Our proposed MAC scheme is based on enhancements to the IEEE 802.11 Distributed Co-

ordination Function (DCF) mode of channel access and follows the associated 4-way handshake

involving RTS-CTS prior to data transmission. We term this scheme as Data-driven Cut-through

Multiple Access (DCMA). DCMA attempts to replace the two distinct channel accesses, upstream

and downstream, with a combined access. The reservation for the downstream hop (B to C) is

attempted only after successfully receiving the DATA packet from the upstream node (A). The ad-

vantage is that a downstream reservation is made only after the upstream channel access has been

granted and the packet reception from the upstream node is successful. Accordingly, as shown in

Figure 3.6, DCMA combines the ACK (to the upstream node) with the RTS (to the downstream

node) in a single ACK/RTS packet that is sent to the MAC broadcast address.
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Figure 3.6: DCMA Timing Diagram

The payload of the ACK/RTS packet now contains the MAC address of the upstream node, A,

and the MAC address of the downstream node, C. It also includes a label intended for use by the

downstream node to figure its next hop. Since the downstream node (and all other neighboring

nodes of the forwarding node) is assured to be silent until the completion of the ACK, piggybacking

the RTS packet provides the forwarding node with preferential channel access for the downstream

transmission. Before sending the ACK/RTS, the forwarding node (B) performs channel sensing to

check whether the medium in its vicinity is idle. This reduces the likelihood of backoffs that might

be generated at node B when its cut-through request (RTS/ACK sent to C) fails due to hidden node

effects (e.g., when a currently transmitting downstream node D prevents node C from responding

with a CTS) associated with the discrepancy between channel sensing and transmission ranges. If

cut-through does fail; the forwarding node simply queues the packet in the NIC queue and resumes

normal 802.11 channel access. DCMA requires no modification of the 802.11 NAV mechanism- a

node simply stays quiet as long as it is aware of activity involving one or more of its neighbors. Any

node that overhears an ACK/RTS not addressed to it merely increments the NAV by the specified

time interval; this NAV increment is also performed by the target of the ACK (the upstream node).

In DCMA, the label is carried in the RTS/ACK (or RTS). In principle, the DATA field could also

have carried this label, since the label lookup (to find the downstream node) is not strictly necessary
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until after the DATA is received. However, by carrying the label information in the RTS, we provide

the forwarding node additional time to complete the lookup (in parallel with the DATA transfer from

the upstream node). Thus, DCMA provides an end-to-end pipelined transfer for the flow, assuming

that all cut-through attempts are successful. IEEE 802.11e standard [26] specifies a TxOp (Transmit

Opportunity) mode in which, after gaining access to the channel, the sender does not wait for the

required DIFS interval between two frames. Instead, it waits only for SIFS and then transmits the

second data frame. While the TxOP mechanism is used between pairs of nodes only, DCMA can

be thought of as an “end-to-end” extension to this bursting mode.

3.3.3 Related Work

The use of MPLS (or labels) for providing fast and efficient packet forwarding on the wireless

channel has not been extensively reported in literature. In [75], the authors have suggested using

MPLS to support packet routing and handoff in wireless cellular networks along with the use of

label merging to accommodate multiple links between a mobile node and the cellular infrastruc-

ture. To the best of our knowledge, there appears to be no prior public work in the area of devising

MAC algorithms for providing label-based forwarding in multi-hop wireless networks. DCMA’s

pipelined mode of channel access is similar to the contention free “burst” mode of 802.11e [26].

While the contention free burst is on a per-hop basis, DCMA extends this burst by providing an

end-to-end cut-through access across multiple hops along the path. Several approaches for pipelin-

ing data transmissions have been proposed in [76, 77]. More recently, in [25], the authors propose

a Control Channel Based MAC (C2M) which uses a combination of advanced channel reservation

and packet aggregation on the low data rate control channel to improve the efficiency of the data

channel. However, these approaches are based on using out-of-band signaling for co-ordinating
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data transmissions on the main channel, whereas our approach uses does not need a separate con-

trol channel. Also, based on our earlier work [78], alternative mechanisms for distributing labels

amongst nodes have been considered such as [79, 80]. Additionally, in [81], the authors propose a

queue driven cut-through model that performs cut-through access at an intermediate node only for

packets buffered in its queue irrespective of the flow to which they belong. Thus, cut-through is

enabled only when the buffer at the intermediate relays builds up.

3.4 Analyzing the impact on the Latency using cut-through transfers

As stated earlier, the conventional packet forwarding process results in two types of latencies, one

associated with the multiple NIC-to-host packet transfers, and the other with the separate indepen-

dent channel access attempts. While the overhead associated with the NIC-to-host packet transfers

and route lookups will be hardware and operating system dependent, we use an upper bound of 1

millisecond at each hop to quantify the total latency in all the required operations. Consider a single

data path consisting of N links, defined over the hosts H1 to HN+1. Let us consider the 802.11b

standard and assume that each of the N links can sustain a raw “data” transfer rate of X Mbps (where

X is one of 2 Mbps, 11 Mbps and 54 Mbps). RTS/CTS packets are sent out at the base rate of 2

Mbps for 802.11b and 6 Mbps for 802.11g while the ACKs are sent out at the data rate. By consid-

ering the additional overhead imposed by the PHY layer, we can see that for a MAC layer DATA

payload of L bytes, each individual packet transfer consumes a total delay (we ignore propagation

delays in our analysis) as shown in the second column of Table 3.1. The total latency to send L

bytes of DATA payload at X Mbps over N hops, is given in Equation 3.1.

For DCMA, RTS packets have an additional label field (4 bytes) intended for the downstream

neighbor. The ACK/RTS packet is the same as 802.11 ACK with the following additional fields:

upstream node MAC address (6 bytes), label for the downstream neighbor (4 bytes), and a flag to
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Table 3.1: Summary of 802.11b/g and DCMA parameters
Event Time(in μs)

(with b/ with g
SIFS 10 (10)
aSlotTime 20 (9)
Trtlookup (Route lookup delay at each forwarder) 1000 (1000)
DIFS 50 (28)
TPHY = (PLCP header + long preamble) 192 (20)
TRTS = (TPHY + 20 bytes at 2Mbps) (802.11b) or 6 Mbps (802.11g) 272 (46.6)
TCTS = (TPHY + 14 bytes at 2Mbps) (802.11b) or 6 Mbps (802.11g) 248 (38.6)
TACK = (TPHY + 14 bytes at X Mbps) 192 + 192/X

(20 + 192/X)
TDATA = TPHY + 8*(L+36 byte MAC hdr)/X 192+8*(L+36)/X

(20+8*(L+36)/X)
Tbackoff = 0.5*CWmin*aSlotTime 310 (67.5)
TRTS DCMA = (TPHY + 20 bytes RTS + 4 byte label) at 2Mbps) 288 (52)
TACK RTS = (TPHY + 14 byte ACK + 1 byte flag +
4 byte label + 6 byte MAC addr at 2Mbps) 292 (53.33)

indicate ACK/RTS (1 byte). Now, consider the case of pipelined transfers from H1 to HN+1 using

the DCMA protocol. In this case, the channel access delay is incurred only in the first host (original

sender). Moreover, since ACK and RTS share the same frame (on all intermediate hops), the total

latency to send L bytes of DATA payload at X Mbps over N hops is given in Equation 3.1.

T80211(N, L, X) = N × (Tbackoff +DIFS + TRTS + TCTS (3.1)

+TDATA + TACK + 3× SIFS) + (N − 1)× Trtlookup

= N ×
[
1294 +

480 + 8× L

X

]
+ (N − 1)× Trtlookup

TDCMA(N, L, X) = Tbackoff +DIFS + TRTS DCMA (3.2)

+N × (3× SIFS + TCTS + TDATA + TACK RTS)

= 658 +N ×
[
762 +

8× L+ 288
X

]

We plot the latency for a 7-hop chain for DCMA and 802.11 with different data rates (2 and 11

Mbps) and different packet sizes (80 bytes and 1536 bytes) in Fig 3.7(a). Additionally, latencies
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using 54 Mbps data rate provided by 802.11g/a cards and the appropriate interframe spaces are cal-

culated using similar analysis. We also plot the % improvement in latency of DCMA vs 802.11 in

Figure 3.7(b). The percentage improvement is calculated as 100 ∗ (Latency80211−LatencyDCMA
Latency80211

). At

higher data rates and packet sizes, the contribution of packet transmission time to the total latency

is much smaller compared to the channel access latency. Hence, by reducing the channel access la-

tencies, DCMA will provide a significant improvement in end-to-end latency, especially as wireless

technology evolves to support higher and higher data rates. As seen in the Fig 3.7(b), the improve-

ment in latency for 1536 byte payload transmitted at 54 Mbps is ≈ 73% as compared to ≈ 17% at

2 Mbps.

3.5 Performance evaluation

The existing 802.11 based network adapters have partial or no access to MAC layer functional-

ity. Most of the time-critical functions such as sending acknowledgements within SIFS interval

are mainly done by the hardware. A few control knobs such as the RTS threshold and fragmenta-

tion threshold are usually exposed through ioctl based interface. The current ORBIT experimental

testbed does not support fully programmable MAC although this is a long-term design objective.

As a result, we implemented the DCMA protocol as part of the ns-2 simulator [59] with the CMU

wireless extensions [82]. We focus on three metrics: a) the throughput improvement achieved by

the cut-through protocols b) the potential reduction in end-to-end latency due to the expedited MAC

forwarding and c) percentage of cut-through out of the total packets received. To study the through-

put and latency behavior of flows, we consider CBR UDP flows with varying packet arrival rates.

The buffer size at each node is set to 50 packets. The routing tables are pre-configured with the

shortest path routes to their respective destinations. Each node keeps track of the number of packets

sent out and the number of cut-through acknowledgements received. The cut-through percentage is
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Figure 3.7: a. Latency for different packet sizes and rates b. % improvement in latency

calculated as the ratio of sum total of the cut through ACKs (ACKs for RTS/ACK-driven transmis-

sions) received to the total number of packet transmissions (each packet transmission on a link is

considered separately). The parameters of the ns-2 simulator are summarized in the Table 3.2.

3.5.1 Baseline scenario: single flow

In this scenario, the traffic consists of a single UDP flow between the two end nodes of the chain.

Even though this scenario has only a single flow as shown in Fig 3.8(a), it helps to understand the

benefits of DCMA over 802.11 under different offered loads in terms of reduced self-interference.
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Table 3.2: Common Parameters for all simulation results
Topology 7 node chain and 100 node grid

Distance between adjacent nodes 248 m
Traffic model CBR (UDP)

Data Rate 11 Mbps
PHY model SINR based reception

Transmission/Interference Range 250m/550m
RTS Threshold 0 (always on)

Host processing delays at each relay for (802.11 DCF) 1 millisecond

1 2 4 5 6 73

1 2 3 4 5 6 7

Flow 1

Flow 2

1 2 4 5 6 73

Flow 1

Flow 2

Figure 3.8: a. Single flow b. Two flows - reverse c. Two flows - same direction

The offered load was increased from 125 kbps to 1.75 Mbps in steps of 125 kbps using two different

packet sizes: 256 bytes and 1536 bytes. Figure 3.9 shows the throughput and delay results for

DCMA and 802.11 for two different packet sizes. We see that for both packet size, the DCMA

throughput is higher than 802.11. As expected, DCMA offers almost a 50% reduction in end-to-end

delay, especially at higher offered loads.

Moreover, the lower throughput for 256 byte packets is due to the proportionally larger over-

head of the MAC/PHY headers. One of the most important advantages with DCMA is that the

pipelined access mechanism essentially reduces the channel contention effects among consecutive

packets belonging to the same flow - by allowing most packets to cut-through faster to downstream

nodes, it lowers the incidence of contention-induced backoffs at upstream (hidden) nodes for sub-

sequent packets. This intra-flow contention becomes especially more pronounced for larger packet

sizes with 802.11, where the throughput actually declines from∼ 1 Mbps to ∼750 Kbps-since each

packet transmission now takes longer, each transmitting node now “holds” the channel for a longer
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traffic)

duration and may thus cause repeated multiplicative backoff for upstream hidden nodes (an observa-

tion also reported in [7]). At relatively low traffic rates, the packets arrive sufficiently spaced apart to

avoid this problem of intra-flow contention. We expect the latency difference between 802.11b and

DCMA to be much higher for higher data rates (54 Mbps) as shown in Fig 3.7(b). Fig 3.9(c) shows

the percentage of cut-through packets to the total number of packets delivered from the source to

the destination. For lower offered loads, there are 100% successful cut-throughs at all intermediate

nodes. However, as the offered load increases beyond 1 Mbps, the packet injection rate is much

higher than the cut-through delivery time, resulting in queue build up at the intermediate nodes and

reduced cut-throughs.

Fig 3.10 provides a zoomed view of the average delays for each packet size. Note that many

representative interactive or multimedia applications require the end-to-end latency not to exceed
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100 to 200 ms. Accordingly, we define the operating range of a protocol to be that where the end-

to-end latency does not exceed 200 msec. As seen, DCMA extends the operating range from 1.05

Mbps to 1.15 Mbps for 1536 byte packets and from 250 Kbps to 350 Kbps for 256 byte packets

while maintaining reasonably low latency.

3.5.2 Simple chain with two flows in reverse direction

We consider two CBR flows in reverse direction (from node 1 to 7 and from node 7 to 1 respectively,

as shown in Fig 3.8(b). This scenario also provides insights into the behavior of TCP traffic, which

has the data flowing from the source to the destination and ACKs flowing in the reverse direction.

In this case, the offered load (CBR-UDP with 1500 byte payload) is increased from 125 kbps to 1

Mbps per flow. Per flow throughputs, average packet transfer delay are recorded for both DCMA and

802.11 along with the successful cut-through transfers at each node using DCMA. This is calculated

as (No.ofcutthroughpacketsentNo.oftotalpacketsent ).

It can be seen in Figure 3.11 that upto 500 Kbps offered load per flow, the network is able to

sustain the offered load with DCMA supporting higher throughput than 802.11 because of efficient

packet forwarding and reduced self-interference thereby being able to transfer more packets during

the simulation duration. Note that the flows do interfere with each other, but the channel capacity



65

 0

 200000

 400000

 600000

 0  0.25  0.5  0.75  1
Th

ro
ug

hp
ut

 (b
ps

)

Offered load (Mbps)

Throughput

 0
 0.2
 0.4
 0.6
 0.8

 1
 1.2
 1.4
 1.6
 1.8

 0  0.25  0.5  0.75  1

A
vg

. D
el

ay
 (s

ec
)

Offered load (Mbps)

Average delay per pkt per flow

flow1-dcma
flow2-dcma

flow1-80211
flow2-80211

(a)

 0
 0.25
 0.5

 0.75
 1

 0  0.25  0.5  0.75  1

node 1

 0
 0.25
 0.5

 0.75
 1

 0  0.25  0.5  0.75  1

node 2

 0
 0.25
 0.5

 0.75
 1

 0  0.25  0.5  0.75  1C
ut

 th
ro

ug
h 

fra
ct

io
n node 3

 0
 0.25
 0.5

 0.75
 1

 0  0.25  0.5  0.75  1

node 4

 0
 0.25
 0.5

 0.75
 1

 0  0.25  0.5  0.75  1
Offered Load (Mbps)

node 5

 0
 0.25
 0.5

 0.75
 1

 0  0.25  0.5  0.75  1

node 6

(b)

Figure 3.11: Reverse chain topology: a. Throughput and latency performance b. Successful cut
through transfers at each node out of the total packets sent

is enough to sustain both flows. As the traffic load increases beyond 500 Kbps per flow there are

two effects that start to dominate - self-interference between hops of the same flow due to faster

packet injection rate, and mutual interference for the other flow. This manifests as reduced number

of cut through transfers at the node in the middle (Node 4) (shown in Figure 3.11b.) which has to

handle simultaneous cut through requests from each flow. While the 802.11 throughput and latency

performs suffers considerably due interference induced collisions and backoff, DCMA is still able

to support higher throughput and lower latencies as shown in Figure 3.11a.
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3.5.3 Simple chain with two flows in the same direction
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Figure 3.12: Same direction chain: a. Throughput and latency performance b. Successful cut
through transfers at each node out of the total packets sent

Next, we look at a case where the two flows are in the same direction (1 to 7 and 4 to 7 as shown

in Fig 3.8(c)). This scenario deals with the case when the intermediate relay nodes may also have

traffic of their own to send.

It can be seen in Figure 3.12(b) that node 4 cuts through 50% of the total packets. This is

because it is the source of the second flow and cannot cut through the packet it originates. An

interesting observation is that even for higher offered loads, node 4 still maintains the cut-through

ratio of 50%, whereas node 2 reports an increase in the number of cut through transfers. This seems
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to indicate that node 4 continues to serve the flow from node 1 to node 6, thus starving its own local

traffic. This is seen correspondingly in Figure 3.12a. as the throughput and latencies for the flows

diverge significantly. We acknowledge this fairness issue and have proposed a heuristic approach by

modifying the interface behavior to monitor if the node has any local packets pending in its MAC

buffer. The interface can then probabilistically decline the cut-through attempt from other flows

by rejecting an RTS/ACK request. In [81], the authors propose a queue driven cut-through model

that performs cut-through access at an intermediate node only for packets buffered in its queue

irrespective of the flow to which they belong. Thus, cut-through is enabled only when the buffer at

the intermediate relays builds up. In our work, however, we focus on the performance benefits from

efficient forwarding.

3.5.4 Understanding self-interference and interflow interference
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After studying the chain topologies described earlier, we tested DCMA on a general 10×10 grid

topology with randomly selected sources and destinations. The grid topology represents a combi-

nation of the scenarios described earlier (multiple flows - in the same direction, reverse directions

as well as interfering flows). In order to understand the impact of self interference and interflow

interference, we look at two scenarios: with one flow and ten flows with the same total offered load.

The node separation is 248m so such that each node only has one node in each direction within its

communication range. Total offered load for both scenarios is varied from 1 Mbps to 4 Mbps in

steps of 500 Kbps. The single flow case is used to understand the impact of self interference on the

behavior of DCMA and 802.11 since there is no interflow interference. The ten flow case represents

a mix of both self interference and interflow interference. We also keep track of the packet losses

due to buffer overflows at the source and due to collisions and interference. All the simulations are

run multiple times and the results are averaged over different topologies.

Offered loads and self-interference: For the scenario with a single flow, the time gap between

two packets should be such that the previous packet has had an opportunity to exit the interference

range (∼3hops) of the current packet. For DCMA, the 3-hop latency for 1500 byte packet at 11

Mbps (assuming 300μs backoff interval) is ∼ 6.2msec (Eqn. 3.1). This corresponds to 158 packets

per second of 1500 bytes or 1.9 Mbps offered load. Similarly, for the case of 802.11, this value is

∼ 10.28msec, corresponding to 98 packets per second of 1500 bytes (or 1.1 Mbps). Beyond these

operating points, we expect to see effects of self interference where the new packet entering the

system encounters interference from the previous packet still within its interference range.

As seen in Figure 3.13(a and b), for the one flow case, the 802.11 throughput saturates at an

offered load of around 1.2 Mbps where as DCMA saturates around 1.6 Mbps offered load due to

self interference. Similar observations are made for the packet latencies. Also, as expected, beyond

the operating point of∼1.5 to 2Mbps, the buffer overflows at the source increase and the throughput
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saturates. Note that, there is no interflow interference in this case and hence losses due to collisions

are negligible. (seen in Figure 3.13d.)

Interflow interference: In order to understand the impact of interflow interference, we maintain

the same total offered loads for the network as before. In this case, we choose ten randomly chosen

(unique) source-destination pairs with a maximum hop length of ten hops. For the case of ten flows

with the same total offered load as the single flow case, it can be seen that interference and collision

based losses are dominant as seen in Figure 3.13d. Beyond∼3 Mbps total offered load, the interflow

interference causes queues to build up at intermediate nodes resulting in increasing buffer overflows

and packet drops ( 3.13c.). The overall throughput is higher than the single flow case because of

better spatial reuse. Also, the packet latencies are much lower than the corresponding single flow

case with the same offered load. This is because the offered load per flow in the ten flow scenario is

scaled, so the effects of self interference are minimized. Also, in this operating region (upto 3 Mbps

offered load), the network has enough capacity to sustain interference between flows as well. Based

on these observations, we choose an system operating load of 3 Mbps which indicates a balance

between an under-loaded and saturated system for further evaluations.

3.5.5 General grid topology: performance evaluations

Based on the preceding discussion, we evaluated the performance of DCMA and 802.11 in a gen-

eral grid topology with different number of flows. We maintain the same grid topology (with 248

m. spacing between nodes) and use 1500 byte UDP payload for CBR based traffic model. The

following two scenarios are evaluated. Static routes were used in these scenarios in order to focus

on quantifying the performance benefits of the ICF mechanism.

Constant total offered load, increasing number of flows: In this case, the total system

offered load is maintained at 3 Mbps. The individual flow offered loads are scaled according to
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number of flows in the system and we look at 5 to 20 flows (with maximum path length = 10 hops).

This results in per-flow offered loads of 600 Kbps down to 150 Kbps with increasing number of

flows. As seen in Figure 3.14, DCMA latencies are significantly lower than the corresponding
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Figure 3.14: System throughput and average delay per flow in a 10×10 grid with 3 Mbps total
offered load

802.11 latencies under different number of flows. With 5 and 10 flows, the scenario is dominated

by self-interference due to the faster packet arrival rates. It can be seen that the efficient interface

contained forwarding reduces the self-interference per flow by allowing packets to traverse beyond

the interference range faster, resulting in lower latencies, higher throughputs and packet delivery

rates. As the number of flows increases to 15 flows and 20 flows, note that the overall latencies

are lower as compared to the smaller number of flows. While this may seem non-intuitive because

increasing the number of flows implies increased inter-flow interference, it is important to note that

the per flow offered loads are now scaled resulting in lesser traffic being injected into the network

per flow. The interflow interference caused by flows is directly proportional to the flow activity. In
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both the scenarios, DCMA results in a ∼2 times improvement in terms of packet transfer latencies

over 802.11 based multihop transfer.

Constant offered load per flow, increasing number of flows: Next, we study the effect of in-

creasing interflow interference, by maintaining the offered load per flow at 200 Kbps and increasing

the number of flows from five to twenty. As the number of flows increases, the higher volume of

traffic results in higher interflow interference. As seen in Figure 3.15, DCMA outperforms 802.11

in terms of end-to-end packet latencies under all the system loads with a 2x improvement with 20

flows.
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Figure 3.15: System throughput and average delay per flow in a 10×10 grid with 200 kbps per flow

Thus, our simulation studies show that DCMA outperforms 802.11 DCF in all scenarios in

terms of end-to-end latencies. Specifically, the efficient interface contained forwarding reduces the

self-interference amongst flows by allowing packets to traverse beyond the interference range faster,

thereby increasing the flow throughput and the packet delivery rates.
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3.6 Summary

In this work, we present an efficient interface contained forwarding (ICF) architecture for a “wire-

less router”, i.e. a forwarding node with a single wireless NIC in a multi-hop wireless network that

allows a packet to be forwarded entirely within the network interface card of the forwarding node

without requiring per-packet intervention by the node’s CPU. To effectively forward packets in a

pipelined fashion without incurring the 802.11-related overheads of multiple independent channel

accesses, we specify a slightly modified version of the 802.11 MAC, called Data Driven Cut-through

Multiple Access (DCMA) that uses MPLS-like labels in the control packets, in conjunction with a

combined ACK/RTS packet, to reduce 802.11 channel access latencies. Using extensive simula-

tion studies, we evaluate the performance of DCMA and show a ∼2x improvement in latencies

as compared to 802.11 DCF based channel accesss. In general, packet cut-through is especially

useful at relatively low to moderate network loads (which is typically the case in well-provisioned

wireless networks). A combination of DCMA and call admission control (so that the network load

stays within specified bounds) could prove to be especially useful for relatively low-bandwidth,

delay sensitive applications such as VoIP-over-wireless. Note that this scheme may also be used

selectively for supporting higher priority traffic.

Also, we have assumed static route selection prior to cut through forwarding. If the paths are

chosen independent of the underlying link load, then cut-through transfers may fail at intermediate

nodes that are busy due to ongoing transmissions in its vicinity. Hence, an interference aware route

selection in conjunction with cut through forwarding might be beneficial to reduce the interflow

interference. In the next chapter, we investigate cross layer route selection enhancements that in-

corporate the awareness of underlying link conditions while choosing between alternate candidate

paths and can be used to supplement DCMA cut-through transfers over multiple hops.
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Chapter 4

Cross layer route selection in wireless networks

4.1 Background and motivation

Wireless networks are inherently different from wired counterparts due to the inherent broadcast

nature over a less reliable wireless medium. They specifically pose many interesting challenges

such as intra-flow and interflow interference in multihop networks, resulting from transmissions

within the interference neighborhood of a receiver, variable bandwidth links due to link quality

based rate adaptation as well as losses due to low SNR and collisions. In [11], the hop count based

metric usage in wireless networks has been shown to be inadequate due to the longer links resulting

in losses and lower data rates.

There have been many studies that have proposed and evaluated a variety of link characteristics

as metrics for route selection. In [36], the authors have proposed using received signal stability

as an indicator of high quality links. In [42], the authors propose the expected transmission count

metric (ETX) that incorporate the effects of link loss ratios into route selection and experimentally

evaluate the performance on outdoor mesh network. Awerbuch et al. [35] explored the multi-rate

functionality of the MAC protocol in route selection and suggested that in a fully interfering net-

work, MTM (Medium Time Metric) is an optimal route-selection metric to maximize end-to-end

flow throughput. The work in [41] introduces WCETT (Weighted Cumulative Expected Transmis-

sion Time), which combines both ETX and MTM metrics and prefers paths with higher frequency
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Figure 4.1: PHY and MAC parameters for cross layer route selection

diversity to achieve higher throughputs. More recently in [37], a comparative study on some of cur-

rent metrics for routing algorithms was reported. The MIC metric [40] scales the WCETT metric

by taking into account the interfering links on the channel and channel switching penalties, while

the IAware metric [38], leverages the MIC metric by making active channel usage estimates based

on ongoing traffic. In [39], the authors have suggested using a combination of PHY and MAC layer

information in terms of bit-rate and media access delay for route selections. The various parameters

used for cross layer optimization are summarized in Figure 4.1.

In this chapter, we first consider the impact of two critical PHY layer design components, fre-

quency diversity and bit rate selection on the performance of an 802.11-based multihop network.

Our initial results indicate that underlying PHY bit rate selection plays an important role in addition

to frequency diversity for high quality path selection. We then draw attention to some of the short-

comings of existing link quality estimation techniques used by majority of the existing cross layer

routing approaches described above, in terms of overhead and accuracy of estimation and propose

a novel airtime metric for high throughput route selection. Our proposed metric is based on passive

monitoring of ongoing data traffic and quantifies the effort (in terms of time), it takes to transmit

information to a neighbor. This low overhead estimation technique avoids the active probing and

inaccurate estimations of existing approaches.



75

4.2 Impact of frequency diversity and bit-rate on path quality

In this section, our goal is to quantify how the choice of PHY rates and frequencies for a given link

impact the overall throughput achieved on a path traversing these links. In particular, throughput

results are provided for multi-hop ad-hoc networks with and without PHY auto-rate control and

for single and multiple frequencies. The study is motivated by the fact that default 802.11-based

ad-hoc networks using commercially preset auto-rate PHY and a single frequency channel suffer

from performance degradations caused by link quality fluctuations and MAC layer self-interference

respectively.

Using the ORBIT radio grid testbed, we evaluate the throughput of a multi-hop flow in terms

of end-to-end throughput operating under noisy environment using a single channel and default

PHY rate selection algorithm implemented on the commercial 802.11 hardware. This is used as

a baseline case to compare the performance with the above-mentioned PHY design choices (i.e.

alternative rate control methods and use of multiple channels)

4.2.1 Existing bit rate selection algorithms: effect of noise

We conducted initial experiments to observe the effect of noise on the average PHY rate of the links

under test. All of our experiments were done on the ORBIT testbed. The testbed also includes a

raw waveform generator that is connected to specifiable antennas on the grid. This generator can

be remotely controlled to inject AWGN noise at a desired power level and frequency band, thereby

enabling the creation of arbitrary link quality levels and related ad-hoc network topologies. Each

node has two 802.11 a/b/g cards that can be used to set up arbitrary topologies. By operating the

second interface on a different channel, multi-channel forwarding can be implemented where so

desired. Supporting software libraries allow us to extract useful information such as RSSI, PHY

rate from the device driver on a per packet granularity. Further details of the testbed functionality
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Figure 4.2: a. Experimental setup: Positions of nodes, links and noise antenna on the grid b. Link
rate adaptation caused by noise

are described in the Appendix.

Figure 4.2a. illustrates the choice of nodes, links and the positions of the noise antennas. All the

wireless cards for this experiment use 802.11a PHY. The noise generator can be controlled to inject

AWGN noise at a desired power level and frequency (from baseband to 6 GHz). In this experiment,

we measured the average PHY rate of each link over a 120 second interval using 512 bytes UDP

datagrams at 50 packets per second from one sender to one receiver under the influence of noise

at -12 dBm. The transmit power of the sender was set to 20dBm. The PHY rate automatically

adjusts to channel conditions using the default auto-rate adjustment algorithm implemented in the

driver/firmware of the card (Atheros AR 5212 chipset). Figure 4.2b. shows the fluctuation of the

average PHY rate per second (averaged over 50 consecutive packets since we can report the selected

PHY rate per packet) on one such link (1 to 2). This automatic PHY bit-rate adaptation feature is

considered to be useful in WLAN systems because it permits end-users to take advantage of good-

quality short-range links when available. However, one of the consequences of the automatic rate

adaptation is the rapid rate fluctuation. Most auto-rate mechanisms adapt to the link quality based

on packet loss measurements. The fluctuations caused by auto rate PHY algorithm may lead to
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Figure 4.3: Experimental scenarios

an in-efficient utilization of the link capacity resulting in a lower end-to-end throughput. We next

evaluate a multihop path under the influence of noise under different combinations of frequencies

and rates assigned to each link.

4.2.2 Baseline Case: Single Channel with default Auto-Rate PHY

The baseline scenario represents the case where the routing protocol chooses the shortest path with

no consideration to cross layer information. As shown in Figure 4.3(a), all the wireless interfaces

operate on the same 802.11a channel (channel 48, with central frequency at 5.24 GHz). The transmit

power of each radio is set at 20 dBm. We consider a single three-hop flow to isolate any interference

from other flows and study the performance of frequency diversity and rate adaptation under the

influence of noise. AWGN noise was injected using a raw waveform generator [83] at the center

frequency of 5.24 GHz and different levels ranging from -18 dBm to -5 dBm. An offered load

enough to saturate the channel was introduced.

Figure 4.4(a) represents the throughput achieved under increasing noise levels and the maximum

is 4.2 Mbps. This is because even though there are two radio interfaces at the forwarding node,

since they are on the same channel, only one of them can operate at a given time. Also, the achieved

throughput decreases with noisier link conditions due to higher packet losses.
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Figure 4.4: a) Autorate with single channel b) Autorate with frequency diversity c) Autorate vs fixed
rate with frequency diversity at -6dBm noise on channel 48

4.2.3 Autorate with frequency diversity

This case represents the scenario when the routing protocol uses knowledge of the underlying fre-

quency assignments of the paths. The selected path has each hop on orthogonal frequency so that

all three hops can operate in parallel. The achievable throughput is tested under the similar noise

conditions as the previous case.

In this case, the throughput increases to about 16.8 Mbps (as seen in Figure 4.4(b)), a gain of

∼4x for the specific flow under consideration as compared to the baseline case. This is because

the noise affects only one of the links (from 2 to 3) in this case. In the previous case, there is zero

throughput at -5 dBm, where as in this case, a low throughput (∼2 Mbps) can still be sustained. We

believe the reason for this is that the link between 1 and 2 is completely cut off in the first case, even

though the other two links are still operational.

4.2.4 Selectable PHY rates with frequency diversity

Both previous cases use the default bit rate adaptation algorithms implemented in the driver [84,

85] for the wireless card. In most wireless cards, these algorithms are proprietary and cannot be

configured. The goal of rate control algorithms is to adapt to the changing channel conditions by

adjusting the modulation scheme for transmission. The main motivation behind the experiment is
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to see if the rate selection strategies operate well under the influence of injected noise.

In this experiment, we fix a particular noise level (-6dBm) on the middle link and evaluate

different combinations of PHY rate settings (R1, R2, R3) on the three links manually. Note that the

cards support the capability to use fixed rates as specified by the user (using iwconfig [86] utility).

Figure 4.4(c) shows the results for an offered load of 8.4 Mbps. It can been seen that the default

autorate adaptation performance significantly worse than some fixed rate settings tried on each link.

In particular, it can be seen that the combination (36 Mbps, 36 Mbps, 36Mbps) has the highest

throughput under the given noise level. This indicates that the default rate adaptation algorithms are

conservative in selection of bit rates under noisy link conditions and fall back to much lower rates

than sustainable ones.

4.2.5 Summary of observations

To summarize, our initial experiments suggest that there is a large scope for improving the system

performance using a cross layer protocol framework and proper resource allocations. The informa-

tion from the underlying layers regarding link bandwidth, link loss ratios, channel diversity etc. can

then be used by the routing protocols to select high quality paths from the available ones. Motivated

by these preliminary results, we next propose and evaluate a low overhead airtime metric for route

selection in multihop wireless networks.

4.3 Low overhead metric for path selection: Airtime

In this section, we point out the inadequacies of the existing link quality estimation techniques

proposed thus far. Specifically, most of the proposed cross layer metrics, with the exception of [39]

use broadcast packets to estimate the pairwise link error rates between neighboring nodes. These

are then exchanged across the network by suitable routing protocols such as AODV [9], DSDV [8]
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or DSR [10] and used for metric based route selection. For example, in [42], nodes periodically

broadcast packets of 134 bytes every second and the link loss rates are calculated as the ratio of lost

probes to the total number of expected probes in a given observation interval in both directions. A

composite metric known as Expected Transmission Count (ETX) is introduced to capture the link

delivery information. The path with minimum ETX metric is selected as the candidate path. There

are two drawbacks of these approaches.

• Inaccuracies due to channel estimation based on broadcast packets: Lundgren et al. [87]

have shown the presence of grayzones which are defined as links that are capable of delivering

broadcast based routing messages, however, they are unable to support data traffic. This can

be due to the presence of asymmetric links as well as the fact that broadcast packets are

typically sent at one of the basic rates (using more error resilient modulation schemes) as

compared to data packets. This may lead to an inaccurate estimation of link delivery rates

resulting in route selection that may be inadequate in terms of delivery rates or throughputs

for actual data traffic.

• Control overheads due to active probing: Moreover, periodic probe messages impose addi-

tional overheads that compete with control messages (such as routing updates) or data traffic.

Even though these overheads may be small in terms of bytes transmitted (134 bytes per sec-

ond per node), the secondary effects of additional control traffic manifest as increase in delay

for data packets due to higher channel load and/or possible collisions caused between control

and DATA traffic by hidden nodes.

To summarize, the broadcast probe based link loss estimation for route selection may be in-

accurate and incurs overhead on actual data traffic. Contrary to the above approach, we propose

a passive data driven estimation using the novel airtime metric, which quantifies the “effort” (in
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terms of time) to send one byte of data over the link. In a sense, this is inversely proportional to the

“throughput” supported by the link. Thus, by selecting paths with minimal air-time, a higher end-

to-end throughput can be achieved. The airtime metric similar in spirit to the ETT metric proposed

by [41]. However, we estimate the airtime based on actual data traffic rather than broadcast beacons

(based on ETX) that typically have a wider range of reception than actual data traffic. Also, no addi-

tional probes are needed to estimate the link conditions. This local metric can be either disseminated

throughout the network and a suitable routing protocol can use this metric for path evaluations. The

key goal of our design is the simplicity and low overhead required for the link estimations and more

accurate measurement techniques to cope with the problems of communication gray zones.

4.3.1 Calculating the airtime metric

The airtime metric accounts for the medium access delays, channel data rates and the packet delivery

ratios based on passive estimation techniques. The measurements are based on ongoing DATA

packets combined with a passive sensing based estimation in the absence of active DATA packets

through the node. This works as follows: every node maintains the following information tuple

〈NeighID, T xtime, T xbytes〉 using only DATA packet sent to its neighbor. The node marks the

time (t1) when a packet is received from higher layers at the MAC and when a corresponding ACK

is received for this frame from the neighbor (t2). T xT ime is the difference t2 − t1 and T xBytes

is the number of bytes of application data transmitted (minus protocol overheads). Thus, every

sender node maintains a record for every DATA packet sent out and airtime is calculated as shown

in Equation 4.1

Thus, airtime incorporates channel busy degree (Tchannel access), link speeds (TDATA) and link

delivery ratios (N ), which quantifies the effort in terms of time it takes to transmit one byte of

DATA to the next hop. Note that broadcast management messages (such as beacons) or MAC



82

Figure 4.5: Airtime validation: Experimental setup

control messages (RTS/CTS/ACK) are not used in this estimation. A sliding window may be used

to capture the recent information to estimate airtime.

T xT ime(neigh) + = Tchannelaccess + (TRTS + TSIFS

+ TCTS + TSIFS + TDATA + TSIFS

+ TACK + TDIFS)×N (4.1)

T xBytes(neigh) + = Datapktsize(bytes) (4.2)

Airtime(neigh) =
T xT ime(neigh)
T xBytes(neigh)

(4.3)

where N = no. of transmission attempts

4.3.2 Evaluating the effectiveness of airtime metric

In order to verify the accuracy of our passive estimation technique, we evaluated the effectiveness

of the airtime metric in estimating link throughput and per hop delays using both experimental and

simulation methodologies.

Experimental verification: Our experimental setup, as shown in Figure 4.5, was based on the

Intel Calexico wireless cards with modifications to the driver to record and calculate the airtime

measurements. We were unable to obtain backoff encountered per packet from the driver and hence

the TxTime calculation (Eqn 4.1) does not include Tbackoff .



83

0 20 40 60
0

5

10

15

20

Attenuation (dB)

M
bp

s

Actual Throughput vs estimated throughput

Measured
Estimated

0 20 40 60
0

2

4

6

8

10

12

14

Attenuation (dB)

Th
ro

ug
hp

ut
 (M

bp
s)

, A
irt

im
e 

(u
se

c/
by

te
) Throughput, Airtime w.r.t attenuation

Throughput
Airtime

Figure 4.6: Experimental evaluation: a.) Airtime vs throughput b) Measured throughput vs esti-
mated throughput

In order to emulate link variations, we used a Weinschel 8311 Smart Step Programmable Sig-

nal Attenuator [88] that is able to provide between 0 and 121 dB of attenuation. The sender was

caged in an RF isolation chamber to prevent any RF leakage from the connectors. The output from

the sender was sent over the air after desired attenuation to the receiver. The over-the-air path be-

tween the sender and receiver was to enable realistic conditions where there would be other stations

competing for access to the channel as well. We measured both airtime as well throughput under

different channel conditions. The sender and receiver ran Windows 2000 with Intel CX2 wireless

adapters and modified device drivers to report airtime as well as average RSSI and PHY Rate over

the experiment duration. In order to measure the throughput and packet loss, we used Iperf [89]

with 1024 byte UDP flow running between the sender and receiver for duration of one minute.

As shown in Figure 4.6(a), with increasing attenuation, the link throughput decreases and air

time increases correspondingly. Figure 4.6(b) compares the throughput estimated using air time and

actual throughput reported by Iperf. The estimated throughput (Test) using the airtime (which is

measured as sec/byte) is calculated as the Test(Mbps) = 8
airtime(μsec/byte) . We note that for lower

attenuation levels, the throughput estimate is optimistic since the retransmissions are minimal and
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Figure 4.7: Simulation based study: Data driven airtime estimation

the airtime measurement from the driver does not consider the backoff time. As the channel condi-

tion worsens with increasing attenuation, the effect of link layer packet losses is more pronounced

and is reflected by more accurate throughput estimation based on air time.

Thus, from our initial experiments, it can be seen that airtime can be used to infer outgoing link

throughputs using the existing traffic flows without additional overhead especially in high packet

loss scenarios. We next conduct detailed simulations for more accurate validation of the metric that

is based on Equation 4.1.

Simulation based evaluations The airtime metric computation was implemented as a separate

module in the ns-2 simulation framework that receives its inputs from the MAC layer in terms

of TxTime and TxBytes per successfully acknowledged DATA packet. Airtime calculation using

Eqn. 4.1 yields the average μseconds required to transmit one byte of application data. As shown

in Figure 4.7, we measure the airtime of the darker shaded flow in the presence of interfering flows.

For throughput estimation, an offered load of 6 Mbps per flow using 1500 byte packets is used such

that there is always a packet to send at the sender. For delay estimation, we used a total offered load

of 4 Mbps to maintain high packet delivery ratio for measuring delays at the receiver. In both case,

RTS/CTS exchange was enabled. We estimate the throughput and average delay per packet at the

sender using Equation 4.4 and compare them with the actual measured throughput and delay at the

receiver.
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Figure 4.8: Overlap in airtime calculation

T hroughput =
1

Airtime
MBps

Delay = Airtime× packetsize(bytes) (4.4)

It can be seen that for the one hop case, airtime accurately estimates the available bandwidth as

well as the expected packet latency. In order to extend this for the multihop case, it should be noted

that simply adding up the per link airtimes to measure the path airtime may result in slightly higher

delay estimates. This is a result of the slight discrepancy shown in Figure 4.8 where the overlap pe-

riod will be accounted for in the link airtime estimates for hop 1 and 2. This “double counting” may

result in overestimation of the delay estimate. However, we argue that it still provides a qualitative

basis to evaluate candidate paths that can be used by routing protocols for route selection.

4.3.3 Estimation in the absence of active flows: Busytime

It is evident that in the absence of active DATA traffic flowing through the node, there are no airtime

measurements. There are two approaches that can be used to overcome this lack of information.

The IEEE 802.11s mesh networking standard [57] suggests the following values:

Airtime = (Oca +Op +Bt/R)(1/1 − ept) (4.5)
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where Oca(channel access overhead) = 335 μseconds, Op(protocol overhead)= 364 μseconds, Bt(test

payload size) = 8224 bits. Assuming a bit rate, R = 11 Mbps and a loss rate, ept = 0, an initial value

of 0.1759 μseconds per bit can be used. Note that this may be inaccurate due to the discrepancies in

the actual packet loss rate and the link rate as dictated by SNR and the underlying firmware/driver

implementation of rate adaptation in the network card. Also, Oca depends on the MAC channel

access latencies in the medium surrounding the node and needs to be estimated more accurately.
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Figure 4.9: Airtime estimation in absence of active data transfer through nodes

We choose an alternate approach by leveraging the channel busy degree estimation techniques
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proposed in [39] for bootstrapping the airtime estimation. In this technique, each node passively

senses the medium and records the amount of time the medium was sensed busy over a given

observation interval, based on the NAV duration. This is used to compute the effective load of the

medium in the vicinity of the node based on ongoing transmissions which is a better indictor of Oca

than the constant prescribed in [57]. Passive sensing based estimates are used during initial phase

or when there has been no active DATA transfer at a node for Tmaint interval. We describe a simple

experiment (as shown in Figure 4.9) to validate the sensitivity of passive estimation techniques.

Two multihop flows (Flow 1: from node 28 to node 68 and Flow 2: from node 26 to node 66) are

started at t=10s and t=15s respectively and run for 30 seconds each. The distance between adjacent

nodes is 175m and the interference range is 500m. We use two different offered loads (100 Kbps

and 300 Kbps per flow). Nodes in the vicinity passively monitor the medium and record airtime

estimates based on Eqn 4.5. It can be seen that nodes 39, 49 and 59 sense the activity corresponding

to Flow1 and not Flow2 since they are beyond its interference range. Node 37, 47 and 57 detect

the presence of Flow 1 and Flow 2 and node-47 senses the medium to be busiest since it is in the

interference range of eight other links. The busy estimation also correlates well with the increase in

the offered load from 100kbps to 300kbps. In summary, the airtime metric uses a combination of

DATA traffic based measurements augmented with passive sensing based estimates in the absence

of active DATA flows through the node in order to quantify the per byte per hop transfer time. This

is similar to the ETT metric without the inaccuracies and overheads of estimation.

4.4 Performance evaluation

In this section, we evaluate the performance of the airtime metric and compare it with the popular

ETX metric described in [42] under two different scenarios: Wireless LANs with a spatial distribu-

tion of clients and AP (star topology) and multihop wireless networks.
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4.4.1 Infrastructure WLAN networks

We motivate the utility of the airtime metric in existing WLAN deployments that consists of an ac-

cess point and spatially distributed clients. The IEEE 802.11e [26] provides an option for setting up

a direct path between two clients in a WLAN network. This is known as Direct Link Setup (DLS)

mode and in envisioned to provide support for devices to connect to each other directly rather than

through the infrastructure AP. In home networks, it is commonly the case that the communicating

devices are in range of each other and the DLS mode may provide a better path than the two hop

penalty going through the AP. However, the 802.11e standard has left open the triggers for enabling

DLS mode upto the client implementations. We envision the airtime metric to be useful for eval-

uating the direct path and the indirect path through the AP and intelligently adapting to the link

conditions.

In order to evaluate the performance using the DLS mode based on the airtime metric, we use

the following topology representing a WLAN scenario. As shown in Figure 4.10, CL1 intends to

communicate with CL2 which is in its range. Several other clients (CL3 to CL6) communicate

with a wired server using the AP. Usually, the PHY rate selection is vendor specific and proprietary,

however, we assume that since CL1 and CL2 are at the fringe of the APs coverage, they operate at

2 Mbps whereas the other clients are connected at 11 Mbps to the AP.

CL1 can periodically enable the DLS mode in order to attempt direct connection with the peer

station CL2. In Table 4.1, we see the airtime measurements of the path through the AP versus DLS

using saturated offered load (5 Mbps). It should be noted that airtime metric is able to capture the

Table 4.1: Airtime measurements for legacy vs DLS modes
Mode Airtime

Legacy 1.94 μseconds per bit
DLS 0.75 μseconds per bit

effects of both the slow links between CL1-AP and AP-CL2 (based on Tdata in equation 4.1) as
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Figure 4.10: WLAN topology to study DLS usage based on airtime metric

well as the load at the AP due to other ongoing client transmissions (based on Tchannel access in

equation 4.1). From Figure 4.11, DLS mode triggered by the airtime based estimation, can provide

significant improvements in the overall throughput and packet latencies.
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Figure 4.11: Throughput and packet latencies in legacy vs DLS modes based on airtime metric

4.4.2 Multihop networks

In this case, we used a 10×10 grid with a node separation of 175m and an interference range of

500m. The AODV protocol was augmented to carry information about the calculated ETX (based

on periodic broadcast probes) or the airtime (inferred from methods described in Section 4.3.1

and 4.3.3). The offered load per flow is 150 Kbps and we record the system throughput, average

per packet latencies and the control overhead for both these methods with the increasing number of
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flows from five to fifteen. Each simulation presents an average over several runs.
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Figure 4.12: Performance evaluation in multihop networks: Airtime vs ETX

As seen in Figure 4.12, it can be seen that the periodic broadcast probes from every node in-

crease the control overhead significantly (about three times as compared to our passive airtime based

estimation). We start to observe the impact of this control overhead at higher system loads (15 flows

corresponding to 2.25 Mbps total offered load) where the airtime-based route selection results in a

higher system throughput and lower latencies (∼1.5x) as compared to the ETX metric based route

selection. Thus, our observations indicate that the probe-based estimation may result in inaccurate
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evaluation due to the presence of asymmetric links and incur additional control overheads which

impact the overall performance.

4.5 Summary

In this chapter, we experimentally investigate two important PHY design options that arise in multi-

hop wireless ad-hoc networks built with 802.11 radios: PHY rates and frequency of operation and

their impact on the performance of the network. Motivated by our observations and the shortcom-

ings of existing cross layer metric based in accurately capturing the underlying link characteristics,

we propose a novel airtimemetric that incorporates PHY rates, link losses as well as medium access

delays and enables high throughput path selection in wireless networks with a low control overhead.

Using a WLAN topology with multirate clients connected to the AP, we have shown the benefits

of airtime-based Direct Link Setup to enable low latency/high throughput communication between

nearby stations without using the AP. Evaluations over multi-hop networks using the airtime-based

route selection yields a ∼1.5x improvement in the average latencies per packet.

In the next chapter, we motivate the design of a cross layer framework that leverages the airtime

metric based route selection to augment the ICF architecture proposed in chapter 3 for supporting

low latency cut through data transfers in multihop wireless networks.
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Chapter 5

A path-centric network design for efficient packet forwarding

5.1 Introduction

The overall performance of multiple asynchronous flows over multihop wireless network using

the distributed channel access mechanisms is inherently limited by the efficiency of the flow co-

ordination schemes. As the number of flows increases, the inter-flow interference and contention for

access to the channel increases significantly. This results in performance degradation and inefficient

channel utilization due to increased overheads associated with collisions and backoffs. In order

to mitigate the impact of interference for a given spatial deployment of nodes, there are different

dimensions that can be considered to improve the overall network utilization by minimize conflict

and collisions. These are outlined as follows:

• Spatial dimension: The spatial dimension can be utilized to minimize the conflict between

interfering flows based on spatial separation

• Time based coordination: Multihop flow coordination can be improved by scheduling the

flows at different times to reduce the interference amongst flows. This can be achieved by

explicit “reservations” of slots along the path. Alternatively, implicit “soft-reservations” can

also be utilized for better flow coordination without the need to make hard reservation of slots.

These approaches require time synchronization amongst nodes.
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• Multiple frequencies: To utilize the available spectrum in the ISM band and reduce inter-

ference between flows, spatially overlapping flows may be operated on different orthogo-

nal frequencies. This approach requires dynamic protocols for frequency selection and co-

ordination and the associated channel switching penalties.

• Multi-dimensional approaches: Recent work has focused on multi-dimensions optimizations

for performance improvements. In [46,47], the authors propose and evaluate joint channel as-

signment and routing algorithms for multi-radio wireless networks. An analytical framework

has been proposed in [49] to study joint scheduling, frequency assignment and route selection

to find theoretical upper limits on achievable capacity in multihop wireless networks.

In this chapter, we first investigate the spatial dimension based on interference aware route se-

lection techniques. To achieve this goal, we leverage the airtime metric discussed in chapter 4 and

introduce a Cross Layer enabled cut-through Architecture (CLEAR) for low latency data transfer

in multihop wireless networks to maximize the number of cut through transfers. Motivated by a

“path-centric” design [52] for efficient packet delivery, we propose improvements to the CLEAR

architecture for improve flow-coordination based on implicit scheduling using soft-reservations dur-

ing route setup along with multihop “burst” mode data transfers. This framework can be extended

to provide differentiated services for real-time flows with low latency requirements.

5.2 Motivation

In chapter 3, we have shown that a combination of label based switching and cut through medium

access results in more efficient packet forwarding with reduced overall latencies. In our earlier

evaluation, we have assumed fixed routes prior to data transfers based on shortest path metric and

focus more on the benefits of fast switching and cut through MAC enhancements. However, route
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Figure 5.1: Route Selection choices

selection plays an important in maximizing the number of successful cut through transfers over

multiple hops. We motivate the need for improved interference-aware route selection techniques in

realizing this objective using the following illustration (Figure 5.1)

The topology consists of two flows and the different paths correspond to candidate routes chosen

by the routing protocol. In this setup, we have statically configured the routes to explore different

alternate routes between the source and destination. These are studied using both default 802.11

and DCMA. The average delay (in milliseconds) per packet per flow is tabulated in Table 5.1.

Table 5.1: Average latency per packet for different topologies
Topology 80211 DCMA

(delay in ms) (delay in ms)
a 10.332 8.617
b 15.302 12.661
c 16.8 13.756
d 10.38 8.615
e 16.828 13.926

Thus, it can be seen that in the worst case scenario (Topology e), DCMA alone improves the end

to end latency from 16.8 msec to 13.9 msec. Additionally, the choice of low interference routes (e.g.

Topology a, d) with DCMA brings the latency down to 8.6 msec which is a ∼2x improvement over

Topology e with 802.11. In the above scenario, we sampled different routes using static routing.
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Figure 5.2: Cross layer network architecture for low latency packet transfers in wireless networks

Our goal is to propose a distributed cross layer metric based route selection strategy in order to find

low interference paths to maximize the cut through transfers over multiple hops.

5.3 Cross Layer enabled Cut through architecture (CLEAR)

Motivated by our observations, we propose the Cross Layer Enabled Cut-Through Architecture

(CLEAR) that combines the benefits of interface contained forwarding with airtime based route

selection to spatially distribute flows for minimizing interflow interference. The architecture as

shown in Figure 5.2 consists of two main components.

• Data plane enhancements-Interface contained forwarding (ICF): We leverage the ICF

architecture as outlined in [90] and Chapter 3 which is based on fast label-based next-hop

lookups at forwarding nodes that eliminates the route lookup latency (CPU interrupt and

packet copying latencies). In order to reap the benefits of fast label switching, we also propose

novel cut through MAC extensions (DCMA) to the 802.11 DCF which attempts to pre-reserve

the channel for the subsequent data transfer while acknowledging the current packet delivery.

The ICF architecture significantly reduces the end-to-end packet transfer latencies due to
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Figure 5.3: Airtime based source routing: protocol stack and concept

reduced channel access overheads at each hop along the path.

• Control plane enhancements-Airtime based route selection (ASR): We also propose a

cross layer routing protocol (ASR) based on the novel airtime metric in order to maximize

the successful cut through transfers and reduce interference amongst flows.

The data plane enhancements based on ICF and the airtime metric for interference aware route

selection have been described in Chapters 3 and 4 respectively. In the next section, we focus on the

control plane enhancements based on our novel airtime based source routing (ASR) protocol.

5.3.1 Airtime based source routing: ASR

We leverage the data driven and passive airtime measurements described in Chapter 4 to find high

quality routes between source and destination pairs. We propose the ASR routing protocol (shown

in Figure 5.3), which is an on-demand source routing technique similar to LQSR [91]. ASR explores

several candidate paths based on the accumulated airtime metric, and the source selects the best path

amongst these choices. This heuristic approach is loop free since it is based on source routing and

allows us to explore paths with low interference so as to maximize the successful cut-through packet

transfers. The routing protocol operates as follows.
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• Route discovery phase: In the route discovery phase, the node with data to send (S) to-

wards a destination (D) initiates route discovery by broadcasting an RREQ with TTL equal

to MAXTTL, the destination-only flag set, a unique broadcast ID and a destination la-

bel (Ld). We choose MAXTTL for the initial discovery since we do not know the aver-

age number of hops between source and destination prior to sending the first RREQ mes-

sage. Also, each node maintains a local label table that contains the following information

〈Dest.Label, Nexthop〉

Each intermediate node that receives the RREQ rebroadcasts it once per unique ID and creates

a reverse route to the source, S. Intermediate nodes do not reply to the RREQ even if they

have cached information. The destination, D, upon receiving the RREQ, replies to at most

MAXRREP per unique broadcast ID adds a local entry 〈Ld, D〉. This approach is to chosen

so as to balance the control overhead of multiple RREPs traversing back to the source and the

diversity of candidate paths that can be chosen by the source. Note that the RREQ does not

need to carry the metric information. Since the airtime metric is a source based estimation,

the intermediate nodes monitor and append the airtime towards the destination in the RREP

and their own ID before unicasting it back towards S. Also, each intermediate node creates
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local label entry 〈Ld, P revhopMAC〉.

For example, nodes 3, 2 and 1 will have the entries 〈Ld, D〉,〈Ld, 3〉 and 〈Ld, 2〉 respectively

(refer Figure 5.4). Upon receiving multiple RREPs across diverse paths, the source is respon-

sible for path selection based on cumulative airtime towards the destination and chooses the

path with the least airtime. The source also records the hop count of the selected path to be

used as TTL in periodic route maintenance as described in the next section.

• Route maintenance phase: Arrival of new flows in the system or wireless link dynamics

may affect the quality of the initial route chosen in the route discovery phase. It should be

noted that in earlier approaches such as [42], the routing protocol is run for some duration

(90 seconds) prior to sending data traffic. During the interval of the experiment, the rout-

ing protocol continues to exchange control packets, however, these are used only to provide

competing control traffic in the network and not to update or maintain routes. Thus, the route

selection is heavily biased by estimates at the beginning of the experiment and fails to adapt

to any dynamics during the experiment.

In ASR, we have a provision to periodically rediscover routes to destination. The source, S,

sends periodic maintenance RREQ every Tmaint interval with a TTL equal to the hop count

of the currently used path. This restricts the scope of the flooding and thereby the associated

control overhead. The maintenance RREQ is identical to the original RREQ and is processed

by the destination and intermediate nodes in a similar fashion. The maintenance interval is

equal to the window used for airtime calculation in order to capture the changes in link status

since the last maintenance cycle. In our current implementation, we choose Tmaint equal to

10 seconds, however, this interval can be configured based on traffic and link dynamics to

limit the control overhead.
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To summarize, ASR uses the airtime metric based source routing with periodic route mainte-

nance in order to explore low latency paths between communicating nodes.

5.3.2 System evaluation

In order to evaluate the delay performance of high priority flows using CLEAR, we have imple-

mented the CLEAR architecture in the ns-2 [59, 82] environment with an improved SINR-based

physical layer model. The simulation setup is described in Table 5.2. The topology is a 10×10 grid

with random source destination pairs. We consider several topologies with increasing number of

flows from five to fifteen with random source-destination pairs. Each run lasts for 30 seconds and

the results are averaged over several runs (topologies). Note that the initial route discovery mech-

anism using RREQ’s is common to both AODV and CLEAR implementations. We have observed

that the candidate routes that are available at the source for metric based route selection highly

depend on the broadcast propagation of the corresponding RREQ messages. In some cases, basic

AODV route discovery results in the initial paths that are similar to the ones chosen by ASR. Using

periodic re-evaluations, ASR is able to select a better path in the next update cycle. The source-

destination pairs are selected such that the maximum separation between them is at most Nmaxhops

hops. Using these simulation settings, we compare the end-to-end packet delay performance for the

following two protocols.

• Baseline case: AODV + 802.11 DCF

• CLEAR: ASR with DCMA

Calculating the end-to-end successful cut through transfers:

We measured the average latencies per flow per packet (Tavg lat) as well as the fraction of

successful end-to-end cut through transfer ratio (Pcut). In order to calculate Pcut, we used one bit of
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Table 5.2: Simulation parameters

Number of flows 5, 10 and 15
Max path length, Nmaxhops 3, 7 and 10 hops

Offered load per flow 200 Kbps
Traffic type CBR (1500 bytes)

PHY Reception model SINR based
Interference range 500m

Distance between nodes 175m
Transmission range 250m

Airtime refresh interval 10 seconds
Maintenance cycle period 10 seconds

Max RREPs per unique RREQ 3
Max Maintenance cycles 3

information in the MAC header to indicate the cut-through state of the packet. The source node sets

this bit to 1 and if any intermediate node is unable to cut-through to its neighbor, this bit is reset.

The destination node keeps track of the number of packets (Ncut) with this bit set to one. Since

we use unique source-destination pairs, the successful end-to-end cut-through transfer ratio, Pcut is

calculated as ( Ncut
Nsent

), where Nsent is the number of packets sent by the corresponding source.

Results:

5 10 15
0

2

4

6

8

10

12

La
te

nc
y 

(m
s)

Max Hops <= 3

Baseline
CLEAR

5 10 15
0

100

200

300
Max Hops <= 7

Number of flows
5 10 15

0

500

1000

1500
Max Hops <= 10

Figure 5.5: Packet latencies versus number of flows (for different path lengths)

We evaluated the CLEAR architecture under different spatial densities. In particular, we control

the maximum path length, Nmaxhops, when selecting the unique source-destination pairs as commu-

nicating endpoints. A lower value of Nmaxhops and lower number of flows results in a lower spatial
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density. This results in better opportunities for the ASR protocol to find routes with minimum in-

terflow interference. For higher Nmaxhops, there is a higher spatial density of flows due to longer

paths. This reduces the likelihood of finding non-conflicting paths. However, CLEAR architecture

still provides improvements from fast label based forwarding and cut through MAC transfers. As

seen from equation 3.1 the longer the path, the higher the benefits of contention reduction at each

hop due to DCMA MAC. We have used medium offered loads of 200 Kbps per flow so as not to

saturate the network and maintain a high packet delivery ratio. The following observations can be

made.

• Shorter path length: The results for latencies for the shorter path lengths (corresponding to

Nmaxhop <= 3) are shown Figure 5.5a. It can be seen that the latencies for both baseline as

well as CLEAR are relatively low (<20 ms). CLEAR still performs better than the baseline

model. The moderate gains are due to shorter path lengths and DCMA benefits are directly

proportional to the path length (from Equation 3.1).

• Longer path length: For longer paths (7 hops and 10 hops), it can be seen that CLEAR

provides significant improvement in latencies as compared to the baseline mode due to the
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combination of reduced interflow interference due to ASR and self-interference from DCMA

and label-based forwarding. For the case of 15 flows, CLEAR yields ∼1.5x to ∼3x improve-

ment in the overall latencies.

In Figure 5.6, we show the impact of increased path lengths and number of flows on the suc-

cessful cut through transfers using CLEAR. It can be seen that as the number of flows and the path

length increases, the cut through ratio reduces due to increasing interference. CLEAR is still able

to support upto 40% successful cut throughs at these loads.

In summary, using a combination of airtime-based route selection, label-based forwarding and

cut-through MAC enhancements, the CLEAR architecture yields significant improvements in the

end-to-end packet latencies over conventional forwarding in multihop networks.

5.4 CLEAR+: Implicit scheduling for improved flow co-ordination

The CLEAR architecture, described in the preceding sections, uses the spatial separation amongst

flows during route selection to minimize interference amongst flows that can then use DCMA MAC

to cut-through packets over multiple hops. While this approach yields overall improvement in packet

latencies and successful end-to-end cut through transfers, the number of cut through transfers is

limited by the interference between flows especially when the spatial density of the flows is high.

In these cases, it may be beneficial to look at time-based co-ordination amongst flows to reduce

interference. Additionally, the following observations can be made.

• DCMA protocol use RTS/CTS handshake prior to every packet exchange to attempt pre-

reservations. While this may provide benefits for larger payload sizes, it incurs an overhead

in terms of additional control traffic introduced per packet per hop. For a more session-

oriented data transfer, the overheads can be avoided by attempting a multihop reservation for
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the duration (or fraction) of the session.

• The DCMA MAC is currently responsible for opportunistically establishing “soft” reserva-

tions hop-by-hop as the packet progresses towards the destination. Since the routing protocol

needs to establish a path to the destination prior to the actual data transfer, we argue in favor

of shifting the responsibility of attempting reservations to the route discovery phase.

Some of the related work in this area include explicit reservation-based packet transfers using QoS

routing techniques [43, 44] that rely on bandwidth (or delay) estimation techniques to establish

“hard” QoS reservations. Given that they operate over links that use independent PHY rate adap-

tation algorithms [85, 92, 93], it is extremely challenging to predict whether the guarantees can be

met. In [94], the authors introduce a model for service differentiation where the real-time flows

use Request to Reserve (RTR) and Clear to Reserve (CTR) messages (at the MAC layer) to reserve

the medium for the duration, Δ, and periodicity, τ . However, an independent route selection us-

ing AODV is done prior to the reservation in order to find a path. A distributed link scheduling

algorithm is outlined in [22] that extends the 802.11 DCF for local multihop coordination without

explicit global synchronization resulting in a dynamic TDMA like schedule in the local neighbor-

hood. However, this co-ordination is within an interference region for controlling channel access

for each packet.

In our approach, we use soft-reservations during the route discovery phase to coordinate efficient

multihop “burst” transfers at the MAC. This concept can be considered as a multihop extension to

the TxOp (transmit opportunity) mode proposed in the IEEE 802.11e standard [26]. Our work

is inspired by [52], which motivates a path-centric network design using a relay-oriented physical

layer, multi-hop in-network coordination as well as cooperative transport using diversity combining.
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While the relay oriented physical layer requires changes to existing hardware, our focus on the co-

ordination amongst flows to further improve the end-to-end packet latencies.

5.4.1 Design choices

We first look at a few design choices to enable time-based coordination amongst flows and improved

packet forwarding at the MAC layer.

Route discovery - Enabling soft reservations: In our system design, we assume asynchronous

arrivals of traffic flows and that the route discovery procedure is responsible for creating soft reser-

vations. One approach is to explicitly reserve the medium where the intermediate nodes do not

accept any packets (data or control), and the nodes in the vicinity of this flow also set their NAV

until the end of the reservation. This approach has been proposed in [94]. However, based on our

investigations on a two-dimensional grid, we observe that depending on the reservation duration, of-

fered loads, buffer sizes and the arrival of flows, there is a high likelihood of route discovery failure

for flows that arrive during ongoing traffic sessions. Route failure leads to periodic rebroadcasting

of RREQ messages resulting in increased overheads. It may also cause blocking of flows in case

the ongoing flow lasts longer than the maximum route discovery timeout.

In our design, each flow, upon arrival, attempts to make an initial reservation for Tsoftres, which

is a configurable parameter. It is expected that the application can provide this information to the

network layer. By adjusting the Tsoftres, channel access for the flows can be controlled. In our

initial design, we assume all the flows belong to the same priority level and thus conservative values

for Tsoftres are used to allow multihop burst opportunities for all the flows. A key design choice

is that we do not reserve the Network Allocation Vector (NAV) at the intermediate nodes and do

allow control traffic from other flows to flow through. We use the control traffic to piggyback

information about ongoing active sessions as described later in section 5.4.2. Note that our model
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can be extended to support differentiated services, by selecting Tsoftres to be equal to the flow

duration for higher priority flows. This is explained later in Section 5.4.4.

MAC enhancement - Burst mode transfer: DCMA MAC uses RTS/CTS exchanges per

packet to attempt pre-reservation for the next hop along the path. In the case of successful cut-

through transfer, this approach eliminates the medium access latency at each hop thereby improving

the overall packet transfer latency. However, as described earlier, the route discovery phase is now

responsible for soft reservations. Hence, we consider an improved multihop burst mode transfer that

is equivalent to the TxOP mechanism proposed in the 802.11e [26] standard for single hop WLANs.

In this mechanism, RTS/CTS exchanges are eliminated and a burst of DATA packets (upto TTxOP )

can be sent separated by a shorter SIFS interval after negotiating the TxOp interval between the AP

and the client. In our design, we extend this concept to multiple hops. The following options can be

considered for the reducing the control overheads associated with acknowledgements for the burst

mode data transfer.

• No Acknowledgements: This can be considered for real time traffic that is more latency-

sensitive. Alternatively, improved FEC techniques may be used for fast local recovery at the

receiver without triggering the transport layer retransmissions.

• Implicit Acknowledgements: This approach has used in [94] where the downstream DATA

transfer is perceived as a successful reception by the upstream node. Note that the STA will

have to listen promiscuously to decipher the transmission from the next hop node. In case

this is not overheard, the upstream node re-attempts the frame delivery.

• Block Acknowledgement: This enhancement has been proposed in the 802.11e [26] for

single-hop WLAN networks to enable multiple frame transmissions in a burst prior to ac-

knowledgement to reduce the per packet control overhead. The size of the burst transfer is
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Figure 5.7: CLEAR Route Setup and proposed enhancements

negotiated based on the buffer sizes at the sender and receiver. The receiver then indicates the

missing frames within a burst using a bitmap in the Block Acknowledgement message. The

sender performs a selective retransmissions of missing frames. While this can be extended

to the multi-hop case, it can results in a lot of state maintenance regarding missing frames at

each intermediate node.

• Regular ACK: This approach is similar to the regular DCF mechanism with no RTS/CTS

enabled. Each frame is acknowledged per hop and recovery is done at each hop.

In our design, we use the Regular ACK approach with the following enhancement: Intermediate

nodes acknowledge the received frame and do not re-contend for medium access for the subsequent

data transmission. The DATA frame is sent TSIFS interval after the upstream ACK. This is the

“burst” mode of operation. In the regular mode or “slow-mode” , default 802.11 DCF without

RTS/CTS is used.

In summary, the key protocol differences between our original CLEAR architecture and the

proposed enhancements can be seen in Figure 5.7.
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5.4.2 CLEAR+: Protocol description

We describe the protocol design using a simple example with two flows as illustrated in Figure 5.8.

Note that each node maintains a local busy duration, which represents the node’s perception of

the ongoing activity in the neighborhood. It is assumed that the nodes are synchronized and

busy duration is an absolute timestamp which is set to zero at the beginning. Flow1 and Flow2

arrive asynchronously and use the route discovery procedure based on RREQ and RREPs to find

routes to the destination. For simplicity, we assume that flow 1 arrives before flow 2. The CLEAR+

protocol dynamics are explained below.
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Figure 5.8: CLEAR+: Mode of operation

• Node 1 sends a RREQ to initiate route discovery to the destination, Node 3. As in ASR,
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the RREQ flag is set to “destination-only” to disable intermediate nodes from responding

with cached information. In this case, we use a MAX RREP = 1 which implies that the

destination responds to only the first RREQ by sending an RREP back to the source along

that path. Intermediate nodes use the RREP flowing from the destination to the source to

piggyback information about any ongoing activity along (or in the vicinity of) the path. Upon

receiving the RREP from the node 3, each intermediate node creates label entries for the flow

and checks if they are currently serving other flows based on local busy duration. The RREP

is then forwarded towards the source. The intermediate nodes set their state from idle to busy-

tentative and set a timeout to reset the state back to idle if no RREP ACK is received. This is

illustrated in Figure 5.8 (1 and 2)

• Node 1 receives the RREP and checks the information in the RREP. Upon finding a “clear”

path (with no ongoing transfer reported by intermediate nodes), node 1 sends a RREP ACK

towards the destination, indicating a soft-reservation for the flow for Tsoftres duration. Note

that this interval is configurable. Upon receiving the RREP ACK, each intermediate node and

the destination sets their busy duration to Tsoftres. Following this, node 1 initiates a “burst”

mode transfer until Tsoftres. This is illustrated in Figure 5.8 (3 and 4). As described earlier, in

the burst mode, DATA packets arriving at intermediate nodes are acknowledged individually

and reforwarded to the next hop after TSIFS . Node 1 continues to operate in this mode until

Tsoftres after which it switches to the slow mode (basic 802.11 with no RTS/CTS).

• During the burst transfer of flow 1, flow 2 arrives and node 4 initiates route discovery to the

destination node 7. Note that, in our design, we allow control traffic to interrupt ongoing burst

mode transfers to prevent starvation of other flows. The intermediate nodes (node 6, node 2

and node 5) indicate the presence of ongoing burst activity until Tsoftres in the RREP that
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travels towards the source node 4. Node 4 records this activity and sends an RREP ACK to

indicate the future soft reservation from t=Tsoftres to 2∗Tsoftres. Intermediate nodes and the

destination record this future reservation in busy duration. This is shown in Figure 5.8 (5,6

and 7)

• Flow 2 then initiates a “slow” mode transfer (regular 802.11 without RTS/CTS) until the

expiration of the current burst (Tsoftres). At Tsoftres, the flows reverse their modes. Flow 2

commences its burst mode until 2∗Tsoftres while Flow 1 drops back to slow mode. Thus, the

soft-reservations during route discovery enable flows to co-ordinate their burst mode transfers

while avoiding starvation of any particular flow.

5.4.3 Performance evaluation

We have implemented the CLEAR+ protocol enhancements in ns-2 simulator. The simulation setup

is similar to the one described in Table 5.2. The topology is a 10×10 grid with random source desti-

nation pairs. Using these simulation settings, we compare the end-to-end packet delay performance

for the following three protocols.

• Baseline case: AODV + 802.11 DCF

• CLEAR: ASR with DCMA

• CLEAR+: Improved route discovery with multihop “TxOp” based MAC transfer

To motivate the potential benefits of flow coordination on the system performance, we first look at

several two-flow topologies and results are shown in Table 5.3. The flow duration was 2 seconds

with a separation of 0.5 seconds between arrival of flows and Tsoftres = 1sec.

It can be seen that for the simple case with two flows, the time coordinated “burst” mode trans-

fers results in ∼3x improvement in latencies over the baseline scenario and outperforms CLEAR
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Table 5.3: Average latency per packet per flow
Offered Load per flow Baseline CLEAR CLEAR+

(Kbps) (delay in ms) (delay in ms) (delay in ms)
300 14.89 11.55 10.8
500 36.57 15.47 11.94
750 102.67 80.69 32.03

protocol that is unable to find spatially diverse routes to reduce interference.

We next extend the evaluation to more general topologies with increasing number of flows from

five to fifteen with random source-destination pairs and the results are averaged over several runs

(topologies). The source-destination pairs are selected such that the maximum separation between

them is at most Nmaxhops = 7 hops. For our evaluation, we consider an offered load of 200

Kbps per flow and measure the end-to-end packet latencies per flow. The flows last for 4 seconds

and start 250 ms apart. We use different soft reservation intervals of (100ms, 500 ms, 1000ms

and 2000ms) and present the averaged results for these settings. As seen in Figure 5.9, as the
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Figure 5.9: Average delay performance comparison: Baseline, CLEAR and CLEAR+

number of flows increases from five to fifteen, the spatial density of flows increases, and the benefits

of time-based coordination result in an improvement on overall latencies per packet per flow as

compared to the baseline model as well as CLEAR. Due to the high flow density, CLEAR is unable

to find spatially diverse paths to reduce interference. Based on time-coordination amongst flows, all
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the flows experience an opportunity to use the multihop “burst” mode for efficient packet delivery

resulting in lower average packet latencies for all flows.

5.4.4 Towards differentiated services for real-time traffic

The CLEAR+ architecture can be adapted to provide differentiated services for real-time traffic. Us-

ing a combination of soft-reservations and multi-hop bursts, CLEAR+ can provide a “low-latency”

socket for efficient low-latency real-time packet delivery over multiple hops. In order to achieve

this, the high priority flows can adjust the Tsoftres equal to the entire flow duration. When the lower

priority flows encounter the presence of an existing high priority flow along the path, they strictly

defer until the end of Tsoftres instead of continuing to operate in the “slow mode” as described in

Section 5.4.2. This is illustrated using the example in Figure 5.10.
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Figure 5.10: Illustration to study the application of CLEAR+ for differentiated services

There are four background flows from t = 10s to t = 20s, each offering 50 Kbps using 256

byte packets using 802.11 DCF MAC and AODV. The real-time flow starts at t = 12s and lasts

until t = 16s. It uses 1500 byte packets to deliver real time traffic. We consider different offered

loads for the real time flow (500 Kbps, 750 Kbps and 1 Mbps). During the route discovery stage of

the real-time flow, the RREP ACK is used to inform the nodes on the path of the soft-reservation

until t = 16s. Two other background flows arrive at t = 14s and t = 15s and initiate RREQs

to find a path to the destination. Upon receiving a corresponding RREP from the destination, the
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intermediate nodes piggyback the information regarding ongoing high priority flow until t = 16s.

Instead of operating in the “slow mode” as before, the newly arrived low priority flows defer until

the end of the real time flow to access the medium. We measure the average latency per packet for

the real time flow and plot the results for the three schemes: Baseline, CLEAR and CLEAR+.

As seen in Figure 5.11, time-based coordination and burst mode transfers of CLEAR+ proto-

col yields significant (∼5x to ∼10x) improvements over baseline and (∼2x to ∼4x) over CLEAR

protocol with small impact on the low priority traffic. While the above scenario is an illustrative

representation, it indicates the flexibility of the CLEAR+ architecture to support differentiated ser-

vices by tuning the soft-reservations based on the network conditions and traffic requirements. We

are currently investigating this approach.

5.5 Summary and Future enhancements

In this chapter, we have looked at a cross-layer enabled cut through architecture (CLEAR) based

on cut-through MAC enhancements, improved label-based forwarding as well as interference aware

route selection techniques. This architecture utilizes the spatial dimension to find routes with mini-

mal conflict based on a novel low overhead airtime-based route selection and reduces route lookup

and contention overheads at the intermediate nodes. Using simulation based evaluations, we report
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∼2x improvement in end to end packet latencies as compared to traditional approaches. We have

further proposed a time-based coordination scheme (CLEAR+) using soft-reservations during route

setup and subsequent multihop “burst” mode transfers for highly efficient packet delivery. This

scheme can be used in scenarios with high spatial density of flows where alternate low-interference

paths may not be available. Results indicate a ∼2x improvement in average packet latencies per

flow over uncoordinated 802.11 based medium access with AODV routing. CLEAR+ has also been

adapted to support differentiated services over multiple hops, thus providing a “low-latency socket”

for real-time traffic over multiple hops.

There are several improvements that can be made to the existing design.

• In the current protocol model, each flow relinquishes the “burst” mode transfer at the end of

the current soft-reservation interval. While this is a conservative approach to accommodate

other flows, the “burst” transfer can resume in the absence of any interfering traffic.

• Presently, when the source receives the RREP that reports some ongoing burst mode trans-

mission along the path, it schedules its own burst mode upon the end of the reported interval

and continues to operate in the slow-mode. Instead, this throttling can be moved further down

the path to the node(s) that are in the vicinity of the other ongoing flow. If more than one flow

finds a busy path, they can resort to conventional backoff schemes for “path access control”,

to avoid aligning their burst transfers.

• Multiple RREPs can be used to explore paths with different busy durations and the source

can decide to use the route with least wait time. There is an additional overhead in terms of

control traffic associated with multiple RREPs. This may result in combining the benefits of

both spatial and time based coordination for further improvements in packet transfer latencies.
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• Block Acknowledgements can be used instead of per packet ACKs in order to further im-

prove the efficiency of the multihop burst. Alternatively, the recovery procedure could benefit

from improved FEC schemes or rely on transport protocols thereby eliminating MAC layer

acknowledgements.

• Admission control techniques can be employed in conjunction with the cut-through transfers

to maintain the network load in the optimal operating region. This could prove to be especially

useful for relatively low-bandwidth, delay sensitive applications such as VoIP-over-wireless

In summary, as wired LANs have evolved from hubs to switch based models, it is imperative

for wireless networks to follow this trajectory to provide competitive access technologies using the

increasing PHY capacity more efficiently. The CLEAR architecture and path centric cut-through

design presented in this chapter is a step in this direction.
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Chapter 6

Conclusions and Future work

In this thesis, we have focussed on architectural and in-network enhancements to improve the over-

all scalability and performance of multihop wireless networks. More specifically, the following

contributions have been done.

Self Organizing Hierarchical Ad-hoc Network Architecture (SOHAN): We have proposed

a novel three-tier hierarchical architecture with dedicated forwarding nodes that yields improve-

ments in scalability and system performance as compared to conventional flat ad-hoc networks.

This includes novel protocols for bootstrapping and discovery assisted topology formation, that

take realistic system considerations such as device heterogeneity into account, to enable hierar-

chical self-organization. A proof-of-concept prototype was developed for evaluation of protocol

design options and validation of system performance. Experimental results show a 2.5x improve-

ment in system throughput over flat ad-hoc networks and are fairly consistent with predictions from

simulation. These are indicative of the advantages of the proposed hierarchical structure with self-

organizing discovery and routing protocols. Design considerations for dual radio FN with respect

to the physical proximity of antennas have been evaluated using experiments.

Interface contained forwarding architecture for multihop wireless networks: We have fur-

ther investigated the basic inefficiencies associated with multihop packet forwarding over the 802.11

DCF MAC protocol and have proposed an Interface-contained forwarding architecture (ICF) to im-

prove the packet forwarding efficiency in multihop networks. The ICF architecture enables a packet
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to be forwarded entirely within the network interface card of the forwarding node without requiring

per-packet intervention by the node’s CPU. To effectively forward packets in a pipelined fashion

without incurring the 802.11-related overheads of multiple independent channel accesses, a slightly

modified version of the 802.11 MAC, called Data Driven Cut-through Multiple Access (DCMA) is

introduced that uses labels in the control packets for faster next hop lookups, in conjunction with

a combined ACK/RTS packet, to reduce 802.11 channel access latencies. Systematic evaluations

demonstrate that DCMA outperforms 802.11 DCF and is able to extend the useful operating range

of the network (with tolerable latencies)

Cross layer metric for route selection: Motivated by our observations and the shortcomings of

existing cross layer metrics that have been studied for wireless networks, we have proposed a novel

airitimemetric that incorporates PHY rates, link losses as well as medium access delays and enables

high throughput path selection in wireless networks with a low control overhead. The metric uses a

combination of DATA traffic based measurements augmented with passive sensing based estimates

in the absence of active DATA flows through the node to reduce the overheads associated with link

quality estimation.

Path-centric network design for efficient packet delivery in wireless networks: The ICF

approach mainly focusses on MAC and forwarding efficiencies assuming independent route selec-

tion. In order to minimize the interference from other flows, there are various dimensions that can

be explored - multiple frequencies, spatial distribution to enable reuse and time-based flow coordi-

nation. We first focus on the spatial dimension first by proposing cross layer enabled cut through

mechanism (CLEAR) that uses interference- aware route selection techniques based on “airtime”

metric to distribute flows spatially for minimizing interflow interference. This increases the number

of successful cut-through transfers, thereby improving end-to-end packet latencies. In order to ac-

commodate high spatial density of flows, we further outline a time-based coordination scheme that
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uses soft-reservations during route discovery phase to coordinate multihop “burst” mode transfers

amongst flows. This model has also been extended to support differentiated services, thus providing

a “low-latency socket” for real-time traffic over multiple hops.

A significant contribution of this thesis also involved the design and development of the 400-

node ORBIT wireless testbed at Rutgers University as a part of the NSF Networking Research

Testbeds Initiative to facilitate rapid prototype and experimental evaluations at scale. In particular,

we have proposed a RF calibration protocol to characterize the commercial 802.11 hardware pa-

rameters and quantify the differences to enable repeatable experimentation. We have also reported

throughput fairness issues caused by physical layer capture at the radio level. Various cross layer

techniques have been proposed to address this issue. We are currently working on expanding the

ORBIT control and experiment management infrastructure to enable conducting experiments that

span heterogeneous networks: wired and wireless.

6.1 Future directions

Analytical studies have established upper bounds on the achievable performance using existing

802.11 technologies in multihop environments by joint scheduling, route selection and frequency

assignments. This is essentially a three dimensional optimization involving coordination of time,

space and frequencies. There is still a wide gap in terms of existing system designs and deploy-

ments based on 802.11 MAC and the promises of the advertised performance based on analytical

evaluations. In the CLEAR architecture, we have explored the time and spatial dimensions to co-

ordinate asynchronous traffic flows and have focussed on a path-centric design as compared to a

“hop” centric model in existing networks.

We are currently exploring integrated routing and MAC scheduling architecture (IRMA) using
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a global co-ordination plane [95] for reducing interference among flows and improving the utiliza-

tion of the network. (Figure 6.1). This approach uses a TDMA based MAC with integrated route

selection. We also propose a dedicated global control plane (separate from the data path) along with

the associated protocols in order to effectively exchange the slot requests and assignments. While

hardware changes may be necessary to accommodate this design, it is expected to yield significant

improvements in the overall utilization of the network by enabling conflict-free switched paths for

efficient data transfers.
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Figure 6.1: Towards conflict-free switched multihop wireless transfers

Along with multi-frequency enhancements to fully utilize the available spectrum, our work can

be the basis for realizing the vision of truly switched wireless mesh network backhauls, that can

support conflict-free data transfers over multiple frequencies, time slots as well as path segments.

Such a network can efficiently utilize the increasing physical layer speeds and can be a compet-

itive alternative for wired deployments in terms of cost and performance. Our contributions will

hopefully bring us closer to this goal.
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Chapter 7

Appendix

7.1 Introduction

Research on wireless network performance and protocol enhancements has been predominantly

based on analytical and simulations models that are typically characterized by simplified radio in-

terfaces and are unable to capture realistic physical layer effects commonly observed in actual live

networks. This drawback can be attributed to the lack of easily available tools for modeling, emu-

lation or rapid prototyping of a complete wireless network systems and protocols as concluded in

[96]. Thus, there is an increasing need in the research community to be able to perform controlled

experimental investigations of protocols and evaluations of system design using real-world wireless

devices.

These considerations motivated the NSF sponsored Networking Research Testbed initiative

which aims to provide a flexible, open-access multi-user experimental facility to support research

on next-generation wireless networks. A significant part of this thesis involved the design and de-

velopment of the ORBIT radio infrastructure [63] with 400 wireless nodes (the largest testbed of its

kind) and support services in order to conduct experiments repeatedly with ease. In this chapter, we

discuss the overall design and architecture of the ORBIT testbed which has been used to conduct

the experimental evaluations in Section 2.5 and 4.2.

The organization of this chapter is as follows: First, an overview of our experimental testbed is



120

presented with key software and hardware components that enable rapid and repeated experimen-

tation. We next focus on the factors that affect the repeatability of the experiment and propose a

mechanism to calibrate the physical radio devices to minimize the experimental error caused by

hardware differences. Using this testbed, we gain insights into important considerations for high

density wireless network deployments. In particular, we focus on the physical layer capture phe-

nomenon commonly observed in current radio hardware and investigate its impact on the throughput

fairness of the network.

Our ongoing work proposes extensions to the ORBIT control and management framework to

wired networking testbeds (in particular, PlanetLab [97]) to provide a global infrastructure for con-

ducting networking experiments across diverse substrates with a single programming interface and

experimental methodology.

7.2 The ORBIT Wireless Testbed

The radio grid emulator consists of 400 wireless nodes with 802.11a/b/g wireless cards arranged in

a 20×20 grid with ∼1m spacing between nodes. Each node is connected to the backend via mul-

tiple high-speed Ethernet links to provide dedicated channels for control and management traffic.

Users have full access to the radio nodes and can download and install customized operating system

images as well as software packages. Support services enable remote rebooting of the nodes as well

as access to the console for diagnostic purposes. The software packages include test traffic gen-

erators, libraries to provide access to radio level statistics from the hardware as well experimental

data collection tools to facilitate measurement reporting and storage. Additionally, both hardware

and software support is provided to enable users to create arbitrary topologies using noise injection

mechanism described later in this section.

The ORBIT testbed primarily consists of the following key components
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Figure 7.1: ORBIT: System Architecture and Actual Testbed

1. Radio Mapping that helps in mapping arbitrary topologies with specific dimensions into the

ORBIT grid by trying to match the link characteristics of the original topology using control-

lable noise injection

2. ORBIT Hardware which is the main component of the grid and comprises ORBIT radio

interference generators, spectrum monitors, 802.11 monitors as well as support servers

3. ORBIT Software and Services that allows quick deployment of custom OS onto nodes, traffic

generation, measurement and statistic collection as well as overall experiment orchestration

7.2.1 Radio Mapping

The primary goal of the radio mapping algorithm is help create controlled topologies on the radio

grid that emulate typical wireless scenarios such as office environments, hotspots etc. as shown in

Figure 7.2

Based on the characteristics of the indoor testbed, the mapping algorithm investigates the best

location and transmission power for the interferer node in order to inject the desired amount of in-

terference to create the required SNR characteristics corresponding to the scenario to be mapped.

Note that this can be done using empirical measurements or profiling of the radio grid using radio
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Figure 7.2: ORBIT: Topology mapping into physical dimensions of the grid

sources at fixed locations and power levels at each position in the grid and measuring the corre-

sponding SNR of the link between this source and arbitrary positions on the grid. Further details

can be found in [98].

Currently, ORBIT hardware supports injection of AWGN noise at desired power levels and cen-

ter frequencies using Agilent Vector Signal Generator using distributed noise antennas positioned

at appropriate positions on the grid.

7.2.2 Hardware components

ORBIT radio nodes: The radio nodes serve as the primary platform for user experiments and

consists of the following hardware components (as shown in Figure 7.3)

1. 1-GHz VIA C3 processor with 512 MB of RAM and a 20 GB local hard disk

2. two Atheros wireless mini-PCI 802.11a/b/g interfaces

3. two Gigabit Ethernet interfaces for experimental data and control respectively

4. Integrated chassis manager (CM) to remotely monitor the status of each radio node’s hardware

and enable remote reset, powering on/off of the nodes
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Figure 7.3: ORBIT Radio Node

Instrumentation Subsystem: The instrumentation system (Figure 7.4a.) provides capabilities

for creating and injecting various types of artificial RF interference (white noise, colored noise,

microwave oven like noise etc.) at different locations on the grid. The interference generator is

based on RF Vector Signal Generator while the spectrum measurements are done using Vector

Signal Analyzers. The goal is to provide the ability to create arbitrary topologies by injecting

controlled noise at different positions on the grid.

Independent 802.11 Monitoring Subsystem: This system consists of distributed 802.11 frame

sniffers that provide a MAC/network layer view of the radio grid’s components. The observed traffic

is recorded in a database and can be used to independently validate experimental observations in

case of any discrepancies.

Support Servers and sandboxes: This setup consists of machines to host the various services

as well as sets of sandboxes (comprising two ORBIT nodes connected through RF cables as shown

in Figure 7.4) for initial testing and development of experiment software prior to experimentation

on the main grid. Sandboxes use the same hardware as the grid, hence users can easily migrate their

applications to the actual grid after testing on the sandboxes.
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7.2.3 Software components

Software packages and libraries have been developed to support both application/protocol evalua-

tions. These include common libraries for traffic generation, measurement collection etc. and also

provide easy hooks to enable “expert” users to develop their own applications and protocol stacks on

the testbed. A few key components as shown in Figure 7.5 are described below and further details

can be found in [99].

Node Handler: The purpose of the Node Handler is to disseminate experiment scripts using

multicast to the Node Agents residing on the individual nodes, in order to orchestrate the experiment.

The Node Handler is Ruby-based and processes the experiment script, keeps track of the experiment

steps and events, and sends them to the involved Node Agents at the appropriate time. The Node

Agent reports back the state of experiment command execution to the Node Handler.

Node Agent: This is the client-side component of NodeHandler that resides on the ORBIT

nodes and listens to commands from the ORBIT Node Handler. It can run and stop the applications,

dynamically pass the parameters to the applications, and report the experiment state to the controller.

Orbit Measurement Library (OML) The purpose of the OML framework [100] is to collect

the reported measurements during the experiment at run-time using different granularity (e.g time-

based or sample-based). The nodes collect the measurements and send them to the server using
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XDR format [101] which provides a type-safe mechanism for handling and transporting different

data types. This reduces the burden of statistic collection and prevents duplication of effort on the

part of experimenters.

Disk-Imaging: The purpose of the disk-imaging service is to enable quick installation of custom

operating systems on the nodes as per the choice of the experimenters. This service works over

a reliable multicast session using Frisbee [102] and allows for different groups of nodes to load

different OS images simultaneously between experiments.

Libmac: Libmac is a custom user-space C library that allows the applications to inject and

capture MAC layer frames. It also allows manipulation of wireless parameters such as transmit

power, channel settings and recording RSSI, noise and PHY rate on an aggregate and a per-packet

basis. The primary purpose of this library is to provide a bridge between device drivers and the

applications such that application developers can easily use a standard interface to communicate
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with wireless device drivers. Currently, the Madwifi driver for Atheros chipsets and the Intel driver

for Intel wireless cards have been cuztomized for use with Libmac.

7.2.4 Experiment Lifecycle

A typical ORBIT experiment involves experiment definition, node assignment, node configuration,

loading of software packages, configuration of dynamic parameters and data collection. As shown

in Figure 7.6, the following steps are typically involved in an experiment
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Figure 7.6: ORBIT Experiment Lifecycle

1. The experiment details are translated into a script that identifies the nodes to be assigned for

the experiment, configures the wired and wireless interfaces according to the requirements of

the experiment, fetches the appropriate application, libraries required to run the experiment

and specifies (optional) statistic collection points and intervals
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2. This information is disseminated by the NodeHandler software to the corresponding NodeAgent

residing on each node

3. The NodeAgent executes the script, performs the experiment which may involve statistics

collection done by the OML library

4. A separate run-time and post-experiment database allows users to quickly view results during

experiment run-time as well archive them for future retrievals and off-line analysis

A sample experiment script is shown in Figure 7.7. In this experiment, node1-2 sends UDP data-

grams of 1024 bytes at the rate of 300 Kbps to the receiver1-4. The wireless settings use 802.11b

with the receiver acting as an AP (this is done using the ”Master” mode on the card) and the sender

is the client (using the setting ”Managed” on the card

Experiment.name = "tutorial-1"
Experiment.project = "orbit:tutorial"

# Define settings used in the experiment

defProperty('rate', 300, ‘Sender rate in KBps')
defProperty('packetSize', 1024, ‘Payload length')

# Define nodes used in experiment

defNodes('sender', [1,2]) {|node|
# assume the right image to be on disk
node.image = nil  
node.prototype("test:proto:sender", {
'destinationHost' => '192.168.1.4',
'packetSize' => Experiment.property

("packetSize"),
'rate' => Experiment.property("rate"),
'protocol' => 'udp'    

})
node.net.w0.mode = "managed"

}

defNodes('receiver', [1,4]) {|node|
# assume the right image to be on disk
node.image = nil  
node.prototype("test:proto:receiver" , {
'hostname' => '192.168.1.4',
'protocol' => 'udp'

})
node.net.w0.mode = "master"

}

# Wireless interface configurations
allNodes.net.w0 {|w|
w.type = 'b'
w.essid = "helloworld"
w.ip = "%192.168.%x.%y"

}
# Now, start the application
whenAllInstalled() {|node|
Experiment.props.packetSize = 1024
Experiment.props.rate = 300
allNodes.startApplications
wait 60 
allNodes.stopApplications
wait 10
Experiment.done

}

Figure 7.7: ORBIT Sample Experiment Script

So far, we have looked at the overall ORBIT testbed infrastructure which provides hardware

access to 400 wireless nodes and software services for deployment of custom software, experiment
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orchestration as well as measurement collection. In addition to the general design to support open

access experimentation, specific contributions of the thesis include the following.

The script-based execution described before allows the experimenter to capture the different

settings used in the experiment for repetition at a later stage. However, facilitating repeatable exper-

iments especially in wireless environments and with commercially available radio hardware poses

interesting challenges. We have studied the behavior of different hardware devices and outline a

methodology to address the problem of repeatability in wireless experiment.

For cross-layer wireless protocol design and experimental evaluation, it is essential to have the

ability to control settings and observe effects at different layers of the protocol stack. The settings

include packet sizes and packet rates at the application layer, windows sizes at the transport layer,

routing metrics at the network layer as well as control of MAC and PHY layer parameters such as

transmit power, frequency of operation, MAC contention window adjustments. We have specifically

looked at the capture effect observed in the radio hardware on the ORBIT testbed that causes a

stronger packet to be decoded in the event of collision and results in throughput unfairness in the

system. Various cross layer parameters have been studied to mitigate the unfairness.

The ORBIT experimental testbed has been specifically used for building a prototype of the

SOHAN hierarchical network architecture as described in Section 2.5 and gaining valuable insights

into the design of forwarding nodes and protocol design.

7.3 Addressing repeatability in wireless experimentation

The key aspect in the experiments on the ORBIT testbed is the ability to control and measure impor-

tant network properties, such as transmit power, throughput, or error rate, accurately, reproducibly,

and quickly enough to characterize complex systems. This is an important factor to consider for

any testbed that uses commercially available hardware and does not have anechoic environments to
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guarantee RF isolation, which are expensive to provide for 400 nodes.

7.3.1 Parameters affecting repeatability

There are several factors in a wireless testbed that may affect the repeatability of experiments and

reproducibility of results.

1. First, there are significant differences in commodity radio hardware devices which can be at-

tributed to low-cost design constraints in these products intended for the Industrial, Scientific

and Medical (ISM) band.

2. Additional issues include broad tolerances and ageing for low cost components. Also, during

the lifetime of the testbed, there may be a need to replace wireless cards that malfunction

or are superseded by new models. This may lead to differences in experimental results over

time.

3. There is also a possibility of subtle software or firmware bugs that may manifest as inconsis-

tent experimental results.

4. Finally, for a wireless testbed, the environment poses the biggest challenge to repeatability

due to uncontrolled interference over time and space. This could be due to interference from

co-located infrastructure access points, movement of people, opening and closing of doors

We have observed and reported several inconsistencies with the radio cards in terms of their

transmit power settings, RSSI measurements in [103]. We propose a comprehensive calibration

procedure to identify and document these inconsistencies that can be fed back into the experiment

script appropriately. In addition, by using the script based experimental execution, the experiment

settings (at applications level, wireless level etc) are automatically saved. Users can thus repeat

experiments easily with the same settings or compare the differences with the previous experiments
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Figure 7.8: ORBIT Node Calibration Setup

by changing the settings in experimental runs thereby reducing any unintentional errors on the part

of the experimenter.

7.3.2 Calibration procedure

Transmit side calibration: In order to calibrate the transmitting side of each card, we use Agilent

89600S Vector Signal Analyzer (VSA) [104] as the calibrated receiver (Figure 7.8). The output of

the cards is connected through an RF-cable and a pair of connectors (with known attenuation) into

the front end of the VSA. The transmitting card is fixed on a particular channel and generates a

continuous stream packets cycling through different transmit power levels. The VSA measures the

corresponding received band power for the bandwidth corresponding to the channel for each of the

transmitter power settings. These values are recorded in a database indexed by the MAC address of

the card.

Receive side calibration The receiver side is calibrated by using Agilent E4438C Vector Signal

Generator (ESG) [83] as the calibrated transmitter. The ESG supports the capability to injected

modulated (1Mbps or 6Mbps rates) 802.11 packets (with custom payload) at a desired frequency
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Figure 7.9: Transmit and receive side calibration for cards under test

and power level. We used this feature to generate and transmit test beacons at precise frequencies

and powers to exercise the entire range of RSSI measurements reported by the card. As before, the

card under test is connected to the ESG using an RF-cable with a known fixed attenuation.

Our preliminary experiments expose the differences in the card behavior and also confirm the

accuracy and the exact mapping between RSSI and dBm values for the device under test. This can

be immensely useful to the research community that heavily relies on the relative statistics reported

by the drivers and design cross layer adaptations based on these readings.

As seen in Figure 7.9(a), the received power from cards 1, 2 and 4 matches their corresponding

transmit power settings (after taking into account the 2 dB RF-cable attenuation loss). However,

there is a slight deviation from this trend for card 3. The received power for this card is about 3 dB

lower than the other three cards. Figure 7.9(b)shows the reported RSSI values by each card for each

of the transmit power settings. All the cards are unable to receive packets below a VSG transmit

power of -88 dBm (which is equal to -90 dBm at the front end of the card taking into account the

2 dB RF cable and connectors’ loss). This roughly corresponds to the receiver sensitivity of each
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card. Note that while cards 1, 3 and 4 report similar RSSI values for different transmit powers at the

ESG, the RSSI readings reported by card 2 are as much as 10dB lower than the rest for some ranges

of the transmit power.

It is precisely this information that we intend to capture for each card and store in the form of

a correction factor to be applied during the experiments. The reason for this deviation could be

attributed to the ageing of the components as well as differences in their tolerance levels. However,

it needs to be accounted for in order to support repeatability in experimental results. We have

conducted experiments across different time intervals, days as well as using different set of nodes

while maintaining rotational or translational symmetry. Our initial findings [103] motivate the need

to feedback the calibration information into the experiment lifecycle in order to accurately account

for the hardware specific inconsistencies.

7.3.3 Characterizing the repeatability of the existing testbed setup

We conducted to measure repeatability of results in our initial testbed setup in an environment that

is not optimized for RF stability. This includes identical experiments conducted over the span of a

month (in order to capture time variations) and also on different sets of nodes, while maintaining

the same topology (in order to capture the spatial effects and other hardware issues).

Temporal repeatability: To investigate repeatability of results, we conducted the same exper-

iment at random times over an extended period of about a month. In this section, we report the

results for five sample runs chosen out of this duration ensuring that they span across a time pe-

riod of a month. To reduce the scope of experimental error, we used the same set of nodes, same

wireless cards and the same settings for each of these experiments for the entire duration. Over

that period, there were some changes in the physical environment and positioning of the nodes that

contribute to any changes noted. The experimental setup, as shown in Figure 7.10, consisted of 7
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nodes, with a sender sending UDP packets of 1024 bytes to a receiver that formed the Link Under

Test (LUT). Five other interfering nodes broadcasted UDP packets (1024 bytes) on the same chan-

nel as the sender-receiver pair. Both the sender and all interferers transmit at 1 mW. All the nodes

are configured to be on Channel 1 initially. In order to combat interference, the channel used by

the LUT is incremented one channel at a time until it operates on a completely orthogonal channel

(Channel 6). We observe the effect on the throughput of the LUT as it is moved to an orthogonal

channel away from the interferers. The LUT dwells on each channel for 30 seconds. Hence, the

entire experiment duration is 180 seconds.

Figure 7.10: Experimental setup for testing temporal repeatability

Figures 7.11 show the throughput for each run of the same experiment and the maximum de-

viation of throughput amongst different experimental runs with respect to the mean throughput. It

is seen that the differences are slightly greater when channel separation is 3 (partial channel over-

lap) corresponding to the time interval of 90-120 seconds. It is much smaller for the cases when

channel separation is 0 (0 to 30 seconds) or greater than 4 (150-180). These cases correspond to

LUT being on the same channel as the interferers or on an orthogonal channel respectively. Note

that the concept of orthogonality is only valid for perfectly linear transmitters and receivers. Given

the variability observed in these cards, it is unlikely that strict linearity will be achieved in these
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low-cost devices and thus a power dependence of these results is expected and needs to be included

in any calibration strategy.

0 20 40 60 80 100 120 140 160 180
0

1

2

3

4

5

6

7
x 106

Time (sec)

Th
ro

ug
hp

ut
 (b

ps
)

Variation of throughput across different experimental runs

run1
run2
run3
run4
run5

(a) Throughput across multiple runs

0 20 40 60 80 100 120 140 160 180
0

1

2

3

4

5

6

7
x 106

Time (sec)

Th
ro

ug
hp

ut
 ra

ng
e 

(b
ps

)

Range of throughput w.r.t mean across different experiment runs

range
mean

(b) Variation w.r.t mean throughput

Figure 7.11: Temporal repeatability results

Spatial repeatability: Another concern regarding testbed operation is whether different (sym-

metric) assignment of nodes for different experiment runs produces similar results. In order to study

the effects of node positions on the outcome of the experiment, we performed a simple test across

twelve different node topologies in the three basic arrangements as shown in Figure 7.12. In each

run, we used four nodes: two senders and two receivers. The senders operated at 1 mW transmit

power, on channel 1, using 1280 bytes UDP packets (40 packets/sec) for an offered load of 409.6

kbps per flow. Each experiment was conducted for 60 seconds. For each of the basic arrange-

ments, we rotated the topology four times giving us a total of twelve experimental runs. Since, the

two flows were also symmetric in terms of offered load, the total number of sample runs for the

experiment was 12 topologies 2 flows = 24 samples runs.

In Figure 7.13a., we show the variations of throughput with respect to the mean taken over the

entire duration of the experiment. For each second on the X-axis, we found the average throughput
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Figure 7.12: Experimental setup for testing spatial repeatability

and the maximum deviation from the average throughput using the 24 sample runs. Figure 7.13b.

shows the results from a per experiment perspective. Here, we show the throughput averaged over

a single experiment duration for each of the 24 different sample runs, and the maximum deviation

from this mean.

(a) Throughput across multiple runs (b) Variation w.r.t. mean throughput

Figure 7.13: Spatial repeatability results

The primary observation we can make from these experiments is that over time periods of weeks,

measurement variations associated with environmental changes or drift in the equipments is that

they are demonstrably non-Gaussian. We have included the standard deviation for simplicity and
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further work may be needed to understand the distribution better. However, these observed vari-

ations are still less than the initial differences between the cards. This gives us confidence that a

calibration procedure describe earlier can be used to substantially improve the repeatability of the

measurements, and thus the utility of the testbed. We next focus on hardware specific characteristics

that can dominate the system performance in high density wireless network deployments such as

the ORBIT testbed.

7.4 Physical layer capture effect: Mitigating throughput unfairness

An interesting observation related to the radio hardware used in the ORBIT testbed is physical layer

capture effect (PLC). In this case, in the event of a collision between two frames at a receiver, the

hardware is capable of detecting and decoding the packet with a stronger signal strength. This effect

has been observed with multiple wireless NICs based on different chipsets (Atheros and Prism),

occurring even in small setups (about 10m separation) with line-of-sight communications and is

not usually modeled correctly in existing simulation tools (as shown in [105]). In this work, we

experimentally investigated the physical layer capture effect in off-the-shelf 802.11 network cards

and confirmed that it reduces throughput fairness of traffic flows. We then studied the feasibility

of using several PHY and MAC layer approaches to mitigate the disproportionate allocation of

throughput in capture dominated scenarios namely transmit power control, retransmission limits,

CWmin adjustment, TxOp adjustment, and AIFS control.

In order to detect the presence of physical layer capture phenomenon, we used the node positions

as seen in Figure 7.14(a). The sender, S1 is closer to the receiver, R as compared to sender, S2 with

the ratio of distances to the receiver 1:2.5 for senders, S1 and S2 respectively. These senders send

packets of different payload lengths (256 bytes, 512 bytes and 1024 bytes) to the receiver at an

offered load of 7 Mbps over an 802.11b link. The PHY rates were adapted based on the default
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(a) Setup (b) Layout

Figure 7.14: Experiment setup to study capture effect

rate adaptation algorithm implemented in the driver. One sniffer near each sender (as shown in

Figure 7.14(b)) was chosen such that the signal strength or RSSI of packets received from this

sender is higher than that of frames received from any other sender. The reasoning behind this

placement is that a sniffer is also a regular radio receiver susceptible to the capture phenomenon.

7.4.1 Detecting capture effect

The primary difference between our technique and the one proposed in [105] is the use of a feature

provided by Atheros cards - a station can perform “live monitoring”1 and observe WLAN traffic

while still being synchronized with the rest of the stations in the network. This implies that the logs

from each of the sniffers do not have to be explicitly “synchronized”; they can be merged directly

based on the hardware timestamp of each received frame. We used tcpdump on the sniffers and

processed the collected information using awk scripts.

Figure 7.15 shows a snapshot from one of our traces that demonstrates the capture phenomenon.

1The driver provides a separate virtual network interface, called ath0raw, which can be used to send/ receive frames
directly to/from the card from user-space (bypassing the driver state machine). This interface can be enabled using the
commands: sysctl -w dev.ath0.rawdev=1; ifconfig ath0raw up;



138

Figure 7.15: Collision detection - the highlighted rows represent collision and subsequent capture.
The two frames are received 1μs apart but an acknowledgement is sent to the stronger sender.

From these merged traces, we can see that frames collided because they picked the same time slot

for transmission and an 802.11 acknowledgement was sent back for one of the senders implying

that the stronger frame was correctly decoded.

Using the same experimental settings as described earlier, we measured the throughput un-

fairness caused by PLC. We used the Iperf traffic generator [89] to generate UDP traffic at each

transmitter. Each sender uses an offered load of 8 Mbps and we monitor the flow throughputs for

different packet sizes. We used packet sizes of 256, 512 and 1024 bytes for this experiment. For

each test, both senders used the same CWmin (default set to 31).
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As seen in Fig 7.4.1 (a), there is significant unfairness in the throughputs of sender S1 and S2 at

the receiver. Unfairness is higher for the larger packet sizes (1024 bytes). The observed RSSIs of
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each sender plotted in Fig 7.4.1 (b) show that S1 is received almost 20 RSSI units stronger than S2.

7.4.2 Mitigating the throughput unfairness using cross layer techniques

In order to restore fairness caused by PLC, we experimentally evaluate various approaches that span

both PHY layer as well as MAC layer adjustments. In particular, we look at the following knobs

and their effectiveness in restoring fairness.

• Transmission power control (Physical Layer)

• Retransmissions (MAC)

• 802.11e QoS Parameters

– CWmin (MAC) (default = 31)

– TxOP (MAC) (default = 1 packet per attempt)

– AIFS (MAC) (default = DIFS)

Transmit power control: The first approach to mitigate unfairness is to reduce the transmit

power of the sender whose signal strength is stronger at the receiver. We configure the transmit

power of the stronger sender from 60mW (18dBm) down to 1 mW (0 dBm) with two intermediate

power levels of 30 mW (14.7 dBm) and 15 mW (11.7 dBm) 2.

As seen in Figure 7.16, transmit power control at the stronger sender reduces the gap between the

two flow throughputs as well as the signal strength difference at the receiver from the two senders.

A possible explanation is that since the difference in RSSI (and hence SNR) at the receiver from the

two senders is lower, the probability of capture of the stronger sender is reduced. This results in an

improvement in throughput for the weaker sender. However, using transmit power control alone, we

2For the MadWifi driver, we write to a file in the /proc directory (/proc/sys/dev/ath0/txpowlimit;) using the echo
command. The values are from 1 to 100 in milliwatts which translate to 0 to 18dBm (clamped at 18 dBm).
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Figure 7.16: Throughput distribution and RSSI at the receiver with transmission power control at
the stronger sender

were unable to restore fairness between the flows because of the limited dynamic range of allowable

power level settings. Typically, most of the current hardware devices available off the shelf do not

allow power levels below 1 mW or 0 dBm. Additionally, there at the time of the experiments there

was no hardware support for per-packet transmit power adaptation and only certain discrete power

levels are allowed, thereby limiting the granularity of control.

Adjusting MAC retry limit: Due to PLC, the weaker station has to retry packets that collided

and were dropped by the receiver. According to the 802.11 standard, this station doubles its con-

tention window for each unsuccessful attempt and defers until the CW counts down to zero. This

significantly reduces the amount of data traffic that the station can send.

Figure 7.17: Number of retransmission attempts per second at each sender during the experiment
duration. The unfairness reduced with the number of max. retries for the weaker sender



141

In our experiments, we measured the cumulative number of retries by each sender (reported

per second) over the entire experiment duration. As seen in Figure 7.17(a), the weaker sender

encounters four times more retransmissions than the stronger sender, on average. We varied the

maximum number of transmission attempts per packet at the weaker sender from the default setting

of eleven to one (no retries) based on driver changes. As seen in Figure 7.17(b), as the retry limit

is decreased, the contention window stops growing after reaching the allowed retries. Thus, the

weaker sender saves time on the backoff before attempting to transmit the next packet. As a result,

it is able to attempt the delivery of the next packet resulting in a higher UDP throughput. This trend

is seen for all the packet sizes that we studied.

Adjusting minimum contention window size

The basic idea behind adapting the minimum contention window is to increase the likelihood of

channel access for the weaker sender (based on the probabilistic assumption that the weaker sender

will, on the average, select earlier slots than the stronger one). We tried to set arbitrary values for the

CWmin values that were not powers of two, however our observation was that the firmware rounds

it off to the next higher power of two, thereby restricting our dynamic range of control.

In Figure 7.18, the numbers in the brackets represent the tuple (CWminSS, CWminWS) where

SS and WS imply the strong sender and the weak sender respectively. For each packet size, reducing

the CWmin of the weaker sender increases its share of throughput. This is seen for the setting

(31,15) in each case. However, reducing CWmin further tends to overcorrect the unfairness as seen

in the (31,7) case for each packet size. We also increased the CWmin for the stronger sender to 63

while keeping the default CWmin for the weaker sender. This is represented by the (63, 31) column

for each packet size. Even though the flow throughputs are more proportionate for this setting, we

see that it results in a reduction in the overall system throughput because of inefficient use of the

channel.
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Figure 7.18: Flow throughputs for different packet sizes with different CWmin combinations

Adjusting TxOp

The IEEE 802.11e standard [26] provides TxOp (Transmission Opportunity in units of μseconds)

for each class of service. This allows stations to send more than one packet separated by SIFS during

their channel accesses instead of having to contend for the medium for every packet. By default, the

transmit opportunity is set to one packet per channel access. Under ideal conditions, the two flows

should contend equally for the channel and gain equal amounts of time to transmit data. However,

in the event of collisions, capture and retransmissions, this time sharing of the channel is dispro-

portionate. In order to rectify the problem, we varied the TxOp parameter for the weaker sender

roughly in units of time required to transmit one packet of the given size. We only present the results

for the 1024 byte packets due to space limitations.

The total transmission time for a 1024 byte packet (with additional 28 byte MAC header + 8

byte SAP/SNAP header + 20 byte IP header + 8 byte UDP header) using the short preamble option

is around 911 μseconds. Also, the station has to wait for DIFS interval and an additional deferral

time before it can send the first packet. In our experiments, we used normalized TxOp of 2 and 3
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packets per channel access for the weaker sender (corresponding to 2 ms and 3 ms respectively).
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Figure 7.19: Flow throughputs as a function of TxOp for weaker sender

In [106], the authors have reported a linear relationship between throughput and TxOp. How-

ever, in our capture dominated environment, we found that the throughput increases much slower

beyond TxOp = 2. As shown in Figure 7.19, by setting TxOp = 3 packets per channel access for the

weaker sender, we restored throughput fairness. To gain further accuracy, we propose that the pro-

portion of time spent by each flow on the channel should be measured and the TxOp of the weaker

sender should be appropriately chosen to balance this ratio.

Adjusting AIFS

AIFS (Arbitration inter-frame spacing) is equivalent to DIFS in the 802.11b standard and rep-

resents the minimum mandatory spacing between two frames in addition to the deferral time. Prior

to sending a packet, each station waits a fixed interval plus an additional randomly chosen interval

from (0, CW). By decreasing the AIFS for the weaker sender, we prioritize its transmissions over

those of the stronger sender and thus reduce the number of collisions.In our experiments, we varied

the AIFS for the strong sender as shown in the Figure 7.20. For the 1024 and 512 byte packet sizes,

AIFS values around DIFS +12 slot times for the stronger sender resulted in fair throughput alloca-

tion. For the smaller packet size (256 bytes), this balance was achieved further away at AIFS values

of around DIFS+17 slot times for the strong sender.
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Figure 7.20: Effect of AIFS on the flow throughputs

Summary of observations and comparison of each approach

We summarize our observations for each adaptation mechanism and also compare throughput

fairness achieved by each approach. Our findings suggest that

• Reducing the transmission power of the strong sender may achieve fairness; however the

adjustment is limited by the discrete power levels allowed by the underlying hardware device.

• Reducing the number of retransmissions of the weaker sender helps; this may be useful for

applications that are tolerant to packet loss.

• Increasing CWmin of stronger sender may be better than reducing CWmin of weaker sender

due to reduced number of collisions in the former case. However, CWmin control is restricted

to 10 settings (strictly in powers of 2) and hence we cannot achieve fine grained control.

• Increasing TxOp for the weaker sender allows increased number of packet transmissions per

channel access. Also, it allows finer granularity of control as compared to the previous ap-

proaches.
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• Increasing AIFS for the stronger sender achieves the desired throughput fairness due to re-

duced number of collisions.

Table 7.1 summarizes the flow throughput before and after each adjustment. It can be seen that

TxOp control provides the greatest benefit in terms of mitigating unfairness. This initial study is

used to motivate joint adaptation for further improvements and is described next.

Table 7.1: Fairness achieved by each method
Method Flow 1 Throughput Flow 2 Throughput

(Mbps) (Mbps)
Default 5.54 1.21

TxPower 3.9 3.27
Retries 3.93 3.58
CWmin 3.31 3.64
TxOp 3.77 3.7
AIFS 3.49 3.46

Multiple flows and joint adaptation

Based on our observations, we studied the fairness behavior of five different flows chosen such

that two out of the five senders had a significantly weaker RSSI at the receiver (approx. 20 units

lesser than the stronger stations). Each sender always had a packet to transmit. We used 802.11b

channel 1 with fixed rate setting of 11 Mbps. The RSSI and throughput distribution for each flow

are shown in Figure 7.21. We present only the case for 512 byte packets.
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Figure 7.21: Per-flow RSSI and throughput at receiver. The first three flows are received approx. 20
RSSI units stronger than the last two flows
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It can be seen that the flows with sufficiently higher RSSI always get a much higher proportion

of the total throughput; where as the weaker senders suffer due to repeated collisions. The maximum

throughput imbalance was as high as 5x. Based on our earlier observations, we employed a two

step heuristic approach to mitigate this unfairness:

1. We increased the TxOp for flow 4 (around 2 packets per channel access) and flow 5 (around

3 packets per channel access) based on their respective flow throughputs. Default settings

were used for all other parameters. This was done to give weaker senders an opportunity to

send additional packets during their successful channel accesses. Figure 7.22a shows that the

throughputs of these flows improve as compared to the default case.

2. Flow 2 still has a higher throughput compared to the other flows. We additionally adjust

the AIFS of this flow to DIFS + 10 slot times. After step 2, the flow throughputs are more

balanced as seen in Figure 7.22(b).
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Figure 7.22: Per Flow throughput distribution after (TxOp, AIFS) correction

We quantify the effective fairness gain in terms of Jain’s fairness index [107]. The index, F, is

calculated as F =
(
∑

i xi)2

n×∑
i xi

2

where xi is the individual flow throughput and n is the total number

of flows. An index value equal to one is considered to be perfectly fair.

Table 7.2 evaluates the gains of our approach w.r.t. the default case with no adaptation.
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Table 7.2: Fairness comparison
Scheme Fairness Index

Default (no adaptation) 0.7584
Step 1 (Adjust TxOp) 0.8877

Step 2 (Step 1 + Adjust AIFS) 0.9588

7.4.3 Conclusions and Future Work

In this work, we have experimentally verified the physical layer capture effect in 802.11 network

cards as reported by earlier work. We address the related throughput fairness issue by evaluating

several PHY and MAC layer options and their effectiveness in restoring fairness. Based on our

observations, we apply a heuristic correction method (combined AIFS and TxOp) that yields an

improvement of 25% in throughput fairness as compared to default settings. This can be further

extended by developing efficient algorithms for capture detection as well as restoring fairness using

a combination of frame level analysis from distributed sniffers and flow specific feedback from the

receiver.

7.5 Towards federation of heterogeneous network testbeds

We are currently working on expanding the ORBIT control and experiment management infrastruc-

ture to enable conducting experiments that span heterogeneous networks (both wired and wireless).

This is expected to provide the community with heterogeneous networking research infrastructure,

to experiment with the interaction and integration of different types of networks and to test the

performance of various networking protocols in realistic environments. This has led to the GENI

(Global Environment for Network Innovations) effort, supported by NSF, which aims at creating a

global infrastructure for conducting networking experiments across diverse substrates such as wired

(local and wide-area), wireless, sensor and cellular networks [108]. In particular, the focus of this
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work is to address the challenges involved in federating such diverse networking testbeds (Planet-

Lab and ORBIT in particular) and present models for building such an experiment infrastructure.

We also identify the critical problem of simultaneous experimentation in networks involving the

wireless medium and describe approaches towards solving it.

7.5.1 Integration of Wired and Wireless Experimental Networks

Both ORBIT and Planetlab were designed to meet very different experimental research require-

ments. More specifically,

• PlanetLab is based on “service oriented” network architecture and provides the users with

the ability to run long term experiments. This experimental testbed runs on top of the Internet

as an overlay thereby giving researchers access to (1) a large set of geographically distributed

machines; (2) a realistic network substrate that experiences congestion, failures, and diverse

link behaviors; and (3) the potential for a realistic client workload. Planetlab uses a central

slice creation and management utility, Planetlab Central (PLC) for adding, renewing and

managing existing slices on different nodes

• ORBIT Radio Grid is a multi-user wireless experimental research testbed that allows “se-

quential” short-term access to the radio grid resources for repeatable experimentation. Schedul-

ing is done so that users have exclusive access to the grid during their assigned time slot. Ex-

clusive access to the grid ensures no RF interference from other experiments. Experimental

control software (NodeHandler) as well as an integrated measurement collection framework

(OML) facilitate the definition, execution of experiments and also enable the collection of

experimental results at run-time.



149

Console

Measurements
Support 
services

NodeAgent

Using integrated services, access both ORBIT 
and Planetlab nodes in the experiment

NodeAgent

NodeAgent

Planetlab – ORBIT
Gateway

Nodeagent running on radio 
nodes in the ORBIT grid

Internet

1

3

Experiment 
Script

Experiment 
Script

2

Sliver running nodeagent
on the PlanetLab node

Describe experiment dynamics using script

1
Reserve ORBIT and PlanetLab nodes for the 
experiment (assumes slice on Planetlab
nodes with nodeagent exists)

2

3

Integrated 
resource manager

START

Figure 7.23: Outline of integration model (1) in which ORBIT users can add Planetlab nodes to
their experiment using the concept of an ORBIT slice

In order to conduct experiments that encompass both these testbeds, we look at the following

usage models.

PlanetLab access for ORBIT users: The first model is intended to serve ORBIT wireless

network experimenters who want to augment their experiments by adding wired network features

without major changes to their code. Figure 7.23 presents a conceptual view of this model.

The above model can be implemented by extending the ORBIT NodeAgent to Planetlab nodes,

using a modified version of ORBIT NodeHandler for experiment definition, code download and ex-

ecution. This version of NodeHandler will support NodeAgents running in Planetlab slivers as well

as data collection from nodes spread out over the Internet. The design enhancements to NodeAgent

and NodeHandler required on the ORBIT side include:

• An extended addressing scheme to include Planetlab nodes. We intend to address the Planetlab

nodes as though they were part of the ORBIT network and have the local DNS map requests
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for Planetlab nodes to their respective public domain names (for e.g. nodeP1.orbit-lab.org

will map to Planetlab-1.cs.princeton.edu).

• An extended communication layer - currently commands to nodes in an experiment are sent

using reliable multicast. For Planetlab nodes on the Internet, these commands will need to

be tunneled using reliable unicast since multicast support on the routers in the path cannot

be assumed. NodeHandler will need to perform this function of communicating with the

Planetlab nodes in each experiment.

• Caching mechanisms to assist measurements collection - if a Planetlab node goes down during

an experiment, mechanisms will be needed to extract measurements related to the previously

running ORBIT experiment.

ORBIT access for PlanetLab users:
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The second model (Figure 7.24) would provide a Planetlab-ORBIT gateway as a node that

users of a PL slice can access when they want to include emulated wireless edge networks in their

experiments. The PL-ORBIT GW will provide abstractions for setup, control and measurement on a

specified wireless topology using a modified version of NodeHandler as the interface software. This

approach does not involve major changes to either PL or ORBIT but would require the development

of a Planetlab proxy module which accesses ORBIT grid services to provide a familiar experimental

environment to PL users. PL users will be able to use either their own preferred tools (such as

pssh [109]) or the NodeHandler/NodeAgent framework.

The integration requires extensions to the Planetlab resource specification model to include

topology and some other wireless-specific features. Note that this Planetlab-ORBIT gateway would

also benefit from future virtualization capabilities to be developed for ORBIT bridging the gap be-

tween the Planetlab slice model and ORBIT’s single-user model. Using the virtualized ORBIT

testbed, a Planetlab slice could extend to include individual ORBIT nodes while maintaining the

level of isolation as offered by PlanetLab. This will facilitate experimentation over a heterogeneous

substrate with both wired and wireless components providing an invaluable networking research

infrastructure for the scientific community.
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