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ABSTRACT OF THE THESIS

Video Multicast over Wireless Local Area Networks

by Shivesh Makharia

Thesis Director: Professor D. Raychaudhuri

Video multicast services over wireless media are expected to grow in importance over

the next few years. Multicasting over wireless networks is complicated by the fact that

wireless links are error-prone and time varying. In multicast scenarios using the 802.11

wireless LAN protocol, multiple receivers experience widely varying channel conditions

and the link layer protocol does not retransmit erroneous or lost packets, potentially

resulting in poor video quality. Therefore, it is a key requirement to support quality

of service for all the receivers of the multicast video in the desired coverage area while

efficiently utilizing the available wireless LAN resources.

In this thesis, we investigate some of the aspects of reliable video multicast over

WLANs. We design, implement and evaluate multi-group hybrid ARQ (MHARQ), a

new and improved adaptive system for reliable video multicast. MHARQ combines

the advantages of receiver-driven staggered FEC and hybrid ARQ schemes to com-

pensate the large dynamic range of WLAN channels and to achieve high reliability,

scalability and wireless bandwidth efficiency for video multicast. The FEC packets

generated by a cross-packet FEC code are divided into multiple streams according

to the pre-configured overhead and are transmitted in different multiple IP multicast

groups. Certain FEC streams are delayed from the original video stream. The receivers

dynamically join/leave the FEC multicast groups based on the channel conditions. For
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efficient utilization of WLAN bandwidth, FEC data for a multicast group would not be

transmitted by the APs in wireless networks if no receiver joins this group. The time

shift between the video stream and the FEC streams introduces temporal diversity and

compensates for the client join delay and handoff interruption. In addition, when de-

layed FEC packets are not enough to recover the lost packets, the receivers can send a

hybrid ARQ request to the video server. We design a channel estimation algorithm for

a receiver to dynamically determine the delayed FEC multicast groups to join and/or

send ARQ NACK to request for retransmission.

Using the ORBIT radio grid testbed, we have investigated the performance of the

proposed MHARQ system with various numbers of users per AP and different numbers

of APs per video server. It is demonstrated via real system implementation on OR-

BIT that MHARQ improves wireless bandwidth efficiency and scalability for reliable

video multicast, compared with existing reliable multicast schemes. The experience

and insight obtained from implementation are discussed as well.
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Chapter 1

Introduction

With the advent of IEEE 802.11 technologies, supporting multimedia applications over

wireless local area networks (WLANs) has been a topic of research for quite some time

[4] [17] [16]. Although most of research focuses on unicast, interests and demand for

multicast applications are growing recently. Video multicasting over WLANs enables

the distribution of live or pre-recoded programs to many receivers efficiently. An exam-

ple application is to redistribute TV programs or location-specific information at hot

spots such as airports. Users can watch their favorite TV programs on their mobile

devices while browsing the Internet. For enterprise applications, an example is to multi-

cast video of a lecture or training session over WLANs. Other examples include movie

previews outside cinemas, replay of the most important scenes in a football match,

advertisement in shopping malls, etc. However, wireless video multicast faces several

challenges, some of which include:

• Digital video delivery requires high reliability and bounded delay. However the

underlying wireless channel is error prone and time-varying due to fading, channel

interference, mobility, etc.

• For multicast, the 802.11 link layer does not perform retransmission of lost packets

and link rate adaptation. A data frame is discarded at the receiving MAC in the

event of an uncorrectable error. Hence users with poor channel conditions may

experience very high packet loss rates.

• In video multicast, individual users may experience heterogeneous channel condi-

tions at the same time due to their different locations and users may join or leave

the service during a session so that the user topology can change in time.
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• Scalability in terms of the increasing number of APs and the increasing number

of users may be an issue in video multicast over WLANs.

Therefore it is a key and challenging task to support quality of services (QoS) for all

the receivers of the multicast video in the desired serving area while efficiently utilizing

the available wireless LAN resources. As mentioned before, no link layer retransmission

or link rate adaptation is performed for multicast/broadcast in current 802.11 standards

and implementation. This motivates the design of transport layer or application layer

mechanisms for improving the quality of delivered video in multicast 802.11 WLAN

scenarios.

Application layer Forward Error Correction (FEC) [1], Automatic Repeat Request

(ARQ) [11] and Hybrid Automatic Repeat Request (hARQ) [5] are techniques to reduce

channel errors and improve receiver video quality.

• Application layer FEC - Application layer FEC mechanism works on packet level

such as RTP or UDP packets. Different from physical layer FEC, it applies FEC

codes across multiple data packets to generate redundant parity packets on the

sender/server side. The sender sends out both data packets and FEC packets

to the target receivers. One receiver side, the FEC decoder tries to reconstruct

missing packets by using received data packets and FEC packets if some packets

were lost during transmission. The reason for encoding across multiple packets

is that if redundancy is added within a single packet at the application layer,

the erroneous packet is discarded by the receiving MAC and will not be available

for error correction at the application layer. Application layer FEC provides a

scalable way to protect packets from the noticeable losses at multiple receivers.

Static FEC has a low latency and constant overhead regardless of channel qual-

ity. But static FEC cannot adapt to the time varying channel conditions and user

topology. Generally a strong FEC has to be used for the worst case scenarios all

the time, which may result in a high overhead. The system reliability fails as the

channel loss is over FEC capability. FEC code rate can be adapted based on chan-

nel conditions. However, the challenge is how to estimate the channel conditions



3

of multiple receivers in multicast and adapt the FEC code to the varying receiver

topology and the varying channel conditions of multiple receivers efficiently and

reliably.

• ARQ - In this case, the receivers notify the sender if packets are not received

correctly and the sender retransmits those packets. ARQ naturally adapts to the

channel errors of a receiver and can provide a high reliability under different chan-

nel quality. In unicast, it is more efficient that pure FEC in terms of bandwidth

utilization. However, the tradeoff is longer delay due to packet retransmission.

One approach is to limit the maximum number of retransmissions to meet the

delay constraint (best effort delivery model in the given time constraint). For mul-

ticast, ARQ is not that efficient and it does not scale well. If different receivers

lost different packets in multicast, the sender needs to send all the lost packets.

Furthermore all the receivers may send ACK/NACKs to the sender, which cause

NACK implosion problem.

• Hybrid ARQ - Hybrid ARQ combines FEC and ARQ and can offer better perfor-

mance than either scheme alone for multicast in time varying wireless links. In this

approach, the sender transmits additional FEC redundant packets to the receivers

when the receivers notify the sender that certain packets have not been received

correctly. In multicast, different receivers can use parity packets to recover differ-

ent packet losses. As long as a receiver receives enough number of data packets

and parity packets, it can reconstruct the lost packets. Hybrid ARQ is more ef-

ficient than pure ARQ. However when different receivers in multicast experience

heterogeneous channel conditions, they require different number of retransmitted

packets. If retransmissions are simply based on the worse receiver, the receivers

with good channel conditions receive unnecessary retransmitted packets, which

waste network resource. Furthermore NACK implosion may also result in scala-

bility issue. It is a challenging task to design an efficient multicast retransmission

algorithm which can achieve high reliability and scaliability.
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In this thesis, we investigate video multicast over WLANs. We design, implement

and evaluate multi-group hybrid ARQ (MHARQ), a new and improved adaptive system

for reliable video multicast. MHARQ combines the advantages of receiver-driven stag-

gered adaptive FEC and hybrid ARQ schemes to compensate the large dynamic range

of WLAN channels and to achieve high reliability, scalability and wireless bandwidth

efficiency for video multicast over WLANs. The FEC packets generated by a cross-

packet FEC code are divided into multiple streams according to the pre-configured

overhead and are transmitted in multiple different IP multicast groups. Certain FEC

multicast streams are delayed from the original video stream. The receivers dynami-

cally join/leave the FEC multicast groups based on the channel conditions by sending

request to the WLAN APs. For efficient utilization of WLAN bandwidth, FEC data

for a multicast group would not be transmitted by the APs in wireless networks if no

receiver joins this group. The time shift between the video stream and the FEC streams

not only introduce temporal diversity but also compensate client join delay and handoff

interruption. In addition, when delayed FEC packets are not enough to recover the lost

packets, the receivers can send a hybrid ARQ request to the video server. The video

server retransmits the extra FEC packets and/or missing video packets in another mul-

ticast group based on the ARQ requests from multiple receivers. The MHARQ adapts

to the varying receiver topology and the varying channel conditions of multiple receivers

by sending FEC data on-demand, and offers flexibility to support different deployment

scenarios with various numbers of users per AP and various numbers of APs per server.

It can optimize the performance by configuring the system operation parameters ac-

cording to the application scenario. Furthermore, it can fall back to either the receiver

driven adaptive FEC solution or the hybrid ARQ solution by simply modifying the con-

figuration files based on the deployment scenarios. Furthermore we design a channel

estimation algorithm for a receiver to dynamically determine the delayed FEC multi-

cast groups to join and/or send ARQ NACK to request for retransmission. A NACK

suppression scheme is also developed to reduce the feedback overhead. In our design,

even if multiple video packets are completely lost in a burst such as handoffs, the lost

packets can be recovered from the corresponding FEC parity packets alone.



5

We have implemented the MHARQ video multicast system including the streaming

server and client proxy. Flexible software architecture is designed to integrate the error

protection functionality in the clients with no requirement for changing the existing

video player. The video and FEC streams are transmitted in a backward compatible

manner. Using the ORBIT testbed, we investigated the the performance of the pro-

posed MHARQ system under various number of users per AP and different numbers of

APs per video server. It is demonstrated in real system implementation that MHARQ

improves wireless bandwidth efficiency and scalability for reliable video multicast, com-

pared with existing reliable multicast schemes. The experience and insight obtained

from implementation are discussed as well.

1.1 Thesis Organisation

The rest of this thesis is organized as follows. Chapter 2 surveys related work and discuss

our contributions. In chapter 3, we discuss our previous two implementations for reliable

video multicast, the staggered adaptive FEC scheme and the hybrid ARQ scheme. In

Chapter 4 describe the proposed MHARQ system and the software architecture of

server and client. Chapter 5 presents the the implementation details of client and

server algorithms. In chapter 6, we discuss the ORBIT and present our experimental

results performed on ORBIT testbed . Finally, in chapter 7, we conclude by making

inferences from the results and also throw some light on possible future work.
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Chapter 2

Related Work and Scope of this Research

In recent years, plentiful work has been done on reliable video streaming over wired

Internet and wireless networks. While a lot of research focuses on unicast, reliable video

multicast using various adaptive FEC, hybrid ARQ and scalable video algorithms have

been proposed.

• M. van der Schaar et al. [15] proposed a cross-layer protection strategy for video

unicast over WLAN by adapting the number of MAC retransmissions, packet

size and application layer FEC. They didn’t adapt PHY modulation and channel

coding.

• P. Chou [1] and W. Tan [13] proposed a receiver-driven adaptive FEC system for

layered video multicast in wired Internet, in which layered video data for the same

group of pictures are transmitted with different multicast addresses in the same

time slot and multiple FEC layers are transmitted with other multicast addresses

at later time slots. However they focused on theoretical analysis of algorithms

to select the video and FEC layers in an Internet setting to optimize the video

quality of a receiver given its available bandwidth and packet loss probability.

The difference between our scheme and what they proposed include: They didn’t

consider retransmission from server. The shared nature of the wireless medium

was not addressed by them. One client joins a multicast group, the other clients

associated with the same AP would receive the data for this multicast group no

matter whether it joins this multicast group or not. They did not consider how to

reduce IGMP traffic in shared networks such as WLANs. They did not consider

burst error recovery, for example, how to recover if all the video packets in a FEC
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coding block are lost in an error burst. They also didn’t address implementation

issues, for example, the backward compatibility with non-FEC capable players.

• Majumdar et al. [10] have proposed an ACK-based hybrid ARQ algorithm for

unicast video transmission and progressive video coding with FEC (MDFEC) for

multicast video transmission over WLANs. They didn’t consider hybrid ARQ

for multicast with multiple receivers and NACK suppression. In addition, their

studies involved a single access point. Handoffs between access points were not

considered.

• Towsley et al. [14] have given a quantitative analysis on performance of hybrid

ARQ. However they do not discuss any implementation details for an actual

system.

• L. Han [3] in her thesis gives an introduction on the video multicast for wireless

channels considering the receiver driven FEC mechanism. They also propose

to stagger the different levels of FEC protection in different multicast groups,

similar to our work. However, she does not implement an adaptive algorithm

at the receiver for joining different FEC groups. Neither is hybrid ARQ-based

retransmission from server considered. Nevertheless the work in my thesis is

actually a continuation and improvement of her work.

• Simulcasting the content at different rates and qualities in different multicast

groups to handle receiver heterogeneity in video multicast over wireless networks

has been proposed. The low quality video is transmitted with more robust mod-

ulation, channel coding or application layer protection. Receivers subscribe to

multicast groups according to their channel conditions. This approach requires a

lot more bandwidth. Different receivers does not have unified video quality and

the video quality of a receiver may change when its channel conditions vary. In

our design, we try to satisfy the video quality for all the receivers in the service

area by efficiently adapting the FEC overhead to the varying channel conditions

of multiple receivers and receiver topology.
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• Scalable video coding and unequal protection have been suggested and exten-

sively studied in [2] to tackle the problem of heterogenous channel conditions of

different end users in a multicast scenario. In this approach, video is coded in

multiple layers; there is a base layer and one or more enhancement layers that

are transmitted in different multicast group. A base layer is transmitted with

more robust modulation, channel coding and/or application layer protection. All

receivers subscribe to the base layer to get a certain minimum quality of video and

receivers with good channels additionally subscribe to one or more enhancement

layers. Although requiring less bandwidth, scalable video requires more complex

video codecs and introduces coding overhead. Similar to simucasting, different

receivers does not have unified video quality and the video quality of a receiver

may change when its channel conditions vary.

• To overcome packet losses in WLAN video transmission, solutions targeted at

MAC layers have been proposed in [8] [9], including the selection of optimal

physical layer mode and MAC layer retransmission. However these solutions are

more applicable to unicast.

To the best of our knowledge, wireless video multicast applications, especially scal-

ability issue, have not been studied extensively for IEEE 802.11 WLANs.

2.1 Scope of this Work

In the above publications except Han’s work [3], only results obtained from simula-

tions were given. Actually although there has been a lot of research and theoretical

analysis/simulations on various application layer forward error correction (FEC) and

automatic repeat request (ARQ) algorithms to recover from packet loss and to im-

prove transmission reliability in wireless networks, little real implementation (freeware

or commercial system) and experiment investigation has been done in this area. Our

contributions in this thesis includes:

• Proposing multi-group hybrid ARQ MHARQ, a new and improved adaptive sys-

tem for reliable video multicast over wireless LANs. It combines the advantages
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of receiver-driven staggered adaptive FEC and hybrid ARQ schemes. In the de-

sign, MHARQ considers wireless multicast characteristics. For example, wired

backhaul has more bandwidth than wireless links so delayed FEC will always be

transmitted in wired backhaul but only transmitted on-demand in wireless net-

works. Wireless medium is shared, if one user joins a FEC group, other users

under the same AP will receives the FEC data no matter they joins the multicast

group or not. As demonstrated later, MHARQ offers flexibility to support dif-

ferent deployment scenarios and can improve scalability and wireless bandwidth

efficiency compared with the existing reliable video multicast system.

• Designing flexible client and server software architecture. A client software ar-

chitecture allows integrating the FEC functionality without changing the existing

video player code.

• Solving implementation details and implementing the real system.

• Addressing backward compatibility issues.

• Using experiments to investigate reliability, scalability and bandwidth efficiency

of the proposed MHARQ and comparing its performance with the existing video

multicast system to demonstrate the efficacy of MHARQ in a real system.
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Chapter 3

Receiver Driven Adaptive FEC and Hybrid ARQ

In this chapter, we describe two related schemes and point out their pros and cons. We

also discuss possible improvements by combining the advantages of two schemes, which

motivated our MHARQ system design.

3.1 Receiver Driven Adaptive FEC

In [3] a receiver driven staggered adaptive FEC scheme (SAFEC) had been proposed.

Our work is a continuation and improvement of this scheme. We first briefly describe

this scheme and provide solutions which would make it more efficient.

Figure 3.1: Receiver Driven Forward Error Correction

As shown in Figure 3.1 the SAFEC system proposed in [3] consists of a video

streaming server that is connected to multiple APs through high speed Ethernet LANs.



11

In the staggered FEC scheme, cross packet systematic FEC code is applied to video

packets to generate parity packets. The original video stream and the additional par-

ity stream are transmitted to all APs in different IP multicast groups with different

multicast addresses. The FEC streams are delayed from the original video group, i.e.

staggercasting the video stream and parity stream. A receiver dynamically joins the

FEC group if it suffers video packet loss. If the join time is less than the time shift

between the video stream and FEC stream, the corresponding FEC parity packets will

be received to recover the lost packets. After the packet loss is corrected, the receiver

may leave the FEC group. Data from the multicast group would not be transmitted

by the AP in the wireless network if no receiver joins the group, i.e. FEC packets

are sent on demand over the wireless LANs. The normal video stream and the time

shifted parity stream provide not only temporal diversity to improve the robustness of

video multicast but also compensate the join delay. If a (N , K) Reed Solomon code

is applied across K video packets to produce (N - K) parity packets, the N video and

parity packets form a FEC code block. As long as at least K packets (no matter video

or parity packets) in each block are received correctly, the original K video packets can

be recovered.

Figure 3.2: Staggering of Video and the FEC Stream

This system proposed is error resilient but not very efficient and scalable.

• First, although multiple FEC groups are proposed, only one FEC group is used

in the implementation. If one receiver looses any video packet, it joins the FEC

group. All the FEC packets in the FEC group are transmitted over link by the

AP until all the receivers under this AP leave the FEC group. In other words,

there is no finer granularity on the amount of FEC overhead incurred by the
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receivers to receive FEC packets. This scheme can correct burst loss very well,

such as during handoffs, but it is not that efficient for random errors. In this

thesis, we improve the staggered adaptive FEC schemes by implementing the

capability in software to support multiple delayed FEC protection streams in

different multicast groups, as shown in Figure 3.1. The number of FEC groups,

the amount of FEC and the time delay of each FEC group are configurable. Since

each receiver may experience different channel conditions in a wireless scenario, it

would be beneficial and flexible to provide more granularity of redundant packet

overhead in the different FEC multicast groups. Furthermore we implement an

adaptation algorithm at the receiver so the receiver can dynamically choose the

FEC multicast groups to join/leave different FEC multicast groups based on its

estimated packet loss conditions.

• The system proposed in [3] modifies the video packets format to carry the FEC

protection information. The FEC information is carried in the padding field to

meet the backward compatiblility. It requires the video player to support padding

process specified in RFC 2733. In our scheme, we design a new FEC packet format,

which carries all the FEC protection information for the receiver to recover the

lost packet. In our scheme, the original video packet is not modified at all, so

our system is completely backward compatible. Clients which do not understand

FEC can just join the video multicast group and receive the original video packets.

We’ll describe our FEC packet format in Chapter 5.

The staggered adaptive FEC can have good scalability because it does not depend

on the number of APs in the network served by a video server. Each AP controls which

FEC groups to transmit over wireless links according to the receivers’ request. However,

it may have FEC overhead granularity issue. It is possible that a receiver will have to

join a FEC multicast group even if it does not require all the redundant packets in that

group. For example consider a configuration which has redundant FEC packets in each

multicast group as: 10% 20% 30% 40%. Assume a packet loss of 32%. In such a case

the receiver would have to receive 60% (1st group + 2nd group + 3rd group) overhead
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packets to correct its packet losses. Note that in our solution we do not join group 1

+ group 3 only because that would incur a lot of feedback traffic (IGMP Join/Leave)

every time we vary our overhead requirement according to channel conditions. A simple

solution to this approach might be to increase the number of FEC multicast groups with

finer granularity on overhead in each group. However, the number of IGMP Join/Leave

would drastically increase as the number of multicast groups increase.

3.2 Hybrid ARQ

A hybrid ARQ [8] system consists of an FEC subsystem contained in an ARQ system.

Hybrid ARQ is more efficient than FEC and pure ARQ, especially for multicast because

each retransmitted FEC parity packet can recover any one of lost source media packets

(assuming RS encoding). Figure 3.3 shows the Sender/Server Driven Hybrid ARQ

algorithm. The server transmits only the source packets. One or more receivers send

a NACK for the missing media packets to recover the lost media after receiving the

last packet of a FEC coding block. If the last packet of a coding block is lost, the

receiver sends a NACK as soon as it receives a packet for next coding block. The

server transmits i parity packets in multicast in an ARQ multicast group, where i

is the maximum number of parity packets required by all the receivers under an AP

belonging to a particular WLAN. The server delays the retransmission of FEC packets

and analyzes the NACKs to find out the maximum number of parity packets required

to be retransmitted for a FEC coding block. The server continues transmitting the

source/parity packets from other coding blocks during this delay period. If a receiver

still needs more packets, it sends a request for retransmission again. The server then

transmits more parity packets. This procedure continues until the receiver has recovered

all media packets or reaches the deadline of retransmission.

Hybrid ARQ is more bandwidth efficient if there is only one AP. If there are multiple

APs, it may have scalability issue. For example, a receiver under AP 1 requires a lot

of retransmitted FEC packets, but the receivers under AP 2 only need a small number

of retransmitted FEC packets. The video server must retransmit a lot of FEC packets

in ARQ multicast group to meet the requirement of AP 1. Then AP 2 also relays
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Figure 3.3: Hybrid Automatic Repeat Request System

these FEC packets over its wireless link, which result in the waste of AP 2 wireless

resource. This is because the retransmission in hybrid ARQ is controlled by means

of a central controller, the video server that serves multiple APs (the transmission of

FEC packets in staggered adaptive FEC is controlled by individual AP). Of course, an

ARQ proxy can be implemented in each AP. However it introduce complexity in the

AP. The AP must be modified to support application layer retransmission functionality.

Another method is that each AP has its own ARQ multicast group. However when a

receiver hand offs from one AP to another AP, it needs to know the address of the new

AP’s ARQ group. This requires extra signaling between the receiver and video server

or other mechanisms. In addition, the required number of multicast groups and the

retransmitted FEC packets increase with the number of APs served by the video server.

In this thesis, we propose MHARQ to combine the staggered adaptive FEC and hybrid

ARQ to achieve better scalability and bandwidth efficiency.
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Chapter 4

Multi Group Hybrid Automatic Repeat Request

As seen from the previous chapter, both receiver-driven staggered adaptive FEC (SAFEC)

scheme and Hybrid ARQ scheme have their own advantages and disadvantages. In

this chapter, we propose to integrate the advantages of the hybrid ARQ scheme and

SAFEC. We call our combined solution MHARQ. It improves scalability and bandwidth

efficiency for reliable video multicast over WLANs. The MHARQ is designed to recover

random and burst packet loss, and achieve seamless mobile handoff.

MHARQ supports different deployment scenarios with various numbers of users per

AP and various numbers of APs per server. It can also optimize the performance by

configuring the system operation parameters according to the application scenario. It

can also fall back to either the receiver driven adaptive FEC solution or hybrid ARQ

solution by simply modifying the configuration files based on the deployment scenarios.

Figure 4.1 shows a wireless LAN video multicast system. The video servers are

connected to one or more wireless access points through a high-speed Ethernet LAN.

The video server multicasts one or more video programs over the high-speed wired

network to the wireless access points. The access points distribute the video to the

wireless devices in multicast over the wireless links. The users with the wireless devices

can view one or more video programs and simultaneously access the Internet.

4.1 Overview of MHARQ and Server Architecture

With the proposed MHARQ scheme, at the streaming server, application layer FEC is

applied on a block of source video/audio packets to generate the FEC parity packets.

The FEC packets for a source video/audio stream are divided into different layers similar

to staggered FEC scheme. Each layer is transmitted in a different multicast group. As
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Figure 4.1: The MHARQ System in a Typical Deployment Scenario

shown in Figure 4.2, there are three types of FEC groups for a source stream.

• Non-delayed FEC groups: The FEC packets in these groups are not delayed

from the source, i.e. they are sent as soon as they are generated. For random loss

recovery, a client joins one or more non-delayed FEC groups based on ”long-term”

channel conditions. In normal case, the client does not need to join delayed FEC

groups or send ARQ (reduce feedback traffic)

• Delayed FEC groups: The FEC packets in delayed FEC groups are transmitted

by the server over wired high-speed Ethernet to the APs. The transmission of

FEC packets in these groups are delayed from the media packets by a configurable

time. If the non-delayed FEC is not enough to recover from packet loss, a client

dynamically joins/leaves the delayed FEC groups using IGMP (Internet Group

Management Protocol). If the join time is less than the time shift between video
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Figure 4.2: Visual Representation of FEC/ARQ Multicast Groups

and FEC, the corresponding FEC parity packets will be received to recover lost

video packets. To save wireless bandwidth, FEC data for a multicast group would

not be transmitted by the AP/router in wireless network if no clients join this

group.

• ARQ FEC Groups: The FEC packets in the ARQ FEC groups are sent to the

ARQ server. The FEC packets in the ARQ FEC groups are transmitted by the

ARQ server according to NACK from the clients. A client sends the NACK to

the ARQ server to request retransmission of extra FEC or video packets and

joins the corresponding ARQ FEC and retransmitted video groups by sending

the IGMP message to the AP for receiving retransmitted packets if the delayed

FEC is not enough to recover the loss. In our implementation, the ARQ server

can be co-located with the video streaming server or runs on a separate machine.

• ARQ Retransmitted Video groups: If the number of lost packets is over a thresh-

old, the ARQ server may retransmit the original block of media packets in a

multicast group. The reason is that FEC either recovers all the lost packets or

none of packets. When there are a lot of lost media packets, the receiver is at

least able to receive some of retransmitted media packets.

Figure 4.3 shows the server side design for our video multicast system using the

MHARQ. The RTP/UDP/IP protocol stack is used for video multicast. The FEC

encoder is placed after the packetization, but before the UDP layer. The compressed

video is packetized by the packetizer and the RTP packet header is added. H.264 video
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coding is used in our implementation due to its compression efficiency. Systematic FEC

codes are applied across video packets at the FEC encoding module to generate parity

packets. We use Reed-Solomon (RS) codes constructed with Vandermonde matrix.

To make decoding possible at the receiver, a FEC header is added in the FEC packets

containing FEC information. In our implementation, FEC coding parameters, including

FEC overhead for non-delayed FEC groups, delayed FEC groups, and ARQ FEC group,

the time delay for each delayed FEC group can be configured.

Figure 4.3: The Server Side Architecture

The video packets are transmitted in an IP multicast group (video multicast group)

through the UDP/IP stack and Ethernet interface to the APs. Non-delayed FEC parity

packets are transmitted in a different multicast group without time shift to correct the

random packet loss according to the desired coverage range of the AP. Certain FEC

parity packets are stored in the delay buffer for different time offset. Delayed FEC parity

packets are transmitted after the delay in multiple multicast groups to correct burst

packet loss. FEC encoding, delayed and non-delayed FEC transmission is integrated

in the video server. Certain ARQ FEC packets and video packets are also sent to the

ARQ server. The ARQ server is responsible for handling NACK request from clients

and retransmits the ARQ FEC parity packets and video packets according to the client
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request.

4.2 RS FEC Encoding

In the software implementations of RS codecs, for fast encoding and decoding, it is

beneficial to choose a code symbol length of 8-bits. This results in an RS code over

GF (256) with a block length N <= 255 octets. We use 1-byte code symbol in our

implementation. RS codes of shorter block lengths and dimensions can be obtained

by puncturing and shortening the mother code with N = 255. Our software imple-

mentation is based on Vandermonde generator matrix for efficient erasure correction

[12]. A RS (N, K) codeword consists of K source symbols and (N −K) parity symbols.

During the encoding, the KxN Vandermonde generator matrix is transformed into its

systematic version, where first K columns form an identity matrix, and then the RS

codeword is computed by multiplying a vector of K symbols with the systematic gen-

erator matrix. Since the code is systematic, the first K coded symbols are exactly the

same as the original source symbols. During the decoding, a KxK submatrix is formed

from the K columns of systematic Vandermonde matrix according to the positions of

the received K symbols in the codeword. The submatrix is inverted and the original K

source symbols are recovered by multiplying the vector of K received symbols with the

inverted submatrix.

During the encoding, multiple codewords are computed across the padded packets,

each codeword consisting of one symbol from each padded packet. When a RS (N, K)

code is used, (N −K) parity packets are generated from K source packets. For block

FEC, the FEC encoder waits for enough video/source packets to fill in the coding

block, and then generates parity packets. In our implementation, video packets are

transmitted out immediately without waiting for filling up the coding block. The FEC

encoding module keeps a local copy of these video packets in the coding block buffer.

After the coding block is filled, the FEC encoding module generates the parity packets.

As described above, the parity packets are divided into multiple non-delayed, delayed,

and ARQ FEC groups.



20

4.3 Media and Time Driven FEC Encoding at the Video server

The FEC parity packets are encoded and transmitted in separate multicast groups. The

parity packets for adaptive FEC groups are sent out through the corresponding multi-

cast addresses, and the parity packets for the ARQ multicast group are sent through a

unicast address to the ARQ server. An extra header is added to the FEC packets that

are sent to the ARQ server so that the ARQ server knows which stream and multicast

address the FEC packets belongs to.

Before FEC encode operation, a certain number of media packets (K) have to be

buffered (note that as mentioned before, the media packets are sent out immediately

and a local copy is buffered to generate FEC packets in our implementation). Different

media streams have different bit rates, usually video has a higher bit rate than audio.

If we use the same FEC block size for both video and audio we would have audio/video

synchronization problems at the receivers.

For example, when the number of video packets in the video buffer is K, FEC

encoding is performed on these packets. Then the generated FEC packets are sent out

in corresponding multicast groups and the buffer is emptied for the next block. At the

same time the number of audio packets in the audio buffer may still have to wait an

unspecified time before it reaches K. This will cause synchronization problems as the

audio packets will be in the delay buffer for a longer period of time than the video

packets. One approach to this problem is to use different block size for both video

and audio. However, for a particular block size of video buffer, how to select the block

size for the audio buffer is a difficult design problem because the amount of audio data

corresponding to a certain video data varies; different content may require different

block size pair and even for the same content, different scenarios may have different

requirements.

We design a simple solution to solve this problem. The maximum number of packets

(maxK) that will be used for FEC encoding in a FEC block is set and when the number

of video (or audio) packets in the buffer reaches maxK, the FEC encoding based on

these video (or audio) packets is performed. At the same time, the FEC encoding
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based on the corresponding audio (or video) packets is also performed, no matter how

many packets are in the audio (or video) buffer. As such, the N and K parameters for

Reed-Solomon coding is not static in our implementation. Since both N and K vary

for different FEC blocks, the value of N and K for each block must be included in the

FEC header for the client to correctly decode the packets.

For time varying bit rate stream, the time to fill a fixed number of media packets

in a block may be variant. To further combat the playback jitter that may be incurred

because of FEC buffering, a maximum buffer time (maxT ) maybe set for a FEC block.

When the buffering time for the first packet in the FEC buffer reaches maxT , the FEC

encoding on both video and audio should be performed even if the number of packets

in both FEC buffer is smaller than maxK.

For real time applications, using variable N and K may cause extra FEC encoding

and decoding overhead, because the generating matrix used to construct these codes for

different N and K are different. Creating generating matrix is usually very computation

expensive. To improve the encoding and decoding efficiency, we also fix both maxK

and maxN . Now the generating matrix is created based on maxK and maxN , and

is initialized only once on both server and client side. Based on our encoding scheme,

we can guarantee that for all (N, K) codes generated, K < maxK and N < maxN ,

the sub-generating matrix can be obtained using the initial generating matrix based

on punctured/shortened codes, which dramatically reduced the encoding and decoding

time [12].

4.4 ARQ Server

The ARQ server can be co-located with the streaming server as a separate process or

run on a different host. All the media packets and the ARQ FEC packets are sent by the

video streaming server to the ARQ server in unicast. We chose to unicast these packets

to address scalability concerns. We designed our ARQ server to handle any number

of independent program streams. In such a case, opening a port for every stream at

the ARQ server to buffer for retransmissions is not a very scalable solution. Hence, to
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differentiate packets from one FEC stream from another, we append an extra header

on the FEC ARQ packets transferred from the video server to the ARQ server over a

single UDP connection. If the ARQ server is collocated with the streaming server, the

packets sent to the ARQ server are looped back.

When the ARQ server receives a FEC packet, it extracts the session (program)

information from this extra header, strip the extra header from the FEC packet, and

store the FEC packet in the buffer cache. These packets are buffered for a constant fixed

time which is a design parameter after which these packets are discarded by the ARQ

server. This prevents the ARQ server memory to increase indefinitely. On receiving an

ARQ request, the ARQ server checks if the program stream for the request is valid and

then goes on to transmit these packets from the server in the ARQ multicast group.

The server listens for requests on a different multicast group and transmits packets to

the clients in a different multicast group. Once an FEC ARQ packet is sent out of the

ARQ server, the packet is deleted from the server to avoid resending duplicate FEC

packets to the clients.

4.5 IGMP at Access Point

We use IGMP at the access point to efficiently use wireless bandwidth. We illustrate

our choice with an example. Assume a content delivery system which does not use

IGMP at the APs. There is one video multicast group and assume four staggered FEC

multicast groups and one ARQ multicast group. Also assume that the losses in WLAN1

are very low such that the clients need to only join one multicast FEC group. In such

a case, even though no client requires FEC packets from multicast FEC groups 2 to 4,

they are still present on the wireless channel hogging up bandwidth.

Using IGMP at the APs, we can ensure that packets of a particular FEC multi-

cast group would be available on the wireless channel only if at least one of the clients

subscribe to that multicast group. Also, IGMP uses multicast group subscription sup-

pression algorithms to ensure little network uplink overhead.

An alternative approach is that the client sends the IGMP messages to the Ethernet
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switch. If no client under an AP to join a multicast group, the Ethernet switch will

not send the packets of this multicast group to the AP.If the switch and APs can not

understand IGMP signals, we need an IGMP sniffer between the switch and each AP.

We have modified an existing package of Thomson Corporate Research, Princeton to

serve as our IGMP sniffer. The IGMP sniffer intercepts the multicast traffic and if a

client joins a multicast group, the multicast packets are transferred to the client. If

one or more clients join a multicast group, an entry is added to the EB-Table of the

IGMP sniffer, enabling forwarding of the multicast packets in that link. If there are no

clients requesting the multicast packets, the entry is deleted from the EB-Table. We

have also added the IGMP query at the sniffer to facilitate un-notified leaving of the

client. It is important to make sure that the overhead of multicast group join/leave

control messages scales well as the number of clients increase. We’ll investigate the

performance of IGMP in next chapter.

4.6 Client Side Architecture

Available commercial and freeware video players, e.g. Quicktime, Thomson MMAF,

and VLC players, don’t support FEC. The source code of these players is generally not

available. It would be difficult to integrate FEC into every freeware player as well as

maintain and update it even if the source code of freeware is available. In our work, we

also design novel client proxy architecture as shown in Figure 4.4. It can work with any

commercial and freeware video players without making any changes the player code.

Our client proxy receives the video and FEC packets from different multicast groups,

joins and leaves delayed FEC groups, send ARQ request to the server for retransmission

of extra FEC and/or media packet, receives retransmitted packets, recovers the lost

video packets and sends the recovered video packets to the player through the loop

back interface on the client. The MHARQ solution resides on this client proxy. To the

player, this information is transparent. It does not have any idea of a proxy residing

between the video server and it.



24

Figure 4.4: The Client Side Architecture

4.6.1 Client Proxy

As described above, a MHARQ client is a proxy that receives media and FEC packets

from the media streaming server and/or ARQ server, recover the lost media packets,

and forward the original and the recovered media packets to the media player. A client

can recover lost media packets using different FEC schemes (adaptive FEC, ARQ, or

both) according to the configuration. A legacy client that does not support FEC can

just join the media multicast group and playback, its function is not affected by the

FEC packets. This way, our content distribution system offers a very scalable solution,

and also supports backward compatibility.

We describe the architecture of a MHARQ client that supports both adaptive FEC

and ARQ. Clients will monitor and estimate the channel conditions instantly, and adap-

tively join/leave delayed FEC groups according to the channel conditions. When a client

detects that there is a long burst of packet loss (like just after handoff to another AP),

and it can not recover a FEC block even it joins all the delayed FEC groups, it may send

a ARQ request to the ARQ server to ask for more FEC packets or/and retransmission

of the original media packets. The Adaptive FEC algorithms combined with an ARQ

suppression algorithm alleviates the classical problem of feedback explosion inherent in



25

any ARQ scheme.

4.6.2 Client Function Modules

Figure 4.5: Client Function Modules

The functions modules of a client are showed in Figure 4.5. These tasks are per-

formed by three separate threads. The main thread is responsible for:

• Receiving and buffering media/parity packets.

• Receiving and processes ARQ requests from the other clients

• Performs channel estimation, adaptive FEC and FEC decoding

The second and third threads are responsible for ARQ event processing and packet

forwarding respectively.
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4.6.3 Client Data Structures

In our implementation, the FEC protection information is only contained in the FEC

packets. The media packets are not changed for backward compatibility. When a client

receives a media packet, if the FEC block data structure this packet belongs to has

not been allocated yet, the client has no information about which FEC block that

this media packet belongs to. A media packet does not include any FEC information

and since we do not use fixed N and K in FEC encoding, no information can not be

derived from sequence number of RTP packets either. The clients maintain a source

buffer (media buffer) for each track of the media stream in a session which will buffer T

seconds of media packets. This buffer is implemented using a linked list. Media packets

are inserted into the list according to the sequence number. It should be noted that

RTCP control packets for a media track are also inserted into the corresponding linked

list. As sequence numbers in the RTCP packets are not assigned according to the RTP

packets, RTCP packets are inserted to the source buffer according to their receiving

time. To meet the delay requirements, if a packet has stayed in the buffer for T or more

seconds, the client will send the packet to the media player no matter whether the FEC

decoding has been performed on the packets or not.

Figure 4.6: Client Data Structures

The client also maintains a linked list of FEC packets. This data structure includes

all the information about a FEC block, like the base sequence number, N and K. When

a client receives a FEC parity packet, it gets all the information about the FEC block

that this parity packet belongs to. The client will first check if a block data structure
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has been allocated to the FEC block, if not, a block data structure is allocated. The

client will look into the source buffer and mark all the media packets that belongs

to this FEC block, and update the information corresponding to this block like how

many packets are lost or which packets are lost. The information will be used in the

adaptive FEC processing to join delayed FEC groups and ARQ processing for requesting

retransmission from the ARQ server. It will also be used in FEC decoding. If a media

packet is received after the FEC block this packet belongs to has been allocated, the

client would be able to locate this FEC block structure from the link list based on

the sequence number of the media packet, the base sequence number and (NK) of

the FEC block. The client will then mark this media packet and update the block

information.The main data structure at the client side is shown in Figure 4.6.

A FEC block data structure includes an array of pointers that point to all the media

packets that belongs to this block. It also includes a decode buffer that is used to store

FEC packets for this block. If a FEC block is decodable, FEC decoding is performed

and the recovered media packets are inserted into the source buffer. When all the media

packets for a FEC block is sent out, the FEC block structure is cleaned and memory is

freed.

It is also possible that the parity packets for a certain FEC block are totally lost, for

example, in the hand off, and the client may not be able to get any FEC information

about these media packets. A client will also keep a pointer to the first unmarked media

packet in the source buffer. If the difference between the last unmarked media packet

and the first unmarked media packet passes a certain threshold (for example, the 3/2

the estimated value of K), then a client may send an ARQ request to the server to

retransmit the lost packets. Since in our implementation, K is not fixed, a client will

keep an estimation on the average value of K and will conclude that all FEC packets

for these media packets are lost and activate adaptive FEC algorithm or ARQ request

without any FEC information about these media packets.

Each client maintains an event queue data structure. An event can be an ARQ

processing event, which includes all the information for a client to send an ARQ request

or process ARQ suppression. An event can also be a check event, for an example, after
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a client send a ARQ request, it may insert a check event into the event queue for the

client to check at a later time to see if it has received the retransmission parity packets

and was able to decode a FEC block, if not, it may send another ARQ request.
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Chapter 5

Algorithms and Packet Formats

5.1 Receiver Driven Adaptive FEC Algorithm

A multicast session has one media multicast group (in the media streaming server,

different media tracks are sent out using the same multicast group address), represented

by media group. Each media track in the multicast session also has a set of FEC groups

(which may vary from stream to stream). Since we implement the adaptive FEC and

ARQ algorithm in each media track separately we will use a multicast session that has

only one media track to describe the adaptive FEC and ARQ algorithm.

Assume that a stream has a total of (m+1) FEC groups, group(0), group(1) . . . group(m)

; group(0) . . . group(m− 1) are adaptive FEC groups and group(m) is used for ARQ.

The first FEC group is sent immediately after the FEC encoding. A client will always

join the media group and the first FEC group. The first non-delayed FEC group is to

recover from any packet loss due to random errors which may occur over the wireless

channel.

We will use the group number to index the parameters associated to that group.

For example, the overhead of group(i) would be overhead(i), and the delay of group(i)

would be delay(i). Let the block size of the FEC code be N , the number of media

packets in each block would then be:

K =
N

1 +
∑m

i=0 overhead(i)
(5.1)

The number of parity packets in each group is:

num parity(i) = overhead(i) ∗K (5.2)

A client estimates the average loss rate and its variance for the received FEC blocks,

recorded in avg loss rate, and avg variance respectively.
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When a client receives the first FEC packet for a new FEC block, it would usually

imply that the client has received (or almost at) the last media packet of the current

FEC block. From the FEC header, the client extracts all the information about this

FEC block, like the coding parameters N and K. With this information the client has

an estimate on how many packets have been lost for this FEC block. This information

is used to update the estimation of average loss and variance. At this point, if we have

already received enough packets to decode the current FEC block, we do not have to

join any new delayed FEC groups or send an ARQ request; however, if we have joined

more FEC groups than we require, the client may need to leave those FEC groups.

Assume that the client does not receive enough packets to decode the current FEC

block. The number of lost media packets is given as:

lost msg = K − recv msg (5.3)

We need to decide the number of FEC groups we need to join. The first approach

is to join all the needed groups at one time. The second approach is to join one FEC

groups first, after some delay, we then check if we have received enough packets to

decode the FEC block, if not, we then join the next FEC group.

For the first approach, the number of packets we are going to need can be estimated

as:

req sym = lost msg ∗ (1 + avg loss rate) + α ∗ avg variance (5.4)

In wireless networks, the packet loss variance can be very high, thus in most cases,

we might over estimate the parity packets we need. However, there is still a small

probability to underestimate the requested symbols, which may result in an undecodable

FEC block. The number of groups that we need to join is given as:

G = min


j :

j∑

i=1

num parity(i) ≥ req sym


 . . . j ≤ (m− 1) (5.5)

When we join a multicast FEC group, we need to specify the duration for which

this multicast group needs to be joined. This is specified by the grp expire parameter:

grp expire(i) = current time + delay(i) + 500ms . . . i ≤ (m− 1) (5.6)
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If the client joins all the adaptive FEC groups but still cannot decode the FEC

block, the client will send an ARQ request. To cope with the feedback explosion, an

ARQ supression algorithm is also implemented as described in the next section.

For the second approach, we first join one delayed FEC group and then we set a

timer. The timer should expire sometime before the delay time of the next delayed

FEC group and if we find out that we can not decode the FEC block, we join the next

delayed FEC group. We have tested that the IGMP join latency is about 50ms and

as such the timer expiration time is specified 100ms before the next FEC group delay

time:

timer expire(i) = current time + delay(i + 1)− 100ms (5.7)

Again, if the group has already been joined, we just need to update the expiration

time of the group, but we still have to set the timer. When the client has joined the

last adaptive FEC group but still can not decode the FEC block, the client sends an

ARQ request. If the number of lost media packets in a FEC block passed a threshold

(for example, 50% of K) it may not be sufficient to send an ARQ to ask only for parity

packets. In this case, the client sends an ARQ to ask the retransmission of the original

media packets. If we have received enough packets to decode the FEC block, or if we

need less parity pckets than that provided by the delayed FEC groups we have joined,

then we need to check if we should leave one or more multicast groups. Equation 5.5

gives the number of FEC groups that we should join. If the currently joined group

number l is bigger than g, then we should leave groups(g + 1) to group(l). For a large

number of multicast groups, this can cause a lot of multicast group join/leave overhead.

To decrease the number of joins and leaves, we introduce another parameter, let

h = min


j :

j∑

i=1

overhead(i) ≥ avg loss rate


 (5.8)

And t = max(g, h), if l > t, then we leave group(t + 1) to group(l).

5.2 ARQ Suppression Algorithm

In a multicast environment, using ARQ/hybrid ARQ, multiple receivers may send

NACKs for the same FEC coding block which may result in a NACK implosion. It is
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important to suppress the NACKs in such a case. As such, we also implement a NACK

suppression algorithm.

After receiving the last packet of a FEC coding block a client delays sending the

NACK (assuming it has lost a few packets and needs to send a NACK). This delay is

proportional to the number of requested parity packets [14].

The ARQ request is not sent immediately when the client determines it needs to send

an ARQ request. The delay for sending ARQ is proportional to the number of requested

parity packets. An ARQ request timer is inserted into the event queue. The The expiry

time of the timer is set between (K − lost msg) ∗ Ts and (K − lost msg + 1) ∗ Ts. A

random value is chosen between this window.

A higher value of lost msg (greater packet loss for a client) would imply a smaller

timer value. This way, the client that has lost the most packets will send the ARQ

request first. The ARQ request will be multicast to the ARQ request multicast group.

Other clients, on receiving this ARQ request, will compare the number of requested

parity packets in the received ARQ request to its own requirement. If it is bigger than

its own request, the client will suppress its own ARQ request. In most cases it would

not be smaller than its own request since otherwise, its timer would have expired before

the other clients’ timer. In case it is smaller, then that client also sends another request

for the remaining number of packets.

5.3 FEC Packet Encoding

In order to prevent error propagation, in our implementation each RTP/UDP/IP packet

payload contains a whole video coding unit (a video frame or a slice) so that the

packet size varies. To maintain low decoding complexity, it is desirable that the matrix

inversion is done only once for each FEC block. Therefore the locations of the received

FEC symbols need to be the same for all RS codeword rows in a FEC block. We pad

the packets to form each FEC source block.

Before generating FEC packets from a set of media packets, we first find out the

length of the largest media packet in a particular set of packets (called a FEC source
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Figure 5.1: Encoding of the FEC Packets per Block

block). Any packets shorter than the largest media packet in that source block is zero

padded (see Figure 5.1). This ensures that the length of all the packets in a particular

source block is equal. The packet size field and padding bytes are not transmitted

because the packet size of a received packet can be obtained from the IP layer of the

receiver and padding size can be calculated at the receiver. After FEC encoding, the

packet size field and padded bytes are stripped off the source media packet before

transmission. When a RS (N, K) code is used, (N −K) parity packets are generated

from K source packets.

5.4 FEC Packet Header

A FEC header is added to the FEC packets for the decoding process at the receiver.

We now describe our FEC packet header. This FEC packet header is an extension

to that defined in Pro-MPEG Code of Practice #3 Release 2, July 2004(PMCoP2).

The format of media/source packet is not changed from non-FEC system, i.e. no FEC

information is added in the media packets. The FEC-incapable receivers can subscribe

to the media multicast group and receive media packets only.

An RTP payload format for FEC parity packets has been defined in the PMCoP2 to

enable error correction of real time media. A FEC header is added in the FEC parity

packets between the RTP header and the payload. However the FEC header defined in

PMCoP2 can only support RS code with (N −K) < 8 because 3 bits of FEC packet
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Figure 5.2: FEC Packet Format

index field is used. In our design, the FEC header is extended to support RS code

with (N −K) greater than 8 by using some mask bits from the original PMCoP2 FEC

header for extended index field. Before FEC code is applied, the shorter packets are

zero-padded so that their length becomes equal to the length of the largest packet in

the source coding block(see Figure 5.1).

The FEC packet format is shown in Figure 5.2. Please see PMCoP2 and RFC 2733

for more details.

5.4.1 RTP Header in FEC Packet

The RTP header is taken according to the specification of PMCoP2. See [9] for details

on each field.

5.4.2 FEC Header of FEC Packet

The FEC header is also taken according to the specification of PMCoP2. See [9] for

details on each field. We also extend the header to suit our implementation.

5.5 FEC Protection Operation

The FEC protection operation involves concatenating specific fields from the RTP

header of the media packet, appending the payload, padding with zeroes, and then

computing the FEC across the resulting bit strings. The resulting bit string is used to
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generate the FEC packet. The following procedure may be followed for the FEC opera-

tion. For each media packet to be protected, a bit string is generated by concatenating

the following fields together in the order specified:

• Padding Bit (1 bit)

• Extension Bit (1 bit)

• CC bits (4 bits)

• Marker bit (1 bit)

• Payload Type (7 bits)

• Timestamp (32 bits)

• Unsigned network-ordered 16 bit representation of the sum of the lengths (in

bytes) of the CSRC List, length of the RTP padding, length of the extension, and

length of the media payload (16 bits)

• If media packet CC is nonzero, the CSRC List (variable length)

• If media packet X is 1, the Header Extension (variable length)

• The payload (variable length)

• Padding, if present (variable length)

Note that the Padding Bit (first entry above) forms the most significant bit of the

bit string. If the lengths of the bit strings are not equal, each bit string that is shorter

than the length of the longest, MUST be padded to the length of the longest. ”Zeros”

may be used for padding. The pad must be added at the end of the bit string. The

FEC parity operation is then applied across the bit strings. The result is the bit string

used to build the FEC packet. We call this the FEC bit string.

The first (most significant) bit in the FEC bit string is written into the Padding Bit

of the FEC packet. The second bit in the FEC bit string is written into the Extension

bit of the FEC packet. The next four bits of the FEC bit string are written into the CC
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field of the FEC packet. The next bit of the FEC bit string is written into the marker

bit of the FEC packet. The next 7 bits of the FEC bit string are written into the PT

recovery field in the FEC packet header. The next 32 bits of the FEC bit string are

written into the TS recovery field in the packet header. The next 16 bits are written

into the length recovery field in the FEC packet header. The remaining bits are set to

be the payload of the FEC packet.

5.6 ARQ Message Format

Figure 5.3: ARQ Message Format

The ARQ message format is shown in Figure 5.3. See [9] for details on each field.
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Chapter 6

Experimental Setup and Results

6.1 Experimental Setup

After having designed a scalable solution for error resilient video delivery over WLANs,

we were motivated to test its effectiveness in a real world scenario. The ORBIT (Open-

Access Research Testbed for Next-Generation Wireless Networks) developed and main-

tained by WINLAB, Rutgers University provides the necessary experimental platform

to conduct experiments typical of a real world setting.

Figure 6.1: ORBIT Testbed at WINLAB, Rutgers University

6.1.1 Introduction to ORBIT Facility

The ORBIT laboratory-based wireless network emulator uses a novel approach involv-

ing a large two-dimensional grid of 400 802.11 radio nodes which can be dynamically
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interconnected into specified topologies with reproducible wireless channel models. Fig-

ure 6.1 shows a snapshot of the main grid at the ORBIT facility.

Each ORBIT Radio Node is a PC with a 1 GHz VIA C3 processor, 512 MB of

RAM, 20 GB of local disk, two 100BaseT Ethernet ports, two 802.11 a/b/g cards and a

Chassis Manager to control the node as shown in Figure 6.2. The Chassis Manager has

a 10BaseT Ethernet port. The two 100BaseT Ethernet ports are for Data and Control.

The Data ports are available to the experimenter. The Control port is used to load and

control the ORBIT node and collect measurements.

Figure 6.2: Schematic of ORBIT Radio Node

The ORBIT support [6]:

• Remote powering on and off of the nodes and permanent check of their status: is

a node turned on, what is the processor temperature and similar.

• Imaging of the nodes’ hard disks with a custom tailored image before each exper-

iment in a very short time, typically a few minutes.

• Independent traffic monitoring system for post-mortem analysis.

• Controlled radio interference and noise injection to reach targeted SNR on the

grid, based on the work presented in [7].

• Real-time visualization of experimental results.
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6.1.2 Test Setup on the GRID at ORBIT

To emulate noisy environment we use noise generator to generate additive white Gaus-

sian noise. There are four antennas placed on the four ends of the grid which are used

for noise injection. We use a bandwidth of 20MHz and vary the noise power to emulate

the noisy and lossy environment we need to test for. Figure 6.3 shows a top level design

of a typical scenario which we test on ORBIT. We use the ARQ server and the Media

server on two different nodes. As shown in Figure 6.3, the two nodes are connected via

wired network. The two servers are also connected to APs through a wired connection

and the IGMP sniffer resides on the node(s) acting as AP.

Figure 6.3: Typical Top Level Test Setup for Experimentation on ORBIT

To run our experiments we pick up to 60 nodes to behave as receivers for our video

delivery system. It is difficult to go beyond 60 nodes because of some technical issues

with the ORBIT grid. For the scalability experiments, we randomly pick nodes in

increments of 5 or 10 and run our proxy client on them. We output our media packets

sequence numbers to a file on each node and write scripts to extract this information

from the nodes.

6.2 Results and Analysis

In this section we present the results of some of the experiments carried out with our

MHARQ system developed. We first discuss the end user experience using our system,

then validate the efficiency of our system compared to other traditional methods of
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video reception and then discuss the system scalability issues for network using the

MHARQ solution. Finally we end our discussion with the end user gain with MHARQ.

6.2.1 Visual Results

This experiment was carried out at Thomson Corporate Research, Princeton using a

LinkSys Access point operating in 802.11a mode (channel 36). We use a Microsoft Win-

dowsXP client using QuickTime player to play back the video content. The complete

system parameters are described in Table 6.1.

Table 6.1: System Parameters for a Typical Visual Result Experiment
Parameter Description

(N,K) Reed-Solomon (255,127)
Viewer Quick Time Player by Apple Inc.
Video Sequence Happy Feet
Video Bit Rate 800Kbps
MPEG Encoder MP4Box
Video Encoding H.264
Usage Scenario Typical Office Scenario at Thomson Research Labs, Princeton
Channel Bit Rate Auto
Packet Error Rate measured 5% per block (Average)

Figure 6.4: Video Quality Results on Quick Time Player by Apple Inc.

Figure 6.4 shows the video quality from the 2 clients. Client 1 (left-hand side) is

using our MHARQ solution for video reception over the wireless channel. Client 2

(right-hand side) shows the video quality without using our client proxy. Client 2 only
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joins the traditional video multicast group while client 1 joins the video multicast group

+ the FEC/ARQ multicast groups depending upon the link losses experienced by it.

6.2.2 Real-Time Network Monitor

Figure 6.5: Real Time Packet Trace Monitor

We have also developed a few graphical user interfaces (GUI) to help us analyze our

network output. This real time monitor in Figure 6.5 shows 3 plots. The bottom most

plot (red) is that of the losses experienced by a media receiver if no FEC protection

(Hybrid ARQ or receiver driven adaptive FEC) is applied to it. The second plot (green)

is that of the value of the number of media packets chosen for each encoding block. This

basically implies the ’K’ for an (N, K) Reed- Solomon code. The top most plot (yellow)

shows the number of packets received for each block. We can see that the number of

packets received for each block closely depends upon the losses experienced per block.

This shows that our adaptive FEC algorithm is highly dynamic and aggressive according

to channel conditions. Note that if the top most plot falls below the ’K’ plot, it would

imply that that block is not decodable. Basically, as long as the total number of

packets received per block is greater than ’K’ for each block, we can decode that block.

Remember, for a Reed - Solomon code, any ’K’ packets received per block can be used
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to recover the lost packets.

6.2.3 Group Join/Leave Monitor

Figure 6.6: Multicast Group Join/Leave Monitor

Another GUI developed is a Multicast Group join/leave Monitor. This GUI is useful

to see the number of multicast groups joined by our client proxy in real time. The Y-

axis of this GUI shows the overhead associated with each group. Figure 6.6 shows a

snapshot of the GUI. The first (blue) bar represents the media group which is always

joined. The other 4 bars represent the different FEC groups joined by the client proxy

at a particular instant while the last bar indicates the ARQ group joined. In this

particular figure, overhead incurred to join each FEC multicast groups was 5% while

the maximum overhead incurred to join the ARQ multicast group was 80%

6.2.4 Comparison of Different Multicast Error Recovery Schemes

We have compared 3 error recvovery schemes for video delivery:

• Staggered Adaptive Forward Error Correction (SAFEC)

• Hybrid Automatic Repeat Request (HARQ)

• Our proposed scheme, Multi Group Hybrid Automatic Repeat Request (MHARQ)

or the combined scheme of SAFEC and hARQ
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Figure 6.7: Experiment setup for the comparison of SAFEC, Hybrid ARQ and MHARQ

To compare the performance of SAFEC, Hybrid ARQ, and MHARQ we set up the

experiment on ORBIT as shown in Figure 6.7.Assume the Media streaming server and

the ARQ server connected through the wired network. Also assume 2 APs (AP1 and

AP2) connected to the streaming server and ARQ server over the wired network. The 2

APs represent two different WLANs. AP1 and AP2 work on the two different channels.

Client 1 is associated to AP1 and client 2 is associated to AP2. The 2 WLANs share

the Video and FEC/ARQ Muticast Group.

We increase the interference of AP1 channel so that the raw packet loss rate of

client 1 increases. It is equivalent that the client 1 is moving away from the access

point. However, in WLAN2 we keep the packet loss rate of client 2 at around 5%. We

use a Gilbert model to emulate such a linear increase in average link loss using packet

filtering. Note that we cannot use the ORBIT noise generator due to granularity issues

to emulate this type of linear increase in packet loss.

Table 6.2 shows the FEC/ARQ multicast group configurations for the 3 different

schemes. For the SAFEC scheme we use 5 FEC groups and 1 Video group. The percent

overhead incurred to join each group is shown in Table 6.2. The first FEC group in

all the 3 schemes is not delayed, while the remaining FEC groups have a time delay of

0.1,0.2,0.3,0.4,0.5 seconds for FEC group 1,2,3,4,5 respectively. Also, the first group is
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Table 6.2: Multicast Group Overhead for the Different Schemes for Video Delivery

System FEC 1 FEC 2 FEC 3 FEC 4 FEC 5 ARQ Group

SAFEC 5 5 10 15 65 -

HYBRID 5 - - - - 95

MHARQ 5 5 5 5 - 80

always joined in all the three schemes by the clients to overcome random packet losses.

Figure 6.8: Overhead Incurred by Client on AP1

We compare the overhead incurred by the client for the three schemes to recover the

lost packets on the wireless channels for AP1 and AP2. Figure 6.8 shows that as the

losses increase from 5% to 30% on AP1, the network overhead (only data traffic down-

link considered) associated to recover the packets also increases. We define overhead in

this context as:

Overhead% =
numberofFECpacketsreceived

numberofmediapacketsreceived
(6.1)

All of three schemes are able to adapt the FEC overhead to recover the lost packets

when the raw packet loss rate changes. Under AP1, the overhead incurred by hybrid

ARQ and MHARQ scheme are close. The overhead of SAFEC is higher than hybrid

ARQ and MHARQ scheme. This is because the granularity of the FEC in each SAFEC



45

delayed multicast group is high. With hybrid ARQ the client 1 can request the amount

of FEC packets exactly required to recover the lost packet. No additional packets are

received. We see that our combined scheme (MHARQ) performs close to the HARQ

solution.

Figure 6.9: Overhead Incurred by Client on AP2

Figure 6.8 would imply that HARQ achieves the lowest overhead and hence should

be favorable to use for video multicast over wireless LANs if there is only one AP per

video streaming and ARQ server. However, the HARQ solution does not scale well

assuming a number of APs each with a different link loss rate. In this scenario for

WLAN2, even though the link loss rate is only 5% we see that because of an increase in

link losses in WLAN1, the overhead traffic in WLAN2 using HARQ increases (since both

WLAN1 and WLAN2 share the Video/FEC/ARQ multicast group). All the clients will

receive the extra redundant FEC packets in WLAN2 even though they request a small

number of packets. This is because there is only one multicast ARQ group. In these

cases, both SAFEC and the MHARQ solution scale well since a client in WLAN2 would

only join the first FEC group (10% overhead). This is evident from Figure 6.9 where

the overhead using SAFEC and MHARQ is close to 10% but increased linearly for the

case of HARQ. In summary, the MHARQ scheme can achieve better performance when

there are multiple APs.
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6.2.5 Scalability Tests on ORBIT

Figure 6.10: ORBIT Setup on 400 Node Grid

We now discuss the scalability issues and results obtained with our solutions. Hav-

ing implemented a reliable video delivery system, we were also motivated to find out

how system and networks parameters would behave under a HOT SPOT environment

(typical deployment scenario for our system). In this setup (see Figure 6.10), we ran-

domly choose 60 nodes on the ORBIT grid to behave as clients receiving the video.

The AP is placed in the middle of the grid. Noise injection takes place from the four

corners of the grid. The noise antennas are placed at the four corners and have the

same power. Table 6.3 shows the detailed system configuration for this setup.

Residual Packet Losses

Figure 6.11(a) shows the packet loss experienced at the clients when they do not use

any correction schemes. We can see that with an increasing noise level, the packet

loss increases at the clients. We do not increase noise beyond -35 dB because after
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Table 6.3: System Parameters for the Scalability Tests on ORBIT
Parameter Description

ESSID wlancast
Security Open
Channel 48
Transmission Power 16dBm
Video Source ”Catch Me if You Can”
Video Bit Rate 700 kbps
Noise Injection AWGN(till 5% loss) and packet filtering (>5% loss rate)
Noise Bandwith 20MHz
Channel Bit Rate Auto
1st Multicast Group Video Group
2nd Multicast Group 5% FEC
3rd Multicast Group 5% FEC
4th Multicast Group 5% FEC
5th Multicast Group 5% FEC
6th Multicast Group ARQ Retransmission Group (max 80% overhead)
7th Multicast Group ARQ Request Group

this level, certain clients behave very poorly (packet losses in excess of 50% per block)

and in such degrading environments, no scheme can be used to recover video quality.

This is inherently an issue with the fine calibration of the noise antennas. Instead, to

emulate a noise environment with packet losses in excess of (2 3 %) we use a Gilbert

model and simulate packet filtering. We drop packets at the receiver to simulate a noisy

environment (average 5% packet loss per block)

Figure 6.11: Packet Loss (a) Without MHARQ and (b) Residual Packet Loss with
MHARQ used
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Figure 6.11(b) shows the residual packet loss for the same clients. Note the Y-Axis

scale on both the graphs for comparison. We can see that our scheme performs well on

an average for around 60 clients. The packet loss is at a maximum of around 0.09% per

block which is almost close to no packets lost per block.

Downlink Overhead

Figure 6.12: Overhead incurred to Join Additional Multicast Groups

Figure 6.12 shows the overhead packets requested by the clients. The actual number

of packets received by the clients is lesser than this number because of losses in the FEC

groups also. In the no noise case, when the packet loss is around 1%, we see that on

average the clients join either 2nd or 3rd multicast groups (total overhead of 5% or

10%). For a packet loss of up to 5-6% (Markov model) we see that the clients at

maximum join 2nd, 3rd and 4th multicast groups in some cases (total overhead of 5%,

10% or 15%). The average overall overhead is around 12%. Ideally, with a 5% packet

loss we would need a minimum of 7% overhead to correct the losses. This also shows

that our receiver driven adaptive algorithm is very aggressive and dynamic. Also, we

can see that this solution scales very well for an increasing number of clients.
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Uplink Overhead

The above Figures have considered the downlink’s scalability when using MHARQ.

They discuss the data traffic from the server to the clients. It is also important to

discuss some scalability results on feedback (uplink traffic).

IGMP Join/Leave Overhead

Figure 6.13: IGMP Join/Leave Overhead per Block

We first show how the multicast group subscription overhead behaves. As explained

before, we use IGMP for the multicast group subscribe/unsubscribe. To calculate the

number of join/leaves we use an IGMP sniffer at the Access Point. We see that (Figure

6.13) with no/very low noise levels, the IGMP overheads are much less that 1 message

per block. For around -35 dB, the average number of join/leaves is 3 per block (1 for

video, 1 for ARQ request Group and 1 for FEC group). For around 5% packet loss this

number scales to around 6-7 messages per block (1 for video, 1 for ARQ request Group,

4 for FEC Groups and 1 for ARQ Retransmission Group). These results imply that

the IGMP subscription overhead scales fairly well with around 60 clients deployed.
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Figure 6.14: ARQ Supression Results

ARQ NACK Overhead

We also show some results on the ARQ NACK messages send by the clients. We

discuss the ARQ NACK message overheads received by the ARQ server for different

noise levels. For the Gilbert model (5% packet loss per block) we can see the classical

feedback implosion problem shown in Figure 6.14 by the blue plot. The number of

ARQ retransmission messages increases drastically as the number of clients increase.

However, using our suppression algorithm, we can see that this number is stable (around

0.5 messages per block on average). One important note however in these graphs is

that, even though we simulate the losses at around 5%, the actual losses for both these

comparisons are not same. Without suppression, the actual packet loss is around 6.5%

per block and with suppression the actual packet loss is around 5.8% per block. Since

it is very difficult to compare exact packet losses for a wireless environment in the two

systems, we have used such an approach. It is important to study the nature of the

graphs for these two cases rather than the actual values which may vary slightly because

of the difference in packet losses.
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Figure 6.15: Comparison of Video Quality using MHARQ

6.2.6 Overall Gain As Experienced by an End User

In this particular experiment we show the gains achieved through our system as expe-

rienced by an end user streaming video over a wireless channel. We have a single user

connected to the AP and the video server streaming video to the client associated with

the AP. We have our MHARQ proxy running on the client.

Figure 6.16: Overhead incurred Using MHARQ
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Figure 6.15 shows the average correctly received video packets % per FEC block for

increasing noise levels. The blue plot has no protection and shows that the received

video quality degrades as the noise levels increase from -20 dBm to -15dBm. However,

using our MHARQ solution (red plot), the client can receive acceptable video quality

upto -16dBm packet loss. However, our system also fails beyond -16dBm. Figure 6.16

shows the overhead incurred by the client to maintain an acceptable video quality for

the increasing noise levels.
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Chapter 7

Conclusion

In this work, we have proposed and implemented an efficient and an error resilient

simple a video distribution system. We have explored the two traditional schemes for

video distribution - receiver driven FEC and hybrid ARQ. Our solution combines the

advantages of both these schemes with a minimal increase in system complexity. We also

propose schemes to reduce the multicast group membership overhead associated when

a client joins a FEC/ARQ multicast group. Our system is also backward compatible

implying that clients that do not understand FEC can also join the media group and

receive video (with a loss in quality since there is no error recovery). Using ORBIT, we

also investigated the impact of FEC overhead on for a large number of clients. We also

show that our system is scalable for a large number of clients in a small area (typical

of a WLAN hot spot). The initial results seem favorable and they provide us valuable

insight in improving our algorithms and optimizing system operation parameters. The

effectiveness of staggered FEC and hybrid ARQ for improving video multicast quality

has been demonstrated by real systems on ORBIT. We also see that varying the system

parameters (amount of FEC overhead in each group) has a considerable effect on the

overall network overhead for a large number of clients.

7.1 Future Work

We need to investigate further on how well our system behaves for more than 60 clients.

With the advent of HDTV in home multimedia, it is also challenging to find out how

very high bit-rate, delay sensitive real time applications can be reliably delivered to

mobile clients on a wireless network. We also provide equal FEC protection to all the

video frames in our solution. It is well-known that I frames need better protection than
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B/P frames in MPEG Video. Hence it may be beneficial to provide more protection to

these I-frames rather than B/P frames. Other issues include a detailed video quality

assessment as a function of video bit rate and WLAN user parameters like location,

service requirement and packet error rate.
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