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Electronic devices that make up 99% of the computer processor and 

memory market are based on silicon (semiconductor) and silicon dioxide 

(insulator) technology. Unfortunately the key transistor gate stack structure within 

the “traditional” technology has reached an intrinsic physical scaling limit; the 

ultrathin gate oxide, already at 1nm thickness, cannot be made thinner without 

resulting in an intolerably high leakage current and reduced drive current. This 

limitation can be avoided by replacing the thin gate dielectric with a thicker film of 

an alternative material with a permittivity higher than that of SiO2, an 

accomplishing that has been realized in production just as this thesis goes to 

press. To further increase device performance, replacing the Si semiconductor 

with germanium as an alternative channel material is an attractive option for its 

high mobility and narrow band gap. However, the lack of a stable insulating oxide 

with high quality electrical properties prevents the fabrication of competitive Ge-

based metal oxide semiconductor field effect transistors (MOSFETs). 
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This dissertation reports the study of potential future-generation transistors 

with high-k dielectrics (HfO2 and Al2O3) on Ge substrates. A brief review of 

current research and development is first given followed by an introduction of the 

thin film characterization techniques used in this work. Various cleaning 

treatments as well as surface passivation methods using wet chemistry have 

been investigated on Ge substrates. Next, thin high-k dielectric films of HfO2 and 

Al2O3 have been deposited on Ge using atomic layer deposition (ALD). ALD 

permits films to be grown with monolayer control and excellent film conformality. 

Physical, chemical and electrical characterization has been performed on 

the multilayer film structures.  Optimization of the film growth has been 

developed and we have demonstrated high quality with Au/HfO2/Ge nMOS 

devices. Capacitance-voltage electrical measurements show that sulfur 

passivation methods on Ge greatly decrease the interface state density and 

improve the device electrical properties. The same improvements have also been 

observed on the similarly processed Ge-based MOS capacitors with Al2O3 

dielectric layers. 
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Abbreviation 

 

AES Auger Electron Spectroscopy 

AFM Atomic Force Microscopy 

ALD Atomic Layer Deposition 
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CVD Chemical Vapor Deposition 
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FT-IR Fourier Transform Infrared Spectroscopy 
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ITRS International Technology Roadmap for Semiconductors 

KE Kinetic Energy 

LCD Liquid Crystal Display 
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MOS Metal Oxide Semiconductor 

MOSFET Metal Oxide Semiconductor Field Effect Transistors 

NRA Nuclear Reaction Analysis 

OLED Organic Light Emitting Device 

PC Personal Computer 

PDA Post Deposition Annealing 

PVD Physical Vapor Deposition 

RBS Rutherford Backscattering Spectroscopy 

RMS Root Mean Square 

RTA Rapid Thermal Annealing 

TFEL Thin Film Electroluminescence 

TMA Trimethylaluminium 

UHV Ultra High Vacuum 

USB Universal Serial Bus 

UV Ultraviolet 

VLSI Very Large Scaled Integrated Circuit 

XPS X-ray Photoelectron Spectroscopy 
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Chapter 1 Introduction 

Section 1.1 Scaling in CMOS Technology 

The key to the growth of the microelectronics industry during the last 30 

years has been the drive to ever smaller dimensions using the principles of 

“device scaling”. The basic idea of scaling is to reduce the dimensions of 

electronic devices for computation and memory in order to increase the density 

and speed of integrated circuits, and decrease the cost and power consumption 

per unit function.  

 

1.1.1 Moore’s Law 

The semiconductor industry has been growing and prospering 

continuously since the early 1970s. Each month smaller and faster electronic 

products appear on the market due to of the rapid growth of semiconductor 

technology. In order to satisfy the demand for faster circuits, higher packing 

density and lower power dissipation, the dimensions of metal–oxide–

semiconductor field-effect transistor (MOSFET) devices (complementary MOS, 

CMOS, in particular) are being scaled down according to the International 

Technology Roadmap for Semiconductors (ITRS) [1], a guidebook for the field. 

Gordon Moore, one of the founders of Intel predicted that the number of 

transistors on a chip would quadruple every 36 months, later updating his 

prediction to quadrupling every 24 months [2, 3]. This prediction is known as 
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Moore’s Law. The number of transistors in an integrated circuit was about 2000 

at the time he made his observation. By the end of the current decade, one billion 

transistors (per die) will be achieved. Figure 1-1 illustrates this for a range of 

processor families [4-9].  

 

Figure 1-1: Number of transistors within a die over  time [10]. 

 

1.1.2 Origins of MOSFET Scaling 

Figure 1-2 shows the structure of an n-channel MOSFET. In the dorminant 

Si technology, the main dielectric material of the MOS capacitor, SiO2 (recently 

SiON), is sandwiched between doped poly-silicon (the gate) and a Si substrate. 

While applying a positive bias on the gate, an electric field across the dielectric 

layer will draw electrons into the region just below the dielectric, forming a 

conductive channel, the n-channel, and switch on the device. 
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Figure 1-2: The structure of n-channel MOSFET.  

The drain-source current for a long-channel MOSFET operating in the 

saturation region is given by, 

� �� �
�
�

�� ��
�
�

	 
 �� � 
 � �
�
 

where �  is the channel mobility, �  and �  are the width and length of the channel 

region, respectively, 
 ��  is the gate-source potential, and 
 �  is the threshold 

voltage.  

In order to increase the drain-source current � �� , one can optimize the 

device by (1) reducing the length of the channel � , (2) increasing the channel 

mobility �  of the substrate, and (3) increasing the MOS capacitance � �� :  

(1) Shrinking of the transistor gate length �  reduces the carriers travelling 

distance and hence the time between source and drain; thus the drain-source 

current increases and the device speed increases. Reducing the gate oxide 

thickness along with the channel length �  also helps to maintain the gates 

electrode control over deleterious “short channel” effects [11].  
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(2) Replacing silicon with a higher channel-mobility semiconductor to 

increase �  will be discussed in detail in Section 1.3.  

(3) The capacitance � ��  of a MOS capacitor, essentially a parallel plate 

capacitor, is given as, 

� �� � 
� �
�

� ��
 

where 
  is the relative permittivity of the gate oxide (dielectric constant), � � is the 

permittivity of vacuum, �  is the capacitor area, and � ��  is the gate oxide physical 

thickness. Either reducing the thickness of the gate oxide layer � ��  or using 

dielectric materials with a higher dielectric constant 
 , will helps increase the gate 

capacitance � �� . This allows the gate potential to modulate more channel charge 

and is especially important as the supply voltage scales down. 

Much of the progress in Si microelectronics has been driven by the ability 

to continually shrink the lateral (�  and � ) and vertical � ��  dimensions of the 

MOSFET to increase performance and decrease die area, a process referred to 

as scaling [12]. In order to maintain the same transistor parameters such as 

threshold voltage and capacitance, the shortening of the transistor channel 

length leads to a corresponding scaling of  the gate area and gate oxide 

thickness [11].  

To be able to follow scaling according to the ITRS, the SiO2 film thickness 

used in manufacturing should be below 1nm within the next few years as shown 

in Figure 1-3, or a new dielectric must be used (more details in next section). 
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Figure 1-3: Equivalent oxide thickness scaling in I nternational Technology Roadmap for 

Semiconductors [1]. 

 

Section 1.2 The Need for Alternative Gate Dielectri cs 

Scaling of traditional CMOS technology with SiO2 results in a dramatic 

increase in leakage current and degrades the device performance. Higher 

permittivity (high-k) dielectric materials and metal electrodes are now considered 

as the best way to solve the leakage problem while continuing to scale devices. 

 

1.2.1 Reduction of Leakage Current with High-k Diel ectric 

Traditional scaling, which has guided, and in some sense driven the 

semiconductor industry for the last 30 years, is reaching some fundamental limits 

when using standard material building blocks of the CMOS process [1, 13-15]. 
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One of the biggest challenges in the traditional process shrinking approach is the 

SiO2 gate insulator.  

Thermally grown oxide (SiO2) has been used as a gate dielectric since the 

introduction of MOSFET devices. Because silicon dioxide has high compatibility 

with Si substrate, simple grow-process on Si and excellent insulator properties, 

Si has been the leading semiconductor for decades. However, as this thin SiO2 

gate oxide of only a few atomic layers is scaled below 1.5 nm, it permits a 

dramatic increase in the direct tunnel leakage current through the insulator and 

reduces the drive current. Gate leakage current reduces the on-off current ratio 

of the device, creating heat which could possibly lead to a break-down of the 

device. This causes the fundamental limitation to further scaling.  

 

Figure 1-4: Suppression of the direct tunnel leakag e current by introducing a high-k gate oxide. 

The high leakage current and the inadequate reliability of the SiO2 layer 

less than ~1.5 nm thick suggests a need for a replacement of SiO2 with a thicker 

dielectric material with a higher permittivity 
 . High k dielectrics reduce the 

leakage current by providing a thicker film while electrically behaving as a thinner 
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equivalent dielectric as illustrated in Figure 1-4. Therefore high-k materials are 

excellent candidates for replacements to the traditional SiO2 gate oxide. 

 

1.2.2 Effective Oxide Thickness 

By assuming the same capacitance is achieved using SiO2 as a dielectric, 

the Equivalent Oxide Thickness (EOT) of an alternative gate dielectric layer is 

given by: 

��� � � ��
� 	
� �

�
� � ��

���



 

This equation means that with a high dielectric constant, a thick gate dielectric 

layer gives an appropriate capacitance value equal to that of an equivalent thin 

SiO2 layer.  Usually, the gate dielectric consists of several layers, e.g. a lower-k 

interfacial layer and higher-k layer. In terms of EOT, the series capacitance can 

be written as: 

��� ����
 � ��� �
���� � � ��� 
����  

Any low-k interfacial layer contributes to the overall EOT value and thus should 

be minimized in order to achieve as low an EOT as is required. 

 

1.2.3 Guidelines for Choosing High-k Dielectric 

Some important properties of high-k dielectrics must meet the 

requirements of the ITRS in order for the next generation of MOSFET to have a 

successful performance. For example, in order to reduce the gate leakage 
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current, a dielectric constant value of 8-30, a barrier height greater than 1.0 eV 

between the substrate and the dielectric [16, 17] and a sufficient bandgap (>5 

eV) [17] are required. If the dielectric constant is too high, a large electric field will 

exist along the channel edges. If the barrier height is too low, it will increase the 

tunneling across the gate. A general trend from Clausius-Mosotti relation is that, 

as the dielectric constant increases, the bandgap decreases. This leads to lower 

barrier heights and hence greater thermal emission and tunneling.  

From a process point of view, candidates of alternative gate dielectrics 

must meet a set of criteria such as thermodynamic stability, interface quality, and 

film morphology [18]. Many dielectric materials have been investigated, but very 

few appear promising with respect to all the guidelines listed above. These 

include the group IIIB metal oxide Al2O3 [19-24], the group IVA metal oxides HfO2 

[25-29], ZrO2 [30-34] and the group VA oxide Ta2O5 [35-37]. Oxides of binary 

alloys, such as ZrAlxOy [38, 39] have also been studied because of the attempt to 

combine the desirable qualities of the two metal oxides while eliminating the 

undesirable properties of each individual material. Metal silicates such as Zr and 

Hf-silicates are also considered as promising materials because they exhibit high 

thermal stability [40-42]. 

Furthermore, an alternative gate dielectric should have a low oxygen 

diffusivity, a low density of defects and a high thermal stability with the substrate 

so that interfacial reactions with the adjacent layers are minimized. The 

requirements mentioned above limit the gate dielectric candidates to only a few 

(Figure 1-5), among which the oxides of Al, Hf and Zr are the most promising. 
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Figure 1-5: Bandgap as a function of dielectric con stant for several alternative high-k dielectrics [4 3].  

 

Section 1.3 Germanium-based MOSFET 

Using semiconductors with high channel mobility can also improve the 

performance of MOSFETs by enabling faster speed and lower power dissipation. 

Germanium has drawn a lot of attention to replace Si for the next generation of 

CMOS technology, and is already used in other high performance devices. 

 

1.3.1 Germanium 

Germanium, like silicon, is a group IV element which has a diamond lattice 

composed of two interpenetrating face centered cubic (FCC) lattices, each 
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displaced 1/4 of a lattice constant in each direction from one another. Each site is 

tetrahedral coordinated with four other sites in the other sublattice. Among the 

elements of group IV, only Ge and Si are widely used as semiconductors.  

The main uses for Ge are in transistors and as dopant materials in optical 

fibers. As substrates, Ge is also extensively used in epitaxial growth of III-V 

compounds. The lattice constant of non-polar Ge is 5.6461 Å at room 

temperature, having less than 1% difference than the polar GaAs lattice constant 

of 5.6537 Å. This suitable value of Ge lattice constant enables several 

semiconductor compounds to be grown on it without a significant strain field. 

 

Figure 1-6: Bandgap and lattice constants of the mo st relevant semiconductor materials related to 

germanium. 

Ge has been considered as a replacement channel material of Si for 

future high-speed CMOS technology because bulk Ge has higher electron and 



11 

 

 

hole mobilities than Si (2X higher for the electron mobility and 4X higher for the 

hole mobility) at room temperature. This enables more efficient source injection 

and shorter CMOS gate delay, and is due to the low effective electron and hole 

masses. Its smaller energy bandgap (~1/2X that of Si) can let Ge-based 

MOSFETs survive  
 ��  scaling. Interestingly, the very first transistor in 1947 was 

made of Ge. Unfortunately, Ge has suffered from the lack of a high quality native 

oxide for device applications [44]. The native germanium oxide is hygroscopic 

and water-soluble which hinders the processing and application of Ge CMOS 

devices. This is why Si was used to replace Ge as a main channel material in 

CMOS technology in the past thirty years.  

 

Table 1-1: Properties of Si and Ge at 300K. 
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In potential future Ge-based CMOS and photo detectors, a high quality 

Ge-dielectric interface is essential to device performance. High-k gate dielectric 

MOS transistors based on Ge have been investigated in the hope that deposited 

high-k gate dielectrics may exhibit better electrical characteristics than the poor 

quality germanium oxide gate dielectric layer. High-k gate insulators made of 

HfO2 [45-47], Al2O3 [47] and ZrO2 [48] as well as germanium oxy-nitride [49] have 

recently been studied for Ge-based MOSFET devices. 

 

Section 1.4 Passivation of Germanium 

Ge, like Si, substrates are very reactive toward oxygen and other species, 

In part because of the dangling bonds on the surface. Surface passivation, the 

termination of these bonds with elements like H, N and S, helps stabilize the 

surface. Passivation of Ge substrates is necessary to minimize contamination of 

the surface. For example, without surface passivation, Ge substrates can be 

inert-gas ion-sputtered in order to obtain a clean Ge surface, although this 

degrades the surface severely by inducing damage [50, 51].  

A related, in some sense more general, reason to passivate Ge surfaces 

is to improve the dielectric/Ge interface which greatly affects the performance of 

the device. When high-k materials are used as the gate dielectric on Ge, serious 

problems arise during processing. The most challenging one is the formation of 

an interfacial GeOx layer between the high-k gate dielectric and the Ge substrate 

during the deposition of high-k dielectrics or post annealing processes [52]. Since 
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a high temperature process is required to activate dopants in the source and the 

drain, it can lead to unwanted reactions: (1) between the dielectric and Ge, (2) in 

the dielectric, (3) between the dielectric and the metal gate, and/or (4) metal 

diffusion through the gate dielectric and into the channel. This makes it very 

difficult to have the ultra thin EOTs needed in future devices. High temperatures 

also change the film morphology of the dielectric into crystalline or polycrystalline 

materials. The leakage current increases and the flatband and threshold voltages 

can shift due to several reasons, including the large grain boundaries associated 

with a polycrystalline film allowing carriers and dopants to move more easily 

through the material.  

To summarize, an effective passivation treatment should be chemically 

stable, protect the substrate from unwanted oxidation and contamination, and 

help minimize interface or surface-induced carrier recombination. In order to 

achieve these, clean Ge surfaces are usually passivated by saturating the 

surfaces with H, N, Cl, S, or other species as discussed below. 

 

1.4.1 Passivation with Hydrogen 

One possible way to passivate Ge is to saturate dangling bonds on the 

surface with hydrogen. Because of the success of hydrogen passivation on Si 

substrates in the development of the semiconductor industry, hydrogen 

passivation on Ge substrates has been studied [53, 54]. Clean oxygen-free H-

terminated Ge surfaces can be obtained with wet chemical treatments. However, 
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like H-terminated Si, the stability of H-terminated Ge is not good. Bodlaki has 

reported that the H-terminated Ge(111) surface is very unstable under ambient 

conditions [55]. Rapid absorption of hydrocarbons has also been observed on H-

terminated Ge(100) [56]. 

 

1.4.2 Passivation with Nitrogen 

Nitrogen addition (nitridation) is also used to improve the reliability of Ge-

based MOSFETs through the formation of strong Ge-N bonds [57-60]. The 

nitrogen incorporation, with Ge to form a Ge oxynitride or Ge nitride layer, 

provides higher thermal stability and a higher dielectric constant than that of 

GeOx. These nitride-based dielectrics can be used not only as a buffer layer for 

the growth of high-k gate dielectrics on Ge, but also as a gate insulator for Ge-

based MOSFET [59-65]. 

 

1.4.3 Passivation with Chlorine 

Cl-terminated Ge surfaces are prepared usually with hydrogen chloride 

(HCl) [66, 67]. The etching mechanism is different on Ge(100) and Ge(111) 

surfaces. On the Ge(111) surface, only Ge mono-chloride is formed [67]. Both 

Ge mono-chlorides and di-chlorides are found on Ge(100) surfaces [66]. 

However, the Cl-terminated Ge surfaces are not stable in air; their rapid re-

oxidization is thought to be due to incomplete Cl-termination  [55]. 
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1.4.4 Passivation with Sulfur 

Another promising solution is using sulfur to passivate a Ge substrate 

before the deposition of high-k gate dielectrics. Similar to nitridation discussed 

above, this sulfur passivation layer can also form a buffer layer to prevent the 

formation of interfacial GeOx. Experimental [68-71] and theoretical [72, 73] 

studies of low pressure adsorption of sulfur on clean Ge(100) have shown that 

the sulfur is bridge bonded to the surface Ge atoms. Furthermore, for a sulfur 

coverage of 1 ML, all of the Ge dangling bonds are saturated, resulting in the 

S/Ge(100)-1x1 surface being ideally terminated [69]. Recently, Ge surface 

passivation with sulfur using aqueous ammonia sulfide (NH4)2S has been 

demonstrated [74-76]. The S-terminated Ge surface proves to be much more 

stable in air than H- and Cl-terminated Ge surfaces [55]. Compared to nitridation, 

sulfur passivation resulting high-k/S-Ge/Ge stacks yields a lower fixed charge 

and interface state density as well as higher stability [74] and lower Schottky 

barrier height [75], as will be discussed in more detail below. 

 

Section 1.5 Objectives of This Study 

The purpose of this work is to investigate the effects of wet chemical 

cleaning and sulfur passivation on Ge and show the improvements to 

performance of high-k dielectric Ge MOSFET, especially the lower interface 

trapped charges and interface state density. Device parameters will be extracted 

from electrical property measurements of MOSFET devices. 
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Section 1.6 Structure of the Dissertation 

This dissertation will correlate the material properties (physical and 

chemical) with device electrical characterization. 

Chapter 2 is a description of the surface characterization techniques used 

in this work. 

Chapter 3 investigates the effects of different wet chemical cleaning 

methods on Ge and optimizes the process of sulfur passivation. 

Chapter 4 describes the mechanism of atomic layer deposition used in this 

work for the deposition of high-k dielectrics, as well as the home-made ALD 

system that we built. 

Chapter 5 provides a detailed introduction to capacitance-voltage 

measurements as an electrical characterization technique to investigate the 

improvements of high-k/Ge-based MOSFET with different cleaning and 

passivation methods on Ge surfaces. 

Chapter 6 concludes the thesis and proposes future works. 
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Chapter 2 Thin Film Characterization Techniques 

Several thin film characterization techniques including XPS, RBS, AFM and 

FT-IR have been used to study the physical properties of high-k films as well as 

their interfaces with Ge substrates. In this chapter, the principles of each 

technique will be briefly introduced along with a description of the instruments 

and settings used in this work. 

 

Section 2.1 X-ray Photoelectron Spectroscopy 

X-ray photoelectron spectroscopy (XPS), also known as electron 

spectroscopy for chemical analysis (ESCA), is a quantitative spectroscopic 

technique that yields information on the electronic structure, elemental 

composition and chemical state in the near surface region (< 5 nm) of a material. 

It has its origins in the discovery of the photoelectric effect by Hertz [1], was 

given a more precise energetic description by Einstein [2] and was further 

developed in the work by Robinson and Rawlinson [3] of X-ray photoelectron 

spectra for different metals. Later, Siegbahn, et al. [4, 5] developed XPS into a 

sensitive, high resolution method for the determination of the binding energy of 

the electrons for which he was eventually awarded the Nobel Prize. Today XPS 

is a standard technique capable of providing valuable information about the 

electronic structure, the chemical composition and the stoichiometry near the 

surface of the sample. 
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2.1.1 Principle of XPS 

XPS spectra are obtained by irradiating a material in vacuum with a beam 

of soft X-rays while simultaneously measuring the kinetic energy and number of 

electrons that escape from the top several atomic layers of the material being 

analyzed. XPS requires ultra-high vacuum (UHV) conditions. During analysis, the 

pressures of chambers that were used in this work were in the 10-9
-10-10

 Torr 

range. Figure 2-1 shows the schematic drawing of the primary XPS system used 

in this study. 

 

Figure 2-1: Schematic drawing of XPS system. 

Photons in the x-ray range of the spectrum can have energies as high as 

10 keV and when allowed to interact with atoms will interact with orbiting 

electrons primarily via a conventional photon absorption process [6]. Both 

monochromatic aluminum K-alpha x-rays (1486.7 eV) and non-monochromatic 
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magnesium K-alpha x-ray (1253.6 eV) are commonly used. Typically, 

monochromatic aluminum x-rays have better energy resolution (0.4-0.6 eV) than 

non-monochromatic magnesium x-rays (0.9-1.0 eV). For much higher energy 

resolution, high-intensity, narrow-energy-width synchrotron radiation, is used. 

If the photon energy is higher than the binding energy of core electrons in 

a material, the photons can interact with it and generate a photoelectron. Only 

those electrons originating from the surface, or a few atomic layers below, can 

escape from the surface to reach the detector and contribute to an XPS peak. 

Electrons that scatter on their way out of a solid contribute to the broad 

secondary electron background. Since the mean free path of electrons in solids 

is very small, most of the detected electrons come from the top 5 nm of the 

sample. This makes XPS a surface-sensitive technique for chemical analysis [7].  

 

Figure 2-2: Energy-level diagrams showing the elect ron transitions in XPS. 
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Figure 2-2 illustrates the electronic transition involved in XPS. First, an 

electron is ejected from one of the core electronic levels by an incident X-ray 

photon.  The kinetic energy ��  of the emitted core electron as measured by the 

instrument is: 

�� � �� � �� � � �

where ��  is the energy of the incident X-ray photons, ��  is the binding energy of 

the atomic orbital from which the emitted electron originates, and �  is the work 

function of  the spectrometer.  

Because each element has a unique set of binding energies, XPS spectra 

can be used to identify and determine the concentration of the elements in the 

surface. The binding energy of a core-level electron depends also on the 

surroundings of the atoms. Variations of binding energies for an element in 

different chemical compounds can arise for various reasons such as: difference 

in the oxidation state, difference in the molecular environment, different lattice 

parameters, etc. Binding energy shifts due to these effects are usually called 

chemical shifts and can be used to identify the chemical oxidation states of the 

materials being analyzed [8]. The binding energy shift can be expressed in the 

following equation: 

��� � �� � �� � � �� � ��  

where �� �  is the binding energy of the core-level electron in the isolated atom. 

The intra-atomic part ��  can be described in terms of the effective charge �  of the 

atom in a molecule or crystal as �� � 
� , where 
  is a constant for the chemical 

element. The extra-atomic part ��  is the potential energy produced by the 
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surroundings. This part is often referred as Madelung potential. Identification of 

chemical states of an atom can be made from the exact measurement of the 

peak positions and their chemical shifts. 

 

2.1.2 Atomic Sensitivity Factor 

From peak areas of XPS spectra, quantitative data such as the relative 

concentration of the various constituents can be obtained. In order to calculate 

the relative concentration for each constituent, a sensitivity factor for each 

element has to be either known or determined. For a sample that is 

homogeneous in the analysis volume, the number of photoelectrons per second 

in a specific spectral peak �  is given by [7]: 

� �  !"#$%&�� �

where !  is the atomic concentration of the element (atoms/cm3), "  is the x-ray 

flux (photon/cm2-sec), # is the photoelectric cross-section for the atomic orbital of 

interest (cm2), $ is the instrumental angular efficiency factor between photo path 

and detected electron, % is the efficiency in the photoelectric process for 

formation of photoelectrons of the normal photoelectron energy, & is the mean 

free path of the photoelectrons in the sample, �  is the area of the sample from 

which photoelectrons are detected and, �  is the detection efficiency for electrons 

emitted from the sample. The atomic sensitivity factor '  is then defined as: 

' �  "#$%&�� �
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With sensitivity factors known, the stoichiometric ratio of two elements A and B 

can be determined from the peak height or peak areas:  

! �

! �
 �

�� ' �(

� � ' �(
 �

where ' �  and ' �  are the sensitivity factors for the elements, which are tabulated 

and listed in literature [7]. The expression may be used for all homogeneous 

samples if the ratio ' � ' �(  is matrix-independent.  

 

Table 2-1: Values of XPS atomic sensitivity factors  used in this work [7]. 

 

2.1.3 Depth Profiling Using XPS 

XPS can be used for depth profiling, the in-depth distribution analysis of 

the chemical or elemental composition of a sample. From XPS spectra, the 

chemical state composition versus depth analysis can be obtained either by 

destructive or non-destructive techniques. 

The destructive depth profiling technique involves removal of the top layer 

of samples while XPS spectra are analyzed. Usually ion sputtering with a known 

sputtering rate is used. This method allows for the determination of the 

composition over a wide range of thickness (from nanometers to microns). 

However, sputtering can easily lead to a change in surface stoichiometry and 

structure,
 
and should be used with caution. 



27 

 

 

Figure 2-3 shows a comparison of XPS and RBS (discussed in Section 

2.2) depth profiling on a Ge/SiO2/Si sample [9]. Ge was ion implanted into the 

thermally grown SiO2 layers of about 500 nm thickness. The XPS measurements 

were done using the following parameters: Al-K�  x-rays, Ge2p peak at 1217 eV, 

binding energy (BE) = 270 eV kinetic energy, and sputtering with Ar+ primary ions 

(3 nm/min). The element depth distributions from both techniques are in good 

agreement. 

 

Figure 2-3: Comparison of XPS (a) and RBS (b) depth  profiling on a Ge/SiO 2/Si sample annealed in O 2 

[9]. 

After a photoelectron escapes from an atom, it travels some distance 

inside the solid before it escapes to vacuum or is scattered. On the way, either 

elastic or inelastic collisions occur within the lattice atoms. Electron kinetic 

energy remains unchanged in elastic collision but decreases in inelastic 

collisions. Inelastically scattered electrons will form part of the spectrum 

background or will not escape from the solid. The probability for photoelectrons 

to escape from the depth )  can be written as:  



28 

 

 

� * + ���� ��� �  

where the parameter & is called inelastic mean free path and �  is the electron 

take-off angle measured from the normal of the sample plane. Figure 2-4 shows 

the experimental dependence of the mean free path on electron kinetic energy 

[10]. 

 

Figure 2-4: Mean free path of photoelectrons in sol id [10].  

This dependence makes it possible to perform a non-destructive 

information depth profiling by electron energy dependent analysis. By comparing 

the intensities of two or more XPS peaks of the same element at low and high 

kinetic energies, the mean depth of origin of the element signals can be obtained 

and can be used to determine the thickness of a segregation layer, or an 

adsorbate layer. For example, if the relative intensities of low kinetic energy � ��  

and high kinetic energy � ��  peaks of a substrate covered by an overlayer and 

those of the clean surface (� ��
�  and � ��

� , respectively) are obtained in XPS 

spectra, the thickness )  of the overlayer can be estimated from:  
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� �� � ��(
 

where &��  and &��  are the relevant inelastic mean free paths of the substrate 

photoelectron signal through the overlayer with low and high kinetic energy 

respectively, and �  is the electron take-off angle measured from the normal of 

the sample plane.  

 

Figure 2-5: Geometry of angle resolved XPS setup. 

Another non-destructive method to obtain dependence of information on 

depth is a form of angular resolved photoelectron spectroscopy (ARPES) [11]. 

The basics of this method, for a given electron energy, include varying the take-

off angle �  between the direction of photoelectron detection and the normal of 

the sample surface. For the case of a smooth homogeneous oxide film A on a 

substrate B, the thickness )  of the oxide film A is given by:  

) � & ,-. � /0 1� �
�
2

3 

2 �
� � ��(

� �
� ��

�(
 

where & is the inelastic mean free path of electrons in the oxide film A,  � � ��(  is 

the XPS peak ratio of substrate B to the oxide film A and � �
� ��

�(  is that of the 
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oxide-free substrate B to an infinitely-thick oxide film A. For this method, no 

excitation energy tuning is necessary and therefore, it can be performed with a 

conventional single-energy x-ray source. 

However, there are several disadvantages of the non-destructive XPS 

profiling methods. First, there is a limitation to the total probing depth which is 

about three times the inelastic mean free path (typically < 5 nm). Second, the 

dependence of the data quality on surface roughness makes it difficult for any 

structure other than laterally homogeneous films. Third, the presence of angular-

dependent effects on valence band of ordered surfaces (e.g. single crystals) 

often makes it impossible to perform depth profiling based on valence band 

photoelectrons by this method. The depth resolution is generally limited by the 

experimental error in the intensity measurement. 

 

Section 2.2 Rutherford Backscattering Spectroscopy 

Rutherford backscattering spectroscopy (RBS) [12] is a method to 

determine the composition of a sample based on bombarding a sample with high 

energy ions and measuring the energy of the backscattered ions. This ion beam 

analysis technique allows the determination of both the atomic mass and 

concentration of each elemental target constituents as a function of the depth 

from 10nm to a few µm under the surface, as well as the crystal structure in the 

case of single crystal materials, in a non-destructive manner.  
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2.2.1 Kinematics of RBS 

In RBS measurements, incident monochromatic H+ or He+ ions within the 

range 1- 4 MeV undergo elastic collisions and are backscattered from the near-

surface region of the solid targets at various angles. The number and energy 

distribution of the back-scattered ions are measured and used in the calculation 

of the target atomic masses, concentrations and depth distributions. Because of 

the kinematics of the scattering process, this technique is best suited for the 

detection of impurity or surface elements which are heavier than the constituents 

of the substrate and for targets having atomic number 4 5 �6 . The back-

scattering method is illustrated in Figure 2-6. 

 

Figure 2-6: Rutherford Back Scattering Spectroscopy  (RBS). 

In RBS, the mono-energetic particles that comprise the incident beam 

collide with target atoms. A small fraction of these collisions cause the primary 

particle to backscatter at a scattering angle $ into a detector which measures 
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their energies. The energy of the scattered particles � �  depends on the mass 7   

(atomic number 4 ) and the initial energy �   of the projectile, the mass of the 

target atom 7 �  (atomic number 4� ) and the geometry of the scattering event, as 

shown in Figure 2-6. For an elastic collision, the energy of the projectile after the 

collision � �  is directly proportional to the projectile’s initial energy �  .  

� � � ��   

where �  is called the kinematic factor and can be determined by applying the 

principles of the conservation of mass and momentum: 

� �
8 7 �

� � 97  .:0 $ ; � � 7  ,-. $
7  � 7 �

 

The kinematic factor �  is larger for heavier target atoms and smaller scattering 

angles.  

 

Figure 2-7: The position of RBS peaks reflects the mass difference of targets. 

Figure 2-8 presents the kinematic factor as a function of target mass for 

He+ ions backscattered at scattering angles of 90°, 12 0° and 150°. Figure 2-9 
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plots the kinematic factor for He+ ions backscattered from O, Al, Ge and Hf at 

various scattering angles.  

 

Figure 2-8: Kinematic factor for He+ ions backscatt ering from different masses at different scattering  

angles. 

 

Figure 2-9: Kinematic factor for He+ ions backscatt ering from different targets at different scatterin g 

angles. 

The projectile mass must be smaller than that of the target atom (7  <

7 � ) for backscattering to occur ($ 5  �6 °). In order to analyze a wide range of 

target masses, light projectiles such as H+ and He+ ions are typically used in 

backscattering experiments. 
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The ability of the backscattering system to distinguish between target 

atoms with a mass difference =7 � , is determined by the ability of the system to 

resolve energy differences =�  of backscattered particles. The mass resolution of 

the system is given by 

=7 � �
=�

�  
)�

)7 �

 

Mass resolution can be improved by increasing the incident energy �  , 

using a larger projectile mass 7  , using scattering angles close to 180°, or by 

improving the overall energy resolution, =� .  

 

2.2.2 Scattering Cross Section and Areal Density of  Target Atoms 

The probability >, that a particle will be backscattered from a sample with 

areal density ? �  into the detector solid angle @, is given by the ratio of the 

number of detected particles A (the yield), to the number of incident particles 2 : 

> �
A
2

 

The yield A of backscattered particles depends on the differential cross section. 

By assuming the Coulomb force between the incident and target nuclei, an 

unscreened Rutherford cross section may be calculated from the following: 

)# 9�B $;

)C
� D

4 4� +�

�EF�
G

�
H

9.:0 $ ; !

I J � � K
7  
7 �

.:0 $L
�

� ,-. $ M

�

J � � K
7  
7 �

.:0 $L
�
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where �  is the energy of the ion immediately before scattering, + is the electronic 

charge, and $ is the scattering angle. For small detector solid angles (@ <  N �6 

msr) and well defined scattering angles $, the differential cross section )#O

)@ simplifies to #9�B $; [13]: 

#9�B $; � P
)# 9�B $;

)C
)C Q HR

)# 9�B $;

)C
 

Actual cross sections can deviate from the Rutherford description if nuclear 

reaction is involved or if the energy is low enough when electron screening of the 

nucleus is important. Ion beam techniques are termed Nuclear Reaction Analysis 

(NRA, 100 keV ~ 1 MeV) if nuclear reaction happens [14], Medium Energy Ion 

Scattering (MEIS, 20~200 keV) if the beam energy is low enough such that the 

cross sections deviate from an unscreened Rutherford value by more than about 

one percent [15, 16], or Low Energy Ion scattering (LEIS, 500 eV ~ some keV) if 

the Rutherford cross section totally breaks down [17]. 

The areal density 9? � ; 
  (atoms/cm2) of the ith element with the physical 

thickness �  can be determined with knowledge of #, @, the integrated peak count 

� 
 , and the total charge collected 2  by 

9? � ; 
 �
� 
 ,-. S

2� #
 9�B $; C
 

where S is the angle between the incident beam and target normal. The average 

atomic ratio for a film containing compound AmBn can be calculated by taking the 

ratio of atomic densities: 

!
T

�
9? � ; �

9? � ; �
�

� �

� �
�
#� 9�B $;

#� 9�B $;
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This equation can be used to calculate stoichiometric ratios without knowledge of 

the quantities 2  and @. The uncertainty of average stoichiometric ratios 

determined by this is a few tenths of 1% [18]. 

In the compound AmBn, the areal density 9? � ; 
  of the ith element can be 

converted to a physical film thickness �  if the mass density, U��  of the film AmBn 

is known: 

� �
9? � ; �

? �
�� �

9? � ; �

? �
��  

The atomic densities are defined as 

? �
�� �

TU�� ? �

7 ��
 

? �
�� �

!U �� ? �

7 ��
 

where ? �  is Avogadro’s number and 7 ��  �  T7 �  �  !7 �  is the molecular weight 

of compound AmBn. Areal densities obtained from the equation above have an 

uncertainty of about ±3% [18].  

 

2.2.3 Depth Profiling Using RBS 

The energy losses of the incident particles that result when penetrating the 

sample occur both along the incident path, before the main scattering event (with 

energy loss V�  ) and after backscattering, along the exit path (with energy loss 

V� � ). The energy loss process is due to many kinds of interactions between the 

projectile ion, target nuclei, and target electrons [18], and can be viewed as an 
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average over all possible energy dissipative processes activated by the projectile 

as it passes an atom [19].  The total energy loss V�  is  

W� � �W�  � W� �  

The energy loss extracted from RBS spectra can be used to identify scattering 

depth and provides a profile of target constituents. 

 

Figure 2-10: The position of RBS peaks reflects the  depth distribution of targets. 

The amount of energy the ion loses per distance traveled in matter is 

given by the stopping power of the material, which depends on the energy, the 

charge and the mass of the ion as well as the material traversed. These 

interactions are due only to electromagnetic forces and any energy lost to 

nuclear reactions between the projectile and target nuclei can be ignored in RBS 

[20]. 

The stopping cross section �  is the energy loss per unit areal density and 

is related to the energy loss rate via the physical thickness traversed: 

� �
�
?

)�
)X
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where ?  is the atomic density in atoms/cm3 and )�O)X  is the stopping power.  In 

the low energy regime, the stopping cross section decreases because projectiles 

may capture electrons from the target and partially neutralize their nuclear 

charge. The stopping cross section decreases at higher energy because the 

projectile with larger velocity spends less time in the vicinity of the atom [13]. 

An approximation called Bragg’s rule is used to determine the stopping of 

ions in compounds. This approximation ignores the effects of chemical bonding 

in the compound and assumes that each target atom independently contributes 

to the energy loss process [19]. The compound stopping cross section in terms of 

energy loss/molecule/cm2 traversed for a compound AmBn can be approximated 

by 

� � � � � � T� � � !� �  

The energy loss V�  of ions traversing matter can be calculated by 

integrating the stopping power )�O)X  over the distance travelled. For the case of 

thin targets, the stopping power can usually be regarded as constant, so energy 

loss can be approximated using the following: 

W� � P
)�
)X

)X � ?X� 9� ;  

where �  is taken as either the initial beam energy, �   (surface energy 

approximation), or the mean energy of the analysis ion over path length X (mean 

energy approximation).  
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2.2.4 Channeling 

The arrangement of atoms in single crystals plays an important role in 

incident ion-target interactions [13]. When the ions enter a crystalline substrate 

parallel to one of the crystal axes, the backscattering yield is greatly reduced 

(~0.01x). The resulting spectrum is called a channeling spectrum. Channeling 

analysis can be used, for example, to increase the sensitivity to light elements in 

an amorphous overlayer film by channeling through the crystal substrate beneath 

the film. By reducing the substrate signal, the signal from light elements 

superimposed on the substrate signal is enhanced, and thus the sensitivity is 

greatly improved. Channeling spectra can also be used to determine whether or 

not the sample is crystalline. The percentage ratio of channeling yield A"�  and not 

channeling (random) yield A# reflects the epitaxial growth quality. 

 

Figure 2-11: Channeling is the guided motion of ion s in the open channels of a crystal target. 

Figure 2-12 compares simulation of a random and a channeled 

backscattering spectrum obtained from 270 keV He+ incident on native silicon 



40 

 

 

oxide on Si(100). The Si peak in the channeled spectrum is due to contributions 

from the native oxide layer and from the first few monolayers of the Si substrate. 

 

Figure 2-12: Random and channeled spectrum of 270 k eV He+ incident on 25Å SiO 2/Si along <111> 

[21]. 

 

2.2.5 SIMNRA 

In this study, the commercial software package SIMNRA [22] is used to 

model RBS spectra. SIMNRA is a Microsoft Windows based program used to 

simulate backscattering spectra for ion beam analysis with MeV ions. It can 

calculate any ion-target combination including incident heavy ions and any 

geometry including transmission geometry and arbitrary foils in front of the 

detector. This calculation can give the atomic density )  of each layer constructed 

in the stack model and then the physical film thickness � , can be obtained with 

the equation: 
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� �
7 ��

9T � ! ; U�� ? �
 

where ? �  is Avogadro’s number,  U��  is mass density and 7 ��  �  T7 �  �  !7 �  is 

the molecular weight of compound AmBn. 

 

Section 2.3 AFM 

Atomic force microscopy (AFM) is a type of scanning probe microscopy and 

is useful for determining the topography of surfaces [23]. It uses a sharp probe to 

scan across a surface while the interactions between the tip and the sample are 

monitored.  

 

2.3.1 Principle of AFM 

Figure 2-13 shows the schematic drawing of typical commercial AFM 

equipment. As the cantilever approaches the sample, the force between the 

cantilever edge and the atoms of the sample surface cause the cantilever to 

bend. The laser and photo diode are used to detect the bending of the cantilever 

which gives information of the height of the tip 4 above the surface. The 

cantilever is controlled by a z-direction feedback circuit while a topographic 

image of the surface results from scanning in the x and y directions. 
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Figure 2-13: A schematic drawing of an AFM system. 

There are three primary modes of operating an AFM: contact mode, non-

contact mode, and tapping mode. Tapping mode was used for this work. In 

tapping mode, the cantilever is vibrated by a piezoelectric device, and the probe 

makes only limited contact to the sample during part of the vibrational cycle. 

Tapping mode often enables one to measure surface morphology with higher 

resolution than the other modes, and minimizes damage done to the sample [24]. 

 

2.3.2 Quantification of Surface Roughness 

To determine the roughness of a sample, an image of the surface is 

obtained by scanning in the x and y directions. The surface roughness is 

evaluated by the values of Y$�% , the difference between the maximum and 

minimum height values of the surface and the root mean square (RMS) 



43 

 

 

roughness. The standard deviation of the height values 4 within a given scan 

area is given by: 

Y7' � J
Z 	 4
 � 4 �&� �'


( 

?
 

where 4�&)  is the average 4 value within the given area, 4
  is the current 4 value, 

and ?  is the number of points within a given area. 

AFM measurements should always be performed with high quality, durable, 

sharp tips. Worn tips produce completely different images and the roughness 

information obtained is not reliable. One should also take care to avoid multiple 

tip imaging. 

 

Section 2.4 FT-IR 

Fourier transform infrared spectroscopy (FT-IR) [25] is an absorption 

spectroscopy suitable for identifying chemical bonds by observing the 

characteristic electromagnetic radiation absorbed by vibrating atoms in 

molecules or solids in the infrared region.  

 

2.4.1 Absorption Spectroscopy 

Absorption spectroscopy is the study of absorption and transmission of 

light energy in matter. The energy from the photons can be absorbed by 

electronic, vibrational, or rotational transitions in molecules, corresponding to 
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electromagnetic radiation in ultraviolet, infrared and micro-wave to mm-wave 

regions.  

In absorption spectroscopy, the reference spectrum � � , is first measured 

and another spectrum �  is obtained after a change of samples is made. The 

transmittance �  which contains the information on the change of the sample is 

defined as 

� �
�
� �

 

When electromagnetic light is absorbed, the power of the transmitted energy 

decreases exponentially with the path length. The relation between the fraction of 

light intensity absorbed and the path length is given by: 

� � + �� � � �

where )  is the path length and 
 � is a constant. Transmittance also shows similar 

dependence on the concentration �  of the absorbance: 

� � + �� � * �

where 
 � is another constant. Combine these two equations with the definition of 

absorbance �  as � /-[ �  to give Beer-Lambert law: 

� � � /-[ � � \)�  

The constant \  is known as absorptivity and is dependent on the wavelength and 

fundamental physical properties of the molecules. A plot of the transmittance 

versus wavenumber is called the transmittance spectrum and can be converted 

into a absorbance spectrum. 
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2.4.2 Infrared Spectroscopy 

When light interacts with matter, the vibrational mode of the chemical 

bonds in the molecules changes if the vibrating dipole is in phase with the electric 

vector of the incident radiation. Each chemical bond in a molecule vibrates at a 

frequency which is characteristic of that bond. The vibrational frequencies of 

most molecules correspond to the frequencies of infrared light. This is why 

infrared (wavenumber of 4000–400 cm
-1

) is usually used in vibrational 

spectroscopy. 

Only those vibrations that result in the change of the molecular, with 

absorption frequencies in the infrared region, absorb infrared radiation. For 

example, gas molecules such as H2 and O2 do not have dipoles and therefore do 

not give infrared spectra. 

The frequency of these vibrations depends on the mass of the atom and 

the length and strength of the bonds because the bonds have to absorb radiation 

of the same frequency as their natural vibrational frequency. For each molecule, 

a variety of vibrations are possible and each corresponds to a different frequency 

(Figure 2-14). 
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Figure 2-14: Some normal modes of –CH 2 molecular vibrations. The + and – symbols indicate  a 

movement out of and into the plane of the paper res pectively. 

For a given bond or functional group, the absorption occurs within the 

same wavenumber range regardless of the rest of the structure of the molecule. 

For instance, the C=O stretch of a carbonyl group occurs at ~1700 cm-1 in 

ketones, aldehydes and carboxylic acids. Therefore infrared absorption 

spectroscopy is very useful for chemical identification.  

 

2.4.3 FT-IR 

Fourier Transform Infrared Spectroscopy (FT-IR) is based on absorption 

spectroscopy with a significant improvement over traditional infrared 

spectroscopy. In conventional infrared spectroscopy, the frequency of the 

infrared light passing through samples is varied using a monochromator. The 
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amount of energy absorbed is recorded with one frequency at a time. In FT-IR, 

the infrared light is guided through an interferometer and all the required 

frequencies pass through the instrument at once. It is called FTIR spectroscopy 

because a mathematical Fourier transformation is used to interpret the data and 

produce a spectrum. The measured signals using an interferometer are called 

interferograms. A Fourier transform is performed on the interferogram to obtain a 

spectrum identical to that of conventional infrared spectroscopy, although with a 

better signal to noise ratio for a given data collection time. 

 

Figure 2-15: Schematic drawing of components of FT- IR and the Michelson interferometer. 

Figure 2-15 shows a schematic drawing of an FT-IR spectrometer. A 

Michelson Interferometer is built around the sample chamber. Radiation from an 

infrared source is directed through the sample cell to a beam splitter. Half of the 

infrared beam is reflected from a fixed mirror while the other half is reflected from 

a mirror which moves continuously over a certain distance. Since the maximum 

path difference of the two split beams determines the spectral resolution, the 
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longer the distance the moving mirror moves the better the resolution. When the 

two beams are recombined at the detector, an interference pattern 

(interferogram) is produced and stored in a computer. A helium-neon laser is 

simultaneously directed through the Michelson Interferometer and the 

interference pattern of the laser is used as a frequency reference. 

FT-IR is cheaper, faster and more sensitive than conventional infrared 

spectroscopy. It is cheaper because building a interferometer is easier than the 

fabrication of a monochromator. In addition, measurement of a single spectrum is 

faster for the FT-IR technique because the information at all frequencies is 

collected simultaneously. Multiple scans can be collected and averaged together 

resulting in an improvement in sensitivity. Because of these advantages, FT-IR 

instruments are now used in most modern chemical laboratories. 

In this work, the FT-IR measurements were done with the help of Prof. 

Yves Chabal and his group members. The absorbance Fourier transform infrared 

spectra were recorded at room temperature on a Nicolet FT-IR spectrometer [26] 

with OMNIC software [27] at frequencies from 4000 to 400 cm
-1

, with a resolution 

of 4 cm
-1

, gain = 1, and 100 to 500 scans.  
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Section 2.5 Reference 
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Chapter 3 Preparation of Germanium Substrates  

The cleanliness of germanium substrates is very crucial in the fabrication of 

Ge-based MOSFET devices as it would be for any state of the art 

semiconducting material. In addition to impurities, some oxides of Ge affect the 

quality of high-k film growth as well as the electrical properties of the resulting 

device. In this chapter, we compare the results of different wet chemical cleaning 

methods and study surface passivation with hydrogen and sulfur in order to find a 

better way to prepare Ge substrates for high-k ALD growth and subsequent 

fabrication of high quality Ge-based MOSFETs. 

 

Section 3.1 Cleaning of Germanium Substrates 

The surface cleaning process has been one of the obstacles to film growth 

on Ge. For Si and III-V substrates like GaAs, the procedures to prepare a clean 

surface usually involve three steps: (1) degreasing, (2) chemical etching to 

remove native oxide and other impurities and (3) growth of a protective oxide 

layer (which is often removed, for example by annealing, in a controlled 

environment right before the film growth) to ensure a clean substrate. However, 

with the exception to the first step, which is usually performed with successive 

ultrasonic baths in acetone and methanol, step 2 and 3 are quite challenging for 

Ge. The removal of native oxides and other impurities from Ge substrates is not 

as easy as it is for Si. The standard “RCA clean” method [1], commonly used on 
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Si, is not suitable on Ge because it is inefficient in removing carbon, the most 

common impurity found on Ge, and it leaves noticeable marks on the surface. 

Moreover, the formation of a non-permeable protective oxide layer on germanium 

has been considered impractical because GeO2 has a high water-solubility (5.2 

g/L) and can even be dissolved with moisture from air [2]. 

Many different wet-chemistry recipes have been utilized in order to remove 

the native oxide layer and impurities from Ge surface. So far none of these 

recipes has given satisfactory results [3-5] in the production of MOSFET quality 

surfaces and many of them have resulted in significant residual carbon [4]. XPS 

is a very useful technique to investigate the effects of different wet chemical 

treatments on Ge surface; my XPS results are presented below.  In this study, all 

photoelectron peaks are fitted with a Gaussian band after the inelastic 

background intensity is subtracted. In the following discussion, all Ge samples 

are first degreased in ultrasonic baths of acetone and methanol, for 15 minutes 

(each), and then different wet chemical treatments are applied. After each 

treatment, the Ge samples are blown dry with nitrogen (N2) and analyzed.  

 

3.1.1 Native Oxides 

Figure 3-1 shows the XPS Ge 3d core-level spectrum of an as-received 

Ge(100) sample and the number in parenthesis for each peak denotes the 

corresponding chemical shift in eV. The major peak at 29 eV is responsible for 

the elemental Ge originating from the substrate [3, 6, 7]. The peak at 32.5 eV, 
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with a chemical shift of 3.5 eV toward higher binding energies, is in good 

agreement with previous studies for GeO2 [7, 8]. In order to obtain the best fit, 

one also needs to include two small peaks at 31.2 eV and 30.5 eV. The peak at 

31.2 with a chemical shift of +2.2 eV suggests that this corresponds to GeO [3, 7, 

8]. The other peak at 30.5 eV with a +1.5 eV chemical shift is then assigned to 

GeC [9-11]. The decomposition of the Ge 3d XPS peaks shows that the native 

oxide consists mostly of GeO2 and a small amount of GeO. 

 

Figure 3-1: Ge 3d XPS spectrum from as-received Ge( 100) wafers. 
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Figure 3-2: Ge 3d XPS spectra of an as-received Ge( 100) sample at different take-off angles. 

 The thickness of the native oxide is determined by angular resolved 

photoelectron spectroscopy (ARPES) as discussed above in Section 2.1.  Figure 

3-2 shows a set of Ge 3d XPS spectra at different photoelectron take-off angles. 

The small take-off angle measurements detect the photoelectron originating from 

the surface. Therefore, the peak intensity ratio of the overlayer to the substrate 

becomes larger when the take-off angle decreases. The thickness of the 

overlayer can be calculated from this ratio and the take-off angle as shown in 

Section 2.1.3. For simplicity, one can assume that the oxide overlayer consists 

only of GeO2 because the amount of GeO and GeC is much less than that of 

GeO2. In the calculation, the inelastic mean free path & of Ge 3d photoelectrons 

in GeO2 is 3.3 nm, which is the average of the reported experimental values [3, 

12, 13]. The calculated thickness of the native oxide is 1.53 nm on Ge(100) 
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(Figure 3-3), and 2.75 nm on Ge(111) (not shown) which are in good agreement 

with the previous studies: 1.8 nm on Ge(100) [3, 10] and 2-3 nm on Ge(111) [14]. 

 

Figure 3-3: Calculation of the thickness of the oxi de overlayer on Ge(100). 

 

3.1.2 Removal of Native Oxide and Carbon 

Because water is often present in chemical solutions and GeO2 has a high 

water-solubility, the effects of water on a Ge surface need to be well understood. 

A degreased Ge sample was rinsed with running de-ionized water (DIW, 18.2 

M�  cm) for 1 minute and then blow-dried with N2 before being loaded into the 

XPS chamber. The Ge 3d XPS spectrum in Figure 3-4 shows that the GeO2 

component completely disappears due to the DIW rinse. This implies that the 

majority of the Ge native oxide must be either amorphous or hexagonal GeO2 

which are both highly water-soluble but not the insoluble tetrahedral specie [2]. 



56 

 

 

However, the two small GeO and GeC peaks are still present and the DIW rinse 

alone cannot remove all of the germanium sub-oxide and carbides.  

 

Figure 3-4: Ge 3d XPS spectrum from a Ge(100) wafer  after DIW rinsing. 

 Hydrofluoric acid (HF) is often used to etch the native oxide layer and 

produce hydrogen terminated surfaces on Si and Ge wafers. The use of 

concentrated HF acid solutions (49%) on Ge should be avoided because such 

concentrated HF solutions increase the roughness of the surface [15, 16] without 

further decreasing the amount of sub-oxide [17]. The formation of the rougher 

surface is due to the Ge back-bond breaking during HF etching [15]. To reduce 

this effect, HF is diluted to a concentration of 2% to 10% with either DIW or 

hydrogen peroxide (H2O2). It has been determined that cyclic HF/DIW rinses are 

effective in removing the native oxide [14].  For the treatment of cyclic HF/DIW 

rinses, Ge samples are rinsed in DIW, dipped in HF acid solution and rinsed in 

DIW again. This procedure is repeated for 3 to 5 times in order to peel off the 
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oxide layer and/or to remove several atomic layers of Ge. Figure 3-5 shows the 

Ge 3d XPS spectrum from a Ge(100) sample etched in 10% HF solution for 10 

minutes. Although GeO2 is completely removed, the peaks of GeO and GeC are 

still present. In fact, it has been shown that HF treatment always leaves behind 

sub-oxides and carbides [15, 17].  

 

Figure 3-5: Ge 3d XPS spectrum from a Ge(100) wafer  after the 10% HF etching. 

The C 1s XPS spectra of the as-received, DIW-rinsed and HF-etched Ge 

samples are shown side-by-side in Figure 3-6. The most intense peak at 285.5 

eV represents the C-C and C-H bonds [11, 18, 19]. The C-O bond is reported to 

induce a +1.1 eV chemical shift and is responsible for the broad peak at 286.6 eV 

[18]. The large full width at half maximum (FWHM) of this peak indicates that the 

chemical composition is complicated. Because of the small amount of GeC on 

the sample and the high carbon background, the peak corresponding to Ge 

carbides with a chemical shift of --1.7 to -3 eV [11] with respect to the C-C peak 
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is not observed. However, this does not imply the absence of Ge carbides. The C 

1s peaks are reduced on both the DIW-rinsed and HF-etched sample. This is 

because when GeO2 is removed, the hydrocarbon trapped inside is also 

removed from the surface.  

 

Figure 3-6: C 1s XPS spectra from as-received, DIW- rinsed and HF-etched Ge(100) samples. 

Other common chemicals used to etch the Ge native oxide include 

ammonia (NH4OH), hydrochloric acid (HCl), and sulfuric acid (H2SO4). The 

advantage of NH4OH and HCl is the preservation of the original 

morphology/roughness [16, 20, 21]. A very uniform surface can be attained by a 

5-minute NH4OH (27%) etch because NH4OH has a slow etching rate of which is 

even slower than DIW [16, 21]. Concentrated HCl (20%) is more effective at 

remove metal contamination than HF (2-20%) [17], but HCl-treated surfaces 

attract more contaminants than HF-treated ones [15]. A diluted H2SO4 solution 

(H2SO4:DIW = 1:7) is reported to remove metals as well as hydrocarbons 
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effectively [21]. However, none of these etch processes alone can lead to an 

oxygen and carbon free surface without further vacuum annealing [15]. 

 

Figure 3-7: Ge 3d XPS spectra as a function of anne aling temperature [22]. 

Vacuum annealing is a common cleaning method to desorb oxygen and 

carbon from the surface. However, even with annealing in UHV, to obtain a 

smooth sub-oxides- and carbides-free Ge surface is not as easy as it is for Si.  

Figure 3-7 shows Ge 3d XPS spectra as a function of annealing temperature. As 

the annealing temperature is raised, the amount of GeO2 decreases and the 

amount of GeO increases. This suggests the occurrence of the following surface 

transformation: GeO2 + Ge �  GeO [7, 8, 22, 23]. Even though the oxygen is 

totally removed after vacuum annealing at 450-480 °C  for 30 minutes, there is 

always some carbon left on the surface from XPS [3, 15], AES (Auger Electron 

Spectroscopy) and EELS (Electron Energy Lose Spectroscopy) [3] studies. 
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3.1.3 Protective Chemical Oxides 

Since it is difficult to completely remove oxide and carbon from Ge 

substrates, different approaches involving the transformation of these into other 

chemical species which are easier to remove have been investigated, for 

example: (1) GeO �  GeO2 and (2) GeC �  CO2 [3, 16, 21, 24]. This is usually 

done with either UV/ozone or wet chemical oxidation. In UV/ozone oxidation, 

degreased Ge samples are first rinsed with DIW to remove GeO2 and then 

oxidized in the presence of ozone, produced from an ultraviolet (UV) lamp, in 

either a vacuum chamber or a closed oxygen-purging box [3, 24]. The thickness 

of the oxides formed by UV/ozone is reported to be 1 nm [24] to 1.8 nm [3] 

determined by angular resolved photoelectron spectroscopy (ARPES).  XPS 

spectra show that the complete oxide desorption takes place after a vacuum 

annealing at 350 °C  for 30 minutes and C 1s, O 1s and chemically shifted Ge 3d 

oxide peaks are not detectable resulting in a clean Ge surface (Figure 3-8). 
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Figure 3-8: C 1s (left) and O 1s (right) XPS spectr a from Ge(100) after UV/ozone exposure and 

annealing [3]. 

 H2O2 is often used in wet chemical oxidation on a Ge surface. Since H2O2 

usually contains some impurities, including organic compounds, H2O2 should be 

diluted with either a base or an acid [25]. Okumura has compared the oxidation 

effect on Ge using H2O2/H2O (1/10) and NH4OH/H2O2/H2O (0.5/1/10) [16]. It is 

shown that no protective oxide can be formed with H2O2 solution diluted in H2O 

(H2O2:H2O=1:10) because water etches the chemical oxide. On the other hand 

with the addition of NH4OH, chemical oxide remains due to the slower etching 

rate of NH4OH than that of DIW. In this work, we have compared chemical oxides 

formed by concentrated H2O2 and a mixture of H2SO4/H2O2 (4/1). The reasons 

for using H2SO4 with H2O2 for oxidation are: (1) H2SO4 helps remove 

hydrocarbon [21] and (2) the oxidation in the acid-base reaction is stronger and 

more effective in converting GeO and GeC. Degreased Ge samples were first 

rinsed in DIW to remove GeO2 and then dipped into either concentrated H2O2 or 
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a mixture of H2SO4/H2O2 (4/1) for 10 minutes. The Ge 3d XPS spectra from the 

Ge samples with chemical oxides formed by these two solutions are shown in 

Figure 3-9 and Figure 3-10. 

 

Figure 3-9: Ge 3d XPS spectrum from a Ge(100) sampl e with a chemical oxide formed by 

concentrated H 2O2. 

 Comparing Figure 3-9 and Figure 3-10, GeO signals are not detectable 

and the intensities of the GeC peaks are small. One of the major differences 

between these two methods is the thickness of the chemical GeO2 layer. ARPES 

has been performed to determine the thickness of the chemical oxides in each 

case. While the thickness of the GeO2 layer formed by the concentrated H2O2 is 

2.1 nm, compared to 1.9 nm reported in the previous studies [16, 21], the 

H2SO4/H2O2 mixture grows a much thicker GeO2 layer (~12.4 nm). Another 

difference is the amount of remaining carbon on the surface. The intensity of the 

C 1s peak, from a cyclic HF/DIW/H2O2 treated Ge sample, is still ~38% larger 

compared to that of a H2SO4/H2O2 treated sample.  
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Figure 3-10: Ge 3d XPS spectrum from a Ge(100) samp le with chemical oxide formed by H 2SO4/H2O2. 

The comparisons of the C 1s peaks from the Ge samples undergoing 

different wet chemical cleaning methods are shown in Figure 3-11. The 

H2SO4/H2O2-treated Ge samples appear to contain the least amount of carbon. 

 

Figure 3-11: Comparison of C 1s XPS peaks with diff erent cleaning methods. 
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 The formation of a chemical oxide not only reduces the amount of carbon 

on the Ge surface but also helps protect the surface from further carbon 

contamination. Figure 3-12 shows C 1s XPS spectra from two sets of Ge 

samples which have a chemical oxide formed on the surface using two different 

treatments: cyclic HF/DIW/H2O2 and H2SO4/H2O2. If the chemical oxide is 

removed either by a DIW rinse or by HF etching, the intensity of the C 1s peak 

will increase. Interestingly, after the chemical oxides are removed, the intensity of 

the C 1s peak from the H2SO4/H2O2-treated Ge sample increases much more 

(~120%) than that from the cyclic HF/DIW/H2O2 rinsed sample (26%). This is 

most likely due to H2SO4/H2O2 oxidation removing more carbon from the Ge 

surface than cyclic HF/DIW/H2O2 rinses. Once the protective oxide is removed, 

the amount of carbon increases to the same saturated level due to environmental 

contamination. 

 

Figure 3-12: Intensity changes of C 1s XPS peaks be fore and after the removal of chemical oxide. 
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Figure 3-13: Etching and chemical oxidization on as -received Ge wafers. 

 

Section 3.2 Passivation on Germanium Substrates 

In this work, two different methods of passivating Ge substrates have been 

investigated: hydrogen-termination and sulfur passivation. Both of these methods 

are accomplished with wet chemistry, because it is more desirable in industry for 

the simplicity of this method, as well as its lower cost. Hydrogen terminated Ge 

surface produced by HF etch cleaning is studied as a comparison to sulfur 

passivation which is reported to be more stable in ambient [26]. 
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3.2.1 Passivation with Hydrogen 

A hydrogen-terminated Ge surface can be prepared in an HF solution [14, 

27]. Fourier Transform Infrared Spectroscopy (FT-IR) is a useful technique to 

study the formation of H-Ge as well as the quality of the H-terminated surface. 

 

Figure 3-14: FT-IR spectra of a H-terminated Ge(100 ) sample (blue) vs. H 2SO4/H2O2-treated Ge 

sample followed by a DIW rise (red) using as-receiv ed Ge samples as a reference. 

After two H2SO4/H2O2-oxidized Ge samples were prepared, one of them 

was etched with dilute HF (10%) for 10 minutes to produce a hydrogen-

terminated surface and the other was rinsed with DIW to remove the chemical 

oxide. The FT-IR spectra using as-received samples as a reference are shown in 

Figure 3-14. A strong negative feature appears between 750 and 1050 cm-1, 

corresponding to the removal of the Ge oxides. The three downward peaks in 



67 

 

 

this region are assigned to the LO and TO phonon modes of GeO2 and the Ge=O 

stretch (980 cm-1) [10]. The significant overlap of these two spectra implies that 

the chemical oxide formed after H2SO4/H2O2 must be soluble GeO2 so that a 

DIW rinse can produce the same effect as the HF etch. This FT-IR result shows 

that H2SO4/H2O2 oxidation, together with HF etches or a DIW rinse, can 

effectively remove GeO2 and GeO from the as-received Ge surface and is in 

good agreement with the previous XPS studies from Section 3.1. The positive 

peak around 2030 cm-1 confirms the formation of an H-terminated surface. 

However, the broadness and asymmetry of this absorbance band resulting from 

the stretching vibration of H-Ge, H2-Ge and H3-Ge implies that the H-terminated 

surface is atomically rough [10, 27].  

To further understand the advantage of H2SO4/H2O2 oxidation on the Ge 

surface, H-terminated Ge samples were prepared with different cleaning 

methods: cyclic DIW/HF and H2O2 rinses. The comparison of absorbance FT-IR 

spectra is plotted in Figure 3-15. After 10 minutes in dilute HF, all three spectra 

show strong negative features between 750 and 1050 cm-1 corresponding to the 

removal of the Ge oxide. The downward peaks in the range of 1350-1550 cm-1 

reflect the absence of hydrocarbon and only appear for H2SO4/H2O2- and H2O2-

treated samples. Therefore, chemical oxidation methods with either H2SO4/H2O2 

or H2O2 prove to be more effective in removing hydrocarbon from the as-received 

Ge surface than the cyclic DIW/HF rinses. Comparison of the integrated area 

shows that H2SO4/H2O2 removes more hydrocarbon than H2O2 alone. The 

positive peak around 2030 cm-1 is due to the Hx-Ge stretching vibration. In our 
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study, the Hx-Ge peak only appears on the HF-etched Ge samples with prior 

H2SO4/H2O2 oxidation. This suggests that how the Ge surface is cleaned 

determines the amount of remaining hydrocarbon on the surface and therefore 

affects the formation of H-Ge bonds. 

 

Figure 3-15: FT-IR spectra of HF-etched Ge(100) aft er a different wet chemical cleaning is applied. 

Successive FT-IR spectra were taken in order to study the stability of an 

H-terminated Ge(100) surface both in air and in N2 (Figure 3-16).  Nearly all Hx-

Ge bonds are removed in the first 100 minutes in air, and therefore the H-

terminated surface is very unstable which has also been observed in a previous 

study [26]. In the N2 environment, the H-terminated surface can be preserved for 
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a longer period. Although it decreases slowly, the Hx-Ge peak is still present 800 

minutes after the H-terminated sample was prepared. 

 

Figure 3-16: FT-IR spectra to show the stability of  H-terminated Ge(100) in air and in N2. 

 

3.2.2 Passivation with Sulfur 

It has been demonstrated that 1 ML of elemental sulfur can be deposited 

on Ge(100) to form an ideal 1x1 S-terminated surface in UHV [28, 29]. To 

prepare a sulfur passivated Ge surface with wet chemistry, aqueous ammonia 

sulfide (NH4)2S (50%) is used [30, 31]. After being heated to 70 °C for 15 

minutes, the Ge sample is rinsed with methanol to remove excess (NH4)2S and 

blown dry with N2. Saturated solutions of thioacetamide and thiourea (Figure 

3-17) were also used in an attempt to obtain a S-passivated Ge surface. 

However, only the (NH4)2S-treated sample shows a significant S 2p peak in 

Figure 3-18. Even with a longer heating duration (up to 30 minutes) at a higher 
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temperature (100 °C ), neither thioacetamide nor thiourea can produce S-

passivated Ge surfaces. 

 

Figure 3-17: Molecular structure of thioacetamide a nd thiourea. 

 

 

Figure 3-18: S 2p XPS spectra from Ge(100) treated in (NH4)2S, thioacetamide and thiourea solution. 

In our study, Ge samples which are later used for high-k ALD growth in 

Ge-based MOSFETs are first pretreated with H2SO4/H2O2 to remove the native 

oxide and grow a protective chemical oxide, and then heated in a (NH4)2S 

solution to form a sulfur passivation layer on the surface. The advantages of 

doing so will become clear later in this section. Figure 3-19 shows Ge 3d XPS 

spectrum of a Ge sample which has undergone such a treatment. Two major 

differences are observed in Figure 3-19 when comparing the Ge 3d spectrum 
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from a H2SO4/H2O2-treated sample. First, the peak with a 3 eV chemical shift 

corresponding to GeO2 disappears which implies that the chemical oxide is 

completely removed by a hot aqueous (NH4)2S solution. Second, a broad peak 

with a chemical shift of 0.66 eV is present due to the surface Ge atoms bonded 

to S atoms. In previous studies, this has been attributed to one layer of bridge-

bonded S atoms on the Ge surface [28, 29].   

 

Figure 3-19: Ge 3d XPS spectrum from a (NH 4)2S-treated Ge(100) sample. 

Because the mean-free-path associated with the Ge 2p core-level 

photoelectrons is smaller, the Ge 2p peak is more sensitive to the surface 

change than the Ge 3d peak. Therefore, the Ge 2p region of XPS spectra is used 

to study the removal of Ge oxides and the change of chemical states on the 

surface. Figure 3-20 shows the Ge 2p XPS spectra from the same S-passivated 

Ge sample. In the inset in the lower right corner of Figure 3-20, a Ge 2p 

spectrum of the S-passivated Ge sample is compared to that of an as-received 
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sample. The GeO2 peak disappears after the successive wet chemical 

treatments in H2SO4/H2O2 and (NH4)2S. The numerical deconvolution of the Ge 

2p peak shows that three peaks with non-zero chemical shifts exist in addition to 

the elemental Ge in the bulk. The one with the largest chemical shift (+2.8 eV) is 

due to GeO2 [26] and accounts for 2.5% of the total integrated peak area. 

Because of the strong S 2p peak (Figure 3-18) and the negligible O 1s peak (not 

shown), the other two peaks which have smaller chemical shifts must correspond 

to Ge atoms that are bonded to S atoms on the surface. According to Weser, 

each S-Ge bond induces a chemical shift of 0.33 eV in the binding energy of Ge 

2p photoelectrons [28]. Therefore, these two peaks with chemical shifts of +0.66 

and +1.28 eV are assigned to the doubly sulfur coordinated Ge (GeS) and the 

quadruply sulfur coordinated Ge (GeS2) respectively. The thickness of the sulfur 

passivation layer is estimated to be 0.16 nm with ARPES and indicates that 

about a monolayer of S has been formed on the Ge surface. The mean free path 

of Ge 2p photoelectrons in GeS2, & � 6�]�  nm [28], was used in the calculation. 
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Figure 3-20: Ge 2p XPS spectrum from a S-passivated  H2SO4/H2O2-treated Ge(100) sample. The inset 

shows the comparison of the same sample (red line) with an as-received sample (blue line). 

 

 

Figure 3-21: S 2p and C 1s XPS spectra from S-passi vated Ge samples with different cleaning 

pretreatments. 

To show the advantage of using H2SO4/H2O2 to clean the Ge surface, the 

following cleaning treatments are applied to as-received Ge samples before S-

passivation with (NH4)2S: cyclic HF/DIW/H2O2 rinses, H2SO4/H2O2 oxidation 

followed by HF etches and H2SO4/H2O2 oxidation without following HF etches. 

The XPS S 2p and C 1s spectra are shown in Figure 3-21. All three show strong 
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S 2p signals with similar intensities, but the amount of carbon is different. Table 

3-1 lists the atomic concentration (%) of carbon, oxygen, germanium and sulfur 

for these samples obtained from their XPS C 1s, O 1s, Ge 3d and S 2p peaks 

with the XPS atomic sensitivity factors used in the calculation: 0.25, 0.66, 0.38 

and 0.54 respectively [32].  

The S-passivated Ge sample pretreated with H2SO4/H2O2 oxidation has 

the least amount of carbon, 10% lower than the other two. We believe the 

remaining carbon, which accounts for 20.4% on the sample, might come from the 

surface hydrocarbons absorbed during the sample transfer and the background 

in the XPS system. But, if HF etches are applied after H2SO4/H2O2 oxidation, the 

carbon amount increases. This has been seen in the previous section, because 

the removal of the protective chemical oxide makes the cleaned Ge surface more 

vulnerable to carbon contamination. Since it has been shown that (NH4)2S can 

remove the chemical oxide, this HF etch should be avoided. In the case of cyclic 

HF/DIW/H2O2 rinses, more carbon is left on Ge surface, as seen in the previous 

section, and follow-up sulfur passivation using (NH4)2S does not help in removing 

carbon.  
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Table 3-1: Comparison of XPS atomic concentration ( %) of S-passivated samples with different 

cleaning. 

In this chapter, we have demonstrated that H2SO4/H2O2 oxidation is the 

best method to remove the native oxides and reduce the Ge carbides from an as-

received Ge surface because of its strong oxidation. It also forms a thick 

protective chemical oxide, mainly GeO2, on the surface to prevent further carbon 

contamination. Sulfur passivation using hot (NH4)2S solution not only removes 

this chemical oxide but also forms about one ML of S/Ge which helps passivate 

the Ge surface. These two wet chemical treatments together prepare a clean S-

passivated Ge substrate for high-k ALD and fabrication of Ge-based MOSFETs. 
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Section 3.3 Reference 
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Chapter 4 Atomic Layer Deposition of High-k Dielect rics 

Because of its ability to control the thickness and conformality of deposited 

films (in principle to the monolayer level), atomic layer deposition is the main 

method used in this work to deposit thin films of high-k dielectrics on Ge and 

other seminconductor substrates. In this chapter, the criteria of choosing 

appropriate precursors are presented together with the experimental results from 

the films deposited in our home-made ALD system. 

 

Section 4.1 Atomic Layer Deposition 

Atomic Layer Deposition (ALD) technology, originally known as Atomic 

Layer Epitaxy (ALE), was developed and patented by Finnish researchers 

Suntola and Antson in the middle of 1970s for the fabrication of thin film 

electroluminescence (TFEL) displays where high quality insulating and 

luminescent films on large area substrates were required [1]. Today, ALD has 

become a useful tool in microelectronics for high permittivity (high-k) film growth 

for CMOS devices and dynamic random access memory (DRAM) capacitors, as 

well as for ferroelectrics, barrier materials, conductors such as metal gates [2, 3], 

catalysis, magnetic recording head technology, and protective and antireflective 

coatings [4].  
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4.1.1 Advantages of ALD Processes 

The ALD processes and their applications have been frequently reviewed 

[5-9], recently by Puurunen [10, 11], as well as by Ritala and Leskelä [4]. 

Different from chemical vapor deposition (CVD) and physical vapor deposition 

(PVD), ALD is based on sequential and saturating surface reactions of the 

alternately applied precursors. To minimize gas phase reactions between the two 

precursor pulses, the precursor pulses are separated by inert gas purging and/or 

by evacuation of the reaction chamber. The growth in a cyclic manner easily 

enables thickness control and makes the film growth rate directly proportional to 

the number of reaction cycles instead of the reactant concentration or time of 

growth as in CVD and PVD. 
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Figure 4-1: Schematic drawing of one ALD cycle (ada pted from [12]). 

In Figure 4-1, one simplified ALD cycle of a metal oxide deposition is 

shown to illustrate the principle of ALD. The substrate surface is first exposed to 

the vapor of a metal precursor and is saturated with the metal precursor on the 

available surface sites (assumed to be –OH groups) through chemisorption (a). 

After inert gas purging (here N2) or evacuation to remove the excess precursor 

and ligand-exchange by-products (b), the surface is then exposed to the oxygen 

source (here H2O) (c). The surface reaction produces the desired oxide film and 

is ready for the next ALD cycle after inert gas purging or evacuation of excess 

precursor and ligand-exchange by-products (d). 
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Figure 4-2: Different types of growth rate vs. prec ursor pulse time at a constant temperature [12]. 

The adsorption reaction in ALD of the precursors is a self-limiting process. 

The amount of deposited precursor molecules on the substrate surface is 

determined only by the number of reactive sites and is independent of the 

precursor exposure after the surface becomes saturated with the precursor. By 

working at a relatively low temperature, the precursor decomposition leading to a 

CVD-type growth mode can be avoided, the adsorption designed to saturate at a 

fractional monolayer, and the growth rate should then be independent of the 

precursor dose, assuming saturation (Figure 4-2). Ideally, the maximum growth 

rate is exactly one atomic layer per cycle. However, in most cases, the growth 

rate is a fraction of a monolayer (ML) due to steric hindrance by the absorbed 

precursor molecules and possibly by a limitation in the number of reactive 

surface sites (Figure 4-3). As the growth proceeds in a cyclic manner and the 

purging periods take some time, the ALD technique is rather slow compared to 
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CVD and PVD. In the application of ultrathin-film depositions, this is not a critical 

issue, although for films thicker than 10 nm, it may limit production speed. 

 

Figure 4-3: Factors that prevent full surface cover age of chemisorption:  (a) steric hindrance of the 

ligands, and (b) number of reactive surface sites [ 10]. 

Another advantage of ALD is that the deposition can be performed at 

lower substrate temperatures. Since the adsorption of the precursor to the 

surface is mainly thermally driven, a so-called ALD temperature window with a 

constant deposition rate is usually observed [7, 13]. The substrate temperature 

must be high enough to prevent condensation of any of the reactants and to 

provide sufficient reactivity of the precursor. If condensation occurs during an 

ALD cycle, undesirable or uncontrollable reactions may occur during the second 

half cycle, resulting in the formation of porous and impure films. Therefore, a 

minimum substrate temperature is also required to proceed with the ALD 

process. There also exists a maximum substrate temperature for ALD.  If the 

temperature is too high, the undesirable decomposition of a reactant may occur 

and CVD reactions will result, leading to rapid, uncontrolled deposition of a film. 
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Desorption of the precursor may also become more likely at higher temperatures 

and can result in a decreasing growth rate versus temperature. The ALD window 

is not a requirement for an ALD-type growth mode, but it is a desirable feature 

that leads to reproducibility of the film growth. The relations between the growth 

rate and temperature in ALD processes are shown in Figure 4-4. 

 

Figure 4-4: Factors limiting the self-limiting grow th at various temperatures [12].  

The successful industrial applications of ALD are still expanding. The 

current interest in ALD in the microelectronics industry stems from the unique 

characteristics that this method offers: high-quality, dense, and pinhole-free 

ultrathin films can be deposited on large substrates with excellent uniformity and 

conformality and control of the thickness and composition at the atomic level [4, 

6, 14]. These characteristics are now especially needed for the processing of 

high-k dielectrics. 

 



84 

 

 

Section 4.2 Metal Precursors 

Careful selection of the precursor is very important for a successful ALD 

process. There are several main requirements for a good ALD precursor. First, 

the vapor pressure of the precursor must be sufficient for easy delivery into the 

reactor. Thus, liquid or gaseous precursors are generally preferred over the solid 

ones. Second, the precursor must not undergo significant self-decomposition at 

deposition temperature in order to avoid CVD-type reactions. Third, the precursor 

must adsorb or react with the surface sites (in our case its reactivity towards the 

oxidizing agent, H2O, must be sufficient). Furthermore, the precursor and its 

reaction by-products should not etch the surface or the growing film. In contrast 

to CVD, the Gibbs free energy V^  for the reaction should be as negative as 

possible [4]. Other important considerations also include practical aspects, such 

as safety and economic requirements [4, 7].  

As mentioned in Section 1.2, some leading candidates for alternative high-k 

dielectrics are the oxides of Al, Hf and Zr (in Nov. 2007, the first commercial high-

k gate dielectric was introduced by Intel and is based on HfO2). Since the 

selection of the precursor has an effect on the characteristics of the deposited 

film, this section emphasizes processes for Al2O3, HfO2 and ZrO2 that are 

deposited with different types of precursors.  
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4.2.1 Precursors for Al 2O3 

Aluminum halides such as AlCl4, AlBr4 and AlI4 were the first ALD 

reactants and had been studied in the 1960s [15, 16]. Recently they have been 

extensively investigated for the deposition of Al2O3 as an alternative high-k 

dielectric [17, 18]. There are many benefits of using these halide precursors 

including the availability of volatile halides for many metals, high reactivity, small 

ligand size and thermal stability. The high reactivity makes halides very useful for 

the growth of a variety of materials including oxides, nitrides, sulfides, etc. The 

small size of the halide ligands can be regarded as advantageous because the 

steric hindrance effects related to ligands are then minimized [19, 20]. In addition, 

the aluminum halides usually have a higher thermal stability compared to metal 

organic precursors and offer a wider window for the growth temperature. 

 

Figure 4-5: Molecular structure of metal halide. 

 

Precursor  Tgrowth  

Metal 

Precursor 

Oxygen 

source 

Range, 

0C 

Preferred, 

0C 

Ref. 

AlCl3 H2O 400-600 500 

 

[21-27] 

 H2O+ 350-400 383 [21, 28] 
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 O2
 500 

 

500 [21] 

AlMe3 H2O
 250-400 300 [25] 

Table 4-1: List of common Al precursors used in ALD . 

Despite the many favorable aspects of aluminum halides for ALD of Al2O3, 

there are several drawbacks. Since these halides are solids, sometimes 

vaporizing solid reactants is challenging. This is because particles are easily 

transported into the films resulting in particle contamination in the film. In 

addition, the products of the halide ligands after the growth can be another 

source of impurities. The gaseous reaction by-products with hydrogen-containing 

nonmetal reactants like H2O, NH3 and H2S are HF, HCl, HBr, and HI. These 

gases are acidic, corrosive and can etch the film constituents or the reactor wall 

itself [29-31]. The gaseous reaction products may also re-adsorb on the surface 

after their formation and block reactive sites. This can cause undesired thickness 

gradients and leads to non-uniform films [32].  

Alkyl ligands bound to metals were introduced as ALD reactants in the 

mid-1980s and today they are often used as reactants, especially for aluminum 

and zinc [33-39]. Since alkyls are very reactive organometallic compounds, a 

variety of materials including oxides, nitrides and sulfides can be grown from 

them. The alkyl ligands are also rather small which minimizes the steric 

hindrance effects. The growth rate in alkyl-reactant-based processes is often 

rather high [19, 20]. In the AlMe3 (TMA, Trimethylaluminium) and H2O process at 

300 °C, the growth rate is about 0.9 Å per cycle, w hich corresponds to about 
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30% of a monolayer of Al2O3 [40-45]. The reactions are truly self-terminating. 

Unlike the processes of aluminum halides with hydrogen-containing nonmetal 

reactants like H2O, the gaseous byproducts are typically saturated hydrocarbons, 

which are generally inert and eliminate problems with readsorption or corrosion. 

The atomic concentrations of carbon and hydrogen residues in Al2O3 films were 

reported to be very low [41]. Although AlMe3 decomposes above 300°C, which is 

lower than aluminum halides [46], this does not cause many problems. The main 

drawback to the use of alkyls is that the selection of elements available is rather 

limited. Overall, the AlMe3/H2O system is a rather ideal ALD process.  

 

Figure 4-6: Molecular structures of metal alkyls. 

 

4.2.2 Precursors for HfO 2 

Because HfO2 has been considered one of the most promising high-k 

dielectrics [2], the HfCl4/H2O process, first introduced some 10 years ago [47], is 

one of the most thoroughly studied ALD processes. The HfCl4/H2O process has 

many attractive features including: a wide growth temperature range - from 160 

to 940 °C [48, 49], optimized film quality and unif ormity over a large surface area 
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[11, 50], very low carbon incorporation from the precursor into the films, and 

good electrical properties such as low leakage current  [11, 50, 51].  

Nevertheless, there are some major drawbacks of using HfCl4. The 

chlorine content is found near the HfO2 film/substrate (Ge or Si) interfacial region 

[11, 51, 52]. During post-deposition annealing, the chlorine causes etching of the 

substrate and is responsible for void defect formation [53]. It was shown that the 

amount of chlorine at the bottom interface is higher in Ge than in Si [11]. The 

formation of a thin oxide interfacial layer is also observed and the thickness has 

been reported to be about 0.3 nm in HfO2/GeOx/Ge [11, 54] and 1.0-1.2 nm in 

HfO2/SiOx/Si [51, 55].  

Additional problems with HfCl4 include formation of particles from the solid 

HfCl4 precursor in the gas phase and poor nucleation of HfO2 when deposited 

directly on clean Ge [11] and clean Si [50]. To overcome the problems related to 

the poor nucleation on clean Ge/Si, a thin chemically or thermally grown 

GeO2/SiO2, nitrided GeOx/SiOx, or interfacial layer of Al2O3 is used as a barrier 

layer before the deposition of HfO2 [11, 50, 54]. However, this additional 

interfacial layer not only increases the EOT value, but also makes an ideal sharp 

interface between the HfO2 and substrate impossible.  

The use of HfI4 instead of HfCl4 has been suggested to obtain Cl-free films 

[56-58]. The HfI4/H2O process at 300 °C yields slightly lower halide co ntent in the 

films than the HfCl4/H2O process [58]. Using the iodide precursor with molecular 

oxygen requires higher temperatures (500-755 °C) [5 6, 57] and this has to be 

taken into account for deposition on Ge since it has a lower melting point than Si. 
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Figure 4-7: Molecular structures of metal alkyamide s. 

Volatile liquid hafnium alkylamides such as tetrakis(ethylmethylamido) 

hafnium (Hf(NEtMe)4), tetrakis(dimethylamido) hafnium (Hf(NMe2)4) and 

tetrakis(diethylamido) hafnium (Hf(NEt2)4) are also used in the ALD of HfO2 

because they give excellent thickness uniformity and conformality [59] and good 

nucleation without significant interfacial layer formation [60]. 

The maximum suitable ALD growth temperature for the Hf(NEtMe)4/H2O 

process is 350 °C [59] with water and is 275 °C [61 ] with ozone. Slight 

decomposition of the precursor that affects the growth rate occurs around 300°C 

[62]. The thickness of the interfacial layer between HfO2 and H-terminated Si has 

been reported to be exceptionally low, ~0.5 nm for the Hf(NEtMe)4/H2O process  

compared to 1.0-1.2 nm in HfCl4/H2O process and problems in nucleation at early 

stages of the growth were not detected [55, 60].  

Precursor  Tgrowth  

Metal 

Precursor 

Oxygen 

source 

Range, 

0C 

Preferred, 

0C 

Ref. 

HfCl 4 H2O 160-940 300 

 

[11, 51, 

54] 
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 O3 300 300 [63] 

 O2 250-650 550-650 [64] 

 Hf(NO3)4
 150-190 

 

150-190 [65] 

HfI4 H2O 225-500 300 [58] 

 O2 400-755 550-755 [56, 57] 

Hf(NEtMe) 4 H2O
 100-350 250 [59, 62] 

 O3 100-275 250 [61, 66] 

Hf(NMe2)4 H2O
 100-500 250 [59, 67, 

68] 

 O3 160-420 200-300 [66] 

Hf(NEt 2)4 H2O 100-500 <450 [59] 

 O2 250 250 [69] 

 O2 250 250 [69] 

Table 4-2: List of common Hf precursors used in ALD . 

As compared with Hf(NEtMe)4, Hf(NMe2)4 precursors showed signs of 

thermal decomposition at lower temperatures (around 250 °C [67]), and the 

surface roughness increased more rapidly [70]. In addition, higher impurity levels 

were detected in films obtained from Hf(NMe2)4 and water [67] or ozone [66]. In 

the Hf(NMe2)4/H2O process, a relatively thick 1.5-2.0 nm interfacial silicon oxide 

layer was observed between Si and amorphous HfO2 [67]. In another study, a 

SiNx interfacial layer yielding a very promising EOT of 1.8 nm with low leakage 

current density was reported [71].  

Another hafnium alkylamide precursor, Hf(NEt2)4, has been used 

occasionally, together with either water [59, 72], oxygen [69], or an oxygen 
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plasma [69, 73-75] as the oxygen source. The growth of interfacial Hf-silicate 

layers can be significant, especially in the case of an oxygen plasma [69, 74]. 

 

4.2.3 Precursors for ZrO 2 

In the first ALD study of ZrO2 with the ZrCl4/H2O process, the applied 

growth temperature was 500°C and it gave a growth r ate of 0.53 Å/cycle [76]. 

Since then, a wide temperature range of 180 to 600 °C has been used in the 

same process [77-82]. The optimized temperature is 300 °C, showing well 

saturated growth with a growth rate of 0.5-1.0 Å/cycle. 

Similarly, as in the case of the HfCl4/H2O process, some obvious 

drawbacks of ZrCl4/H2O are identified, including significant chlorine impurity 

levels at 300°C [80], corrosive by-product HCl [83] , and particle contamination 

coming from the fine solid precursor ZrCl4. Annealing at high (900-1050 °C) 

temperatures could reduce the chlorine level [84], but it also caused 

crystallization even in very thin layers [85]. The chlorine residues tend to 

accumulate at the interface [86]. 

Another Zr halide, ZrI has been used as an alternative of ZrCl4 [87-90] to 

reduce the halide content with post deposition annealing because of its weaker 

metal-halogen bond [91]. Unfortunately, ZrI4 does not improve the problem 

significantly. In addition, it was observed that desorption of iodine caused 

problems for saturation of growth at 300 °C [88]. 
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In addition to the problems mentioned above, the use of Zr halides as 

precursors has another challenge, island-type growth [78, 92]. A common 

solution to overcome this is to use a thin thermal or chemical oxide or a nitrided 

oxide layer as a starting layer. However, these introduce a lower k interfacial 

layer and increase EOT. For these reasons, an alternative precursor for the ALD 

of ZrO2 is needed.  

Precursor  Tgrowth  

Metal 

Precursor 

Oxygen 

source 

Range, 

0C 

Preferred, 

0C 

Ref. 

ZrCl 4 H2O 180-600 300 

 

[76, 80] 

 H2O+ 180-600 300 [80, 81] 

 O2
 500 

 

500 [93, 94] 

ZrI4 H2O+ 230-500 275-325 [87, 89, 

90] 

Zr(NEtMe) 4 H2O
 <250 <250 [59] 

 O2 110-250 200-250 [95] 

Zr(NMe2)4 H2O  <300 <300 [59] 

Zr(NEt 2)4 H2O  <350 <350 [59] 

 O2 250 250 [96] 

Table 4-3: List of common Zr precursors used in ALD . 

Using Zr alkylamides, such as Zr(NMe2)4, Zr(NEtMe)4, and Zr(NEt2)4 has 

many benefits.  Because they are liquid at the evaporation temperature, the 
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particle contamination problem is eliminated [59]. The alkylamides are reactive 

towards water and give reasonably low impurity levels [59]. However with Zr 

alkylamides, higher carbon contents have been reported when oxygen or oxygen 

plasmas were used as the oxygen source [95-98]. The main issue with the use of 

alkylamides is their thermal stability. The decomposition of these precursors 

limits the maximum growth temperature to 250°C. If smooth films are desired, the 

growth temperature must be low [70]. 

The reported ALD processes for ZrO2 are listed in Table 4-3, where the 

alternative processes, as expected, are very similar to the previously described 

alternative HfO2 processes (Table 4-2). 

 

Section 4.3 Oxygen Sources 

In the ALD of metal oxide thin films, there are many different oxygen 

sources including H2O, O2, O3, H2O2, oxygen plasmas, and metal alkoxides [4, 

10]. Among them, water is the most common oxygen source. The order of the 

oxidation power of these commonly used oxygen sources from high to low is 

oxygen plasma > ozone > hydrogen peroxide > water.  

In practice, the selection of oxygen precursor is more complicated. 

Generally speaking, a strong oxidizer, like an oxygen plasma or ozone, can 

produce denser films with lower impurity levels and enhanced electrical 

properties [63, 99]. However, the strong oxidizer often causes the formation of a 

fairly thick interfacial layer because it also oxidizes the substrate [99-101]. The 
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additional growth of low permittivity interfacial layers makes it difficult to achieve 

low EOT values and excludes strong oxidizer processing as a good solution for 

high-k gate dielectric fabrication.  

On the other hand, oxidizers like water and H2O2 rely on hydroxyl groups on 

the starting surface and high reactivity of the chemisorbed metal precursors. 

Otherwise the initial nucleation during deposition may be inhibited resulting in 

poor electrical properties of the films [78, 102].  

In the metal-halide based process, replacing H2O with O3 decreases the Cl-

content in the bulk of the film and improved most of the dielectric properties, 

including fixed charge, interface trap densities, and the leakage current 

characteristics [63]. However, the higher oxygen content in the ozone-processed 

films resulted in a thicker interfacial layer and thus increased EOT after rapid 

thermal annealing (RTA) at 750 °C.  

In the metal-alkylamide based process, ozone as the oxygen source 

instead of water has gained considerable interest to grow HfO2 [55, 61, 101, 103, 

104]. For example, using ozone instead of water with a Hf(NMe2)4 precursor at a 

relatively high growth temperature of 300 °C reduce d the impurity contents and 

the films showed a more amorphous structure leading to better leakage current 

characteristics [105, 106]. However, in some studies the use of ozone did not 

significantly reduce impurities nor enhance electrical properties as compared to 

the use of water, but they did increase the thickness of the interfacial oxide layer 

[55, 103].  
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Section 4.4 ALD System 

In our work, ALD of high-k dielectrics were performed in a home-made ALD 

system coupled to a commercial XPS system. Together with the metallization 

chambers which have the ability to deposit various metals as the metal gate, this 

integrated system makes in-situ study of advanced MOS devices possible. 

 

Figure 4-8: The integrated XPS system with ALD and metallization chambers. 

The ALD system consists of a sample introduction chamber, a reactor with 

a sample heater and gas lines. A Ge wafer of 1” diameter or smaller is mounted 

onto the sample holder which is compatible with the sample holder of the XPS 

system and is then loaded into the system from the quick loadlock. The gate 

valve between the reactor and the loadlock makes it possible to load a sample 

without venting the reactor. The transfer rod is used to send the sample into the 

reactor and mount it onto a sample heating platform where a thermocouple is 
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mounted to monitor the temperature of the sample. The whole system including 

the sample is first preheated to 100-110 °C to deso rb water and then pumped 

down to 10-6-10-7 Torr for an hour before the deposition starts. Several pneumatic 

valves are installed to control the flow of gases and produce the alternative 

pulses of precursors in ALD. The flow rate of purging N2 is set to 100 cc per 

minute by a mass flow controller. A scroll pump is used to avoid the back 

streaming of oil vapor from a mechanical pump. Together with an adjustable 

throttle valve, the pressure of the reactor with N2 purging can be controlled to a 

constant between 0.1-1.0 Torr. During deposition, the reactor and all gas lines 

are heated with heating tapes and are maintained in a hot wall condition at fixed 

elevated temperature in order to prevent the condensation of chemicals on the 

chamber walls.  
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Figure 4-9: The schematic drawing of the ALD system . 

 The whole ALD system is monitored and controlled with a LabView 

program running on a PC with a USB 12-bit DAQ board. With the Baratron 

pressure gauge, and the thermocouples attached to the sample, the reactor, gas 

lines and precursor bottles, the pressure and temperatures are logged at all 

times. Using the LabView program, one can also easily configure temperature 

set points for each part of the system and design customized ALD growth 

parameters including gas pulse sequence, duration and number of cycles.  
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Section 4.5 Experimental Results of ALD Film Growth s 

In this section, experimental results of ALD growth of Al2O3 and HfO2 on 

various substrates are presented. With the help of RBS, the deposited film 

thicknesses were determined as well as the growth rates per ALD cycle. 

 

4.5.1 ALD of Al 2O3 

In this work, Al2O3 films are deposited using the ALD system mentioned 

above with TMA and water at 70-95 °C. In an RBS ran dom spectrum, since Si 

and Ge are heavier than Al, the Al signal will usually be overwhelmed by the 

substrate background signal. Figure 4-10 shows the random incident RBS 

spectrum of Al2O3 films of the same thickness on Si and Ge substrates. On the 

Ge substrate, the Al peak is buried in the Ge background and this makes it 

difficult to precisely determine the thickness of Al2O3 films. In the case of 

Al2O3/Si, the Al peak in the RBS spectrum is near the edge of Si background. As 

long as the Al2O3 film is not too thin, one still can fit the spectra and extract the 

film thickness. A simulation using SIMNRA gives the atomic areal density 

1.70x1017 atoms/cm2 for the Al2O3 layer corresponding to a physical film 

thickness of 156 Å. In this specific deposition, the number of ALD cycles is 200 

and this gives a growth rate of about 0.78 Å/cycle. 
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Figure 4-10: RBS random scattering spectrum of Al 2O3 of the same thickness on Si (left) and Ge 

(right). 

 A better way to determine the physical film thickness is to utilize RBS 

channeling to suppress the background signal from the heavy substrate atoms. 

In Figure 4-11, a channeling RBS spectrum of Al2O3 on ITO (indium tin oxide or 

tin-doped indium oxide)/glass substrate is shown. Under the channeling 

condition, the Si signal from glass has been suppressed and this increases 

sensitivities of light elements like Al and O. Note that the O signal is not like a 

single peak in the previous Al2O3/Si spectrum. This is because O signals are not 

only from the Al2O3 layer on the top but also from ITO layer. 

 Since organic light emitting devices (OLEDs) [107] are extremely sensitive 

to moisture and oxygen [108], a perimeter seal inside the device is required as a 

protective barrier. UV-cured epoxy, the most commonly used method, is 

inadequate for top-emitter OLEDs because the emitted light has to pass through 
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the cover glass and the opaque desiccant. PVD and CVD based methods have 

been studied for the top-emitter encapsulation [109, 110]. Recently it has been 

shown that ALD can be used to deposit a thin Al2O3 film as a dense, light-weight 

and transparent encapsulating layer which can withstand accelerated testing at 

85°C and high relative humidity (85%) for more than  1000 hours [111]. 

 

Figure 4-11: RBS spectra of Al 2O3 on ITO (left) and Kapton (right). 

Al2O3 has been deposited on ITO and DuPont Kapton E polyimide films. 

ITO is a mixture of indium oxide (In2O3) and tin oxide (SnO2). Because of its 

electrical conductivity and optical transparency, ITO is commonly used in 

LCD/LED/plasma displays, solar cells and OLEDs. DuPont Kapton E polyimide 

film is a thermally stable dielectric film in a wide range of temperatures and this 

also makes it a popular choice for the base plate of displays and OLEDs. In 

Figure 4-12, it shows the growth rate is about 0.81 Å per ALD cycle. 
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Figure 4-12: Film thickness of Al 2O3 vs. number of ALD cycles. 

 

4.5.2 ALD of HfO 2 

HfO2 films were deposited on various type of substrates with Hf(NEtMe)4 

and water in the 150-175 °C range. In Figure 4-13, a random incident RBS 

spectrum of HfO2/GaAs is shown. Since Hf is heavy, the Hf peak is well 

separated from the substrate signals of Ga and As. If determination of HfOx 

composition is desired, a channeling RBS study can be done to suppress the 

background and make the O peak more sensitive. In this spectrum, the 

simulation with atomic areal density makes the best fit with the experimental data 

and this suggests the physical film thickness is about 101 Å. There are 120 ALD 

cycles and thus the growth rate is 0.84 Å/cycle. Repeating ALD of HfO2 with a 

different number of cycles at the same growth temperature and the same cycle 

settings gives a growth rate of about 0.83 Å/cycle shown in Figure 4-14. 
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Figure 4-13: Random scattering RBS spectrum of HfO 2/GaAs. 

 

Figure 4-14: Film thickness of HfO 2 vs. number of ALD cycles. 

ALD of HfO2 on clean Ge(100) and Si(100) were also performed. In Figure 

4-15, random scattering RBS spectra show that 35 ALD cycles deposited 29.9 Å 

of HfO2 on Ge (~0.85 Å/cycle) and 30 ALD cycles deposited 23.8 Å of HfO2 on 
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Ge (~0.79 Å/cycle). The overall growth rate is 0.86 Å/cycle and 0.81 Å/cycle for 

HfO2 ALD on Ge and Si respectively (Figure 4-16). 

 

Figure 4-15: Random scattering RBS spectrum of HfO 2/Ge (left) and HfO 2/Si (right). 

 

Figure 4-16: Film thickness of HfO 2 on Ge (left) and on Si (right) vs. number of ALD c ycles. 
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Chapter 5 High-k/Ge MOS Capacitors 

In this work, ALD of high-k dielectrics have been deposited on Ge with 

various surface treatments including sulfur passivation as described above. The 

interfacial properties are investigated using electrical characterization techniques. 

A brief introduction to capacitance-voltage measurement methods will be 

presented along with a few selected results from our work that demonstrate the 

improvements of MOS devices due to our cleaning and passivation methods. 

 

Section 5.1 C-V Measurements 

Electrical characterization is an important part of gate stack research. 

Because of the simplicity of operation and informative results, capacitance-

voltage measurements (CV) are one of the most popular methods to screen 

potential dielectric and metal gate candidate materials [1]. This method is rather 

straightforward and requires only a simple measurement.  

 

5.1.1 Energy Band Diagrams of MOS Stacks and Flat-B and Voltage 

C-V measurements require a capacitor, which is equivalent to the gate 

stack part of a MOSFET. Figure 5-1 shows the band diagram of an ideal MOS 

structure on a p-type semiconductor substrate. The work function of the metal � +  

is the energy required for an electron inside the metal to move from the Fermi 

level to the vacuum level. The work function of the semiconductor, � � , is 
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determined by the electron affinity, _, the band gap, � � , and the Fermi potential 

` � : 

�� � � _ �
�
�

� � � �` �  

The Fermi potential depends on the ratio of the doping density, ? � , and the 

intrinsic carrier density, ! 
 : 

` � � 
 � � /0
? �

! 

 

Assume that the two work functions are the same in this ideal MOS structure: 

� +� a � + � � � � 6 . The energy band diagram of the ideal MOS capacitor at 

equilibrium is shown in Figure 5-1. 

 

Figure 5-1: Energy band diagram of an ideal MOS cap acitor [1]. 

When an ideal MOS capacitor is biased, several different cases exist at 

the semiconductor surface (Figure 5-3). Consider a p-type semiconductor; when 

a negative voltage is applied to the metal gate, the band bending causes an 

accumulation of majority p-type carriers and negative surface potential ` 	  near 
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the semiconductor surface. This is the accumulation case. When a small positive 

voltage is applied, the bands bend downward and the surface potential becomes 

more positive. This is called the depletion case because the majority carriers are 

depleted. Further increasing of the gate voltage in the positive direction causes 

the bands to bend even more and the charge of the minority and majority carriers 

at the surface switches. The surface becomes “inverted” with electrons 

accumulating near the interface; this is the inversion case. 

Theoretically, the potential, ` , 9X;, with respect to the bulk of the p-type 

semiconductor, together with the space-charge density, 2 	 , can be obtained by 

solving the one-dimensional Poisson equation [1]: 

) � ` , 9X;
)X � � �

U9X;
� 	

 

At the surface of the semiconductor, ` 	  is the surface potential (` 	 a ` , 96;) and 

it depends only on the properties of the semiconductors (band gap, dielectric 

constant and doping level). Figure 5-2 shows a typical variation of the space-

charge density in a semiconductor as a function of the surface potential: 2 	 9̀ 	 ;  

for a p-type Ge with ? � � ��] b �6 ��  cm-3 at room temperature. Note that the 

exponential term Ncde 9�� ` 	 �
 � �( ;  dominates in both the accumulation and the 

strong inversion cases, and the space-charge density, 2 	 , for small positive 

surface potential increases as N8 ` 	 . This is directly related to the voltage-

dependent semiconductor capacitance: 

� 	 �
)2 	

)` 	
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Figure 5-2: Space-charge density as a function of t he surface potential for p-type Ge with 

NA=2.5x1022 cm -3 at room temperature. 

 



115 

 

 

 

Figure 5-3: Band diagrams for an ideal p-substrate MOS structure in different surface-charge 

conditions (adapted from [1-3]). 
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When dealing with practical MOS systems, one needs to consider the 

effects of real surfaces. First, there is a non-zero work function difference 

resulting from the choice of the metal and the semiconductor as well as the 

doping level of the semiconductor. Second, there are charges within the oxide 

and at the oxide-semiconductor interface.  

In the case of a non-zero, � +� , the band diagram at equilibrium has a tilt in 

the oxide conduction band in order to align the Fermi levels shown in Figure 5-4a 

and Figure 5-4b. As a result, the bands bend near the semiconductor surface to 

accommodate the work function difference. In order to reach the flat-band 

condition in which the surface potential, ` � , on the top of the semiconductor 

vanishes, a bias is required on the gate (Figure 5-4c). This bias is the flat-band 

voltage 
 -� � � +� . 

 

Figure 5-4: Band diagrams of MOS (a) at separation,  (b) at equilibrium and (c) in flat-band condition 

[3]. 
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The equilibrium MOS structure is also affected by the existence of  

charges in the insulator and at the interface between the oxide and 

semiconductor (Figure 5-5). In earlier studies [1], the charges inside the oxide 

layer were classified into (1) fixed oxide charges at or near the interface which 

are immobile under an external electric field, (2) oxide trapped charges 

distributed inside the oxide layer, and (3) mobile ionic charges such as sodium 

ions. In the case of ultrathin oxide films, this classification needs to be revised 

and currently there are still numerous studies on this issue. For simplicity, one 

can include all of the charges inside the oxide in 2 �� .  

The interface trapped charge, 2 
� , located in the high-k/semiconductor 

interface, can be either positive or negative and are electrically active due to 

interactions with the substrate. Studies have shown that the existence of the 

interface charges, 2 
� , within the forbidden gap results from the interruption of the 

periodic lattice structure by impurities and defects in the interface [4-6]. With the 

assumption that every interface has both acceptor and donor interface traps 

within the forbidden-gap energies and the interface trapping levels are distributed 

with an equivalent interface state density, f 
� , with an neutral level, � �  (the so-

called charge neutrality level, CNL) above which the states are of acceptor type 

and below which are of donor type, then the interface trapped charges can be 

calculated by 

2 
� � � P f 
�

� �

� �

)� � �� P f 
�

� �

� �

)�  
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Even on a clean surface in an UHV system, 2 
�  can be very high. Proper surface 

passivation and post deposition annealing can help reduce 2 
� . 

The effective trapped charge, 2 
 , is then defined as the sum of various 

oxide and interface charges (2 
 � 2 �� � 2 
� ) and it shifts the flat-band voltage: 


 -� � � +� �
2 


� ��
 

where � ��  is the oxide capacitance. The next section will explain how to obtain 


 -�  experimentally from a C-V measurement. 

 

Figure 5-5: (a) Charges represented as a sheet of e ffective charge [2]; (b) interface traps [7]. 

 

5.1.2 C-V Curves of MOS Capacitors and Threshold Vo ltage 

When the gate voltage is varied, the MOS capacitance varies due to the 

accumulation, depletion and inversion of charge carriers in the semiconductor 

substrate near the dielectric interface. The equivalent capacitance of a MOS 

capacitor can be regarded as a combination of a fixed, voltage-independent 
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oxide capacitance and a contribution from the semiconductor substrate. In a 

practical MOS system, trapped charges also contribute to this voltage-dependent 

capacitance in the inversion region. The equivalent circuits are shown in Figure 

5-6 to illustrate this idea.  

 

Figure 5-6: Equivalent circuits including interface -trapped effects (a), at high (b) and low frequency  

(c). 

In the accumulation case, the semiconductor capacitance, � 	 , is very high 

because the slope of the space-charge density, 2 	 , versus ` 	  plot is very steep 

as shown in Figure 5-2. Hence, the series capacitance in the accumulation case 

is just the oxide capacitance, � ��  (Figure 5-6a). The capacitance extreme, � �� , in 

the accumulation case from a C-V measurement can be used to calculate the 

dielectric constant of the oxide if the physical thickness )  of the oxide is obtained 

by another method like RBS:  

� �� �
� ��

)
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As the gate voltage becomes less negative, the semiconductor surface is 

depleted. The depletion-layer capacitance, � � , is added in series with � ��  (Figure 

5-6b):  

�
�

�
�

� ��
�

�
� �

 

� � �
� 	

�
 

where �  is the depletion width in the semiconductor substrate and is given by 

� � �J
� 	 ` 	

�? �
 

In the depletion region, the MOS capacitance decreases as � 8 ` 	(  , while the 

depletion width �  grows with increasing gate voltage across the capacitor. When 

the flat-band condition is reached, the MOS capacitance, � -� , is given by: 

�
� -�

�
�

� ��
�

�
� �)./)

 

where � �)./)  is the Debye length capacitance of the substrate and is determined 

by the extrinsic Debye length, � � :  

� �)./) �
� �

� �
 

� � � J
� � � � �
� � ? �

 

While the gate voltage becomes more positive than the flat-band voltage, 

the MOS capacitance keeps decreasing until strong inversion is reached at the 
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threshold voltage, 
 0 . At this point, the surface potential is twice the Fermi 

potential:  

` 	 9g!h; � �` �  

 

Figure 5-7: Band diagram and distribution of charge  density in inversion [1, 3]. 

Figure 5-7 shows the details of the energy bands and the distribution of 

charges.  The inversion charge 21  is negligible compared to the depletion 

charge, 2 � , in the inversion case, so the total surface charge, 2 	 , is mostly due to 

the depletion charge:  

2 	 � 2 1 � 2 � Q 2� � ��? � � �  

The threshold voltage, 
 0 , required for strong inversion, using the above 

equations, is then given by: 
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 0 � 
 -� � ` � 9g!h; �
2 �

� ��
Q 
 -� � �` � �

2 �

� ��
 

 

 

 

Figure 5-8: C-V curve for an ideal p-substrate MOS capacitor at high (HF) and low (LF) frequency [7]. 

Further increases in the voltage beyond the threshold voltage, 
 0 , result in 

strong inversion with a maximum depletion width, � � . The small signal 

capacitance now depends on the frequency at which the measurement is made. 

In a high-frequency measurement, a small-signal measuring voltage at high 

frequency (100 kHz in this work) is applied. The gate voltage varies faster than 

the generation-recombination rate of the minority carriers in the inversion layer. 

The charge in the inversion layer cannot change in response, so it does not 

contribute to the capacitance. Hence the MOS capacitance remains at its 

minimum, � +
1 , corresponding to the minimum depletion-layer capacitance, 

� �2+
1 , resulting from the maximum depletion width � �  (Figure 5-7):  

�
� +
1

�
�

� ��
�

�
� �2+
1
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This capacitive behavior is shown as the high frequency “HF” curve in Figure 5-8. 

� �2+
1  extracted from a high-frequency C-V measurement can be used to 

determine the value of the depletion width maximum, � + , the substrate doping, 

? � , the Debye length capacitance, � � , flat-band capacitance, � -� , and the flat-

band voltage, 
 -�  .  

If the C-V measurements are done at low frequency, the MOS 

capacitance in the strong inversion case at low-frequency will become very 

different from that obtained by high-frequency measurements. Because the gate 

voltage changes slowly at low frequency, there is enough time for minority 

carriers to be generated in the bulk, drift across the depletion region to the 

inversion layer, or go back to the substrate and recombine. The charge in the 

inversion layer also contributes to the capacitance. In an ideal MOS capacitor, 

this is the space charge, 2 	 , induced by the electric field. Now the semiconductor 

capacitance � 	 � )2 	 )` 	(  is very large in the strong inversion case because the 

space-charge density grows exponentially (Figure 5-2). Again the MOS series 

capacitance at low frequency is � �� . The low frequency “LF” curve in Figure 5-8 

shows � ��  in the strong inversion region. In a practical MOS system, the interface 

charge also contributes to the capacitance in the strong inversion case. The 

equivalent circuit is shown in Figure 5-6c. 

The deep-depletion region is shown as the “DD” curve in Figure 5-8. This 

corresponds to the experimental situation in which both the gate voltage and the 

small-signal measuring voltage vary too rapidly to form an inversion layer in the 
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surface depletion region. As a result, the depletion layer becomes wider than � �  

and there is no capacitance minimum in deep depletion. 

 

Section 5.2 Effects of Trapped Charges on C-V Curve s 

One goal of this work is to minimize the trapped charges using the sulfur 

passivation of Ge before the deposition of high-k dielectrics. As mentioned in the 

previous section, there are two sources of the trapped charges: the trapped 

charges in the oxide layer and the interface traps. 

 

5.2.1 Shifts of Flat-Band Voltage and Hysteresis of  C-V Curves 

In an ideal MOS capacitor without trapped charges, the flat-band voltage 

is given by the work function difference of the metal and the semiconductor, � +� , 

which shifts the flat-band voltage without distortion (the dashed line in Figure 

5-9). 
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Figure 5-9: C-V curve with nonzero work function di fference (dashed) and trapped charges (dotted) 

[7]. 

However, the C-V curve is shifted as well as distorted in the presence of the 

trapped charges (the dotted line in Figure 5-9).  The flat-band voltage can be 

extracted from the C-V curve and compared to an ideal C-V curve. This shift is 

directly related to the amount of the effective trapped charge, 2 
 , by:  

�
 -� � �
2 


� ��
 

In practical MOS systems, C-V measurements might exhibit hysteresis 

effects as shown in Figure 5-10. These measurements are made when the gate 

voltage is swept back and forth with a very low frequency of a triangular wave 

(~1Hz) and a high-frequency ac measurement (1kHz or higher). The hysteresis 

can help differentiate between two common non-ideal behavior patterns: (1) the 

field-aided movement of the positive ions in the oxide layer, and (2) the trapping 

of free carriers from the channel in traps at the oxide/semiconductor interface 2 
� . 
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Figure 5-10: Hysteresis of a C-V curve [7]. 

 

5.2.2 Determination of Interface Traps 

There are several methods to determine the interface state density, f 
� : (1) 

comparison of the measured C-V curve at low frequency with the theoretical ideal 

curve [8]; (2) comparison of the measured C-V curve at high frequency with the 

theoretical ideal curve [9]; and (3) comparison of measurements of the C-V 

curves at low and high frequency [2, 10]. 

In this work, the high-low-frequency capacitance method is used because it 

does not require complicated theoretical calculations for comparison. From the 

C-V curves,  � �-  and � �-  can be extracted at threshold voltage as shown in 

Figure 5-11 and can be used in the calculation of f 
�  [2]: 

f 
� �
�
� � 1

� �� � �-

� �� � � �-
�

� �� � ��

� �� � � �-
3 
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Figure 5-11: C-V curves at high (solid line) and lo w (dotted line) frequencies [7]. 

 

Section 5.3 Experimental Results 

The Ge-based MOS capacitors studied in this work were fabricated on p-

type Ge(100) wafers with ? � � ��] b �6 ��  cm-3. The Ge surface pretreatments 

included degreasing, wet chemical cleaning (HF etches and/or H2SO4/H2O2 

oxidation) and optional passivation with sulfur using (NH4)2S solution as shown in 

Section 5.3. A thin layer of HfO2 was deposited in our home-made ALD system 

with Hf(NEtMe)4 and DIW as precursors. The film growth conditions are given in 

Section 4.5. The physical film thickness of the HfO2 layer has been determined 

by RBS to be 4.0 nm after 50 ALD cycles. An array of 200 nm-thick Au dots (100 

µm in diameter) as metal gates were e-beam sputtered onto the high-k layer. All 

samples were annealed at 500 °C for 30 seconds befo re the C-V measurements. 

The sweeping dc bias is applied on the gate from -2 to 2 volts with a small ac 

signal (20 mV) at high and low frequencies (1M and 100k Hz). Figure 5-12 shows 
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the stack structures of the Ge-based MOS capacitors and the setup of the C-V 

measurement. 

 

Figure 5-12: Schematic drawing of the C-V measureme nt setup. 

 

5.3.1 HfO2/Ge 

C-V measurements have been performed on Au/HfO2/p-Ge(100) MOS 

capacitors with different surface treatments on the Ge substrates. Figure 5-13 

shows the C-V curves of such a sample with an HF-last Ge substrate. Comparing 

the measurements with the calculated ideal C-V curve, the effective trapped 

charge, 2 
 , can be obtained as shown in Section 5.2.1 and has a value of 

H b �6  �  e-1cm-2. After the flat-band capacitance, � -� , is determined, the amount 

of the offset of the corresponding voltages, W
-�3�	 , from the dual sweep C-V 

curve (Figure 5-10) can be used as a quantitative measure of how big the 

hysteresis is. For this sample, it is 0.31 V. The value of the interface state 

density, f 
� , has been extracted using the method in Section 5.2.2 and has a 
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value of ��i6 b �6  �  cm-2/eV. With such a large effective charge and big C-V 

hysteresis, this MOS capacitor is unacceptable, in this condition, due to its 

electrical performance.  

 

Figure 5-13: C-V curves of a Au dot capacitor with 4 nm HfO 2 on HF-last p-Ge(100). 

We now compare the electrical characteristics of Au/HfO2/p-Ge(100) MOS 

capacitors fabricated with and without the sulfur passivation. Figure 5-14 shows 

the C-V curves of a Au/HfO2/p-Ge(100) MOS capacitor on a sulfur-passivated Ge 

substrate. Comparing with Figure 5-13, the C-V hysteresis is smaller (W
-�3�	 �

6���  V) and the C-V curve is less distorted. This implies that the amount of the 

effective trapped charge is smaller (2 
 � H��j b �6  �  e-1cm-2). The value of the 

interface state density, f 
� ,  is ��Ej b �6    cm-2/eV. This great reduction on f 
�  is 

due to the sulfur passivation which terminates the dangling bonds on Ge 

surfaces [11]. 
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Figure 5-14: C-V curves of a Au dot capacitor with 4 nm HfO 2 on HF/DIW/H2O2-treated S-passivated p-

Ge(100). 

Figure 5-15 shows the C-V curves of a Au/HfO2/p-Ge(100) MOS capacitor 

on a sulfur-passivated Ge substrate. The degreased Ge substrate was first 

cleaned using the H2SO4/H2O2 oxidation method. Before being passivated in 

(NH4)2S solution, the substrate was etched by HF to remove the chemical oxide 

formed in the previous step. Both the C-V hysteresis and the amount of the 

effective trapped charge are further reduced (W
-�3�	 � 6���  V and 2 
 � ��]E b

�6  �  e-1cm-2). Comparing this to the C-V curves from the previous two samples in 

Figure 5-13 and Figure 5-14, the shoulder due to the distortion becomes less 

noticeable. The value of the interface state density, f 
� ,  is i��� b �6  �  cm-2/eV. 
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Figure 5-15: C-V curves of a Au dot capacitor with 4 nm HfO 2 on H2SO4/H2O2 oxidized, HF-etched S-

passivated p-Ge(100). 

In Section 3.1, we have shown that using HF should be avoided in order to 

minimize the amount of hydrocarbons after the protective chemical oxide is 

formed on the Ge surface. Figure 5-16 shows the C-V curves of another 

Au/HfO2/p-Ge(100) MOS capacitor. It is similar to the previous one, except that 

the HF etching step is omitted during the surface preparation (degreasing, 

H2SO4/H2O2 oxidation and sulfur passivation). Among these four samples, it has 

the smallest C-V hysteresis, the least amount of effective trapped charge 

(W
-�3�	 � 6��]  V and 2 
 � ���� b �6  �  e-1cm-2) and the lowest value of interface 

state density f 
�  (E��� b �6  �  cm-2/eV).  

The values of 2 
 , W
-�3�	  and f 
�  obtained from these samples are listed 

in Table 5-1 for easy comparison. 
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Figure 5-16: C-V curves of a Au dot capacitor with 4 nm HfO 2 on H2SO4/H2O2 oxidized, S-passivated 

p-Ge(100). 

 

 

Table 5-1: Comparison of the C-V measurements on Au /HfO2/p-Ge(100) capacitors. 
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 Our results are significantly better than those reported in the literatures to 

date. Figure 5-17 shows the C-V curves from a Al dot capacitor with 7.7 nm HfO2 

on sulfur passivated n-Ge(100) from a recent study [12]. The minimum, extracted 

from their C-V measurement, is ��H b �6  �  cm-2/eV which is about 40 times larger 

than our best results (Table 5-1). 

 

Figure 5-17: C-V curves of Al dot capacitors with 7 .7 nm HfO 2 on S-passivated n-Ge(100) [12]. 

 

5.3.2 Al 2O3/Ge 

The improvement of the electrical properties due to the sulfur passivation 

was also observed on Ge-based MOS capacitors with Al2O3 as a dielectric. For 

comparison, ALD-grown Al2O3 was deposited on p-Ge(100) with and without a 

sulfur passivated layer. Figure 5-18 shows the C-V curves obtained from such 

two Au/Al2O3/p-Ge(100) capacitors. The capacitor with the sulfur passivation has 

smaller C-V hysteresis and lower  f 
�  than the one without the sulfur passivation.  
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Figure 5-18: C-V curves of Au/Al 2O3/p-Ge(100) with (right) and without (left) the sulf ur passivation. 

 

In summary, the C-V measurements show that the Ge-based MOS 

capacitors with the sulfur passivation exhibit lower f 
�  and smaller flat-band 

voltage shifts than the ones without the sulfur passivation. This indicates that  

sulfur passivation can efficiently reduce the trapped charge density and improve 

electrical properties. The same trend has been observed on capacitors with HfO2 

as well as Al2O3 as the high-k dielectric. Moreover, different wet chemical 

pretreatments of the Ge substrates affect the C-V characteristics differently. 

From our studies, the MOS capacitor on S-passivated Ge substrates which were 

cleaned with H2SO4/H2O2 oxidation without following HF etches gives the best 

electrical measurement results. 
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Chapter 6 Conclusion 

Scaling CMOS devices is key to the development of semiconductor 

technology. However, further reduction in the thickness of the traditional SiO2 

dielectric, now ~1 nm, would result in a dramatic increase in the leakage current 

and hence degrade the device performance and increasing power consumption 

well beyond what is acceptable. High-k dielectric materials like HfO2 and Al2O3 

have been examined as replacements to SiO2 and are beginning to appear in 

commercial devices just as this thesis work is finished. With SiO2 on the way out, 

the need for Si also becomes a hindrance, and other higher performance 

semiconductor are being suggested, with Ge showing some advantages  such as 

higher mobility relative to Si. 

Because of the low thermal and chemical stability of Ge oxides, surface 

cleaning and preparation on germanium is not as straightforward as it is for Si. In 

this work, different wet-chemical cleaning methods on Ge substrates have been 

studied. Unfortunately, none of them appear to fully remove all the hydrocarbon 

and germanium carbides from the surface. By chemical oxidation, we can 

convert these into other chemical species, which are more easily removed. This 

approach seems to be a very promising solution. We have demonstrated that 

H2SO4/H2O2 oxidation not only can greatly reduce the amount of the 

hydrocarbons and germanium carbides, but it can also form a protective oxide to 

prevent the surface from further contamination in ambient conditions. After the 
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chemical oxide is formed, we also found that HF etches should be avoided in 

order to reduce the amount of carbon remaining or adsorbing on the surface. 

Surface passivation is another crucial step for the success of the Ge-based 

MOS devices. In this work, two different passivation chemistries (with hydrogen 

and sulfur) have been studied and compared. S-passivated Ge surfaces 

prepared in hot (NH4)2S solution are more stable than H-terminated Ge surfaces. 

We have demonstrated that the combination of H2SO4/H2O2 oxidation and the 

sulfur passivation with (NH4)2S have produced a clean Ge surface with the least 

amount of carbons and Ge oxides. 

Atomic layer deposition proves to be a very useful technique for the growth of 

ultra-thin high-k films. In our home-built ALD system, ALD-grown HfO2 and Al2O3 

have been deposited on Ge as well as other substrates including Si and glass. 

The physical thickness and the growth rate have been determined by RBS. 

Combining our work of the wet-chemical cleaning, the surface passivation 

and ALD of high-k films, we are able to optimize the fabrication of novel Au/high-

k/Ge-based MOS capacitors. The interfacial properties have been investigated 

using the electrical characterization techniques, including capacitance-voltage 

measurements. The trap state density and the effective trapped charge have 

been extracted from the results of the C-V measurements and have been used to 

compare the effects of different surface preparation on Ge substrates. A great 

improvement of MOS devices due to the sulfur passivation has been observed. 

The future work should be focus on the further reduction of trapped charges and 
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interface state density and improvement of high-k film quality in order to minimize 

leakage current and increase the MOS capacitance. 
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