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ABSTRACT OF THE DISSERTATION

Cross-layer Design for Reliable and Efficient Data Transmission over

Multiple Antenna Mobile Infostation Networks

By HONGBO LIU

Dissertation Director:

Professor Narayan Mandayam

In this thesis, we propose a system architecture that has multiple localized networks, each with a

mobile information server (Mobile Infostation) that collects the information relevant to mobile users

over a back-haul network and delivers the information to the users on demand. For efficient use of

the bandwidth and energy resources of the wireless network, we designand evaluate a cross-layer

solution for the Radio Link Control (RLC), Medium Access Control (MAC), and Transport layers

of the network protocol stack.

At the RLC layer, we propose a Hybrid–ARQ scheme with transmit power control to optimize

the average energy consumption while maintaining a target packet error rate (PER) to increase the

reliability of the Link Layer. We show that the above optimization problems for a short term static

Rayleigh block fading MIMO channel can be formulated and solved using geometric programming.

Our illustrative results show that, with a target PER of 0.01%, the optimal powerallocation scheme

can provide a gain of up to 3 dB for a Space-Time Trellis Code (STTC) coded MIMO channel with
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maximum two ARQ rounds.

At the MAC layer, we propose an efficient MAC scheme with two variations, where the data frames

are scheduled for transmission based on the user priorities, channel conditions and mobility. In the

reliable version of the MAC protocol named MIN-MACa, a stop-and-wait ARQ for data frames

and a selective repeat ARQ for data sub-frames are combined to ensurereliable and efficient data

transmission without the use of the TCP protocol. A highly efficient version of the MAC protocol

without the ARQ overhead named MIN-MACb is also proposed, thereby requiring an integrated

transport protocol for reliable end-to-end data transmission.

At the Transport layer, a transport protocol (MIN-TCP) optimized forthe MIN-MACb is proposed to

improve the end-to-end throughput. The simulation results show that, with MIN-TCP, the through-

put can be doubled compared with TCP-NewReno when the PER is high. Thecross-layer approach

to the Transport and MAC layer co-design also provides higher throughput than the MIN-MACa

approach when the PER is low.
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Chapter 1

Introduction

Consider the following scenario, the ground forces are on operation. Various entities in the unit may

need access to different information, including terrain maps, the day’s plan, periodic information on

enemy movement, command directives, etc. The conventional voice cellular system that provides

ubiquitous coverage is insufficient for “just in time” delivery of immense amounts of data. There-

fore, a system architecture based on infostation networks [21,26] is proposed to provide high data

rate services in the battle field as shown in Figure 1.1. The system is composedof multiple localized

Figure 1.1: Mobile infostation networks

networks each with a mobile information server (mobile infostation) that collects the information
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relevant to their users over a back-haul network on an anticipated-need basis. The users then down-

load large data files on demand with high end-to-end throughput (> 100Mbps) supported by a high

data rate PHY (physical layer) and an integrated highly efficient MAC protocol and transport layer

protocol. We call the proposed infostation network technology, its physical layer, its MAC (Medium

Access Control) layer and transport layer protocol, collectively, as theMobile Infostation Network

Technology (MINT) [58].

In this thesis, we propose several new schemes on the protocol design for reliable large file transfer

applications between the infostation and end users. Specifically, we propose a MAC protocol that is

highly efficient when used with infostation networks. We also optimize the link layer Hybrid–ARQ

(Automatic Retransmission reQuest) protocol and transport layer protocol to work with the highly

efficient MAC.

1.1 MINT System Overview

In mobile infostation networks, the mobile infostations work as cache serversfor both back-haul

network and local mobile users. As shown in Figure 1.1, an infostation is “filled” by satellites,

UAVs (Unmanned Aerial Vehicles), and whatever other means might be available. The fill stations

are part of the back-haul network, which carries a variety of sensordata such as aerial pictures of

enemy movement, and directives from the network command.

The back-haul network consists of a variety of data links, both wired andwireless, and is usually

limited by its weakest link. This limitation may be circumvented by judicious caching, a high-

performance network technology, and a transport service that suits theapplication [63]. For in-

stance, a publish/subscribe network infrastructure may be used [17,18]. In this fill model, an info-

station keeps track of the interests of its users by maintaining an interest database and subscribes
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for information that meets these interests. The data publishers – for instance, the network com-

mand center – periodically publish description of the data they produce. Thepublish/subscribe

network infrastructure will match the publishers and subscribers, and multicast new data to the

relevant subscribers, i.e., the infostations, by use of a reliable multicast service optimized for the

publish/subscribe infrastructure [57].

Besides the publish/subscribe network infrastructure, the infostation canalso communicate through

the back-haul network with any remote server to retrieve the data matching theuser’s new request.

The requested file and its related files are stored in the infostation. Once the requested file is ready,

it is sent out from the infostation to the user over the high throughput wireless link between the

infostation and the user within seconds. If there is no other requested filesto serve, the relevant files

are downloaded for future use for this user or other users that have similar interest.

The central mechanism of MINT is the concept of superuser: a user who is designated by virtue of

a combination of favorable channel state and a higher-layer priority mechanism as having a greater

claim to the system resources. The higher layer priority mechanism may, forinstance, rate the

importance of different data types – a satellite map of enemy movement is clearly more important

than a personal email with a large attachment – and conclude that users whoare to receive the

more time-sensitive data have a higher priority. Also, users with higher security designation may be

deemed to have higher priority than those with lower security designation.

The superuser may carry high priority data that is critical for the normal user to download and,

therefore, need higher throughput or dedicated channel to upload thedata to the infostation. This is

enabled by the centralized scheduling of the MAC protocol. The superuser can either use up all the

bandwidth provided by the infostation or use a fraction of the bandwidth whenits channel condition

is better than a predefined threshold.
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There may be multiple infostations within a unit for reliability and coverage, in which case the unit

can be thought to be divided into clusters, each of which is served by an infostation. The clusters

and the unit form the lowest rung of a hierarchy that extends through theback-haul network to the

network command. A hierarchical key management infrastructure may be needed to provide flexible

security across the tactical network, with multiple security levels [41]. The multiple security levels

may also double as a measure of priority of the users.

1.2 MINT System Protocol Design

Resource Manangement and Scheduling


Channel


Hybrid-ARQ/AMC


Packet Queue Management


TCP
UDP


Packet Source Control


SR-ARQ


Adaptive Modulation
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queue info
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Figure 1.2: Cross-layer design framework for MINT system

The MINT system is proposed to provide high end-to-end throughput between the infostation and
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mobile users. It requires the coordination among different protocol layers to achieve high through-

put data communication. While traditional network design where each layer ofthe protocol stack

operates independently reduces the network design complexity significantly, it is not well suited

to wireless networks because of the time-varying nature of the wireless links. Without adaptation

to the link quality at different layers, the bandwidth resources are wasted. Cross-layer design is

an approach to optimize the end-to-end performance by exchanging information between different

layers of the protocol stack and adapting to this information at each protocol layer. In MINT sys-

tem, the cross-layer approaches are applied for the PHY layer, RLC (Radio Link Control) sublayer,

MAC sublayer, Transport layer and Application layer. The protocol design framework is shown in

Figure 1.2.

At the RLC sublayer, an energy saving Hybrid ARQ power allocation schemeis proposed to im-

prove the reliability of the wireless link with a given energy constraint. At the MAC sublayer, we

propose an efficient MAC protocol called MIN-MAC (Mobile Infostation Network MAC protocol)

with two different reliability options, which we call MIN-MACa and MIN-MACb. One cross-layer

approach is to use MIN-MACa protocol, in which we combine an ARQ scheme with the basic

MAC function to ensure the reliable data transmission, so as to eliminate the use ofTCP protocol to

avoid the throughput loss caused by the TCP protocol and achieve the high throughput performance

over the mobile infostation networks. An alternative cross-layer approach is to use a modified TCP

protocol (MIN-TCP) coupled with the highly efficient MIN-MACb protocol. In this approach, we

keep the layered architecture of the protocol stack and design the TCP and MAC protocol jointly

to maximize the throughput performance. The two system designs based on this two cross-layer

approaches are called system A and system B respectively.
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1.3 Hybrid–ARQ for Increased Reliability at Link Layer

In a hostile mobile radio environment, the transmitted information is weakened during radio propa-

gation and distorted by channel fading. A proper receiver design to restore the information as much

as possible is critical for reliable communication. After demodulation at the receiver, the informa-

tion is still contaminated with random noise. A random error occurs if the noiselevel for one or

more bits is large enough in the received information message. Channel coding is a technique that

protects digital data from errors by adding redundant bits to introduce some memory into the signal

processing. From Shannon’s theory [62], by proper encoding of the information, errors induced by

a noisy channel can be reduced to any desired level as long as the transmission rate is lower than

the channel capacity. The error free communication with channel coding requires infinite codeword

length and is impractical for real world communication. However, near Shannon limit coding tech-

niques such as Turbo codes and LDPC codes can achieve a performance very close to Shannon

capacity. Since there is still residual error after channel coding, an ARQ protocol is proposed to

combine with error correction channel coding to boost the performance further. The combination

of channel coding with ARQ protocol at the link layer is called Hybrid–ARQ.

There are several variations of the Hybrid–ARQ scheme [42]. Type I Hybrid–ARQ combines the

basic ARQ scheme with FEC coding. In this type of scheme, only the latest received packet is used

for decoding. The information in all previous packets is discarded. Chase Combining Hybrid–ARQ

uses code combining [10], which means the decoder combines successive received packets until the

code rate is low enough to provide successful decoding. In Chase Combining, the repetitions of

the same packet are sent upon each retransmission request. Type II Hybrid–ARQ with Incremental

Redundancy (IR) [48] also combines all previous packets for decoding. However, in this scheme a

packet with a high rate code is sent in the first transmission. If this high rate code cannot be decoded,
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more redundant bits are sent in the successive packets, which are thencombined with all previous

transmissions to form a lower rate code. Chase Combining is also consideredas a special case of

type-II Hybrid ARQ with IR.

For energy limited data networks, the performance goal is to maximize the amountof data trans-

mitted per unit energy with a maximum delay limit. Even for a regular wireless network, mini-

mizing the error probability with average power constraint is important. To minimizethe average

energy consumption per source packet, we propose a Hybrid-ARQ scheme with optimal transmis-

sion power control, in which the energy allocated to the transmitted block in thel-th ARQ round

is a time-invariant deterministic function of the relative indexl. Our goal is to choose the transmit

energy for thel-th ARQ round to minimize the average energy consumption under a PER (Packet

Error Rate) constraint with the maximal number of ARQ rounds to be fixed toL. Or alternatively,

minimize the PER under an average energy constraint.

The traditional Hybrid–ARQ scheme is a constant power transmission scheme.The Hybrid-ARQ

with transmission power control is considered a way to increase the throughput or reduce energy

consumption. In [30], a power ramping scheme is used with type I Hybrid–ARQ to provide higher

throughput. In this scheme, the adaptation of transmit power level is controlled by the retransmis-

sion requests. The first transmission for a given packet starts with the lowest power level. If the

received packet is detected with error, a retransmission is requested witha NACK (negative ac-

knowledgment). When a NACK is received, the power level is gradually increased in a predefined

way during the retransmission. In [67], a different power control scheme is proposed. If the number

of retransmissionsq is no greater than a thresholdQ, upon which the lowest coding rate of an RCPC

(Rate Compatible Punctured Convolutional) code [28] is achieved, with a power levelP , a type II

Hybrid–ARQ with incremental redundancy scheme is applied. WhenQ < q < 2Q, all previous
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transmissions are discarded and type I Hybrid–ARQ scheme with a power level mP and the lowest

coding rate is used. Ifq = 2Q, the packet is discarded. The limitation of the work in [30] and [67]

is that there is no discussion about the optimality of these two schemes.

An asymptotically optimal power control algorithm is proposed in [24] that yields very significant

diversity advantage in long-term static MIMO channels with a Hybrid–ARQ scheme. The long-

term static channel means that the channel coefficients remain constant during all ARQ rounds and

change to new independent values with each new packet. The proposedpower control algorithm

shows that the energy allocated to thel-th block can be made inversely proportional to the prob-

ability of transmitting thel-th block. However, for short-term static channels, where the channel

remains constant during each round and changes independently at the next round, only the constant

power allocation scheme is discussed in their work.

Different from the above works, We use a geometric programming (GP) approach to solve the

optimization problems over short-term static channels. A closed-form solutionis obtained, which

shows that the transmit energy allocated for thel-th ARQ round is also inversely proportional to

the probability of transmitting thel-th block. We also show that the optimized transmit power

increases super-linearly each time a retransmission is requested and the fraction of the average

energy optimally allocated to each ARQ round only depends on the incrementaldiversity gains

obtained at each ARQ round. This closed-form solution allows a practicalimplementation of the

optimal power allocation for a Hybrid–ARQ system.
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1.4 Reliable Data Transmission with TCP

It is known that the throughput performance of TCP protocol is undesirable when a wireless link

is present in the path. For over 20 years, many efforts have been devoted to improve the perfor-

mance of TCP over wireless links. These improvements have been achievedusing several different

approaches.

Link Layer approach It is reported that the interaction between TCP and link layer ARQ (Auto-

matic Repeat reQuest) sometimes results in loss of throughput [12] when the link error rate is

very high (> 0.1). This is due to the fact that link layer retransmissions overload the network

and introduce extra delay which causes unnecessary TCP timeouts and retransmissions. How-

ever, using ARQ schemes at the radio link layer to reduce the packet loss over wireless links

can improve the TCP throughput [5] in most cases. The reason is that by using FEC (Forward

Error Correction) codes, the link error rate can be controlled to be less than 0.1. Moreover,

with Hybrid-ARQ [10,42,48] which is the combination of the FEC and the ARQ schemes,

the error rate and the link layer retransmission overhead can be reducedfurther. Therefore,

the link layer approach should be valid in most cases.

TCP/MAC Layer approach It is observed that when TCP works with CSMA/CA based MAC

such as IEEE 802.11, packet collision is the major source of packet loss.When CSMA is

used, the in-flow self interference is responsible for the loss of throughput. It is shown that

when delayed ACK option [9] is used, which allows the TCP receiver to transmit an ACK

for every two incoming packets, the TCP connection can gain 15 to 32 percent good-put

improvement [72]. In [23,72], it is shown that limiting the maximalcwnd at an optimum

value can bring the TCP performance to its best with the given topology and flow patterns for

CSMA/CA based MAC.
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TCP based approachSince it is the congestion control algorithm after a timeout event that causes

degraded performance of TCP protocol, one way to solve this problem is tomodify RTO

(retransmission timeout) to favor the wireless link. In [2], a parameter adjustment of the

current RTO algorithm (see [56]) is used. In [45], a different algorithm to calculate the RTO

is applied. Another way to improve the performance of the TCP protocol is to change the

TCP behavior after the timeout event [46,61]. In addition, new TCP variations [16,22,25,73]

are proposed to modify TCP congestion control algorithms or add new features based on the

knowledge about the wireless link.

Split TCP is another class of TCP based approaches. Interactive TCP [4] divides TCP con-

nection into two parts, i.e., wireline link and wireless link, which are connected by the proxy

server. Split TCP for MANETs [40] is another way to divide the TCP connection. For any

TCP connection, certain nodes along the route take up the role of being proxies for that

connection. The proxies buffer packets upon receipt and administer rate control. Besides

improving the total throughput, this approach also reduces unfairness between the longer and

shorter TCP connections.

Multi-path approach New transport layer protocols such as R-MTP (Reliable Multiplexing Trans-

port Protocol) [47] and SCTP(Stream Control Transmission Protocol) [65,66] are proposed

for wired/wireless networks with wireless terminals equipped with multiple wirelessinter-

faces. By using multiple wireless interfaces to transport data, TCP performance can be im-

proved by throughput aggregation.

Each approach is proposed for different wireless applications. Amongthem, the link layer approach

is more general than the others. By improving the link layer reliability for wireless links with high

error rate, the throughput can always be improved. For MINT systems,the infostation can work as a
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proxy server for the mobile terminals like in the split TCP approach. The last hop data transmission

between the infostation and the mobile terminals can be designed independently from the rest of

the systems. Then we only need to optimize the data transmission over a single hopwireless link,

which largely simplifies the system design.

1.5 Reliable Data Transmission with Reliable MAC Protocol

The TCP protocol is an end-to-end congestion control protocol designed for the worst case scenario,

when all users are aggressive without knowing the network capacity. The only feedback from the

network is the acknowledgment (ACK) packet, carrying the coarse timing and throughput informa-

tion. Because of the coarse scale of the timing information, it cannot adapt tothe wireless channel

condition. The MAC layer is closer to the wireless medium and has direct access to the channel and

transmission timing information provided by the PHY layer with high accuracy. Itcan adapt to the

channel and transmission condition in a timely fashion. On the other hand, forinfostation networks,

the transmission can be restricted to one link. If the MAC is designed with a centralized scheduling

scheme, the network congestion can be avoided. Therefore, a MAC protocol with a strong error cor-

rection capability is ideal to provide reliable data transmission without all TCP congestion control

algorithms. This helps to avoid the difficulties when TCP is used over a wirelesslink and, therefore,

improves the end-to-end throughput.

Most of the current MAC protocols for wireless systems use some subsetof the following basic mul-

tiple access techniques [52]: Frequency Division Multiple Access (FDMA), Time Division Multiple

Access (TDMA), Code Division Multiple Access (CDMA), ALOHA protocols and Carrier Sense

Multiple Access (CSMA). The MAC protocols are roughly classified into two categories: central-

ized MAC protocols and Ad Hoc MAC protocols. The Ad Hoc MAC protocols such as CSMA/CA
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(Carrier Sense Multiple Access with Collision Avoidance) in IEEE802.11 [31] are widely used in

WLANs (wireless local area networks) and MANETs (mobile ad-hoc networks). The centralized

MAC protocols based on reservation and scheduling are used for the communication networks such

as cellular networks and wireless ATM (Asynchronous Transfer Mode), for which the radio resource

is more expensive and QoS support is needed.

Although an Ad Hoc MAC protocol generally has lower communication complexitythan a central-

ized MAC protocol used in cellular networks, the channel utilization is higherfor centralized MAC

protocol because of the centralized channel allocation and scheduling schemes. Cellular networks

provide voice services and limited data services. Its MAC scheme is not suitable for high through-

put data communications. Wireless ATM provides high performance voice and data services to

the mobile user. The MAC protocols typically follow a three phase model. In the first phase, a

request message is sent on a random access control channel. The second phase involves the base

station scheduling uplink and downlink transmissions according to the QoS requirements of the

current traffic mix. Preference is given to delay sensitive data, such as voice packets, while data

services must make do with any remaining capacity. The third phase involves the transmission of

packets according to the schedule created in phase two. For example, the PRMA/DA (Packet Reser-

vation Multiple Access/Dynamic Allocation) [36] and DSA++ (Dynamic Slot Assignment) [13]

protocols using FDD (Frequency Division Duplex), MASCARA (Mobile Access Scheme based on

Contention and Reservation for ATM) [54] and DTDMA (Dynamic TDMA) [60] using TDD (Time

Division Duplex) are representative wireless ATM MAC protocols with this three phase MAC de-

sign.

The MAC protocol for mobile infostation networks is designed to work with a high performance

PHY layer, i.e., a high data rate PHY with MIMO (Mulitple Input Multiple Output antenna),
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OFDM (Orthogonal Frequency Division Multiplexing) and AMC (AdaptiveModulation and Cod-

ing) scheme. However, the high data rate could be mitigated when MAC and transport protocol are

taken into account. The MAC protocol overhead increases as the PHY data rate increases because

of the fixed low data rate protocol header and channel training sequence. As a result, the throughput

efficiency (defined as the ratio between the MAC throughput and average PHY data rate) of MAC

protocols decreases as the PHY data rate increases. Therefore, highthroughput efficiency and low

complexity are key to the infostation MAC design. The other requirements for the MAC design

include proportional fairness for all regular users with different mobilities, and high priority for

super-users.

Some earlier work about MAC protocol design for infostation networks can be found in [50,70]. The

proposed protocol is called WINMAC, which is configured to work at TDMA/TDD (Time Division

Multiple Access/Time Division Duplex) mode on a Harris PRISM IEEE 802.11 WLAN radio chip

set with three transmission rates (i.e., 0.5, 1, and 2Mbps). The WINMAC includes a go-back-N and

SR ARQ (Selective Repeat ARQ) protocol, a reservation based multiple access protocol, which sup-

ports both fairness and preemptive services. Because WINMAC is designed to work on the low data

rate PHY technologies, the implementation complexity and protocol overhead ofthe WINMAC pro-

tocol could be high if a high data rate PHY is employed. The CSMA/CA based MAC protocol such

as IEEE 802.11 [31] DCF (Distributed Coordinate Function) has been the standard for WLANs

(Wireless Local Area Network). The success of its low data rate versions makes it a reasonable

choice to start with for a high throughput MAC protocol. The forthcoming IEEE 802.11n stan-

dard is an amendment to the 802.11 standards to support MIMO (multiple-inputmultiple-output)

technology with raw data rates up to 600 Mbps. The proposed features ofIEEE 802.11n [51] are

based on the EDCF (Enhanced Distributed Coordinate Function) of IEEE 802.11e [32] with data

rate adaptivity, frame aggregation and bi-directional data flow, etc. However, for the purposes of
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backward compatibility and signal training, a fixed low data rate PHY header isadopted for each

PHY frame, which increases the header overhead. Compared with the DCF, the EDCF has higher

throughput efficiency with QoS support. Adaptive data rates make use ofthe bandwidth more effi-

cient. The frame aggregation improves the throughput by using a larger PHY frame, which carries

multiple MAC frames. The bi-directional data flow feature improves the throughput for TCP type

of data traffic. Therefore, the throughput is improved significantly compared to the DCF based

IEEE 802.11. The major drawback of the IEEE 802.11n is the protocol complexity, which makes it

difficult to implement and maintain.

Inspired by the wireless ATM MAC protocols and IEEE 802.11n proposal,we designed a simple

but effective MAC protocol with reduced complexity and higher throughput. Since it is designed

for the MINT, we name it Mobile Infostation Network MAC protocol (MIN-MAC). Different from

IEEE 802.11, the MIN-MAC protocol uses a centralized scheduling algorithm to allocate channel

resources based on the channel condition, user priority and mobility, etc.The MIN-MAC pro-

tocol has the following features: i) support for a high priority super-user; ii) packet aggregation;

iii) multi-user diversity gain; iv) scalability in the number of supported users;v) optional reliable

transmission;

The MIN-MAC protocol is proposed with two variations called MIN-MACa and MIN-MACb. The

MIN-MACa uses a selective ARQ scheme that works with packet aggregation, the packet loss at

link layer is recovered by the MAC retransmission scheme. It is designed to use without a reliable

transport layer protocol. The highly efficient MIN-MACb is designed without ARQ. It relies on

a transport layer protocol for reliable transmission that is optimized for the MAC protocol and in-

fostation applications. The jointly optimized transport layer protocol, which is named MIN-TCP,
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provides higher throughput than regular TCP for all the link error ratesand achieve higher through-

put than the MIN-MACa scheme when link error rate is low.

In the following, we will describe the energy saving Hybrid ARQ in Chapter 2. The MIN-MAC

design for system A and system B is given in Chapter 3. The joint design ofMIN-TCP and MIN-

MAC for system B is described in Chapter 4. We conclude with future direction in Chapter 4.4.
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Chapter 2

Energy Efficient Hybrid–ARQ Protocol

For mobile infostation networks, both infostation and mobile terminals are battery powered. For

this type of energy limited network, it is of interest to optimize the average energy consumption of a

Hybrid–ARQ system while maintaining a target frame-error-rate (FER) or,alternatively, minimize

the FER under an average energy constraint.

Consider a frequency flat fading channel with no CSI (Channel State Information) at the transmitter

and perfect CSI at the receiver. For a Hybrid–ARQ scheme, the receiver has limited one bit feedback

from the receiver about the success or failure of the previous transmission. Without CSI, we use a

power adaptation scheme, in which the energy allocated to the transmitted block inthe l-th ARQ

round is a time-invariant deterministic function of the relative indexl. This fixed power allocation

scheme has been proposed in [24,30,44,67] independently. In [24], anasymptotically optimal power

control algorithm is proposed that yields very significant diversity advantage in long-term static

MIMO channels, where the long-term static channel means that the channel coefficients remain

constant during all ARQ rounds and change to new independent valueswith each new packet. The

proposed power control algorithm shows that the energy allocated to thel-th block can be made

inversely proportional to the probability of transmitting thel-th block. However, for short-term

static channels, where the channel remains constant during each roundand changes independently

for the next round, only a scheme without power control is discussed in [24].
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For energy limited data networks, the performance goal is to maximize the amountof data trans-

mitted per unit energy with a maximum delay limit. To minimize the average energy consumption

per source packet, we propose a power adaptation scheme with power level at each ARQ round

optimized for the short-term static channels. Our goal is to choose the transmitenergy for thel-th

ARQ round to minimize the average energy consumption under a PER constraint with the maximal

number of ARQ rounds to be fixed toL, or alternatively, minimize the PER under an average energy

constraint.

We use a geometric programming (GP) approach to solve the above optimization problems. A GP is

a mathematical formulation of an optimization problem that can be expressed in terms of a class of

functions which we call posynomials [14]. It has been found that optimization of power control for

interference-limited wireless networks can be formulated as GP and solved efficiently(see [11] and

references there in). We show that our problem can be formulated and solved as a GP. A closed-form

solution can be obtained, which shows that the transmit energy allocated forthe l-th ARQ round

is also inversely proportional to the probability of transmitting thel-th block, which is similar to

the optimal scheme for long term static channel obtained in [24]. We also showthat the optimized

transmit power increases super-linearly each time a retransmission is requested and the fraction

of the average energy optimally allocated to thel-th ARQ round only depends on the incremental

diversity gains obtained at all ARQ rounds.

This chapter is organized as follows: In section 2.1, we give some preliminaries about the back-

ground of the work. In section 2.2, we analyze the probability of error for type I and type II

Hybrid–ARQ scheme over a short term static Rayleigh fading channel with different transmit en-

ergy for each ARQ round. In section 2.3, the optimization problem is formulated and solved as

a geometric programming problem. In section 2.4, simulation validations for the optimal power
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allocation strategy are presented and we make some remarks about our work in section 2.5.

2.1 Preliminaries

2.1.1 Channel and Hybrid–ARQ Model

We consider a frequency flat fading channel with no CSI (channel state information) at the transmit-

ter and perfect CSI at the receiver. For a MIMO channel withMT transmit antennas andMR receive

antennas, the channel state matrixHl ∈ C
MR×MT , l = 1, · · · , L remains constant during thel-th

ARQ round and changes independently for different ARQ rounds. Each ARQ round takesT channel

uses. Definexl,t ∈ C
MT , t = 1, · · · , T , yl,t ∈ C

MR , t = 1, · · · , T , andwl,t ∈ C
MR , t = 1, · · · , T

as the transmitted signal, received signal and corresponding channel noise vector respectively. The

channel noise is assumed to be temporally and spatially white with i.i.d. complex Gaussian entries

∼ CN (0, 1). Let El be the transmit power per channel use, which remains constant for thel-th

ARQ round, andΓl = ElT be the energy consumption for thel-th ARQ round. The channel model

is defined as

yl,t =

√

El

MT
Hlxl,t + wl,t, (2.1)

which corresponds to a short term static channel in [24]. It is also referred to as theL-block fading

ARQ model in the thesis.

An energy allocation scheme for theL-block fading ARQ model is defined asΓ = (Γ1, Γ2, · · · , ΓL).

The corresponding instantaneous power allocation scheme is defined as

E = (E1, E2 · · · , EL) = (ρu1, ρu2, · · · , ρuL) = ρu
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, whereρ = ‖E‖ andu = E

‖E‖ , and‖·‖ represents the norm of the vector.

The source packet is protected with an error detection code, which is thentransmitted following

a Hybrid–ARQ scheme. For simplicity, we assume the undetected decoding error is very small

compared with the detected decoding error and can be ignored during the analysis of decoding

error.

For type I and Chase combining Hybrid–ARQ, the source packet is encoded with a high rate code.

At each ARQ round, the same codeword is retransmitted. For type II HybridARQ, the source packet

is encoded with a low rate code and mapped into a sequence of L code blocks. At ARQ roundl,

the l-th code block is transmitted. At the receiver side, for type I Hybrid–ARQ,there is no buffer-

ing for previous ARQ rounds and the codeword received at currentARQ round is decoded. For

Chase combining and type II Hybrid–ARQ, at ARQ roundl, the codewords or code blocks from the

ARQ round1 throughl are all buffered and decoded as one codeword using a maximum likelihood

(ML) decoder. At each ARQ round, if a decoding error occurs, a one-bit negative acknowledg-

ment (NACK) signal is sent back to the transmitter, otherwise, an acknowledgment (ACK) is sent

back. An error-free and zero-delay ARQ feedback channel is assumed. If an ACK is received, the

transmitter then sends a new source packet. If a NACK is received, the transmitter enters the next

ARQ round of the same source packet. When the last ARQ roundL is reached, an ARQ error is

declared for the current source packet and the transmitter initiates the first ARQ round of a new

source packet.

2.1.2 Average Energy Consumption and Average Power

Following [24], we defineT as a random variable indicating the number of ARQ rounds it takes

to transmit a source packet. LetAl denote the event that an ACK is received by the transmitter at
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roundl. For all l = 1, · · · , L − 1, we have

Pr(T = l) = Pr(Ā1, · · · , Āl−1,Al) = ql (2.2)

After l = L rounds, either an ACK or a NACK is received, the transmitter sends a new source

packet. Therefore,

Pr(T = L) = 1 −
L−1
∑

l=1

ql (2.3)

The probability of the event that a NACK is received at thel-th round is defined as

Pl = Pr(Ā1, · · · , Āl), (2.4)

and letP0 = 1 by definition. LetE[·] denote the expectation of a random variable. From [24,

equation (10,12)], the average energy consumption per source packet is then defined as

Γ̄ = E

[

T
∑

l=1

Γl

]

=
L

∑

l=1

ΓlPl−1, (2.5)

which we are trying to minimize in this work. It can be interpreted as the the sum ofthe energy

consumption for each ARQ round weighted by the probability of a decoding error at previous ARQ

round.

2.1.3 Geometric Programming

A Geometric Program (GP) [8,14,59] is a mathematical formulation of an optimizationproblem that

can be expressed in terms of a class of functions which we call positive polynomials or posynomials.
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The standard form is as follows,

minimizef0(x)

subject tofk(x) ≤ 1, k = 1, 2, · · · , m,

x1 > 0, x2 > 0, · · · , xn > 0,

(2.6)

where

fk(x) =

Nk
∑

j=1

ckjx
a
(1)
kj

1 x
a
(2)
kj

2 x
a
(n)
kj

n , k = 0, 1, · · · , m

are posynomials, withckj > 0 as positive numbers anda(i)
kj ∈ R, i = 1, · · · , n as real numbers.

By letting xi = ezi , i = 1, 2, · · · , n, the transformed primal program is a convex program and all

theory of convex programming can be applied [8]. The degree of difficulty of a GP is defined as

N −M−1, whereN =
∑m

k=0 Nk denotes the total number of terms in all the posynomials of both

the objective function and all the constraints, andM = n denotes the number of design variables

xi, i = 1, · · · , n.

A geometric program in its standard dual form is as follows,

maximizev(δ) =
m
∏

k=0

Nk
∏

j=1

(

ckj

δkj

Nk
∑

l=1

δkl

)δkj

(2.7a)

subject toδkj > 0, j = 1, · · · , Nk, k = 0, · · · , m, (2.7b)

N0
∑

j=1

δ0j = 1, (2.7c)

m
∑

k=0

Nk
∑

j=1

a
(i)
kj δkj = 0, i = 1, 2, · · · , n, (2.7d)

where equations (2.7c) and (2.7d) are the normality and orthogonality constraints respectively. The

degree of difficulty is equal to the number of independent variables overwhich the dual function is
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to be maximized. For a geometric programming problem with a zero degree of difficulty, the dual

program has linear constraints with a unique solution, the primal program can then be solved based

on the primal-dual relation uniquely.

2.2 Packet Error Probability

The average energy consumption is closely related to the packet error probability. In the following,

we derive the Packet Error Rate (PER) for both type I Hybrid-ARQ andtype II Hybrid-ARQ scheme

over the L-block fading channel with a maximum likelihood (ML) decoder.

2.2.1 Diversity Gain

Diversity is a technique used to combat channel fading in wireless communication. Since the per-

formance gain at high SNR is dictated by the SNR exponent of the error probability, this exponent

is called the diversity gain, which is defined in [74] to show the diversity-multiplexing tradeoff in

MIMO channels. The optimal diversity-multiplexing tradeoff for ARQ MIMO channels is given

in [24]. For the Hybrid–ARQ over L-block fading channels, we can define a new term called incre-

mental diversity gain. For a given power allocation schemeE = (E1, E2 · · · , EL) = ρu. The error

exponent after decoding at thel-th ARQ round is defined as

dl = − lim
ρ→∞

log Pl(ρu)

log ρ
, (2.8)

wherePl(ρu) is the average packet error probability after thel-th ARQ round over all fading states.

The incremental diversity gain, which represents the diversity gain obtained by thel-th ARQ round,



23

is defined as

Dl = dl − dl−1 = − lim
ρ→∞

log Pl(ρu) − log Pl−1(ρu)

log ρ
,

whered0 = 0 by definition.

2.2.2 Probability of Errors in Hybrid–ARQ

The probability of error with a given channel state for convolutional codes or STTC codes is based

on the Euclidean distance between codewords. Different from information outage probability ap-

proaches used in [24,74], where Gaussian codes are assumed, the Euclidean distance approach can

only be applied to an ML decoder. To obtain the diversity gain, it is enough toanalyze the pair-wise

error probability (PEP) of a given coding scheme.

Let El denote the event that a decoding error occurs with a codeword composed of l code blocks.

As we assume that the undetected decoding error can be ignored, givena sequence of channel

state matricesH1,H2, · · · ,HL, the probability of sending a NACK at thel-th ARQ round for

l = 1, · · · , L equals to

Pl(ρu|H1,H2, · · ·Hl) = Pr(E1|H1)Pr(E2|E1,H1,H2) · · ·Pr(El|E1, E2, · · · , El−1,H1,H2, · · ·Hl)

= Pr(E1, · · · , El|H1,H2, · · ·Hl).

(2.9)

We use superscriptst1 andt2 to denote the type I and type II Hybrid ARQ respectively. The Chase

combining Hybrid–ARQ is considered a special case of type II Hybrid–ARQ and, therefore, is not

discussed separately.
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Type I Hybrid ARQ

For type I Hybrid ARQ, all eventsEl are mutually independent, therefore

P t1
l (ρu|H1,H2, · · ·Hl) = Pr(E1, · · · , El|H1,H2, · · ·Hl) =

l
∏

k=1

Pr(Ek|Hk). (2.10)

Taking expectation over all channel states(H1,H2, · · ·Hl), the error probability equals
∏l

k=1 Pr(Ek).

For the MIMO channel as defined in equation (2.1), we assume space-time trellis codes are used

and decoded with an ML decoder. Define codewords

el = e1
1,le

2
1,l · · · en

1,le
1
2,le

2
2,l · · · en

2,l · · · e1
T,le

2
T,l · · · en

T,l,

cl = c1
1,lc

2
1,l · · · cn

1,lc
1
2,lc

2
2,l · · · cn

2,l · · · c1
T,lc

2
T,l · · · cn

T,l,

(2.11)

wheren = MT is the number of transmit antenna andT is the number of channel uses. The

probability that an ML receiver decides erroneously in favor ofel assuming thatcl was transmitted

at thel-th ARQ round is [68, equation (9)]

P2,l(cl, el) ≤
(

1
∏MT

i=1(1 + λiEl/4N0)

)MR

, (2.12)

whereλi is thei-th eigenvalue of a matrixA with entries

Apq =
T

∑

t=1

(cp
t − ep

t )(c
q
t − eq

t ).
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We have dropped subscriptl because the same codewords are sent for all ARQ rounds. At high

SNRs, the bound in equation (2.12) is asymptotically tight and the PEP can be approximated as

P2,l(cl, el) ≈
(

r
∏

i=1

λi

)−MR (

El

4N0

)−MT MR

,

wherer is the number of non-zero eigenvalues of the matrixA. In the following analysis, we

assume the optimal code design is applied, for which the maximumr = MT is achieved.

The PEP for type I Hybrid–ARQ up tol ARQ rounds is then approximated as

P t1
2,l(ρu) =

l
∏

k=1

P2,l(ck, ek)

≈ 4lMRMT

(

MT
∏

i=1

λi

)−lMR (

l
∏

k=1

ukρ

N0

)−MT MR

= Cl

l
∏

k=1

(

Ek

N0

)−Dk

,

(2.13)

whereCl = 4lMRMT

(

∏MT

i=1 λi

)−lMR

, andDl = MT MR, l = 1, · · · , L is the maximum incremen-

tal diversity gain for thel-th ARQ round.

Type II Hybrid ARQ

Proposition1. The error probability of anL-block fading type II Hybrid–ARQ after thel-th ARQ

round has the same diversity order as the error probability of decoding acodeword withl fading

blocks at thel-th ARQ round alone without considering decoding errors at previous ARQ rounds,

i.e.,

dl = − lim
ρ→∞

log Pr(E1, · · · , El)

log ρ
= − lim

ρ→∞

log Pr(El)

log ρ
.
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Proof: For anL-block fading type II Hybrid–ARQ with ML decoding rule, the error proba-

bility can be bounded as

1

2l−1
Pr(El|H1,H2, · · ·Hl) ≤ Pr(E1, · · · , El|H1,H2, · · ·Hl) ≤ Pr(El|H1,H2, · · ·Hl). (2.14)

The upper bound is obvious because the probability of the joint event is equal to or lower than

the probability of an individual event. The proof of the lower bound is based on the properties of

Euclidean distance based ML decoding. The details are given in the Appendix. From the equation

(2.14), taking the expectation over all channel states(H1,H2, · · ·Hl), we have

1

2l−1
Pr(El) ≤ P t2

l (ρu) ≤ Pr(El),

and

dl = − lim
ρ→∞

log P t2
l (ρu)

log ρ
.

As ρ goes to infinity, we havedl = − limρ→∞
log Pr(El)

log ρ .

Based on Proposition 1, to obtain the incremental diversity gain, we only need to consider the

decoding error of codewords over anl block fading channel.

With a type II Hybrid–ARQ scheme, after thel-th ARQ round, an STTC codeword sent over an

l block fading MIMO channel is decoded with an ML decoder. Given a power allocation scheme

E = ρu, we consider the probability that an ML receiver decides erroneously in favor of a signal

e = e1e2 · · · el
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assuming that

c = c1c2 · · · cl

was transmitted up to thel-th ARQ round, whereel andcl are defined in equation (2.11). The

Euclidean distance between them is then
∑l

k=1 d2(ckuk, ekuk)ρ/4N0, where

d2(ckuk, ekuk) =

MR
∑

j=1

T
∑

t=1

∣

∣

∣

∣

∣

MT
∑

i=1

αi,j,k(
√

ukc
i
t,k −√

uke
i
t,k)

∣

∣

∣

∣

∣

2

= uk

MR
∑

j=1

T
∑

t=1

∣

∣

∣

∣

∣

MT
∑

i=1

αi,j,k(c
i
t,k − ei

t,k)

∣

∣

∣

∣

∣

2

.

(2.15)

It can be re-written as [68, equation (4), (7)]

d2(ckuk, ekuk) = uk

MR
∑

j=1

Ωj,kAkΩ
∗
j,k

=

MR
∑

j=1

MT
∑

i=1

λi,kuk|βi,j,k|2,
(2.16)

whereΩj,k = (α1,j,k, · · · , αn,j,k), λi,k is thei-th eigenvalue of the matrixAk with entries

Apq,k =
T

∑

i=1

(cp
t,k − ep

t,k)(c
q
t,k − eq

t,k), 1 ≤ p, q ≤ MT ,

andβi,j,k are independent Rayleigh variables. The PEP is bounded by

P2,l(c, e|H1H2, · · · ,Hl) ≤ exp{−
l

∑

k=1

d2(ckuk, ekuk)ρ/4N0}.

After taking average over all random variables, we have

P2,l(c, e) ≤
l

∏

k=1

(

1
∏MT

i=1(1 + λi,kukρ/4N0)

)MR

.
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Therefore, at thel-th ARQ round, the PEP is approximated as

P t2
2,l(ρu) ≈ 4lMRMT

(

l
∏

k=1

MT
∏

i=1

λi,k

)−lMR (

l
∏

k=1

ukρ

N0

)−MT MR

= Cl

l
∏

k=1

(

Ek

N0

)−Dk

,

(2.17)

whereCl = 4lMRMT

(

∏l
k=1

∏MT

i=1 λi,k

)−lMR

, andDk = MT MR, k = 1, · · · , l is the incremental

diversity for thek-th ARQ round. This shows that the maximum diversity order of anL-block

fading type II Hybrid ARQ for a MIMO channel is equal toMT MRL and the maximum incremental

diversity isD1 = D2 = · · · = DL = MT MR.

For single antenna systems, the channel model in equation (2.1) is simplified as

yl,t =
√

Elαlxl,t + wl,t, l = 1, · · · , L, t = 1, · · · , T, (2.18)

whereαl is the fading gain of thel-th code block. Equation (2.18) corresponds to the block fading

channel model in [34,38] withL blocks and block length ofT . Theαl are assumed to be indepen-

dent Rayleigh random variables with unit second moment, i.e.,E[α2
l ] = 1. To analyze the PEP, we

assume an all-zero codeword0 is binary-PSK modulated and transmitted throughl fading blocks.

Define the weight of thek-th code block asdfk, k = 1, · · · , l. Then the squared Euclidean distance

between a codewordc and0 is

d2(c,0) =

FH
∑

k=1

2Ek

N0
dfkα

2
k,

whereFH ≤ l is the number of non-zerodfk. Here we make an important argument that for type II

Hybrid–ARQ with l = 1, · · · , L rounds overl fading blocks, the maximumFH = l is achieved by
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code design, which is one of the code design criteria for block fading channels [39]. To achieve the

maximumFH , which has to satisfy the singleton bound [39], i.e.,FH ≤ 1+ ⌊l(1 − R)⌋, the coding

rateR needs to satisfyR ≤ 1/l, which is easily satisfied by code design.

The PEP over anl-block fading channel is obtained with the Moment Generating Function (MGF)

method [38] as follows. Define a random variableZ = d2(c,0) =
∑l

k=1
2Ek

N0
dfkα

2
k, whose MGF

is calculated as

φZ(s) =

∫

p(z)eszdz =
l

∏

k=1

1

1 − 2Ek

N0
dfks

, (2.19)

where 1

1−
2Ek
N0

dfks
is the MGF of the exponential random variable2Ek

N0
dfkα

2
k. We bound the PEP as

follows:

P2,l(c,0) = E[P2,l(c,0|Z = z)] =

∫

Q(
√

z)p(z)dz

≤ 1

2

∫

p(z)e−
1
2
zdz

=
1

2
φZ(−1

2
)

=
1

2

l
∏

k=1

1

1 + dfk
Ek

N0

,

(2.20)

where the boundQ(x) ≤ 1
2ex2/2 is applied. The same result is also obtained in [29] with a different

approach for a generalized Hybrid–ARQ system when codewords with different transmission power

are soft-combined and decoded. At high SNR, the bound in equation (2.20) is asymptotically tight

and the PEP can be approximated as

P2,l(c,0) ≈ 1

2

l
∏

k=1

1

1 + dfk
Ek

N0

≈ 1

2
∏l

k=1 dfl

l
∏

k=1

(

Ek

N0

)−1

= Cl

l
∏

k=1

(

Ek

N0

)−Dk

,

(2.21)

whereCl = (2
∏l

k=1 dfk)
−1 and the incremental diversity isDk = 1, k = 1, · · · , l. This shows

that the diversity order of anL-block fading Hybrid ARQ is equal toL and the incremental diversity
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gain is 1 for single antenna systems.

2.2.3 PER Approximation for Hybrid–ARQ

At the l-th ARQ round for a type I Hybrid–ARQ, the packet error probability is simply the product

of codeword error probability for each round. For a type II Hybrid–ARQ, the last decoded codeword

is composed ofl ≤ L sub-frames with symbol energyEl for thel-th ARQ round. The packet error

probability has the same diversity order as the PEP of the last decoded codeword. From equations

(2.13), (2.21) and (2.17), the unified approximation of the packet errorrate (PER) for all type of

Hybrid–ARQ schemes at high SNR can be written as

Pl(E1, · · · , El) ≈ Al

l
∏

k=1

(

Ek

N0

)−Dk

, (2.22)

whereAl can be loosely bounded by

max
m=1,··· ,M−1

{Cl,m} ≤ Al ≤
M−1
∑

m=1

Cl,m,

whereCl,m is the PEP parameters for them-th codeword pairs andM is total number of codewords.

However, there is no closed form representation forAl. Since an accurate value ofAl is needed to

calculate the optimal power allocation scheme, we obtain it from the PER statistics off-line.

In the remainder of this chapter, we will use the above expression for the transmission probability

in deriving optimal power allocation strategies for the Hybrid–ARQ system.
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2.3 Optimal Power Allocation

In this section we will analyze the optimal power allocation scheme for the Hybrid–ARQ in an

L-block fading channel.

2.3.1 Problem Formulation

The optimal power allocation problem that minimizes the average energy consumption under a PER

constraint can be formulated as

min
E1,E2,··· ,EL

{

Γ̄ =
L

∑

l=1

ΓlPl−1 = T
L

∑

l=1

ElPl−1(E1, · · · , El−1)

}

(2.23a)

subject to PL(E1, · · · , EL) ≤ P max
e , (2.23b)

El > 0, l = 1, · · · , L,

whereEl is the transmit power for thel-th ARQ round,Pl(E1, · · · , El) is the PER after thel-th

ARQ round withP0 = 1 by definition.

The above optimization problem can be written as a GP in standard primal form after applying

approximation (2.22).

min
x

{ f0(x) = x1 + A1x2x
−D1
1 + A2x3x

−D1
1 x−D2

2 +

· · · + AL−1xL

L−1
∏

i=1

x−Dl

l }

subject to AL

L
∏

i=1

x−Dl

l ≤ P max
e ,

xl > 0, l = 1, · · · , L,

(2.24)
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wherex = (x1 x2 · · · xL), xl = El/N0, ∀l = 1, · · · , L andDl are incremental diversity gain for

the l-th ARQ round. This is a GP with a zero degree of difficulty and thus has a unique solution.

Because of its special form, we can obtain the closed-form solution by solving its dual program.

The dual program is formulated as

max
δ

{ v(δ) =
L

∏

l=1

(

Al−1

δl

)δl
(

AL

Pmax
e

)δL+1

}

subject to

L
∑

l=1

δl − 1 = 0,

δl −
L+1
∑

j=l+1

δjDl = 0, l = 1, · · · , L,

(2.25)

whereδ = δ1, · · · , δL+1 is the design variable for the dual program. Because the primal problem

has zero degree of difficulty, the constraints of the dual program formlinear equations that have a

unique solution, i.e.,

δ∗i =
Di

∏L
j=i+1(1 + Dj)

∏L
j=1(1 + Dj) − 1

, i = 1, · · · , L − 1,

δ∗L =
DL

∏L
j=1(1 + Dj) − 1

,

δ∗L+1 =
1

∏L
j=1(1 + Dj) − 1

.

(2.26)

From the primal dual relation, the primal program and its optimal solutionx∗ = (x∗
1, x

∗
2, · · · , x∗

L)
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satisfy

f0(x
∗) = v(δ∗) =

L
∏

l=1

(

Al−1

δ∗l

)δ∗
l
(

AL

Pmax
e

)δ∗L+1

=
L

∏

l=1

(

Al−1(
∏L

j=1(1 + Dj) − 1)

Dl
∏L

j=l+1(1 + Dj)

)

Dl
∏L

j=l+1(1+Dj)
∏L

j=1
(1+Dj)−1

(

AL

Pmax
e

)
1

∏L
j=1

(1+Dj)−1

,

(2.27)

whereδ∗ = (δ∗1 , δ
∗
2, · · · , δ∗L+1).

Let ul(x) = Al−1xl
∏l−1

j=1 x
−Dj

j , thenf0(x) = u1(x) + u2(x) + · · · + uL(x). According to the

duality theory [14, Theorem 1 (iv)], we have

ul(x
∗) = v(δ∗)δ∗l = f0(x

∗)δ∗l , l = 1, 2, · · · , L. (2.28)

And the optimal solution satisfies

x∗
1 = f0(x

∗)δ∗1,

x∗
l =

Al−2Dl

Al−1Dl−1(1 + Dl)
(x∗

l−1)
(1+Dl−1), l = 2, · · · , L.

(2.29)

So far we assume a high SNR scenario, for which the diversity gain is independent of the SNR.

For a low SNR scenario, the error exponent is related to the SNR and has alower value than the

theoretical diversity gain. However, we can still approximate the error exponent as a constant for a

limited range of SNR around the operating point. In this case, the PER parametersAl andDl can be

obtained from the PER statistics off-line. Then the same optimization scheme can be applied. Note

that the PER approximation does not hold for SNR< 1 and, therefore, the optimization scheme

cannot be applied with extremely low SNRs.
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2.3.2 Comparison with Equal Power Allocation Scheme

For the optimal power allocation scheme with a closed-form expression in equation (2.29), we

observe that there is a threshold above which, the transmit power increases super-linearly each

time when a NACK is received. Below the threshold, the transmit power could decrease, which is

different from the power ramping scheme in [30], where the power always increases for the next

ARQ round. By comparingxl andxl−1,

x∗
l =

Al−2Di

Al−1Dl−1(1 + Dl)
(x∗

l−1)
(1+Dl−1) ≥ x∗

l−1

x∗
l−1 ≥

(

Al−1(1 + Dl)Dl−1

Al−2Dl

)
1

Dl−1
,

(2.30)

the threshold is obtained as

min{x∗
1, x

∗
2, · · · , x∗

L} ≥ max
l=1,··· ,L

{

(

Al−1(1 + Dl)Dl−1

Al−2Dl

)
1

Dl−1

}

.

From equation (2.28),δ∗l = ul(x
∗)/f0(x

∗) is defined as the proportion of average energy consump-

tion for the l-th ARQ round in the total energy consumption. Whenδ∗1 → 1, the ARQ scheme

converges to a scheme without ARQ. In the following, we show that as the incremental diversity

increases, both the optimal and equal power allocation schemes convergeto no-ARQ schemes.

To simplify the notation, we assume equal incremental diversity gainDl = D, l = 1, · · · , L and

either the number of ARQ roundsL or D is large. For the optimal power allocation scheme, we can

approximate the equation (2.26) as

δ∗l ≈ D

(1 + D)l
, l = 1, 2, · · · , L. (2.31)
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For conventional Hybrid–ARQ with equal power allocation for each ARQ round, i.e.,x1 = x2 =

· · · = xL = ρ and a target PERPe, the transmit power is

ρ =

(

Pe

AL

)− 1
DL

,

which comes from the PER constraintAL
∏L

i=1 x−D
l ≤ Pe. We use superscriptNPC to represent

no power control case. The average energy consumptionENPC
av has the same form as thef0(x) in

equation (2.24), which is calculated as

ENPC
av = ρ

L
∑

l=1

Al−1ρ
−D(l−1), (2.32)

whereA0 = 1 by definition. The proportion of average energy consumption for thel-th ARQ round

in total energy consumption is calculated as

δNPC
l =

ρAl−1ρ
−D(l−1)

ρ
∑L

l=1 Al−1ρ−D(l−1)
,

which can be approximated for a large D as

δNPC
l ≈ Al−1ρ

−D(l−1). (2.33)

For both optimal and equal power allocation schemes, with larger incrementaldiversity gain, i.e.,

larger number of transmitter and receiver antennas, more energy is allocated to the first ARQ round,
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and the Hybrid-ARQ scheme converges to a no-ARQ scheme. It comes from the observation

δ∗1 → 1 andδNPC
1 → 1, asD → ∞

δ∗l → 0 andδNPC
l → 0, asD → ∞ for l = 2, · · · , L

PNPC
l = Alρ

−Dl → 0, asD → ∞ for l = 2, · · · , L.

(2.34)

Compared withδ∗l in equation (2.31),δNPC
l in equation (2.33) converges faster as a function ofD.

It suggests that, as the incremental diversity gain increases, the conventional Hybrid–ARQ scheme

converges faster to a no-ARQ scheme than the optimal scheme in terms of the average energy

consumption, and both Hybrid–ARQ schemes do not provide much energy savings over no-ARQ

schemes. It implies that the performance gain of an optimal power allocation scheme over an equal

power allocation scheme diminishes as incremental diversity gain increases.

In the following, we analyze the performance gain of the optimal power allocation scheme over

the equal power allocation scheme as a function of the maximum number of ARQ roundsL by

comparing the equations (2.27) and (2.32) numerically.

As an illustrative example, we adopt a type I Hybrid–ARQ scheme based on an optimal distance

spectrum, 1/2 rate convolutional code with a constraint lengthK = 3 [20]. The parameters of

the PER is obtained from the approximation based on the first 10 terms of the codeword distance

spectrum [20, Table I]. WithDl = 1, Al = 39.91l, l = 1, · · · , L, the average energy per packet for

both optimal and equal power allocation schemes are calculated based on equations (2.27) and (2.32)

respectively. The performance comparison is given in Figure 2.1. It shows that the performance gain

is more significant at a lower target PER and decreases with an increasingnumber of ARQ rounds.
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Figure 2.1: Analytical performance comparison between the optimal and equal power allocation
strategies for different ARQ roundsL

2.4 Applications

In the following, we apply the optimal power allocation scheme in simulated Hybrid–ARQ systems.

To illustrate the performance gain against the no power control Hybrid-ARQ systems, we consider

the following three scenarios. For the first scenario, we apply the type I Hybrid-ARQ over a 2x1

MIMO Rayleigh block fading channel with an 8-states 4-PSK STTC coding scheme defined in [68,

Fig. 5]. For the second scenario, we apply the Chase combining Hybrid-ARQ over the same

channel and with the same coding scheme. For the third scenario, we apply the type II Hybrid-ARQ

with Incremental Redundancy over a single antenna Rayleigh block fadingchannel with an RCPC

(Rate Compatible Punctured Convolutional) code. For the MIMO cases, the maximum number of

transmissionL = 2 is assumed. For the single antenna case, we evaluate the cases of bothL = 2

andL = 4.
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As an illustrative example, whenL = 2, the optimal SNR values for the first and the second ARQ

round, as well as the average energy consumption, are derived as

x∗
1 =

E1

N0
=

(

A1δ
∗
1

δ∗2

)D2δ∗3
(

A2

P max
e

)δ∗3

,

x∗
2 =

E2

N0
=

(

A1δ
∗
1

δ∗2

)−D1δ∗3
(

A2

P max
e

)(1+D1)δ∗3

,

f(x∗
1, x

∗
2) =

(

1

δ∗1

)δ∗1
(

A1

δ∗2

)δ∗2
(

A2

Pmax
e

)δ∗3

,

(2.35)

where

δ∗1 =
D1(D2 + 1)

D1 + D2 + D1D2
,

δ∗2 =
D2

D1 + D2 + D1D2
,

δ∗3 =
1

D1 + D2 + D1D2
.

(2.36)

The diversity gain and coding gain parameters of the PER, i.e.,Al, Dl, l = 1, 2 are obtain from

the PER statistics based on simulation. For different power allocation schemes, i.e., the power

difference between the two ARQ rounds are -6 dB, -3 dB, 0 dB, 3 dB and6 dB, we obtain the PER

curves and find the best fit forA1, D1, A2, D2. We then calculate the value ofx∗
1, x

∗
2 for different

PER targetPmax
e . For each set ofx∗

1, x
∗
2, we obtain the PER value by simulation to validate its

optimality. The results are shown in Figure 2.2 and 2.3 for MIMO channels, and Figure 2.4 and 2.5

for single antenna channels.

In Figures 2.2 and 2.3, the illustrative results show that at a target PER of10−4, the optimal power

allocation scheme can provide a gain of up to 3 dB for type I Hybrid-ARQ and2.5 dB for Chase

combining Hybrid-ARQ.

In Figure 2.4 and 2.5, we use a realistic convolutional code adapted from 3GPP standard [1] and

puncture it to the desired coding rates. Assume the data source is encodedwith a rate 1/5 convolu-

tional code with a constraint lengthK = 9. The generating polynomials are (765 671 513 473 653)
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Figure 2.2: PER for equal power allocation scheme and optimum power allocation scheme for type
I Hybrid ARQ

in octal format. For the two (re)transmission (L = 2) case, we puncture the mother code to generate

a (1/2, 1/4) rate RCPC code. For the four (re)transmission (L = 4) case, we generate a (4/5, 2/5,

4/15, 1/5) rate RCPC code. The simulation results show that the optimal scheme can provide a 4 dB

gain forL = 2 and a 2 dB gain forL = 4 at a target PER of10−4.

For all scenarios, at very high target FERs, there are not any significant gains to be obtained over

the scheme without power control. We also confirm that the energy savingsvia the optimal power

allocation increases for lower PER targets and decreases as the number of allowable retransmissions

increases. The simulation results for MIMO channels and SISO channels are also consistent with

the analysis that the energy savings decreases with higher incremental diversity gain.
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Figure 2.3: PER for equal power allocation scheme and optimum power allocation scheme for
Chase combining Hybrid ARQ

2.5 Remarks

For the optimal power allocation of a Hybrid–ARQ scheme, we find that when theincremental

diversity gain is low, we can achieve considerable energy savings. However, when the incremental

diversity gain is high, the energy savings is marginal compared with both equal power allocation

schemes and no-ARQ schemes. For MIMO channels, the optimal power allocation Hybrid–ARQ

scheme is best used in low diversity gain, large multiplexing gain scenarios.
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Figure 2.4: Simulation performance comparison of the optimal power allocation strategy and equal
power allocation strategy(L = 2)
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Chapter 3

MAC Design for Efficient Data Transmission over Mobile Infostation

Networks

The IEEE 802.11 [31] standard is a widely used wireless local area network (WLAN) standard de-

veloped by the IEEE LAN/MAN Standards Committee. The success of its low datarate versions

makes it a reasonable choice to start with for a high throughput MAC protocol. The IEEE 802.11n is

an amendment to the 802.11 standards to support MIMO (multiple-input multiple-output) technol-

ogy with raw data rates up to 600 Mbps. It is still on the way of standardization. The current draft

is based on the merged proposals from three groups, i.e., TGn Sync (Task Group n Synchronized),

WWiSE (World-Wide Spectrum Efficiency) and MITMOT (Mac and mImo Technologies for More

Throughput). In the following, we describe the IEEE 802.11n MAC in detailto show the complex-

ity introduced in the MAC design to overcome the limitations of the legacy 802.11. Toreduce the

complexity without loss of throughput efficiency, we propose a highly efficient access scheme for

the MINT MAC protocol. The detail of the protocol design is presented in section 3.2.

3.1 Introduction to IEEE 802.11n MAC Design

The legacy IEEE 802.11 MAC protocol incorporates two access methods: Distributed Coordination

Function (DCF) and optional Point Coordination Function (PCF) to providelimited QoS support

for time-bounded services. The DCF is based on the CSMA/CA protocol and the PCF is based on
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Protocol Release Date Op. Frequency Throughput (Typ.) Data Rate (Max)
Legacy 1997 2.4-2.5 GHz 0.7 Mbit/s 2 Mbit/s
802.11a 1999 5.15-5.825 GHz 21 Mbit/s 54 Mbit/s
802.11b 1999 2.4-2.5 GHz 4.5 Mbit/s 11 Mbit/s
802.11g 2003 2.4-2.5 GHz 20 Mbit/s 54 Mbit/s
802.11n 2008(est.) 2.4 GHz and/or 5 GHz 74 Mbit/s 248 Mbit/s(2x2 ant)

Table 3.1: Comparison between different IEEE 802.11 amendment standards (source: wikipedia)

a centralized polling protocol. The advantage of the CSMA/CA based MAC protocol is the low

implementation complexity, while it has the disadvantage of the low throughput efficiency, which

is defined as the ratio between the throughput and the PHY data rate. As shown in Table 3.1, the

typical throughput efficiency is around 50%.

In the following, we first describe the basics of the DCF and PCF followed by the enhancements

made in the IEEE 802.11e. We then introduce the enhancements for the IEEE 802.11n proposed by

the TGn Sync based on the IEEE 802.11e.

The DCF is based on a CSMA/CA protocol. For the CSMA/CA, a station must sense the channel

activity. If the channel is busy upon the arrival of a packet, the packet is back-logged. When the

channel is idle for a period of distributed inter-frame space (DIFS), a new packet can be transmitted

immediately, while a back-logged packet needs to wait for a random backoff interval. The DCF

employs a discrete time backoff scale. The time immediately following an idle DIFS is slotted

and a station is allowed to transmit only at the beginning of each slot time. The slottime size

aSlotT ime is the time needed to detect the transmission of a packet by the PHY layer. Whena

backoff process starts, the backoff time is uniformly chosen in the range between 0 andCW − 1,

where theCW is called contention window. At the first transmission attempt of a back-logged

packet, the contention windowCW is set to the minimum contention windowCWmin. After each

unsuccessful transmission, theCW is doubled, up to a maximum contention windowCWmax.
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Figure 3.1: DCF basic access scheme
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Figure 3.2: DCF RTS/CTS scheme

The backoff timer counter is decremented only when the channel has beensensed idle for a DIFS.

When the backoff timer counter reaches zero, a data frame or an RTS (Ready-To-Send) frame is

transmitted depending on the particular access scheme.

There are two access schemes for the DCF mode, i.e., basic access schemeand RTS/CTS (Request-

To-Send/Clear-To-Send) scheme.

The basic access scheme is shown in Figure 3.1. A station transmits a data framebased on the

CSMA/CA protocol. The receiving station then sends back an acknowledgment (ACK) frame after

waiting for a short interframe space (SIFS).

Figure 3.2 shows the RTS/CTS scheme. Before a data frame is sent, the transmitting station sends

an RTS frame based on the CSMA/CA protocol. The receiving station responds with a CTS frame.
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If the CTS frame is received successfully, the transmitting station sends outa data frame. Then the

receiving station responds with an ACK frame. If the CTS frame is not received, a backoff process

starts with a doubled CW. All the time intervals between these frames are one SIFS. The RTS/CTS

frames increase the protocol overhead if the data frame is short or the traffic load is light. However,

it protects the data frame from collision, and therefore improves the efficiency for long data frames.

To dynamically apply these two access schemes, an RTS threshold is used. When the data frame size

is larger than the RTS threshold, an RTS/CTS scheme is used, otherwise, thebasic access scheme

is employed. The RTS/CTS scheme also employs a virtual carrier-sense mechanism via a network

allocation vector (NAV). The NAV maintains a prediction of future traffic on the medium based on

the duration information that is announced in RTS/CTS frames prior to the actual exchange of data.

Before the end of NAV, the medium is considered busy.

The legacy 802.11 uses the point coordination function (PCF) to supportQoS for time-bounded

services. The PCF mode uses a centralized polling approach which requires the presence of an

Access Point (AP) that acts as a Point Coordinator (PC). When PCF is enabled, a contention-free

period (CFP) and a contention period (CP) alternate periodically over time, where a CFP and the

following CP form one superframe. The PCF is used for accessing the medium during the CFP,

whereas the DCF is used during the CP. The CFP starts with a beacon frame sent by the base station

using the basic DCF access mechanism. A beacon frame is sent if the channel is idle for a PCF

interframe space (PIFS), which is shorter than a DIFS and longer than a SIFS. The shorter PIFS

ensures that no DCF stations are able to interrupt the PCF mode. During CFP, the AP uses a Round

Robin scheduling algorithm to poll stations. The stations that have been polledhave to respond

to the poll frames with a data frame if there is a pending transmission. If there is no pending

transmission, the response is a null frame without payload. If the CFP terminates before all stations

have been polled, the remaining stations will be polled first in the following CFP.
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The amendment IEEE 802.11e introduces the hybrid coordination function (HCF) for QoS sup-

port. The station that operates as the central coordinator for all other stations within the same QoS

supporting BSS (QBSS) is called the hybrid coordinator (HC). Similar to the PC, the HC resides

within an 802.11e AP. The HCF defines two medium access mechanisms: contention-based chan-

nel access referred to as enhanced distributed channel access (EDCA) and HCF controlled channel

access (HCCA). The EDCA is used in the CP only, while the HCCA is used in both CP and CFP

phases. An important new attribute of the 802.11e MAC is referred to as a transmission opportunity

(TXOP). A TXOP is an interval of time during which a backoff entity has the right to deliver MS-

DUs. A TXOP is defined by its starting time and duration. TXOPs obtained via contention-based

medium access are referred to as EDCA-TXOPs. Alternatively, a TXOP obtained by the HC via

controlled medium access is referred to as HCCA-TXOP or polled TXOP.

To improve the throughput efficiency, 802.11e introduces block acknowledgment (BA) and direct

link protocol (DLP) [49]. Block acknowledgments allow a backoff entity to deliver a number of

MSDUs being delivered consecutively during one TXOP and transmitted without individual ACK

frames. The MPDUs transmitted during the TXOP are referred to as a block of MPDUs. At the

end of the block, or in a later TXOP, all MPDUs are acknowledged by a bit pattern transmitted in

the block acknowledgment frame, thus reducing the overhead of controlexchange sequences to a

minimum of one acknowledgment frame per number of MPDUs delivered in a block. With direct

link protocol, any backoff entity can directly communicate with any other backoff entity without

communicating via the AP.

The 802.11e MAC use the following approaches to provide service differentiation [49,55]. For each

traffic class, a different AIFS (arbitration inter-frame space) value,CWmin andCWmax values,

andTXOPlimit (maximum TXOP duration) value are assigned. For 802.11e, an AIFS (> DIFS)
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is used instead of a DIFS. With a smaller AIFS value, a higher priority frame needs to wait for a

smaller duration than a low priority frame once the channel becomes idle and can seize the channel

sooner. The low priority frame finds the channel busy and has to either wait till the high priority

traffic has completed transmission or it has to backoff. The values ofCW are assigned such that

theCWmin andCWmax values of low priority frames are higher than that of high priority frames

(CWmin,i > CWmin,j andCWmax,i > CWmax,j , where priority of classi < priority of class

j). The lower priority frame selects a longer backoff interval (BI) on average whereas the higher

priority frame selects a smaller BI on average. Therefore, the higher priority frame is likely to

get access to the channel earlier than the lower priority frames. TheTXOPlimit allows control of

the maximum time a backoff entity allocates the medium for MSDU delivery, and therefore is an

important means to control MSDU delivery delay.

Assuming a baseline specification defined by the IEEE 802.11 standard andits later amendments,

including the draft IEEE 802.11e amendment [32], the proposed enhancements of the IEEE 802.11n

MAC protocol is aimed to improve the MAC efficiency for higher throughput and overall system

performance. The new features include frame aggregation, bi-directional data flow, power manage-

ment (to reduce power consumption), channel management (including a receiver assisted channel

training protocol) and feedback mechanisms that enable rate adaptation. Protection mechanisms are

also added to achieve the seamless interoperability and coexistence with legacy devices that support

the IEEE 802.11a/b/g standards.

Among these new features, three of them improve the throughput significantly, i.e., frame aggrega-

tion, bi-directional data flow and feedback mechanisms for rate adaptation.

Frame aggregation An aggregate is a sequence of MPDUs (MAC protocol data unit) carried ina

single PPDU (PHY protocol data unit) with the aggregate attribute as shown in Figure 3.3.
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Figure 3.3: Frame aggregation

In a single-receiver aggregate, all MPDUs are addressed to the same receiver address. And

a multiple-receiver aggregate contains MPDUs that are addressed to multiplereceivers. The

MAC interprets the PSDU (PHY Service Data Unit) as a single MPDU or a sequence of

MPDUs according to the aggregate parameter, that is robustly transportedin the PLCP header.

The MAC separates the MPDUs of an aggregate PSDU using a robust MPDU delimiter and

the MPDUs are separately protected by a CRC (Cyclical Redundancy Check). Loss of an

individual MPDU does not imply loss of all MPDUs in a PPDU.

To enable frame aggregations, a Initiator Aggregation Control (IAC) MPDU is sent in place of

the RTS and a Responder Aggregation Control (RAC) MPDU is sent by thereceiver in place

of the CTS. The IAC/RAC exchange implements more functionalities than the RTS/CTS

exchange, e.g., the MIMO feedback and MCS feedback training processes.

Bi-directional data flow The bi-directional data transmission is shown in Figure 3.4, where the

RDL, RDR and RDG means reverse direction limit, reverse direction requestand reverse di-

rection grant respectively. The initiator sends an IAC frame indicating the support for reverse

direction data flow. The responder sends back an RAC frame providing the length of the data

in the PPDU it intends to send, plus a default MCS (Modulation and Coding Scheme). The
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Figure 3.4: Bi-directional data flow

initiator then calculates a duration request and sends the next IAC frame indicating the allo-

cation for reverse direction data. After receiving the second RAC framefrom the responder,

the bi-directional data transmission begins with the agreed duration, length ofdata and MCS.

Closed-loop MCS training The support for closed-loop MCS adaptation is provided by the ex-

change of the MRQ (MCS Request) and MFB (MCS Feedback) elements carried in the

IAC/RAC control frames. Any IAC or RAC frame can include an MCS Request. The purpose

is to request the peer station to measure the characteristics of the link and return the infor-

mation in an MFB that allows the link to be used more effectively. A station should use the

information contained in an MFB to adapt its transmission parameters.
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There are three types of MCS training exchange: normal, unsolicited and unanswered. In

a normal training exchange, an MFB element is present in the next aggregate sent by the

receiver of the MRQ element, and the aggregates are separated by a SIFS interval. For an

unsolicited exchange, a station may send an MFB element without any matching MRQ ele-

ment at any stage of an exchange. And in an unanswered training exchange, a STA ignores

an MRQ element and refuses to provide an MFB element.

The effectiveness of the frame aggregation and bi-directional data flowis studied in [43,71]. In

fact, to improve the MAC efficiency, we can either reduce the protocol overhead or increase the

payload size. The frame aggregation alone increases the payload size. The bi-directional data flow

reduces the protocol overhead for the reverse data flow. The channel training is also necessary for

the data rate adaptation, which improves the raw data rates at PHY layer by using the channel more

efficiently.

From the MAC design point of view, the MAC enhancements in the IEEE 802.11n, which are

used to combat the inefficiency of the simple mechanism of CSMA/CA protocol, have increased

the design complexity. However, the efficiency improvement is limited because of the constraints

imposed by the distributed nature of the CSMA/CA. Therefore, we proposea MAC protocol for the

MINT system with a centralized medium access mechanism. The new protocol allocates resources

more efficiently and provides higher throughput efficiency with a centralized scheduling algorithm

with a comparable complexity as the IEEE 802.11n.

In the following sections, we first describe the MINT MAC protocol designin detail. Then we use

simulations to evaluate the throughput efficiency of the MINT MAC protocol and compare with the

IEEE 802.11n based on a realistic PHY model.
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3.2 MIN-MAC Protocol Design

The Mobile Infostation Network MAC protocol (MIN-MAC) is designed to support high data rate

communications between the infostation and the mobile users. It aims to achieve high throughput

efficiency for large size file transfer applications with low protocol overhead. In the following, we

describe the MIN-MAC version A and B in detail.

3.2.1 MIN-MAC Protocol Overview

Two classes of MAC protocols are used for wireless data communications. The distributed MAC

protocols with random access such as ALOHA [6] and IEEE802.11 [31]are widely used in WLANs

(wireless local area networks) and MANETs (mobile ad-hoc networks).The centralized MAC pro-

tocol based on reservation and scheduling is used for the communication networks such as cellular

networks and wireless ATM, for which the radio resource is more expensive and QoS support is

required.

The centralized MAC protocol design of the MIN-MAC is motivated by the scheduling gain of the

MIMO-OFDM channel and the advantages of infostation networks. For infostation networks, each

infostation covers an isolated area, where the interference between infostations is rare. The large file

transfer between the users and the infostation is the dominant application. Therefore, it is possible

to design a centralized protocol with a comparable complexity as a distributed protocol but with

higher efficiency. Furthermore, unlike a centralized MAC protocol usedin a cellular network with

TDMA, FDMA or CDMA, MIN-MAC is based on CSMA. It requires less strict timing for each

MAC frame and, therefore, reduces the design complexity of the PHY layer.

One of the CSMA based centralized protocols is the PCF of the IEEE 802.11.It is based on a
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polling scheme that is not scalable when there are large number of users. In PCF, the AP has to poll

every users with a round robin scheduler. Both the power and bandwidthare wasted if the user has

no data to send and receive.

Different from the PCF, the MIN-MAC is a centralized protocol that employs some distributed

features. The infostation coordinates both the uplink and downlink data transmissions and shares

the global information with all users. The shared information includes the total number of active

users in the network, i.e., how many of them have downlink data pending to transmit and what is

the optimal transmission probability for each user. With the shared information,a more efficient

user access control mechanism is designed to overcome the scalability problem of the PCF. To use

the radio resource more efficiently, the downlink data packets are classified based on different users

and priorities to enable per-user-scheduling and packet aggregation and transmitted based on the

priority, mobility and channel quality of each user.

In conventional OSI layered design, the MAC sublayer does not provide reliable data transmission.

Instead, an end-to-end transport layer approach like TCP is used over an unreliable MAC to provide

reliable data communication. However, it is known that TCP is vulnerable to frequent packet losses

and delay variations, which are very common over wireless links. Specifically, for a high packet

error rate (> 0.1) link, the TCP throughput is extremely low. To solve this problem, we propose a

MAC protocol named MIN-MACa (Mobile Infostation Network MAC protocolversion A) that can

transmit data reliably without the use of a TCP protocol.

For a rate adaptive high performance PHY layer, the protocol overhead of the MAC layer could be

more than 50%. One of the reasons is that the MAC and PHY protocol headers and management

messages are modulated with a fixed low rate MCS. This type of throughput loss is larger in a

high data rate PHY. Furthermore, for CSMA based protocols, the inter-frame space (IFS) between
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MAC frames is another source of throughput loss if most of MAC data frames are short frames. The

protocol overhead may take more bandwidth than the data message itself. Therefore, we propose the

MIN-MACb (Mobile Infostation Network MAC protocol version B) to reduce the protocol overhead

and improve the efficiency further at low pakcet error rate region. Without any support for packet

retransmission in MIN-MACb, an integrated reliable transport protocol is required.

In the following, we describe the MIN-MAC protocol design in detail.

3.2.2 MIN-MAC Protocol Functional Description
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Figure 3.5: Timeline of MIM-MAC protocol

Figure 3.5 shows MAC-imposed temporal structure of the infostation data link, with alternating

Channel Estimation Period (CEP) and Data Transmission Period (DTP). Thedifference between

the two variations of the MIN-MAC, i.e., MIN-MACa and MIN-MACb lies in the different design

of the DTP. The durations for the CEP and DTP are based on the expectedchannel coherence

time, which is determined by the operating conditions and mobility profile. A system with lower

coherence time, in general, will require CEP more often than a system with higher coherence time.

Therefore, a system that is designed for larger file sizes could perhaps benefit from the allocation

of an entire DTP to one user. What is shown in Figure 3.5 is based on the mobilityprofile of a

stationary or slow moving user.
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Figure 3.6: Channel estimation period

Channel Estimation Period

Figure 3.6 shows the Channel Estimation Period (CEP) in greater detail. The CEP starts with a

beacon that contains the indices of all users who have downlink data pending for transmission.

When a user has uplink data to send to the infostation, he may commence user-initiated passive

channel estimation (the “passive” here stands to mean that it is not controlled by the infostation).

The users who wish to transmit or receive data should send a CE frame to theinfostation following

the contention control algorithm. If any data is deemed critical, a superuser qualifier is attached to

that user. A user who has been already designated a superuser may signal his intention to use the

channel by sending a Channel Estimation (CE) frame during the non-contention miniSlot. The other

users who need system resources transmit CE frames during the Contention Period (CP), which uses

unslotted ALOHA.

In order to estimate the downlink channel, the principle of reciprocity is applied, which states that

the downlink (the channel from the infostation to the user) channel state matrix is the transpose of

the uplink (the channel from the user to the infostation) channel state matrix.The uplink channel

estimation can be obtained from the training sequence carried in the preamble of PPDU (PHY
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Protocol Data Unit) of the CE frame.

The end of CEP is indicated by the transmission of a Channel Estimation End (CEE) frame from the

infostation, which is separated from the CP by a Short Inter-Frame Space(SIFS). The CEE frame

also informs the users about the success or failure of the CE frames. Thefailed users then adjust

their transmission probability according to the contention control algorithm, which is described in

Section 3.2.4.

Data Transmission Period for MIN-MACa
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Figure 3.7: Data transmission period for MIN-MACa

Figure 3.7 shows the DTP design for the MIN-MACa protocol in greater detail. During the Data

Transmission Period (DTP), the infostation may serve several users based on pre-scheduling in

each DTP, or, it may serve only one user per DTP if the user has enoughdata to fill up the channel.

In MIN-MAC protocol, packet aggregation is implemented for data frames. Each data frame is

composed of a number of sub-frames. For the variable sub-frame size option, each sub-frame

contains one IP packet. For the fixed sub-frame size option, the aggregated data frame is fragmented

into fixed size sub-frames. A stop-and-wait ARQ for data frames and a selective repeat ARQ (SR-

ARQ) for sub-frames are combined to ensure reliable and efficient data transmission. Each Grant

frame is used to grant channel access to one user to transmit one data frame with SR-ARQ. During
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the SR-ARQ, after each data frame is sent, a block acknowledgment (BA) frame is replied to report

which sub-frames are not correct and have to be retransmitted. This process is repeated until all

sub-frames are received without error or the DTP is ended. If one ormore sub-frames are still

in error by the end of DTP, or when the maximum number of retransmission is reached, the data

transmission is failed and the same data frame with all the sub-frames has to be retransmitted in the

next available DTP. This stop-and-wait ARQ scheme simplifies the protocol design and ensures the

reliable data transfer at the MAC layer. More details about the SR-ARQ protocol and error handling

scheme for MIN-MACa are given in section 3.2.6.

The inter-frame space (IFS) between any consecutive MAC frames during the SR-ARQ process is

one SIFS. If a BA frame is not received and channel is idle for 2 SIFS after the expected receiving

time of the BA, the same data frame is retransmitted. The duration of 2 SIFS is the guard interval to

avoid interference from any other users. A Grant or Beacon frame is sent in two cases: i) the channel

has been idle for 3 SIFS after the receiving of a BA frame that acknowledges all sub-frames; ii) the

channel has been idle for a SIFS after a BA frame is sent to acknowledgeall sub-frames. A Beacon

frame is sent if the time left for this DTP is not enough to transmit one data frame.Otherwise, a

Grant frame is sent.

Data Transmission Period for MIN-MACb

Figure 3.8 shows the DTP for the MIN-MACb protocol in greater detail. Without ARQ schemes,

each Grant frame is used to grant channel access to one user for bothuplink and downlink data

transmissions. The inter-frame space between data frames transmitted in the same direction is 2

SIFS and the IFS for the reverse direction is 1 SIFS. With this mechanism, the data frames are sent

alternatively for uplink and downlink if there are data frames in both dirction.If the data frames
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Figure 3.8: Data transmission period for MIN-MACb

are for uplink/downlink only, the ISF is 2 SIFS. After receiving a Grant, auser can use the channel

exclusively until all the data has been served or the DTP has been ended. A new grant is sent after

a medium idle time of 3 SIFS, which is used to ensure the user traffic has endedin both directions.

If the DTP is ended before the completion of the user traffic, a Beacon frame is sent 1 SIFS after

receiving a data frame, or 2 SIFS after sending a data frame when there isno uplink data traffic.

Except for the DTP process, all the other protocol design is the same forboth the MIN-MACa and

MIN-MACb protocols, i.e., the same frame format and the same packet aggregation design. Without

acknowledgment for the data frames, the MIN-MACb protocol has higherefficiency than MIN-

MACa. Also the design complexity is reduced. However, a reliable transport protocol is required

to work with the unreliable MIN-MACb protocol. The duplex data transmission of MIN-MACb is

designed to improve the performance of the transport protocol.

3.2.3 Frame Format

All MIN-MAC frame types share some common fields including Frame Control (FC), Frame Check

Sum (FCS), Receiver Address and Transmitter Address.
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Common Fields
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Figure 3.9: Frame control field format

Frame Control (FC) The Frame Control field is shown in Figure 3.9. The protocol version field

indicates the MAC protocol version. The type and subtype fields are used toidentify different

frame types. The QoS field contains information about the user priority. Theother sub-fields

are reserved.

Receiver Address (RA) Receiver Address field contains the MAC address of the receiver. The RA

is set to a broadcast MAC address for a broadcast frame.

Transmitter Address (TA) Transmitter Address field contains the MAC address of the transmitter.

Frame Check Sum (FCS)The FCS field is a 32-bit field containing a 32-bit CRC. The FCS is

calculated over all the fields of the MAC header and the frame body field forthe control frame

types and unaggregated data frame. For an aggregated data frame, the FCS is calculated for

each sub-frame to detect the sub-frame error.

The frame format for different MAC frame types are illustrated as follows.

Beacon Frame

Each transmission cycle starts with a Beacon. Figure 3.10 shows the frame format for the Beacon.

The contention duration field contains the duration of the CEP in multiples of 10 microseconds.

The next two fields are the number of users that have downlink data pending for transmission and
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Figure 3.10: Beacon frame format

their indices represented by a bit map. Thei-th bit of the bit map is set to ”1” if thei-th user has

data to receive. The user index number is obtained when he is authorized touse the infostation.

The maximum number of users that can be authorized is 255. The transmissionprobability field

is the advertised transmission probability for all active users, which is optimized to maximize the

success probability of the CE frame during the contention. After receivingthe beacon frame, each

active user sends a CE frame with a probability lower than or equal to the advertised transmission

probability based on an un-slotted ALOHA protocol.

Channel Estimation (CE) Frame
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Figure 3.11: Channel estimation frame format
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Figure 3.12: Extended channel estimation frame format

The CE frames are sent using an un-slotted ALOHA. The transmission is based on a discrete time

scale with a unit of 10 microseconds. The channel estimation is based on the preamble training

signal of the PPDU of the received CE frame. The downlink channel statematrix can be obtained as

the transpose of uplink channel state matrix with the assumption of channel reciprocity. Therefore,

the channel estimation is obtained if the CE frame is received without collision.
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The regular CE frame and extended CE frame format are shown in Figure 3.11 and 3.12 respec-

tively. The requested data size field indicates how many bytes of data are waiting for the uplink

transmission. The extended CE frame has a channel info field that containsa downlink MIMO

channel state matrix up to 4x4 entries with 64 bits for each entry. The extended CE frame is used to

carry the downlink channel estimation information if the channel is not reciprocal.

Channel Estimation End (CEE) Frame
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Figure 3.13: Channel estimation end frame format

At the end of the CEP, a Channel Estimation End frame is sent. It acknowledges all the success

CE frames, which includes the number of success user field and MAC addresses of success users.

After receiving the CEE frame, the failed users update its transmission probability according to the

contention control algorithm.

Grant Frame
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Figure 3.14: Grant frame format

A grant frame is sent before either broadcast data frames or uni-castdata frames. For both cases, the

TA field is the MAC address of the infostation and the RA field is the broadcastMAC address. For

broadcast data frames, the 3A field of the Grant is the broadcast address. For uni-cast data frames,

the 3A field is the MAC address of the user that has been granted. The grant frame includes the
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data size field, the MCS field and the direction field. The direction field can be downlink or uplink.

The data size field is the maximum number of bytes that can be sent in one data frame. The MCS

field is the adaptive MCS indices for up to 18 OFDM sub-bands. The usersthat sent a CE frame

successfully are served in sequence based on the pre-scheduling results. A grant is sent only if the

estimated transmission time of the data frame is less than the time left for the DTP, otherwise, a

beacon frame is sent to start a new transmission cycle.

Data Frame

The MIN-MAC provides two aggregation options for the data frame format as shown in Figures 3.15

and 3.16, i.e., variable sub-frame size and fixed sub-frame size.

For the variable sub-frame size option, a data frame is composed ofn(≤ 64) sub-frames in its frame

body. The first sub-frames is the MAC header. The second and following sub-frames each carries an

upper layer IP packet. Each sub-frame is encoded separately and hasits own CRC. For this option,

the sequence control field is the sequence number of the MAC frame. The frame size field is the

frame size of the data frame including all sub-frames and their FEC fields. The packet map is a bit

map, where thei-th bit represents thei-th sub-frame in the original data frame. For a retransmitted

data frame, the packet map tells the receiver which sub-frames have beenretransmitted. The number

of sub-frame field represent the number sub-frames carried in the current transmission. The sub-

frame offset field indicates the offset of each sub-frames relative to thestart of the data frame. In the

fixed sub-frame size option, a data frame is divided into fixed length sub-frames. Each sub-frame

is encoded separately and has its own CRC. The limitation is that the boundary of sub-frames does

not align with the boundary of the payload packets. For this option, the sequence control field and

the frame size field are the same as defined in the variable frame-size option. The sub-frame map
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Figure 3.15: Data frame format – variable sub-frame size option
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Figure 3.16: Data frame format – fixed sub-frame size option

field is similar to the packet map field. All sub-frames have the same size, which isgiven in the

sub-frame size field. The number of sub-frames can be obtained by dividing the data frame size by

the sub-frame size.

Block ACK (BA) Frame
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Figure 3.17: Block ACK frame format

The BA frame is the acknowledgment of the data frame. The sequence number field contains the
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sequence number of received data frame. The number of error sub-frames field represents the num-

ber of sub-frames in error. The error map field is a bit map, where thei-th bit represents thei-th

sub-frame in the original data frame. Thei-th bit is set to ”1” if thei-th sub-frame is in error.

3.2.4 Contention Control Algorithm

The channel estimation period (CEP) serves two purposes, 1) obtain the channel state matrix of

active users; 2) maximize the possibility that users with the best channel conditions access the

channel during a given data transmission period (DTP). The second goal is achieved by contention

control algorithm. Without it, the users with the best channel conditions couldexperience contention

failure and cannot use the channel if the collision rate is too high. For the IEEE 802.11 DCF scheme,

the contention is resolved with an exponential back-off mechanism. By doubling the contention

window, the user’s transmission probability decreases by half to reduce the collision probability. In

MIN-MAC, since the transmission opportunity is limited, it had better be used when the channel is

in the best condition. By setting a threshold of transmission probabilityp per user, a user is allowed

to contend for the channel only when its channel state is among the bestp states. Not only the

success rate is increased with reduced number of users in contention, but also the average channel

quality is improved for successful users. With a lower transmission probability, a better channel

condition is required for a contending user to be allowed to access the channel.

The contention control algorithm is implemented at both infostation and mobile terminals as fol-

lows. For the infostation, the transmission probabilityp per user is calculated as the optimal number

of arrivals per CEP divided by the number of active users. For the unslotted ALOHA used in CEP,

the optimal number of CE frames isTCEP /2 when the maximum success rate is achieved, where

TCEP is the duration of CEP in terms of the number of CEs.
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For each mobile terminal, the channel statistics is collected whenever it receives a Beacon and a

probability functionp(x) = Pr(X > x) for its channel capacity is built. The basic value ofp is

advertised in each Beacon frame which is based on the knowledge of the number active users at the

infostation. The actual transmission probabilitypMT is calculated based on a backoff scheme. If

a CE is sent successfully upon the reception of the CEE frame, thepMT is set top. If the CE is

failed because of collision, thepMT is set topMT = max{pMT /2, p/4}. It means the transmission

probability decreases by half each time when a failure occurs but cannotbe lower than a quarter of

advertised transmission probability. We use a flexiblepMT in order to accommodate a large number

of new active users, while balancing the transmission opportunity between the new users and old

users. When the advertised probabilityp is received, the channel capacity thresholdx is then found.

If the current channel capacity is larger than the thresholdx, and a user has information to send or

receive, he can send a CE frame during the contention period. Otherwise, the user skips the current

CEP and waits for a better channel condition.

3.2.5 Scheduling Algorithm

After the channel estimation period, an adaptive data rates are assigned toeach success user. The

MINT MAC scheduling algorithm then schedules the users based on channel qualities, which rep-

resented by the data rates, combined with users’ priorities and channel coherence time, i.e., user

mobility. The users are served sequentially during the DTP based on the results of the scheduling

algorithm. By the end of DTP, the unserved users are ignored and the user’s transmission status,

i.e., the unsuccessful retransmission, is discarded. The retransmission inthe next transmission op-

portunity for this user is treated as new transmission.

The scheduling rule can be described as follows.
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1. The superusers that meet the channel quality thresholdA have the highest priority.

2. Fast moving users that meet the channel quality thresholdB have the second highest priority.

3. Otherwise, the priority is ordered by the channel quality.

Because the channel reciprocity property of the fading channel, it is often assumed that the same

channel gain is achieved for both uplink and downlink [53]. Therefore, when we schedule a user,

the uplink data and downlink data are scheduled with the same probability for MIN-MACa. For

MIN-MACb, both uplink and downlink data are granted and sent alternatively in one DTP. The

thresholdA andB (with A < B) can be chosen based on empirical data to ensure the super-user

or fast moving user does not occupy all the channel resources.

3.2.6 SR-ARQ Protocol and Error Handling for MIN-MACa

Retransmission and Duplication Detection

The following parameters are used for data frame transmission/retransmission:

• is.dl_seqno - the sequence number of the un-acked downlink data frame for thei-th user

recorded at the infostation

• is.up_seqno - the sequence number of the latest received uplink data frame for thei-th

user recorded at the infostation

• user.up_seqno - the sequence number of the un-acked uplink data frame recorded at

the user terminal

• user.dl_seqno - the sequence number of the latest received downlink data frame recorded

at the user terminal
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The infostation keeps the records of the sequence numbers of the un-acked data frames and the latest

received data frames for all users, i.e.,is.dl_seqno, is.up_seqno. Each user keeps its own

un-acked data frame and the latest received data frame, i.e.,user.up_seqno,user.dl_seqno.

For the infostation, when a data frame is transmitted, theis.dl_seqno is carried in its header.

When the data frame is received at the user terminal, a BA frame with the same sequence number

is sent back. If this data frame is received correctly at the user terminal, the user.dl_seqno

is updated to equal tois.dl_seqno. When a data frame is received at the infostation, the

user.up_seqno is compared withis.up_seqno. If the user.up_seqno is greater than

is.up_seqno, it means a new data frame is received and theis.up_seqno is updated. If the

user.up_seqno equals to theis.up_seqno, it means a retransmitted data frame is received.

For mobile users, the procedure is similar to the infostation procedure.

SR-ARQ for Sub-frame Retransmissions

Each data frame is divided into several sub-frames that can be decodedby the PHY layer separately.

A SR-ARQ protocol is used for the retransmission of sub-frames. For thefixed sub-frame size

option, both MAC and PHY have an agreement about the sub-frame size. For the variable sub-

frame size option, the boundary of the sub-frames is obtained from the MACheader. Therefore, the

receiver can identify different sub-frames and decode them separately. It then delivers the decoded

sub-frames along with the zero-padding for the un-decodable sub-frames and the sub-frame error

status to the MAC layer.

The MAC data frame, either original or retransmitted, has a sub-frame bit map, where thei-th bit

represents thei-th sub-frame in the original data frame. For a retransmitted data frame, the sub-

frame map tells the receiver which sub-frames have been retransmitted. Thei-th bit is set to “1”
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if the i-th sub-frame is carried in the data frame. The information about sub-frames in error at the

receiver is carried in the error map field of a BA frame, where the correct and error sub-frames

are represented by a “0” and “1” respectively. After receiving the BA, the failed sub-frames are

retransmitted in a data frame with a sub-frame map that is a copy of the BA error map.

The SR-ARQ process stops in three cases: 1) the BA error map is all zero; 2) the maximum number

of ARQ rounds is reached; 3) the DTP is ended.

Error Handling Schemes

The error handling and recover schemes for isolated errors is shown inTable 3.2.

Error Frame Impact Error Handling Schemes
Beacon No CE received Re-send Beacon at CEE state
CE CE failed Double the contention window
CEE CE not confirmed Assume CE failed and double the contention window
Grant (UL) Data not received Retransmit Grant if nothing is received,

Stop retransmission if any frame is received
Grant (DL) Receive data Accept data at Grant state

without Grant
Data No BA is received 1) if within DTP, retransmit data frame

and timeout 2) if DTP ends, infostation sends Beacon and mobile
users stop retransmission after receiving Beacon

BA No BA is received If a timeout occurs, the same process is used
with/without timeout as for data error process.

If a Grant/Beacon is received instead of a BA,
1) during DTP, the received grant frame indicates
a transmission success;
2) when DTP ends, the received Beacon frame
indicates a transmission failure

Table 3.2: Error handling schemes for isolated frame errors

If consecutive errors occur for the combinations of 1) Data and ACK frames; 2) Grant and Data

frames; 3) ACK and Grant frames, the MAC protocol observes that unexpected frames are received
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following some corrupted frames. Because the probability of consecutiveerror is very low, for

simplicity, those unexpected frames are rejected until the end of DTP. After the beacon frame is

sent, the protocol states are reset and the failed data frames are retransmitted.

3.3 MAC Performance Evaluation

3.3.1 Broad-band MIMO-OFDM Channel Model

We adopt the channel model proposed in [7]. Assume there areL significant scatter clusters and that

each of the paths coming from the same scatter cluster experiences the same delay. Therefore, there

areL resolvable paths between the infostation and mobile terminals. Letx[n] denotes theMT × 1

transmitted signal vector andy[n] theMR × 1 received signal vector respectively, we can write

y[n] =
L−1
∑

l=0

Hlx[n − l], (3.1)

where theMR × MT complex random matrixHl represents thelth tap of the discrete-time MIMO

fading channel impulse response. The elements of the individualHl are circularly symmetric com-

plex Gaussian random variables. Different scatter clusters are uncorrelated, i.e.,

E[Hl ⊗ Hl′ ] = 0MRMT
for l 6= l′,

where⊗ denotes Kronecker product, and0MRMT
denotes the all-zero matrix of sizeMRMT ×

MRMT .

Let hl,k denote thekth column of the matrixHl, which have zero mean (i.e., pure Rayleigh fading)

and theMR×MR correlation matrixRl = E[hl,kh
H
l,k] is independent ofk (i.e., the fading statistics
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are the same for all transmit antennas). Then theMR × MT matricesHl can be factored as

Hl = R
1/2
l Hw,l, l = 0, 1, · · · , L − 1, (3.2)

where theHw,l is uncorrelatedMR × MT matrices with i.i.d. CN (0, 1) entries, andCN (0, 1)

denotes zero mean, unit variance complex Gaussian distribution.

To avoid complex equalization design, OFDM modulation is used to transform a frequency se-

lective fading channel into a set of parallel frequency flat narrow fading channels. For a MIMO

channel, each transformed sub-channel is still a MIMO channel with a channel gain matrixH(k) =

∑L−1
l=0 Hle

−j2π(kl/K), whereK is the total number of sub-channels. For each sub-channel, let

x(k) = {x(k)1, x(k)2, · · · , x(k)MT
} be the transmitted vector andy(k) = {y(k)1, y(k)2, · · · , y(k)MR

}

be the received vector. Thekth Gaussian MIMO sub-channel can be represented by

y(k) = H(k)x(k) + n(k), k = 0, 1, · · · , K − 1, (3.3)

wheren(k) = {n(k)1, n(k)2, · · · , n(k)MR
} is a vector with i.i.d.CN (0, 1) elements. From [7,

Proposition 1], the capacity of the sub-channelk can be expressed as

I(k) = log det(IMR
+ ρΛHwHH

w ), (3.4)

whereρ = P/MT K, P is the total transmit power,Λ is the eigenvalue matrix ofR =
∑L−1

l=0 Rl,

andHw is anMR × MT uncorrelated zero-mean complex Gaussian matrix with i.i.d. entries.

To maximize the throughput of the MIMO channel, i.e., multiplexing gains [74], withfull CSI

(channel state information) available at the transmitter, the MIMO channel can be decomposed into

orthogonal spatial channels, commonly referred to as eigenmodes [3], via SVD (singular value
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Figure 3.18: MIMO-OFDM channel model

decomposition), which is called eigenvector steering (ES). This procedure for thek-th OFDM sub-

channel is as follows3

y(k) = V (k)Λ(k)UH(k)x(k) + n(k),

ŷ(k) = Λ(k)x̂(k) + n̂(k),

ŷi(k) = λ
1/2
i (k)x̂i(k) + n̂i(k), i = 1, · · · , min(MR, MT ),

(3.5)

where the unitary matricesV (k), U(k) and diagonal matrixΛ(k) come from SVD ofH(k), with

ŷ(k) = V H(k)y(k), x̂(k) = UH(k)x(k), n̂(k) = V H(k)n(k), andλi(k), i = 1, · · · , min(MR, MT )

are non-zero eigenvalues ofH(k)H(k)H . The MIMO-OFDM sub-channel model for a 2×2 MIMO

channel with ES is shown in Figure 3.18, for which we omit the indexk.

3.3.2 Adaptive Modulation and Coding

To exploit the time-variant channel capacity of narrow-band fading channels, an adaptive modula-

tion and coding (AMC) scheme is proposed to maximize data rates for a given bit error rate. Some

3(·)H denotes conjugate transpose.
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general design issues about AMC schemes proposed for OFDM channels can be found in [35].

In order to keep the system complexity low, the modulation scheme is not varied on a subcarrier-

by-subcarrier basis, but instead the total OFDM bandwidth ofK subcarriers is split into blocks of

adjacent subcarriers, referred to as subbands, and the same modulation scheme is employed for all

subcarriers of the same subband. The modulation scheme was chosen from a finite set between

the lowest rate and highest rate. In our MIMO-OFDM system, each subcarrier has several eigen-

modes. The adaptive modulation and coding schemes (MCS) can be applied separately for each

MIMO eigenmode and each OFDM subband. The MCS schemes that achievethe lowest data rate

and highest data rate are shown in Table 3.3 for one subband. Each subband use an MCS scheme

from the same MCS sets independently. The data rates are calculated as the product of the follow-

eigenmode 1 eigenmode 2 sum data rate
(modulation, (modulation, (Mbps)

coding rate, data rate) coding rate, data rate)
BPSK, 1/2, 13.5 BPSK, 1/2, 13.5 27

...
...

...
256QAM, 3/4, 162 64QAM, 3/4, 121.5 283.5

Table 3.3: Modulation and coding schemes for one subband

ing factors, i.e., bandwidth, sub-band overhead, constellation size, coding rate and guard interval

overhead. The system parameters are given in Table 3.4. As an example,the lowest data rate are

Parameter value
bandwidth 40Hz
Number of total subcarriers 128
Number of data subcarriers 108
IFFT/FFT period 3.2µsec
guard interval duration 0.8µsec

Table 3.4: OFDM parameters
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calculated as follows,

13.5Mbps= 40MHz × 108tones
128tones

× 3200ns
(3200 + 800)ns

× 1bits/sample× 1/2. (3.6)

There are three typical modulation scheme allocation algorithms discussed in [35], 1) fixed thresh-

old adaptation algorithm; 2) subband BER estimator adaptation algorithm; 3) constant throughput

adaptive OFDM. For the fixed threshold adaptation algorithm, a modulation schemeMn is selected

if the instantaneous channel SNR exceeds the switching levelln for a subband. A constant instanta-

neous SNR over all of the subcarriers in the same subband is assumed, which requires the subband

bandwidth is lower than the channel’s coherence bandwidth. If the channel quality varies between

the different subcarriers in a subband, the subcarrier with the lowest SNR is considered as the sub-

band’s SNR, then a throughput penalty can be observed. For subband BER estimator adaptation

algorithm, the expected overall bit error probability for all available modulation schemesMn in

each subband is calculated, which is denoted byP̄e(n) =
∑Ns

i=1 Pe(γi, Mn)/Ns, whereP̄e(n) is

the overall BER for AMC schemeMn, Pe(γi, Mn) is the BER for thei-th subband with a SNR of

γi andNs is the number of subbands. For each subband, the scheme with the highestthroughput,

whose estimated BER is lower than a given threshold, is then chosen. This scheme considers not

only the subcarrier with the lowest SNR and, therefore, leads to an improved throughput. In the

constant throughput adaptive scheme, each subband is assigned a state variable holding the index of

a modulation scheme. Each state variable is initialized to the lowest order modulationscheme. An

iterative algorithm is used to increase the state variable to the next order modulation scheme for the

subband with the lowest cost. This is repeated, until the total number of bits in the OFDM symbol

reaches the target number of bits.

Except for the constant throughput scheme, both algorithm 1 and 2 can be applied for the MIN-MAC
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protocol.

3.3.3 Multiuser Diversity

When many users access the infostation at the same time, they may experience independent channel

variations. If the channel conditions of these users are known to the infostation, it can schedule the

user with the best channel condition at each time slot. The capacity gain achieved by scheduling is

called multiuser diversity gain [37].

Let K be the number of OFDM sub-channels andN be the number of users in the system. As-

sume there areS independent subbands for the MIMO-OFDM channel, each subband includeNS

subcarriers with the same channel gain. The capacity of anMR × MT MIMO channel with a fixed

channel gain matrixH(k) is given by

I(k) = log det(IMR
+ ρH(k)H(k)H) =

min(MR,MT )
∑

i=1

log(1 + ρλi(k)),

whereρ = P
MT K andλi(k) is thei-th eigenvalue ofH(k)H(k)H , i.e., the gain of thei-th MIMO

eigenmode of thek-th OFDM sub-channel.

Define

Is = NS

min(MR,MT )
∑

i=1

log(1 + ρλsi) (3.7)

as the capacity of thes-th subband, whereλsi is a random variable representing the gain of thei-th

eigenmode of thes-th subband. Then the capacity of the MIMO-OFDM channel in this mode is

given by

I =
K

∑

k=1

I(k) =
S

∑

s=1

Is. (3.8)



74

SinceIs has the same statistical property for all subbands, the central limit theorem (CLT) implies

that the distribution ofI approaches Gaussian distribution asS increases.

Lemma 3.3.1.(Maximum of Sequence of Independent Gaussian Random Variables): LetZ1, Z2, · · · , ZN

be a sequence of independent Gaussian random variables with meanµ and varianceσ2. Define

MN = max{Z1, Z2, · · · , ZN}. Then

MN − µ√
2σ2 lnN

→ 1,

in probability asN → ∞.

The proof of this is standard (see [15, p. 76] for example) and we omit it.

From the Lemma 3.3.1, the multiuser diversity gain is

G =

√
2σ2 lnN√

Sµ
,

whereµ andσ2 are the mean and variance ofI(k) respectively. Therefore, the multiuser diversity

gain increases as the number of users increases and decreases as thenumber of independent OFDM

sub-channels increases.

3.3.4 PHY Simulation Model

We assume a capacity achieving coding scheme and perfect adaptive modulation and coding (AMC)

scheme with infinite number of AMC levels that can exploit the full channel capacity with a realistic

lower and upper limit of data rates as shown in Table 3.3. We assume the channel state is invariant

within a subband and varies independently across different subbands. The number of subbandsS
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depends on the coherent bandwidth, which is a simulation parameter. With infinite number of AMC

levels, at each channel state, each subband is assigned a AMC level witha data rate that equals to

the corresponding Shannon capacityI as given in equation (3.8) scaled by the effective bandwidth,

i.e.,

40MHz × 108tones
128tones

× 3200ns
(3200 + 800)ns

× Ibps/Hz= I × 27Mbps.

In the following, we discuss how the instantaneous capacity of each user with CSI at both trans-

mitter and receiver is obtained in our simulation for a 2×2 MIMO-OFDM channel with the OFDM

parameters given in Table 3.4.

Assume a rich scattering environment and a perfect channel estimation, each OFDM sub-channel

can be transformed into 2 independent parallel eigenmodes. The fading gain of each eigenmode

is
√

riλi, i = 1, 2, whereri is the i-th eigenvalue of the correlation matrixR and λi the i-th

eigenvalue of a Wishart matrixHwHH
w as defined in equation (3.4). We drop the sub-channel index

k for simplicity. We further assume an uncorrelated MIMO channel for all different path, i.e.,

R = I, ri = 1. In the following, we analyze the statistical properties ofHw.

Definition 3.3.1. LetW = HH
w Hw, where then×m matrixHw is distributed asHw ∼ CN (0, In⊗

Σ). ThenW is said to have the complex central Wishart distribution withn degrees of freedom and

covariance matrixΣ, denoted byW ∼ CWm(n, Σ), andW is a complex central Wishart matrix.

The eigenvalue density of a complex Wishart matrix has the following property.

Property 3.3.2. LetW ∼ CWm(n, σ2In) be anm × m positive definite complex random matrix.

Then the joint density function of the eigenvalues,λ1 > λ2 > · · · > λm > 0, of W is

g(Λ) =
πm(m−1)(σ2)−nm

CΓm(m)CΓm(n)

m
∏

k=1

λn−m
k

m
∏

k<l

(λk − λl)
2 exp

(

− 1

σ2

m
∑

k=1

λk

)

, (3.9)
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whereΛ = diag(λ1, λ2, · · · , λm) andCΓm(n) denotes the complex multivariate gamma function,

CΓm(n) = πm(m−1)/2
m
∏

k=1

Γ(n − k + 1).

From Property 3.3.2, the probability density function (PDF) of the eigenvalues for a 2×2 MIMO

channel is evaluated as

g(λ1, λ2) = e−λ1−λ2(λ1 − λ2)
2, with (λ1 > λ2). (3.10)

In our simulation model, for thes-th subbands, s = 1, · · · , S, an independent eigenvalue set

λsi, i = 1, 2 of a Wishart matrix is generated according to the PDF in equation (3.10). Theadaptive

data rates based is then calculated based on the total capacity from equations (3.7) and (3.8).

3.3.5 Performance Evaluation

In the following scenarios, we use UDP data traffic for both MIN-MACa and MIN-MACb to evalu-

ate the functionality of the MIN-MAC protocol and obtain the upper limit of the MAC throughput.

The MAC/PHY simulation parameters are given in Table 3.5, wherenuser represents the number

of user,nfrag represents the number of sub-frames in a data frame. The parameters arebased on

industry specification (IEEE802.11 specification or TGnSync proposal)and slow fading channel

assumption.
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Parameter value
inter-beacon time 30ms
channel coherence time 30ms
SIFS 10 µs
Mini-slot time 110µs
Contention Period duration 640µs
control frame data rate 6Mbps
AMC data rates 27 ∼ 283.5 Mbps
PHY header and preamble time 44.8µs
number of OFDM subbands 6
Beacon frame size 38+4*nuser B
CE frame size 18 B
CEE frame size 16+4*nuser B
Grant frame size 36 B
Data frame header size 27+6*nfrag B
Data frame payload size 64K B
payload sub-frame size 8K B
Block ACK frame size 26 B

Table 3.5: MIN-MAC simulation parameters

High Priority Data Traffic

One of the essential feature of infostation networks is the support for high priority data traffic which

is requested by a superuser. As described in the scheduling algorithm, theamount of bandwidth

that can be used by the superuser is adjusted by a threshold of channelquality. In the following,

we use an illustrative example to show the impact of the threshold. Assume a superuser drives

through the coverage area of an infostation network and all users havecontinuous bi-directional data

traffic. Before the superuser enters the network, four regular users share all the bandwidth equally.

When the superuser enters the network, it occupies all the bandwidth or part of it depending on

the threshold, and the regular users share the remaining bandwidth. Afterthe superuser leaves the

network, all the bandwidth is available for all regular users again. In Figure 3.19 and 3.20, we show

the throughput of the superuser and two of the regular users for both uplink and downlink traffic for

MACa and MACb respectively.
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Figure 3.19: Throughput of high priority data with threshold option for MIN-MACa

When the threshold is low, which means the superuser utilizes the channel exclusively whenever it

has data to send, all the regular user’s traffic is blocked until the superuser leaves or is disconnected

from the infostation network. This may cause problem if the superuser happens to stay for a longer

time within the network and all the other users need to access the channel.

When the threshold is medium, which corresponds to the average data rate, the superuser can use

the channel exclusively only when its channel quality is above the threshold. Otherwise, it can

only use the channel when its channel quality is better than the other contending regular users.

Therefore, only a portion of the bandwidth is allocated to the superuser and the regular users share

the remaining bandwidth.
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Figure 3.20: Throughput of high priority data with threshold option for MIN-MACb

We observe that the MIN-MACb has higher efficiency than the MIN-MACabecause the MIN-

MACb does not have ARQ protocol overhead. We also find that for the MIN-MACa, the throughput

for the downlink traffic is different from the uplink traffic at all time instance. However, for the

MIN-MACb, the throughput for the downlink traffic is very close to the uplink because it supports

bi-directional data transmission for each grant.

Scheduling Algorithm and Multiuser Diversity

The scheduling algorithm with contention control is designed to maximize the network throughput

by exploiting the multiuser diversity. The throughput performance is evaluated for three scenarios

with M = 1, 6, 18 OFDM subbands, which correspond to different multiuser diversity gains. The
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Parameter value
SIFS 10 µs
DIFS 50 µs
aSlotTime 20 µs
control frame data rate 6Mbps
AMC data rates 27 ∼ 283.5 Mbps
PHY header and preamble time 44.8µs
number of OFDM subbands 1, 6, 18
Data frame header size 24+6*nfrag B
Data frame payload size 64K B
payload sub-frame size 8K B
RTS frame size 20 B
CTS frame size 14 B
ACK frame size 14 B

Table 3.6: IEEE 802.11n MAC simulation parameters

throughput performance of the IEEE 802.11n is also included for comparison. The IEEE 802.11n

simulation is implemented on top of the IEEE 802.11 simulator in NS-2 with the same packet

aggregation and PHY data rate adaptation schemes as the MIN-MAC protocol. The MAC and PHY

parameters are given in Table 3.6.

The throughput performance for the UDP traffic with a 2×2 MIMO-OFDM channel with 1, 6 and

18 subbands are shown in Figure 3.21, 3.22 and 3.23 respectively.

It shows that the MAC throughput of the MIN-MACb is always higher thanthe MIN-MACa because

of the lack of ARQ overhead. The total throughput increases with increasing number of users in the

system.
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Figure 3.21: Throughput comparison for 2x2 MIMO-OFDM with 1 subband
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Figure 3.22: Throughput comparison for 2x2 MIMO-OFDM with 6 subbands
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Figure 3.23: Throughput comparison for 2x2 MIMO-OFDM with 18 subbands
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Chapter 4

Cross-layer Design of Transport Layer and MAC Layer for Reliable

and Efficient Data Transmissions

We have proposed two variations of the highly efficient MAC protocol formobile infostation net-

works, the reliable MIN-MACa and the unreliable MIN-MACb. The two systems based on these

two MAC variations are called system A and system B respectively. The MIN-MACb has higher

efficiency than MIN-MACa with lower implementation overhead. But it requires a transport layer

protocol for reliable file transfer. If we use the same TCP protocol that isused for wired networks,

the throughput performance is undesirable with high link error rate, despite of the high efficiency

of the MIN-MAC protocol. Therefore, we propose a cross-layer design scheme over the transport

layer and MAC layer to improve the overall throughput performance. Thetransport layer protocol

jointly designed with the MIN-MACb is called MIN-TCP, i.e., Mobile Infostation Network Trans-

port Control Protocol.

In the following, we first introduce TCP protocol and its limitations when wireless link is present

on its path in Section 4.1. In Section 4.2, we show how to improve TCP throughput performance

over the MIN-MACb protocol with cross-layer design approaches. InSection 4.3, we evaluate and

compare the throughput and file transfer delay between the system A and system B. We conclude

this chapter with a summary of future work.
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4.1 TCP Congestion Control Algorithms

The TCP protocol is a go-back-N and selective repeat ARQ protocol combined with powerful con-

gestion control algorithms. It performs well in wireline networks. However, TCP can experience

significant throughput degradation in the presence of wireless links with high error rates and inter-

mittent connectivity.

The congestion control algorithms of TCP [33], i.e., Slow Start, Congestion Avoidance, Fast Re-

transmit and Fast Recovery, are considered crucial to today’s Internet. The first three algorithms are

first introduced in TCP-Tahoe, and the last algorithm is added in TCP-Reno [64]. An improved Fast

Recovery algorithm is proposed in TCP-NewReno [19]. Two variables are used to describe these

algorithms:cwnd(congestion window) which controls the number of outstanding packets/segments

that TCP can put into the network andssthresh(slow start threshold) which decides if TCP needs to

invoke the Slow Start algorithm or the Congestion Avoidance algorithm.

The Slow Start algorithm operates as follows. When thecwndis less than thessthresh, it is increased

exponentially when acknowledgment packets (ACKs) are received. Asa result, the TCP sender

sends two new segments upon receiving each ACK.

The Congestion Avoidance algorithm incurs a linear increase of the variable cwndwhencwnd is

less thanssthreshand an exponential decrease ofssthreshwhen packet loss is observed. The former

is implemented by increasing thecwnd by one segment per RTT (round-trip time). The later is

implemented by decreasing thessthreshto half of thecwndand setting thecwndto 1 segment when

a timeout is observed.

If the packet loss is indicated by duplicate ACKs, the Fast Retransmit and Fast Recovery algorithms

are invoked. If three or more duplicate ACKs are received in a row, it is astrong indication that



85

a segment has been lost. TCP then performs a retransmission of what appears to be the missing

segment, without waiting for a retransmission timer to expire. After the Fast Retransmit algorithm

is performed, the Congestion Avoidance algorithm, instead of the Slow Start algorithm is performed.

The Fast Retransmit and Fast Recovery algorithms are implemented as follows: 1) When the third

duplicate ACK in a row is received, TCP setsssthreshto one-half the current congestion window

cwnd, but no less than two segments, retransmits the missing segment and setscwndto ssthreshplus

3 segment size; 2) Each time another duplicate ACK arrives, it incrementscwndby one segment

size; 3) When the next ACK arrives to acknowledge new data, it setscwndto ssthresh.

When there are multiple packet drops, the acknowledgment for the retransmitted packet will ac-

knowledge some but not all of the packets transmitted before the Fast Retransmit. We call this

packet a partial acknowledgment. A modification to the Fast Recovery algorithm in Reno TCP,

called NewReno [19], incorporates a response to partial acknowledgments received during Fast

Recovery. Unlike TCP-Reno, where a partial ACK terminates the Fast Recovery, TCP-NewReno

retransmits the first unacknowledged segment after receiving a partial ACK and deflates the conges-

tion window by the amount of new data acknowledged, then add back one segment size and send a

new segment if permitted by the new value ofcwnd. This window reduction, referred to as “partial

window deflation”, attempts to ensure that, when Fast Recovery eventually ends, approximately

ssthreshamount of data will be outstanding in the network. After receiving a full ACK, the sender

setscwndto ssthreshand terminates the Fast Recovery. With NewReno implemented, the TCP has

fewer timeouts when multiple packet losses are observed.

When the wireless link variations cause link errors and packet losses, TCP observes an out of order

delivery or experiences a timeout. It interprets these events as an indication of network congestion.
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If three duplicate ACKs are received, TCP congestion window decreases by half followed by con-

gestion avoidance after a fast retransmission. If a timeout occurs, TCP congestion window drops

to one segment followed by a slow start. Since the transmission rate of TCP is roughly equal to a

congestion window of packets per RTT, the decrease of congestion window corresponds to the data

rate reduction. When link error rate increases, TCP experiences the data rate reduction frequently.

For a fast transmission, it takes several RTTs to restore the previous window size. For a timeout, it

takes an RTO to detect the packet loss and retransmit the missing packet. TheRTO value is much

larger than the time scale of wireless link variations. Therefore, for both cases, TCP cannot fully

utilize the channel when the channel quality is recovered again after the error event.

For most network architectures, because it is difficult to differentiate if thepacket losses are caused

by congestion or by wireless link variation, TCP cannot adjust congestioncontrol algorithms ac-

cordingly. However, for infostation networks, with information sharing between the transport layer

and MAC layer, it is possible to make TCP work without congestion control algorithms and use the

wireless channel more efficiently.

In the following, we propose and evaluate different approaches to improve the TCP performance

and design MIN-TCP protocol based on these approaches.

4.2 Cross-layer Design for MIN-TCP and MIN-MACb

To analyze TCP behavior and evaluate TCP performance, two link error models are considered. We

assume the control frames are transmitted with basic data rates and, therefore, the error probability

is extremely low and has little impact to throughput performance. For simplicity, in our link error

model, we assume the control frames are error free. For MAC data frames, we assume the following

two scenarios:
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Link error model A The error probabilities of the MAC header and the following sub-frames have

the same sub-frame error rate. The MAC header and sub-frame errorsare independent iden-

tically uniform distributed. If the MAC header is corrupted, the receiver cannot recognize

the frame type and has to discard all the sub-frames, which results in burstyerrors of TCP

packets.

Link error model B We use a MAC header protection scheme, in which the MAC header is sent

with basic rates and error free. The other sub-frame errors are independent identically uniform

distributed.

4.2.1 Increased Resolution for the RTT Timer

The RTT (round trip time) timer in TCP is used to measure the RTT, which in turn is used to estimate

the average value and variation of RTT. The RTO (retransmission timeout) value is updated based

on the RTT statistics. A coarse RTT timer cannot give an accurate RTT estimation and results in

a larger RTO and a longer TCP response time to packet loss. In the earlier version of TCP Reno

implementation, TCP use a coarse RTT timer with a resolution of 100ms and the minimal RTO

is 1 second [69]. However, in the latest Linux implementation, the RTT timer resolution is set

to 10 ms and the minimal RTO is 200ms [27]. For infostation networks, we set minimal RTO

as 0. The parameters for different scenarios are shown in Table 4.1. All other TCP parameters

remain unchanged. The throughput performance for different scenarios is shown in Figure 4.1.

With more accurate RTT measurement and RTO estimation, the throughput performance of TCP

is improved for all settings of packet error rates. Because a shorter RTO means a better utilization

of the channels, the improvement is most significant for high packet errorrate scenarios, where

retransmission after a timeout is performed more often for packet loss recovery.
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Scenarios TCP Version Timer Resolution Min RTO Initial Window Max Window
NewReno A NewReno 100ms 1 s 16 200
NewReno B NewReno 10ms 200ms 16 200
NewReno C NewReno 10ms 0 ms 16 200

Table 4.1: TCP parameters
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Figure 4.1: Impact of RTT timer resolution

4.2.2 Modified Congestion Control Algorithms

In data networks, congestion occurs when a link or node is carrying too much data, which results in

excessive queuing delay, packet loss or the blocking of new connections. TCP congestion control

algorithms are proposed to avoid congestion and recover from the congestion state. TCP considers

packet loss as an indication of network congestion. However, in wirelessdata networks, link vari-

ation is another source of packet losses. TCP cannot distinguish the difference between these two

types of packet losses and the congestion control algorithms are invokedin both cases. If the packet

loss results from the link variations, it is unnecessary to invoke the congestion control algorithm and

reduce the transmission rate.

To reduce the throughput loss resulting from unnecessary rate reduction, we propose a cross-layer

information exchange mechanism across the application layer, transport layer and MAC layer to
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eliminate the packet loss caused by congestion. As a result, the only sourceof packet loss is channel

variation and we can disable the congestion avoidance algorithm.

The packet buffer at the infostation is shared by all users. We assume an admission control mech-

anism blocks the new users during congestion and the infostation allocates the buffer size for each

existing user to maximize the utilization of the bandwidth. We then make the buffer allocation in-

formation transparent to each layer. With the buffer information, the application layer stops sending

packets by back-pressure to avoid packet loss when buffer is full. Atthe transport layer, buffer over-

flow can be avoided with congestion window control. More specifically, we assign TCP congestion

window size and the buffer size for each user jointly according to the following relation

buffer size> cwnd > bandwidth delay product.

With these approaches, we eliminate the congestion related packet loss, andtherefore, the con-

gestion avoidance algorithm is not necessary. With congestion avoidancealgorithm disabled, the

congestion window remains unchanged regardless of the channel variations. The congestion win-

dow reduction after the congestion avoidance algorithm as well as the fastrecovery algorithm can

be removed in the design of the MIN-TCP protocol, while the Slow Start and Fast Retransmit

algorithms remain unchanged. Therefore, the baseline implementation of MIN-TCP is based on

TCP-NewReno with the following modifications:

• We set the RTT timer resolution to 10 ms and minimum RTO value to 0.

• After the TCP connection is established, the initial window size is set to multiples ofthe

number of sub-frames in a MAC data frame.

• The receiver’s advertised window size, which is the upper limit of the actual window size of
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Figure 4.2: MIN-TCP and TCP-NewReno throughput comparison

the sender, is set to the maximum MAC buffer size less the initial window size forboth ends

of the TCP connection. We assume the receiver’s buffer size is not the bottleneck.

• The congestion window size increases according to slow start algorithm until a packet loss is

detected with duplicate ACKs or a timeout.

• If three duplicate ACKs are received, the fast retransmission algorithm isinvoked. However,

no congestion window reduction is performed.

• After the fast retransmit, for each duplicate ACK, a new packet is transmitted, because each

ACK implies a packet has been moved out of the network.

• If a partial ACK is received, the packet corresponding to this ACK is retransmitted and a new

packet is also transmitted.

• If a timeout occurs, the window size drops to the initial window size and a slow start is

performed. A window of packets are retransmitted starting with the missing packet that causes

the timeout.

Figure 4.2 shows the throughput performance of the MIN-TCP comparedwith the TCP-NewReno
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C with channel error models A and B. When packet error rate is lower than0.01, most of the packet

losses can be recovered by the Fast Retransmit algorithm. Since the packet losses are caused by

random link errors, TCP does not need to decrease the congestion window. The simulation results

show that the throughput performance increases significantly at low packet error rate region. For

high packet error rate region, when frequent timeout retransmissions become the major source of

throughput loss, the absence of congestion control algorithm does notincrease the throughput much.

During the timeout, the channel is almost idle and the bandwidth is wasted.

4.2.3 Fast MAC Queuing Algorithm

The round trip time (RTT) of a TCP connection is composed of queuing delay,transmission delay,

propagation delay and processing delay. Among them, the queuing delay is the dominant part of

RRT. To reduce the response time to a packet loss we propose a fast MACqueuing algorithm to by

reduce the queuing delay. This algorithm allows shorter queuing delay forretransmitted packet by

moving the retransmitted packet to the front of the queue. Note that for the MIN-MAC protocol, a

different sending packet queue is allocated for each user to enable theusers’ priorities and channel

quality based packet scheduling. The algorithm is applied for each user queue as follows.

• When a TCP data packet arrives at the queue, it compares the sequence numbers between the

new data packet and existing data packets in the queue. To improve efficiency, the comparison

starts from the tail of the queue.

• If a duplicate packet is found, it replaces the existing packet with the new packet. Because a

new ACK number is carried on the new packet which contains the most recent information.

• If no duplicate packet is found, it finds the packet with the highest sequence number smaller

than the sequence number of the new packet and insert the new packet after it.
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Scenarios basic TCP Version queuing option
MIN-TCP A NewReno default
MIN-TCP B NewReno fast queuing
MIN-TCP C Reno fast queuing

Table 4.2: MIN-TCP parameters
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Figure 4.3: Throughput comparison for different MIN-TCP options

• If all packets in the queue have larger sequence number than the new packet, it inserts the new

packet at the front of the queue.

A packet sorting algorithm is also used as part of the wireless TCP solution in[40] for different

purpose, where a new layer is constructed between the TCP layer and MAC layer to hide the out of

order delivery of the TCP packets. As we discuss later, the packet sorting has some side effects for

TCP-NewReno.

To evaluate the impact of the fast queuing algorithm, we consider both channel error models A and

B for three scenarios shown in Table 4.2.

As shown in Figure 4.3, for MIN-TCP C, with fast queuing algorithm, the packet loss is recovered

faster than MIN-TCP A when there are no bursty errors (channel error model B). However, for

bursty error link (channel error model A), without NewReno’s fast recovery algorithm, MIN-TCP
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C has lower throughput than MIN-TCP A. It also shows the MAC header protection (channel error

model A) increases the protocol overhead and results in lower throughput for links with low packet

error rate. However, it increases throughput for links with high packet error rate because of reduced

bursty errors.

To understand the MIN-TCP behavior further, Figures 4.6, 4.7 and 4.8 show the packet traces of

MIN-TCP A, MIN-TCP B and MIN-TCP C for both channel error model A(bursty error) and

channel error model B (random error). For comparison purposes,the packet trace for TCP-Reno

and TCP-NewReno are also shown in Figures 4.4 and 4.5. The TCP-NewReno can recover from

multiple packet losses with the new fast recovery algorithm, while TCP-Reno experiences a timeout

when there are multiple packet losses in one round trip time.

MIN-TCP A

Figure 4.6 shows the MIN-TCP A behavior with TCP packet traces. The upper plot shows the MIN-

TCP response to single packet loss. After three duplicate ACKs, a fast retransmit is performed.

The receiver keeps sending duplicate ACKs before the retransmitted packet is received. For each

duplicate ACK, a new packet is sent out, because there is no window reduction. In Figure 4.6, there

is a seemingly violation of window management principle, i.e., the maximum sequencenumber

should not exceed the sum of the largest ACK number and window size. However, we can show

that the number of outstanding packets is unchanged, which is still within the congestion window

size, because each duplicate ACK implies that one packet has reached thedestination. It also shows

that the bandwidth is fully utilized for the single packet loss cases.

The lower plot shows the MIN-TCP A response to multiple packet losses. The MIN-TCP A be-

havior is the same as single packet loss case, except that for each partial ACK, an old packet is
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retransmitted.

MIN-TCP B

Figure 4.7 shows the MIN-TCP B behavior. The single packet loss and multiple packet loss cases

are shown in the upper and lower plot respectively. For both cases, after three duplicate ACKs, a fast

retransmission is performed. A new ACK is received after the retransmission, which is interpreted

as a partial ACK and triggers a retransmission of the packet next to the fast retransmit packet in

the queue. However, the next packet in the queue has been transmitted and possibly received at the

receiver. Therefore, the partial ACK results in an unnecessary duplicate retransmission. Moreover,

the duplicate packet results in chain reaction of partial ACK and fast recovery of NewReno and a

window of packets are retransmitted unnecessarily. This explains the fastqueuing algorithm cannot

coexist with NewReno’s fast recovery algorithm.

MIN-TCP C

Figure 4.8 shows the MIN-TCP C behavior. The single packet loss and multiple packet loss cases

are shown in the upper and lower plot respectively. Without NewReno’sfast recovery scheme,

the system recovers from the single packet loss faster. However, multiplepacket losses result in

under-utilized bandwidth. Because for each duplicate ACK, no new packet can be transmitted. This

explains why the performance of MIN-TCP C is better than MIN-TCP A for channel error model

B, but worse for channel error model A.
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4.3 Performance Evaluation for Reliable File Transfer Application

4.3.1 Throughput Performance Comparison for MIN-MACa and MIN-MA Cb

Figures 4.9 and 4.10 show the throughput comparison between the MIN-MACa and MIN-MACb for

single user and multiple users respectively. With adaptive PHY data rates, the MAC parameters are

same as parameters in Table 3.5 except that the maximum aggregated data framesize and sub-frame

size are 8000 and 1500 Bytes respectively.

We are especially interested in the performance difference between the system A (UDP with MIN-

MACa) and the system B (TCP with MIN-MACb). At the low packet error rate region, system B

performs better because of the high efficiency of MIN-MACb and low throughput loss of TCP. At

the high packet error rate region, the throughput performance of system A is better. The reason is as

follows. The ARQ protocol at the MAC layer requires acknowledgment forevery MAC frames. The

MIN-MACa protocol knows immediately if the retransmission is successful and responds quickly

by a retransmission. However, TCP has to wait for a timeout to know the packet loss. The timeout

value is often the upper bound of the possible RTT value to avoid unnecessary retransmission. The

frequent timeouts result in gaps of the packet flow and decreases the throughput performance. If

many users share the channel, when one user is idle during a timeout, another user can still use the

channel and reduce the channel idle time. Therefore, the throughput ishigher than the single user

case. Even with multiple users, when the packet error rate is extremely high,every user experiences

timeout most of the time, and the link usage is still very low as shown in Figure 4.10.
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4.3.2 Performance of File Transfer Applications

Consider the following scenario, each regular user has 1 MB size files to send and receive, and the

superuser has 10MB size files to send and receive. For both downlink and uplink file transfers,

the idle time between the file transfers is exponentially distributed with a mean of 2 seconds. The

transmission time of each file is evaluated for both super user and regular users. For system A, the

results are shown in Figures 4.11 and 4.12. Figure 4.11 shows when super user has high priority data,

all file transfer are completed in 2 seconds. Figure 4.12 shows that when super user has medium

priority data, all the regular file transmission of 1 MB are completed within 3 seconds and all 10

MB size file transmission for super user are completed within 5 seconds. These results show that

the file transfer time can be controlled with different super user priorities, which in turn is decided

by the super user threshold.

4.4 Conclusions and Future Work

In this chapter, we proposed a transport layer protocol MIN-TCP, which has been optimized to

improve the throughput performance over the MIN-MACb protocol. In our simulations, we ob-

served that when link error rate is low, TCP/MIN-MACb based scheme provides higher throughput

with lower protocol complexity. For higher link error rates, with TCP protocol as the loss recovery

mechanism together with all the improvements, there is still a big gap between the throughput per-

formance of system A (UDP/MIN-MACa protocol) and system B (TCP/MIN-MACb protocol). The

fundamental reason is that TCP has delayed response for the packet loss due to its large timescale

compared with the MAC protocol. Therefore, the bandwidth is wasted duringthe waiting time

(timeout) for TCP to figure out the packet losses. Hence the ARQ protocolat the MAC layer out-

performs TCP timeout mechanism at the high packet error rate region.
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From the implementation complexity perspective, MIN-MACb has many advantages over MIN-

MACa. In the multiple user and moderate packet error rate case, the performance of TCP/MIN-

MACb is comparable with MIN-MACa. To reduce the performance gap between the MIN-MACa

and MIN-MACb over high packet error rate links, we can consider the following cross-layer ap-

proaches: 1) for bi-direction data flow, we can attach an ACK field to the data frame to obtain

the information about the transmission failure and provide this information to TCPlayer to avoid

a timeout event; 2) for downlink data flow only, an ACK field is attached at Beacon frame; 3) for

uplink data flow only, an ACK field is attached to CE frames. With these approaches, we can obtain

packet loss information with minimum overhead. The TCP protocol can then take advantage of

these MAC information to perform fast retransmission and recover from the packet losses.
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Figure 4.4: Packet trace for TCP-Reno
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Figure 4.5: Packet trace for TCP-NewReno
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Figure 4.6: Packet trace for MIN-TCP A
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Figure 4.7: Packet trace for MIN-TCP B
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Figure 4.8: Packet trace for MIN-TCP C
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Figure 4.9: Throughput comparison for single user case
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Figure 4.11: File transfer time with high priority super user
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Appendix A

Lower Bound of the Error Probability for Type II Hybrid–ARQ

The lower bound of the error probability for type II Hybrid–ARQ is derived as follows.

Assume a codewordc = (c1, c2, · · · , cl) is transmitted inl code blocks and detected as another

codeworde = (e1, e2, · · · , el). A decoding error occurs when the different symbols between the

two, i.e.,(s1, s2, · · · , sl), is decoded as(−s1,−s2, · · · ,−sl) for the l-th transmission, wheresl is

a super symbol composed of all different symbols betweencl andel. For an i.i.d. white Gaussian

channel, the corresponding received signalsx = (x1, x2, · · · , xl) have a marginal joint PDF in an

l-dimension space as

p(x) = p(x1) · · · p(xl) =
1

σ1σ2 · · ·σn(
√

2π)n
exp{−(x1 − a1)

2

σ2
1

− (x2 − a2)
2

σ2
2

· · · − (xl − al)
2

σ2
l

},

whereai = |si|, i = 1, · · · , l. The pairwise error probability at thel-th transmission is equal to the

probability whenx is within decision regionΩl, whereΩl are defined as

Ω1 = {~x :
a1

σ2
1

x1 < 0}

Ω2 = {~x :
a1

σ2
1

x1 +
a2

σ2
2

x2 < 0}

· · ·

Ωl = {~x :
a1

σ2
1

x1 +
a2

σ2
2

x2 + · · · + al

σ2
l

xl < 0}.

(A.1)
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A lower bound of the joint error decision can be derived as follows. Forthe two-dimension case as
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Figure A.1: Decision regions

shown in Figure A.1, the marginal PDF ofp(x1, x2) is

p(x1, x2) =
1

2πσ1σ2
exp{−(x1 − a1)

2

σ2
1

− (x2 − a2)
2

σ2
2

)}.

The probability of error events for both the first and second transmissionis evaluated as

Pr(E1, E2) =

∫

Ω1∩Ω2

p(x1, x2)dx1dx2 (A.2a)

=

∫ 0

−∞

∫ −
a1σ2
a2σ1

x1

−∞
p(x1, x2)dx2dx1 (A.2b)

≥
∫ 0

−∞

∫ −
a1σ2
a2σ1

x1

−
a2σ1
a1σ2

x1

p(x1, x2)dx2dx1 (A.2c)

=
1

2

∫

Ω2

p(x1, x2)dx1dx2

=
1

2

∫

Ω2

p(y2)dy2,
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wherey2 =

√

x2
1

σ2
1

+
x2
2

σ2
2
. For the error event of decoding error at third ARQ round, we have

Pr(E1, E2, E3) =

∫ ∫ ∫

Ω1∩Ω2∩Ω3

p(x1, x2, x3)dx1dx2dx3 (A.3a)

≥ 1

2

∫ ∫

Ω2∩Ω3

p(x1, x2)p(x3)dy2dx3 (A.3b)

≥ 1

4

∫ ∫

Ω3

p(y2, x3)dy2dx3 (A.3c)

=
1

4

∫

Ω3

p(y3)dy3 (A.3d)

=
1

4

∫

Ω3

p(x1, x2, x3)dx1dx2dx3 (A.3e)

wherey3 =

√

x2
1

σ2
1

+
x2
2

σ2
2

+
x2
3

σ2
3
. The equation (A.3d) comes from the fact thaty2 is orthogonal tox3

in a two-dimension space, and therefore, equation (A.2) can be applied.

It follows that

Pr(E1, E2, · · · , En) =

∫

⋂n
k=1 Ωn

p(x)dx ≥ 1

2n−1

∫

Ωn

p(x)dx =
1

2n−1
Pr(En). (A.4)
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