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ABSTRACT OF THE DISSERTATION

Cross-layer Design for Reliable and Efficient Data Transmission over

Multiple Antenna Mobile Infostation Networks

By HONGBO LIU

Dissertation Director:

Professor Narayan Mandayam

In this thesis, we propose a system architecture that has multiple localizedrkgtwach with a
mobile information server (Mobile Infostation) that collects the information eeieto mobile users
over a back-haul network and delivers the information to the usersmantt For efficient use of
the bandwidth and energy resources of the wireless network, we dmsibevaluate a cross-layer
solution for the Radio Link Control (RLC), Medium Access Control (MA@hd Transport layers

of the network protocol stack.

At the RLC layer, we propose a Hybrid-ARQ scheme with transmit powetr@loto optimize
the average energy consumption while maintaining a target packet eedPiteR) to increase the
reliability of the Link Layer. We show that the above optimization problems fdratgerm static
Rayleigh block fading MIMO channel can be formulated and solved usoggtric programming.
Our illustrative results show that, with a target PER of 0.01%, the optimal palle=ation scheme

can provide a gain of up to 3 dB for a Space-Time Trellis Code (STTC)dtbIMO channel with



maximum two ARQ rounds.

At the MAC layer, we propose an efficient MAC scheme with two variatiorigens the data frames
are scheduled for transmission based on the user priorities, chamuii@os and mobility. In the
reliable version of the MAC protocol named MIN-MACa, a stop-and-wdR@\ for data frames
and a selective repeat ARQ for data sub-frames are combined to eaBabte and efficient data
transmission without the use of the TCP protocol. A highly efficient versfaheMAC protocol
without the ARQ overhead named MIN-MACDb is also proposed, therefpyinieg an integrated

transport protocol for reliable end-to-end data transmission.

At the Transport layer, a transport protocol (MIN-TCP) optimizedtierMIN-MACDb is proposed to
improve the end-to-end throughput. The simulation results show that, withMIR-the through-
put can be doubled compared with TCP-NewReno when the PER is higlera$eelayer approach
to the Transport and MAC layer co-design also provides higher thptghan the MIN-MACa

approach when the PER is low.
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Chapter 1

Introduction

Consider the following scenario, the ground forces are on operatamousé entities in the unit may
need access to different information, including terrain maps, the dayisgdaiodic information on
enemy movement, command directives, etc. The conventional voice cellgtansyhat provides
ubiquitous coverage is insufficient for “just in time” delivery of imnmense amiswf data. There-
fore, a system architecture based on infostation networks [21,26] i@ged to provide high data

rate services in the battle field as shown in Figure 1.1. The system is congfosatliple localized

o “Fill”
M Infostation

.\-

UL/DL
Infostation
Data

A utll(-nticmiu{l

; |
In-Service
Process

- User
_é

______ f/ Next In-Line Network
¥ User Operation "xf}ii
/ Control v

Figure 1.1: Mobile infostation networks

networks each with a mobile information server (mobile infostation) that colleetantbrmation



relevant to their users over a back-haul network on an anticipatedibzesés. The users then down-
load large data files on demand with high end-to-end throughpadDQMbps) supported by a high
data rate PHY (physical layer) and an integrated highly efficient MAGoma and transport layer
protocol. We call the proposed infostation network technology, its phiyisiger, its MAC (Medium
Access Control) layer and transport layer protocol, collectively, ad/bigile Infostation Network

Technology (MINT) [58].

In this thesis, we propose several new schemes on the protocol desiglidble large file transfer
applications between the infostation and end users. Specifically, weggraddAC protocol that is
highly efficient when used with infostation networks. We also optimize the lingrlalybrid—-ARQ
(Automatic Retransmission reQuest) protocol and transport layer ptatamrk with the highly

efficient MAC.

1.1 MINT System Overview

In mobile infostation networks, the mobile infostations work as cache sefwelmth back-haul
network and local mobile users. As shown in Figure 1.1, an infostation isdfilby satellites,
UAVs (Unmanned Aerial Vehicles), and whatever other means might biabla The fill stations
are part of the back-haul network, which carries a variety of sedatar such as aerial pictures of

enemy movement, and directives from the network command.

The back-haul network consists of a variety of data links, both wiredvareless, and is usually
limited by its weakest link. This limitation may be circumvented by judicious cachinggla h
performance network technology, and a transport service that suitsptblcation [63]. For in-
stance, a publish/subscribe network infrastructure may be used [1T1tB]s fill model, an info-

station keeps track of the interests of its users by maintaining an interesasiataid subscribes



for information that meets these interests. The data publishers — for instarceetwork com-
mand center — periodically publish description of the data they produce.piiblish/subscribe
network infrastructure will match the publishers and subscribers, and asiltiew data to the
relevant subscribers, i.e., the infostations, by use of a reliable multicasteseptimized for the

publish/subscribe infrastructure [57].

Besides the publish/subscribe network infrastructure, the infostatioalsaitommunicate through
the back-haul network with any remote server to retrieve the data matchingéhs new request.
The requested file and its related files are stored in the infostation. Onexginested file is ready,
it is sent out from the infostation to the user over the high throughput widilels between the

infostation and the user within seconds. If there is no other requestetbfiesve, the relevant files

are downloaded for future use for this user or other users that raitarsanterest.

The central mechanism of MINT is the concept of superuser: a useismhesignated by virtue of
a combination of favorable channel state and a higher-layer priority meshas having a greater
claim to the system resources. The higher layer priority mechanism mainsiance, rate the
importance of different data types — a satellite map of enemy movement is cleadyimmuortant
than a personal email with a large attachment — and conclude that userare/bo receive the
more time-sensitive data have a higher priority. Also, users with higherigedasignation may be

deemed to have higher priority than those with lower security designation.

The superuser may carry high priority data that is critical for the normal tes download and,
therefore, need higher throughput or dedicated channel to uploai&tado the infostation. This is
enabled by the centralized scheduling of the MAC protocol. The superareeither use up all the
bandwidth provided by the infostation or use a fraction of the bandwidth vikehannel condition

is better than a predefined threshold.



There may be multiple infostations within a unit for reliability and coverage, in wbase the unit
can be thought to be divided into clusters, each of which is served byf@station. The clusters
and the unit form the lowest rung of a hierarchy that extends througbatie-haul network to the
network command. A hierarchical key management infrastructure maydoleddo provide flexible
security across the tactical network, with multiple security levels [41]. The nheilsigcurity levels

may also double as a measure of priority of the users.

1.2 MINT System Protocol Design

—_— Information Flow

Packet Source Control

Application Layer

queue info UDP TCP

Transport Layer .
_  window and queue

parameters
Packet Queue Management }4//

J L

‘ Resource Manangement and Scheduling ‘

MAC Subayer

channel info
Adaptive Modulation

RLC Sublayer and Coding (AMC) 1\

_ feedback_ _

Channel /

Figure 1.2: Cross-layer design framework for MINT system

PHY Layer

The MINT system is proposed to provide high end-to-end throughputdesthe infostation and



mobile users. It requires the coordination among different protocotdagpeachieve high through-
put data communication. While traditional network design where each laytbeqgifrotocol stack
operates independently reduces the network design complexity significamsiynot well suited

to wireless networks because of the time-varying nature of the wireless Miitbout adaptation
to the link quality at different layers, the bandwidth resources are wastedss-layer design is
an approach to optimize the end-to-end performance by exchangingiation between different
layers of the protocol stack and adapting to this information at each pitdég@s. In MINT sys-

tem, the cross-layer approaches are applied for the PHY layer, RLdiqRenk Control) sublayer,
MAC sublayer, Transport layer and Application layer. The protocsigleframework is shown in

Figure 1.2.

At the RLC sublayer, an energy saving Hybrid ARQ power allocation sclismeposed to im-
prove the reliability of the wireless link with a given energy constraint. At th&Qsublayer, we
propose an efficient MAC protocol called MIN-MAC (Mobile Infostatioretork MAC protocol)
with two different reliability options, which we call MIN-MACa and MIN-MACHDne cross-layer
approach is to use MIN-MACa protocol, in which we combine an ARQ scheitte the basic
MAC function to ensure the reliable data transmission, so as to eliminate the Ti€&gfrotocol to
avoid the throughput loss caused by the TCP protocol and achieve ththhogighput performance
over the mobile infostation networks. An alternative cross-layer apprisdo use a modified TCP
protocol (MIN-TCP) coupled with the highly efficient MIN-MACDb protdcdn this approach, we
keep the layered architecture of the protocol stack and design the TC®A&AG protocol jointly
to maximize the throughput performance. The two system designs basei twdlcross-layer

approaches are called system A and system B respectively.



1.3 Hybrid—ARQ for Increased Reliability at Link Layer

In a hostile mobile radio environment, the transmitted information is weakenedydadio propa-
gation and distorted by channel fading. A proper receiver desigrstoreethe information as much
as possible is critical for reliable communication. After demodulation at thévexcéhe informa-
tion is still contaminated with random noise. A random error occurs if the reis# for one or
more bits is large enough in the received information message. Channejjeeditechnique that
protects digital data from errors by adding redundant bits to introdune seemory into the signal
processing. From Shannon’s theory [62], by proper encodingeoiitfiormation, errors induced by
a noisy channel can be reduced to any desired level as long as thmigsios rate is lower than
the channel capacity. The error free communication with channel codingres infinite codeword
length and is impractical for real world communication. However, near i&ralimit coding tech-
niques such as Turbo codes and LDPC codes can achieve a perfervemy close to Shannon
capacity. Since there is still residual error after channel coding, a@Q ARtocol is proposed to
combine with error correction channel coding to boost the performamt®efu The combination

of channel coding with ARQ protocol at the link layer is called Hybrid—ARQ.

There are several variations of the Hybrid—ARQ scheme [42]. Typgbrid—ARQ combines the
basic ARQ scheme with FEC coding. In this type of scheme, only the latestedqecket is used
for decoding. The information in all previous packets is discarded. €Gambining Hybrid—ARQ

uses code combining [10], which means the decoder combines sueces

rEved packets until the
code rate is low enough to provide successful decoding. In Chase iGiombthe repetitions of
the same packet are sent upon each retransmission request. TyeitHARQ with Incremental
Redundancy (IR) [48] also combines all previous packets for degodiowever, in this scheme a

packet with a high rate code is sent in the first transmission. If this highodega@annot be decoded,



more redundant bits are sent in the successive packets, which areotihbimed with all previous
transmissions to form a lower rate code. Chase Combining is also consakeeespecial case of

type-Il Hybrid ARQ with IR.

For energy limited data networks, the performance goal is to maximize the ambdata trans-
mitted per unit energy with a maximum delay limit. Even for a regular wireless nktwoini-
mizing the error probability with average power constraint is important. To minithe@verage
energy consumption per source packet, we propose a Hybrid-AR€rectvith optimal transmis-
sion power control, in which the energy allocated to the transmitted block ilrtthé@RQ round

is a time-invariant deterministic function of the relative indeXOur goal is to choose the transmit
energy for the-th ARQ round to minimize the average energy consumption under a PERetPack
Error Rate) constraint with the maximal number of ARQ rounds to be fixdd tOr alternatively,

minimize the PER under an average energy constraint.

The traditional Hybrid—ARQ scheme is a constant power transmission schidme-ybrid-ARQ
with transmission power control is considered a way to increase the ttpoughreduce energy
consumption. In [30], a power ramping scheme is used with type | Hybrid3-£d_provide higher
throughput. In this scheme, the adaptation of transmit power level is continli¢he retransmis-
sion requests. The first transmission for a given packet starts with thesigwer level. If the
received packet is detected with error, a retransmission is requested WHCK (negative ac-
knowledgment). When a NACK is received, the power level is gradualleased in a predefined
way during the retransmission. In [67], a different power controesohis proposed. If the number
of retransmissiongis no greater than a threshaly upon which the lowest coding rate of an RCPC
(Rate Compatible Punctured Convolutional) code [28] is achieved, with amplewel P, a type Il

Hybrid—ARQ with incremental redundancy scheme is applied. When ¢ < 2Q, all previous



transmissions are discarded and type | Hybrid—ARQ scheme with a poveénié¥and the lowest
coding rate is used. if = 2(@), the packet is discarded. The limitation of the work in [30] and [67]

is that there is no discussion about the optimality of these two schemes.

An asymptotically optimal power control algorithm is proposed in [24] that gieery significant
diversity advantage in long-term static MIMO channels with a Hybrid—-ARReste. The long-
term static channel means that the channel coefficients remain constiaugt @dUARQ rounds and
change to new independent values with each new packet. The proposed control algorithm
shows that the energy allocated to thilh block can be made inversely proportional to the prob-
ability of transmitting thel-th block. However, for short-term static channels, where the channel
remains constant during each round and changes independently akthieund, only the constant

power allocation scheme is discussed in their work.

Different from the above works, We use a geometric programming (Gpoaph to solve the
optimization problems over short-term static channels. A closed-form solistioitained, which
shows that the transmit energy allocated for ik ARQ round is also inversely proportional to
the probability of transmitting thé-th block. We also show that the optimized transmit power
increases super-linearly each time a retransmission is requested anddti@nfiof the average
energy optimally allocated to each ARQ round only depends on the increntiveasity gains
obtained at each ARQ round. This closed-form solution allows a pradgtigaémentation of the

optimal power allocation for a Hybrid—ARQ system.



1.4 Reliable Data Transmission with TCP

It is known that the throughput performance of TCP protocol is undegrwhen a wireless link
is present in the path. For over 20 years, many efforts have beetedeeimprove the perfor-

mance of TCP over wireless links. These improvements have been achsugdseveral different

approaches.

Link Layer approach It is reported that the interaction between TCP and link layer ARQ (Auto-
matic Repeat reQuest) sometimes results in loss of throughput [12] whenkieertim rate is
very high ¢ 0.1). This is due to the fact that link layer retransmissions overload the rietwo
and introduce extra delay which causes unnecessary TCP timeoutsrandmassions. How-
ever, using ARQ schemes at the radio link layer to reduce the packetMeswieless links
can improve the TCP throughput [5] in most cases. The reason is thatrigykEC (Forward
Error Correction) codes, the link error rate can be controlled to be lessi. Moreover,
with Hybrid-ARQ [10,42,48] which is the combination of the FEC and the ARQeruts,
the error rate and the link layer retransmission overhead can be reflutteet. Therefore,

the link layer approach should be valid in most cases.

TCP/MAC Layer approach It is observed that when TCP works with CSMA/CA based MAC
such as IEEE 802.11, packet collision is the major source of packet When CSMA is
used, the in-flow self interference is responsible for the loss of thimutght is shown that
when delayed ACK option [9] is used, which allows the TCP receiver testrginan ACK
for every two incoming packets, the TCP connection can gain 15 to 32 rgegoed-put
improvement [72]. In [23,72], it is shown that limiting the maxin@ynd at an optimum
value can bring the TCP performance to its best with the given topology @amngétterns for

CSMA/CA based MAC.
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TCP based approach Since it is the congestion control algorithm after a timeout event that causes
degraded performance of TCP protocol, one way to solve this problemnwtlify RTO
(retransmission timeout) to favor the wireless link. In [2], a parameter adjustaiehe
current RTO algorithm (see [56]) is used. In [45], a different alhaon to calculate the RTO
is applied. Another way to improve the performance of the TCP protocol ibdage the
TCP behavior after the timeout event [46,61]. In addition, new TCP vans{it6,22,25,73]
are proposed to modify TCP congestion control algorithms or add newésabtased on the

knowledge about the wireless link.

Split TCP is another class of TCP based approaches. InteractivedCiides TCP con-
nection into two parts, i.e., wireline link and wireless link, which are connecggatidproxy
server. Split TCP for MANETS [40] is another way to divide the TCP amiion. For any
TCP connection, certain nodes along the route take up the role of beirgpror that
connection. The proxies buffer packets upon receipt and adminigtecoatrol. Besides
improving the total throughput, this approach also reduces unfairnesedrethe longer and

shorter TCP connections.

Multi-path approach New transport layer protocols such as R-MTP (Reliable Multiplexing Frans
port Protocol) [47] and SCTP(Stream Control Transmission Proto66lpp] are proposed
for wired/wireless networks with wireless terminals equipped with multiple wiraless-
faces. By using multiple wireless interfaces to transport data, TCP pwafare can be im-

proved by throughput aggregation.

Each approach is proposed for different wireless applications. Artirg, the link layer approach
is more general than the others. By improving the link layer reliability for wiseligdks with high

error rate, the throughput can always be improved. For MINT systira#nfostation can work as a
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proxy server for the mobile terminals like in the split TCP approach. The tastlhta transmission
between the infostation and the mobile terminals can be designed independemtlthé rest of
the systems. Then we only need to optimize the data transmission over a singlirélegs link,

which largely simplifies the system design.

1.5 Reliable Data Transmission with Reliable MAC Protocol

The TCP protocol is an end-to-end congestion control protocol degdifym the worst case scenario,
when all users are aggressive without knowing the network capadity.ohly feedback from the
network is the acknowledgment (ACK) packet, carrying the coarse timiddgraoughput informa-
tion. Because of the coarse scale of the timing information, it cannot ad#ye teireless channel
condition. The MAC layer is closer to the wireless medium and has directsita¢he channel and
transmission timing information provided by the PHY layer with high accuragantadapt to the
channel and transmission condition in a timely fashion. On the other haridfdetation networks,
the transmission can be restricted to one link. If the MAC is designed with aatieett scheduling
scheme, the network congestion can be avoided. Therefore, a MA@ ptavith a strong error cor-
rection capability is ideal to provide reliable data transmission without all TCBesiion control
algorithms. This helps to avoid the difficulties when TCP is used over a wirihsand, therefore,

improves the end-to-end throughput.

Most of the current MAC protocols for wireless systems use some sobibet following basic mul-
tiple access technigues [52]: Frequency Division Multiple Access (FDMi#ne Division Multiple
Access (TDMA), Code Division Multiple Access (CDMA), ALOHA protdscand Carrier Sense
Multiple Access (CSMA). The MAC protocols are roughly classified into tategories: central-

ized MAC protocols and Ad Hoc MAC protocols. The Ad Hoc MAC protocalsisas CSMA/CA
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(Carrier Sense Multiple Access with Collision Avoidance) in IEEE802.1] {8& widely used in

WLANS (wireless local area networks) and MANETs (mobile ad-hoc nkg)o The centralized
MAC protocols based on reservation and scheduling are used fortir@@oication networks such
as cellular networks and wireless ATM (Asynchronous Transfer Mddewhich the radio resource

is more expensive and QoS support is needed.

Although an Ad Hoc MAC protocol generally has lower communication compleikéy a central-
ized MAC protocol used in cellular networks, the channel utilization is hiftrecentralized MAC
protocol because of the centralized channel allocation and schedaliegises. Cellular networks
provide voice services and limited data services. Its MAC scheme is notlguitaihigh through-
put data communications. Wireless ATM provides high performance voidedata services to
the mobile user. The MAC protocols typically follow a three phase model. In teeghase, a
request message is sent on a random access control channel.cohd pease involves the base
station scheduling uplink and downlink transmissions according to the Qaf#eswents of the
current traffic mix. Preference is given to delay sensitive data, ssiclviae packets, while data
services must make do with any remaining capacity. The third phase involéatismission of
packets according to the schedule created in phase two. For examplBNI#A[PA (Packet Reser-
vation Multiple Access/Dynamic Allocation) [36] and DSA++ (Dynamic Slot Assigent) [13]
protocols using FDD (Frequency Division Duplex), MASCARA (Mobiled®ss Scheme based on
Contention and Reservation for ATM) [54] and DTDMA (Dynamic TDMAY]J6using TDD (Time
Division Duplex) are representative wireless ATM MAC protocols with thre¢hphase MAC de-

sign.

The MAC protocol for mobile infostation networks is designed to work with dhpgrformance

PHY layer, i.e., a high data rate PHY with MIMO (Mulitple Input Multiple Output amte),
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OFDM (Orthogonal Frequency Division Multiplexing) and AMC (Adaptivodulation and Cod-
ing) scheme. However, the high data rate could be mitigated when MAC argptrduprotocol are
taken into account. The MAC protocol overhead increases as the PtdYala increases because
of the fixed low data rate protocol header and channel training sequAs@ result, the throughput
efficiency (defined as the ratio between the MAC throughput and aedtBky data rate) of MAC
protocols decreases as the PHY data rate increases. Thereforéhroigghput efficiency and low
complexity are key to the infostation MAC design. The other requirements oMIBC design
include proportional fairness for all regular users with different mobilitaasd high priority for

super-users.

Some earlier work about MAC protocol design for infostation networkseafound in [50,70]. The
proposed protocol is called WINMAC, which is configured to work at T&WIDD (Time Division
Multiple Access/Time Division Duplex) mode on a Harris PRISM IEEE 802.11ANLradio chip
set with three transmission rates (i.e., 0.5, 1, and 2Mbps). The WINMACdasla go-back-N and
SR ARQ (Selective Repeat ARQ) protocol, a reservation based multipdsgpeotocol, which sup-
ports both fairness and preemptive services. Because WINMAC israbtg work on the low data
rate PHY technologies, the implementation complexity and protocol overheae B INMAC pro-
tocol could be high if a high data rate PHY is employed. The CSMA/CA base@ [didtocol such
as |IEEE 802.11 [31] DCF (Distributed Coordinate Function) has beentémelard for WLANS
(Wireless Local Area Network). The success of its low data rate vessiwaikes it a reasonable
choice to start with for a high throughput MAC protocol. The forthcomingHEE802.11n stan-
dard is an amendment to the 802.11 standards to support MIMO (multiple+imgtiple-output)
technology with raw data rates up to 600 Mbps. The proposed featute€Bf802.11n [51] are
based on the EDCF (Enhanced Distributed Coordinate Function) of IB2E Be [32] with data

rate adaptivity, frame aggregation and bi-directional data flow, etc. Menvéor the purposes of
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backward compatibility and signal training, a fixed low data rate PHY headstdpted for each
PHY frame, which increases the header overhead. Compared with thetliJEDCF has higher
throughput efficiency with QoS support. Adaptive data rates make use dfandwidth more effi-
cient. The frame aggregation improves the throughput by using a largérfifakhe, which carries
multiple MAC frames. The bi-directional data flow feature improves the thrpugfor TCP type

of data traffic. Therefore, the throughput is improved significantly coagpao the DCF based
IEEE 802.11. The major drawback of the IEEE 802.11n is the protocol lexity which makes it

difficult to implement and maintain.

Inspired by the wireless ATM MAC protocols and IEEE 802.11n proposaldesigned a simple
but effective MAC protocol with reduced complexity and higher throughgsince it is designed
for the MINT, we name it Mobile Infostation Network MAC protocol (MIN-M2). Different from
IEEE 802.11, the MIN-MAC protocol uses a centralized scheduling #lgorto allocate channel
resources based on the channel condition, user priority and mobility, Téte. MIN-MAC pro-
tocol has the following features: i) support for a high priority supexrusg) packet aggregation;
iii) multi-user diversity gain; iv) scalability in the number of supported useysptional reliable

transmission;

The MIN-MAC protocol is proposed with two variations called MIN-MACadaMIN-MACb. The
MIN-MACa uses a selective ARQ scheme that works with packet agtioegahe packet loss at
link layer is recovered by the MAC retransmission scheme. It is designesktwithout a reliable
transport layer protocol. The highly efficient MIN-MACD is designed withARQ. It relies on
a transport layer protocol for reliable transmission that is optimized for tA€ drotocol and in-

fostation applications. The jointly optimized transport layer protocol, whictaised MIN-TCP,
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provides higher throughput than regular TCP for all the link error ratesachieve higher through-

put than the MIN-MACa scheme when link error rate is low.

In the following, we will describe the energy saving Hybrid ARQ in ChapteTie MIN-MAC
design for system A and system B is given in Chapter 3. The joint desigHiifTCP and MIN-

MAC for system B is described in Chapter 4. We conclude with future dine@ticChapter 4.4.
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Chapter 2

Energy Efficient Hybrid—ARQ Protocol

For mobile infostation networks, both infostation and mobile terminals are battevgrpd. For
this type of energy limited network, it is of interest to optimize the average grermgsumption of a
Hybrid—-ARQ system while maintaining a target frame-error-rate (FER3ltarnatively, minimize

the FER under an average energy constraint.

Consider a frequency flat fading channel with no CSI (Channel Stédenhation) at the transmitter
and perfect CSl at the receiver. For a Hybrid-ARQ scheme, thesezdes limited one bit feedback
from the receiver about the success or failure of the previous trasismisWithout CSI, we use a
power adaptation scheme, in which the energy allocated to the transmitted blihek/ith ARQ
round is a time-invariant deterministic function of the relative indeXhis fixed power allocation
scheme has been proposed in [24,30,44,67] independently. In [228dyarptotically optimal power
control algorithm is proposed that yields very significant diversity athge in long-term static
MIMO channels, where the long-term static channel means that the dhagefécients remain
constant during all ARQ rounds and change to new independent waitresach new packet. The
proposed power control algorithm shows that the energy allocated ttkhblock can be made
inversely proportional to the probability of transmitting théh block. However, for short-term
static channels, where the channel remains constant during eachandmthanges independently

for the next round, only a scheme without power control is discussezftin [
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For energy limited data networks, the performance goal is to maximize the ambdata trans-
mitted per unit energy with a maximum delay limit. To minimize the average energy rgrtisun

per source packet, we propose a power adaptation scheme with poekeai@ach ARQ round
optimized for the short-term static channels. Our goal is to choose the tragrsengy for thd-th
ARQ round to minimize the average energy consumption under a PER cohgifithithe maximal
number of ARQ rounds to be fixed 1g or alternatively, minimize the PER under an average energy

constraint.

We use a geometric programming (GP) approach to solve the above optimizatidemps. A GP is

a mathematical formulation of an optimization problem that can be expressecsaér class of
functions which we call posynomials [14]. It has been found that optimizatiggower control for
interference-limited wireless networks can be formulated as GP and sdfizently(see [11] and
references there in). We show that our problem can be formulatedbmdiss a GP. A closed-form
solution can be obtained, which shows that the transmit energy allocatéuefoth ARQ round

is also inversely proportional to the probability of transmitting tith block, which is similar to
the optimal scheme for long term static channel obtained in [24]. We also thtaivthe optimized
transmit power increases super-linearly each time a retransmission istedj@nd the fraction
of the average energy optimally allocated to tit ARQ round only depends on the incremental

diversity gains obtained at all ARQ rounds.

This chapter is organized as follows: In section 2.1, we give some preli@énabout the back-
ground of the work. In section 2.2, we analyze the probability of errortype | and type Il

Hybrid—ARQ scheme over a short term static Rayleigh fading channel vffédreht transmit en-
ergy for each ARQ round. In section 2.3, the optimization problem is formiilatel solved as

a geometric programming problem. In section 2.4, simulation validations for the dgioner
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allocation strategy are presented and we make some remarks about kiim section 2.5.

2.1 Preliminaries

2.1.1 Channel and Hybrid—ARQ Model

We consider a frequency flat fading channel with no CSI (channted stiprmation) at the transmit-
ter and perfect CSl at the receiver. For a MIMO channel With transmit antennas and i receive
antennas, the channel state malix ¢ CM#*Mr | = 1,... L remains constant during tHeh
ARQ round and changes independently for different ARQ roundsh B&Q round takeg' channel
uses. Define;, € CM7 ¢t =1,... \T,y,, e CMr t =1,... T,andw;; e CMr t =1,... | T
as the transmitted signal, received signal and corresponding chaiseMector respectively. The
channel noise is assumed to be temporally and spatially white with i.i.d. complesi@aestries
~ CN(0,1). Let E; be the transmit power per channel use, which remains constant féitlthe

ARQ round, and’; = E;T be the energy consumption for théh ARQ round. The channel model

E
Yit =1/ M;Hlxl,t + Wi, (2.1)

which corresponds to a short term static channel in [24]. It is alserezfdo as thd.-block fading

is defined as

ARQ model in the thesis.

An energy allocation scheme for tfieblock fading ARQ model is defined &= (I';, 'y, --- ,T'z).

The corresponding instantaneous power allocation scheme is defined as

E = (E,Ey--- ,EL) = (pu1, pug,--- ,pur) = pu



19

, Wherep = ||E|| andu = ﬁ and||-|| represents the norm of the vector.

The source packet is protected with an error detection code, which igrdmesmitted following
a Hybrid—ARQ scheme. For simplicity, we assume the undetected decodorgierrery small
compared with the detected decoding error and can be ignored duringndhssia of decoding

error.

For type | and Chase combining Hybrid—ARQ, the source packet is edooih a high rate code.
At each ARQ round, the same codeword is retransmitted. For type || HNR{Q, the source packet
is encoded with a low rate code and mapped into a sequence of L code.bRtckRQ round!,
thel-th code block is transmitted. At the receiver side, for type | Hybrid—AR®@re is no buffer-
ing for previous ARQ rounds and the codeword received at cuA&® round is decoded. For
Chase combining and type Il Hybrid—ARQ, at ARQ rounthe codewords or code blocks from the
ARQ round1 throughi are all buffered and decoded as one codeword using a maximum likelihood
(ML) decoder. At each ARQ round, if a decoding error occurs, @-bih negative acknowledg-
ment (NACK) signal is sent back to the transmitter, otherwise, an ackngwlent (ACK) is sent
back. An error-free and zero-delay ARQ feedback channel imasd. If an ACK is received, the
transmitter then sends a new source packet. If a NACK is received, themiither enters the next
ARQ round of the same source packet. When the last ARQ rduisdreached, an ARQ error is
declared for the current source packet and the transmitter initiates thAR€3 round of a new

source packet.

2.1.2 Average Energy Consumption and Average Power

Following [24], we defineZ” as a random variable indicating the number of ARQ rounds it takes

to transmit a source packet. Ldf denote the event that an ACK is received by the transmitter at
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round/. Foralll =1,--- ,L — 1, we have
Pr(T=1)= PT‘(./le, ‘e ,Al_l,fll) =q (2.2)

After | = L rounds, either an ACK or a NACK is received, the transmitter sends a oevees

packet. Therefore,

L—1
Pr(T=L)=1-) q (2.3)
=1

The probability of the event that a NACK is received at tHk round is defined as
P = Pr(di, - A, (2.4)

and letP, = 1 by definition. LetFE][] denote the expectation of a random variable. From [24,

equation (10,12)], the average energy consumption per sourcet [mthen defined as

r=~F

T L
> Fz] => TP, (2.5)
=1 =1

which we are trying to minimize in this work. It can be interpreted as the the sutmecénergy
consumption for each ARQ round weighted by the probability of a decodiog & previous ARQ

round.

2.1.3 Geometric Programming

A Geometric Program (GP) [8,14,59] is a mathematical formulation of an optimizataistem that

can be expressed in terms of a class of functions which we call positiyeguoials or posynomials.
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The standard form is as follows,

minimize fo(x)

subjecttof,(x) <1, k=1,2,--- ,m, (2.6)
x1 >0, 29 >0,--- ,2, >0,

where

N WD G@

fk(x) = chj$1k] :EQkJ -Tnkj , k = O, 1,---,m

j=1
are posynomials, witly; > 0 as positive numbers amf} € R,i = 1,---,n as real numbers.
By letting z; = e*,i = 1,2,--- ,n, the transformed primal program is a convex program and all

theory of convex programming can be applied [8]. The degree of diffici a GP is defined as
N —M—1,whereN = ;" | N denotes the total number of terms in all the posynomials of both
the objective function and all the constraints, ahtl= n denotes the number of design variables

Tt =1, ,n.

A geometric program in its standard dual form is as follows,

m Np N Okj
maximizev(§) = [ [ <§ﬁ > 5kl> (2.7a)

k=0j=1 \"% 1=
subjecttody; >0, j=1,--- , Ny, k=0,--- ,m, (2.7b)
No
Soj = 1, (2.7¢)
y)
j=1
m  Ng ,
SNl =0i=1,2,- n, (2.7d)
k=0 j=1

where equations (2.7c) and (2.7d) are the normality and orthogonalityraioms respectively. The

degree of difficulty is equal to the number of independent variableswalvieth the dual function is
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to be maximized. For a geometric programming problem with a zero degree ofittjffithe dual
program has linear constraints with a unique solution, the primal prograrthea be solved based

on the primal-dual relation uniquely.

2.2 Packet Error Probability

The average energy consumption is closely related to the packet estatility. In the following,
we derive the Packet Error Rate (PER) for both type | Hybrid-ARQtgpd Il Hybrid-ARQ scheme

over the L-block fading channel with a maximum likelihood (ML) decoder.

2.2.1 Diversity Gain

Diversity is a technique used to combat channel fading in wireless comntionic&ince the per-
formance gain at high SNR is dictated by the SNR exponent of the errbapitdy, this exponent
is called the diversity gain, which is defined in [74] to show the diversity-mekipg tradeoff in
MIMO channels. The optimal diversity-multiplexing tradeoff for ARQ MIM®@annels is given
in [24]. For the Hybrid—ARQ over L-block fading channels, we canrozé new term called incre-
mental diversity gain. For a given power allocation sch@ne (F;, Es--- , E) = pu. The error

exponent after decoding at the¢h ARQ round is defined as

log P,
d = — lim 08w (2.8)

p—oo  logp

whereP,(pu) is the average packet error probability after #th ARQ round over all fading states.

The incremental diversity gain, which represents the diversity gain auatdon the-th ARQ round,
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is defined as

log P, —log P_
Dy=d;—dj—y =— lim og Pi(pu) —log P11 (pu)
p=00 log p

)

wheredy = 0 by definition.

2.2.2 Probability of Errors in Hybrid—ARQ

The probability of error with a given channel state for convolutionalkesoor STTC codes is based
on the Euclidean distance between codewords. Different from informatitage probability ap-
proaches used in [24,74], where Gaussian codes are assumedclide&udistance approach can
only be applied to an ML decoder. To obtain the diversity gain, it is enoughdtyze the pair-wise

error probability (PEP) of a given coding scheme.

Let & denote the event that a decoding error occurs with a codeword cothpbseode blocks.
As we assume that the undetected decoding error can be ignored,agsenuence of channel
state matriced,H,,--- ,H}, the probability of sending a NACK at theth ARQ round for

l=1,---,Lequalsto

P(pulH,Hy,---H;) = Pr(&|Hy)Pr(&|&1, Hi, Hy) - - Pr(&|&1, &, -+ , &1, Hi, Hy, - - - Hy)

= Pr(&, -+ ,&Hy, Hy, -+ - Hy).
(2.9)

We use superscripts andis to denote the type | and type Il Hybrid ARQ respectively. The Chase
combining Hybrid—ARQ is considered a special case of type Il HybridQAdRd, therefore, is not

discussed separately.
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Type | Hybrid ARQ

For type | Hybrid ARQ, all events; are mutually independent, therefore
!
Pltl (pu‘HhHQa e Hl) = Pr(gla T a5l|H17 H27 U Hl) = H PT(£’€|H1€) (210)
k=1

Taking expectation over all channel statek , Hs, - - - H;), the error probability equa[é[é;:l Pr(&).
For the MIMO channel as defined in equation (2.1), we assume space-tiiie dodes are used
and decoded with an ML decoder. Define codewords

_ 1 .2 n 1 2 n 1 2 n
€ =C1€1,0 " €11€21€2 "€ e €T ers
(2.11)

1 2 n 1 2 n 1 2 n
ClL=2C €11 " C11C21C21" " Cop - " CiCT """ CT[»
wheren = My is the number of transmit antenna aidis the number of channel uses. The
probability that an ML receiver decides erroneously in favog;cissuming that; was transmitted

at thel-th ARQ round is [68, equation (9)]

1 M
Py(ci,e) < , (2.12)
[TM7 (1 + A E/4Ny)

where); is thei-th eigenvalue of a matriA with entries

Apg = Z(cf —e;)(cf — €f).
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We have dropped subscripbecause the same codewords are sent for all ARQ rounds. At high

SNRs, the bound in equation (2.12) is asymptotically tight and the PEP camphe<apated as

T 7MR El _MTMR
P2,l(cl7 el) ~ (H >\Z> <m> )
=1

wherer is the number of non-zero eigenvalues of the mafix In the following analysis, we

assume the optimal code design is applied, for which the maximgm\/ is achieved.

The PEP for type | Hybrid—ARQ up tbARQ rounds is then approximated as

!
Pyi(pu) = [ [ Poilcr: ex)
k=1

My —IMp —MpMp
~ 41 MM (H Ai> (H %> (2.13)

i=1
l -D
Ey k
- Cl H <F0> )
k=1
IMp M M ~IMg : ; ;
whereC; = 4*MrMr <]_[Z.:T1 )\i) ,andD; = My Mpg,l =1,---, Lis the maximum incremen-

tal diversity gain for thé-th ARQ round.

Type Il Hybrid ARQ

Propositionl. The error probability of ar.-block fading type Il Hybrid—=ARQ after theth ARQ
round has the same diversity order as the error probability of decodiogle@word withl fading
blocks at the-th ARQ round alone without considering decoding errors at previdR® Aounds,

i.e.,

dl — _ lim IOgPT((":l,'” 7gl) = — lim IOgPT’(((:Z)

p—o0 log p p—oo  logp
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Proof: For anL-block fading type Il Hybrid—ARQ with ML decoding rule, the error preba
bility can be bounded as

1
g Pr(&lHy, Hy, - Hy) < Pr(éy, - &Hy, Hy, - Hy) < Pr(&[Hy, Hy, - - Hy). (2.14)

The upper bound is obvious because the probability of the joint eventuisl &g or lower than
the probability of an individual event. The proof of the lower bound issblasn the properties of
Euclidean distance based ML decoding. The details are given in the Appdfrom the equation
(2.14), taking the expectation over all channel statés, Ho, - - - H;), we have

1
-1 Pr(€) < B (o) < Pri),

and
log P/
d; = — lim M_
p—oo  logp
As p goes to infinity, we have, = — lim,, o, 2527 ’";gl) m

Based on Proposition 1, to obtain the incremental diversity gain, we only teeeonsider the

decoding error of codewords over Ahlock fading channel.

With a type Il Hybrid—-ARQ scheme, after tiieh ARQ round, an STTC codeword sent over an
[ block fading MIMO channel is decoded with an ML decoder. Given agramlocation scheme

E = pu, we consider the probability that an ML receiver decides erroneousivor bf a signal

e=ejey---€
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assuming that

C=CiCy---(C]

was transmitted up to theth ARQ round, wheree; andc; are defined in equation (2.11). The

Euclidean distance between them is t@@zl d?(cpug, exur)p/4No, Where

2

Mgr T |Mr
d*(crur, exuy,) Z Z Z i gk (Vrcyr = ke )
j=1t=1
2.15
Mp T | My 2 (2.15)
=up Y Y > a@in(cin —eip)
j=1t=1 |i=1
It can be re-written as [68, equation (4), (7)]
Mg
d*(ciuy, epuy) = uy Z Q; 1 AR,
j=1
M v (2.16)
=D NiwurlBigial?,
j=1 i=1
whereQ); , = (a1 ik, -, 0m k), Aik IS thei-th eigenvalue of the matriA;, with entries
T —_—
Apg i = Z(ka - €§k)(03,k - ezk), 1 <p,q < Mrp,
=1

andp; ;i are independent Rayleigh variables. The PEP is bounded by

l
Py(c,efH Hy, - \H)) < exp{— Y _ d*(cux, exur)p/4No}.
k=1

After taking average over all random variables, we have

! 1 .
PQ[(C e < 1;[ (H ( + )\ kUk;p/4N0)> .
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Therefore, at thé-th ARQ round, the PEP is approximated as

| My ~IMp , —MpMp
Pl (o) ~ 40 (H 0 A> (H Wp)

k=11i=1 k=1 (217)
l B\
= Cl H <F0> )
k=1
IMp M l M ~IMr ; ;
whereC) = 4*MrMr (szl | Ai7k> ,andDy = My Mg,k =1,---,lis the incremental
diversity for thek-th ARQ round. This shows that the maximum diversity order oflablock
fading type 1l Hybrid ARQ for a MIMO channel is equal fd Mg L and the maximum incremental

diversityisD, = Dy = --- = Dy = MpMp.

For single antenna systems, the channel model in equation (2.1) is simplified as
Yit = v Elalxl,t =+ Wl,tal = ]-a o 7L7 t= ]-a U ’T’ (218)

whereq is the fading gain of thé-th code block. Equation (2.18) corresponds to the block fading
channel model in [34,38] witli. blocks and block length ¢f'. Theq; are assumed to be indepen-
dent Rayleigh random variables with unit second moment,Ep.x,Q] = 1. To analyze the PEP, we
assume an all-zero codewabds binary-PSK modulated and transmitted throuidgading blocks.
Define the weight of thé-th code block ags;, k = 1,--- 1. Then the squared Euclidean distance

between a codewordandO is

Fy
2F
dQ(ca 0) = Z Tokdfkaza
k=1

whereFy < [is the number of non-zerd;,. Here we make an important argument that for type II

Hybrid—ARQ with/ = 1,--- | L rounds ovet fading blocks, the maximuri’y = [ is achieved by
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code design, which is one of the code design criteria for block fadingreia [39]. To achieve the
maximumF', which has to satisfy the singleton bound [39], il65 < 1+ /(1 — R)], the coding

rate R needs to satisfy? < 1/I, which is easily satisfied by code design.

The PEP over aftblock fading channel is obtained with the Moment Generating Function (MGF
method [38] as follows. Define a random variatle= d>(c,0) = ¢ _, 2]5(’“ dsrai, whose MGF

is calculated as
!

o2(s) = [ ple)edz = 1T R (2.19)
k=

2Ek L ) s’
whererfkS is the MGF of the exponential random varial%@)&dfkai. We bound the PEP as

follows:

Pyi(c,0) = E[Pyy(c,0]7 = 2)] = / QAp(2)dz

(2.20)

where the bound)(x) < %eﬂ”z/? is applied. The same result is also obtained in [29] with a different
approach for a generalized Hybrid—ARQ system when codewords iffithesht transmission power
are soft-combined and decoded. At high SNR, the bound in equation) {&.28ymptotically tight

and the PEP can be approximated as

l
1 1 1 E}
PQJ(C,O) ~ — ( )
2191_111+dfk1€/_§ 21— 1dflkl_[1 No (2.21)

whereC; = (2 Hﬁczl dsr,)~! and the incremental diversity ), = 1,k = 1,---,1. This shows

that the diversity order of ah-block fading Hybrid ARQ is equal té and the incremental diversity
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gain is 1 for single antenna systems.

2.2.3 PER Approximation for Hybrid—ARQ

At the [-th ARQ round for a type | Hybrid—ARQ, the packet error probability is dyrpe product
of codeword error probability for each round. For a type Il HybriéRe, the last decoded codeword
is composed of < L sub-frames with symbol enerdy, for thel-th ARQ round. The packet error
probability has the same diversity order as the PEP of the last decodedaall From equations
(2.13), (2.21) and (2.17), the unified approximation of the packet eater(PER) for all type of

Hybrid—ARQ schemes at high SNR can be written as

—Dy,
P(Ey,-- B~ A ] <@) , (2.22)

whereA; can be loosely bounded by

M-1
maﬁ_l{cl,m} < Al < z:l Cl,ma
m=

m=1,---,

whereC; ,,, is the PEP parameters for theth codeword pairs angl/ is total number of codewords.
However, there is no closed form representation4ar Since an accurate value df is needed to

calculate the optimal power allocation scheme, we obtain it from the PER statifticeo

In the remainder of this chapter, we will use the above expression forghsmnission probability

in deriving optimal power allocation strategies for the Hybrid—-ARQ system.
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2.3 Optimal Power Allocation

In this section we will analyze the optimal power allocation scheme for the HyBR® in an

L-block fading channel.

2.3.1 Problem Formulation

The optimal power allocation problem that minimizes the average energyroptisn under a PER

constraint can be formulated as

L L
i r=> A1 =T> EP_{(E, - ,E_ 2.23a
El,éil}?,EL{ ; 1Py ; 1P (Er ] 1)} ( )
subjectto Pp(Ey,---,Ep) < P (2.23b)

E >0, l=1,-,L,

where E; is the transmit power for theth ARQ round,P;(FE1,--- , E;) is the PER after théth

ARQ round withPy = 1 by definition.

The above optimization problem can be written as a GP in standard primal feemagplying

approximation (2.22).

rnwln{ folz) =a1 + A1JJ2$1_D1 + A2LL’3$1_D1332_D2+

-1
e+ Az H :cl—Dl }
=1
. (2.24)
subjectto A, Ha:l’Dl < pmax

i=1

>0, 1=1,---,L,
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wherex = (21 z9 -+ xp),2; = E;/No, ¥l = 1,--- , L and D, are incremental diversity gain for
thel-th ARQ round. This is a GP with a zero degree of difficulty and thus hascuersolution.

Because of its special form, we can obtain the closed-form solution bingate dual program.

The dual program is formulated as

mas (o0) = T (22) ()™

- =1

subject to
L (2.25)

> g -1=0,

=1
L+1

Si— Y 6Di=0, I=1,--- L,
j=i+1

whered = d1,---,0r+1 IS the design variable for the dual program. Because the primal problem

has zero degree of difficulty, the constraints of the dual program fioear equations that have a

unique solution, i.e.,

5 — D; Hf:iﬂ(l + Dj)

i L ’ =4 ) L - 17
Hj:l(l + Dj) -1
D
0 = —+ L : (2.26)
Hj:l(l + Dj) -1
1

57i+1 = :
Hf:l(l + Dj) -1

From the primal dual relation, the primal program and its optimal solutior- (27,3, -- ,z7)
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L o 07
. N A 1 A L+1
fola") = v(8*) = H( ;;) (Pmix)
DZHJL:H_l(lJrDj)

_ﬁ A (T, (14 Dy) — 1)\ T Geny) < A >n<>
Dy HJL=Z+1<1 + Dj) pene

)

(2.27)

Whereé* = ((ﬁv 553 o aéz-&-l)'

Letu(z) = Aj_17y Hé.;ll xj_Dj, then fo(z) = wi(x) + ua(z) + - - + ur(z). According to the

duality theory [14, Theorem 1 (iv)], we have

w(z®) =v(8*)o] = fo(z™)d;, 1=1,2,--- L. (2.28)

And the optimal solution satisfies

21 = fo(z")d1,

. _ Ai—oDy
DAL D (1+ D))

(2.29)
(xikfl)(l—‘rDl_l)vl = 27 e 7L'

X

So far we assume a high SNR scenario, for which the diversity gain is endept of the SNR.
For a low SNR scenario, the error exponent is related to the SNR andlbagiavalue than the
theoretical diversity gain. However, we can still approximate the erroomemt as a constant for a
limited range of SNR around the operating point. In this case, the PER paramgtandD; can be
obtained from the PER statistics off-line. Then the same optimization scheme egpled. Note
that the PER approximation does not hold for SMRI and, therefore, the optimization scheme

cannot be applied with extremely low SNRs.
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2.3.2 Comparison with Equal Power Allocation Scheme

For the optimal power allocation scheme with a closed-form expression iatiequ2.29), we

observe that there is a threshold above which, the transmit power iesreaper-linearly each
time when a NACK is received. Below the threshold, the transmit power cadcedse, which is
different from the power ramping scheme in [30], where the powerahirrcreases for the next

ARQ round. By comparing; andx;_1,

Aj—2D; 1
_ +Dy_
Ly = (if—l)( t-1) 2957 1

(2.30)

1
Ty > A1 (4 D) Dizy ) Pios )
Ai_2Dy

the threshold is obtained as

From equation (2.28); = w;(z*)/ fo(x*) is defined as the proportion of average energy consump-
tion for thel-th ARQ round in the total energy consumption. Whgn— 1, the ARQ scheme
converges to a scheme without ARQ. In the following, we show that as thenvental diversity

increases, both the optimal and equal power allocation schemes cotve@#&\RQ schemes.

To simplify the notation, we assume equal incremental diversity gris= D,/ = 1,--- , L and
either the number of ARQ roundsor D is large. For the optimal power allocation scheme, we can

approximate the equation (2.26) as

§f~—— 1=1,2-- L. (2.31)
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For conventional Hybrid—ARQ with equal power allocation for each ARQnd, i.e..x1 = x5 =

... =z, = p and a target PERR,, the transmit power is
()"

p - AL ’

which comes from the PER constraiff, Hle xl‘D < P,.. We use superscripgl PC' to represent

no power control case. The average energy consum@ihhic has the same form as thfg(x) in

equation (2.24), which is calculated as
L
ENFC=p> Aqp PO, (2.32)
=1

whereAy = 1 by definition. The proportion of average energy consumption foi-theARQ round

in total energy consumption is calculated as

D(i-1)

sNPC — pAI—1p”
P>y Aip PO

which can be approximated for a large D as

SNPC ~ A p~PUAD), (2.33)

For both optimal and equal power allocation schemes, with larger increnthveasity gain, i.e.,

larger number of transmitter and receiver antennas, more energy isedidoahe first ARQ round,
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and the Hybrid-ARQ scheme converges to a no-ARQ scheme. It commegtimobservation

of — 1anddNPC — 1, asD — o
6; — 0andds¥PC — 0, asD — oo fori =2,--- L (2.34)

PNPC = A)p~Pt -0, asD — oo fori=2,--- L.

Compared withy;" in equation (2.31)5ZNPC in equation (2.33) converges faster as a functiowof
It suggests that, as the incremental diversity gain increases, the tomadilybrid—-ARQ scheme
converges faster to a no-ARQ scheme than the optimal scheme in terms ofetiageaenergy
consumption, and both Hybrid—-ARQ schemes do not provide much enav@gs over no-ARQ
schemes. It implies that the performance gain of an optimal power allocatiemscover an equal

power allocation scheme diminishes as incremental diversity gain increases.

In the following, we analyze the performance gain of the optimal power ditotacheme over
the equal power allocation scheme as a function of the maximum number of AR@SL by

comparing the equations (2.27) and (2.32) numerically.

As an illustrative example, we adopt a type | Hybrid-ARQ scheme based optanal distance
spectrum, 1/2 rate convolutional code with a constraint lergth= 3 [20]. The parameters of
the PER is obtained from the approximation based on the first 10 terms ofdeevor distance
spectrum [20, Table I]. WittD; = 1, 4, = 39.91!,1 = 1,-- - , L, the average energy per packet for
both optimal and equal power allocation schemes are calculated basedbbiors|(2.27) and (2.32)
respectively. The performance comparison is given in Figure 2.1oWskhat the performance gain

is more significant at a lower target PER and decreases with an increasimiger of ARQ rounds.
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Figure 2.1: Analytical performance comparison between the optimal aral eqwer allocation
strategies for different ARQ rounds

2.4 Applications

In the following, we apply the optimal power allocation scheme in simulated HyAR$3-systems.
To illustrate the performance gain against the no power control Hybri@ Astems, we consider
the following three scenarios. For the first scenario, we apply the typghtitHARQ over a 2x1
MIMO Rayleigh block fading channel with an 8-states 4-PSK STTC codihgse defined in [68,
Fig. 5]. For the second scenario, we apply the Chase combining HylRiQ-Aver the same
channel and with the same coding scheme. For the third scenario, we appjpéhl Hybrid-ARQ
with Incremental Redundancy over a single antenna Rayleigh block fatamgnel with an RCPC
(Rate Compatible Punctured Convolutional) code. For the MIMO cases, thienora number of
transmission = 2 is assumed. For the single antenna case, we evaluate the cases bfbdh

andL = 4.
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As an illustrative example, wheh = 2, the optimal SNR values for the first and the second ARQ

round, as well as the average energy consumption, are derived as

*

B (AP A\
1— NO - 5; pemax ’

T
o Ba _ (AG[)T Ay \ETOON (2.35)
T2 = 7. = * max ) )
No 5 P
oF o5 0%
1N\ AN [ A 3
f(ZL‘*,SL‘*) = <_*> <_>s<> < max> ’
b 51 52 Pe
where
5 — Di(Dy+1)
' Di+ Dy + DDy’
Do
5 = ’ (2.36)
27 Dy +Dy+ DDy
1
5*

37 Dy + Dy+ D1Dy’

The diversity gain and coding gain parameters of the PER,Ag.D;,l = 1,2 are obtain from
the PER statistics based on simulation. For different power allocation schemeshe power
difference between the two ARQ rounds are -6 dB, -3 dB, 0 dB, 3 dBsadigl, we obtain the PER
curves and find the best fit fot;, D;, A2, D;. We then calculate the value of, 25 for different
PER targetP"**. For each set o], x5, we obtain the PER value by simulation to validate its
optimality. The results are shown in Figure 2.2 and 2.3 for MIMO channetsFagure 2.4 and 2.5

for single antenna channels.

In Figures 2.2 and 2.3, the illustrative results show that at a target PE®R 6f the optimal power
allocation scheme can provide a gain of up to 3 dB for type | Hybrid-ARQZBdB for Chase

combining Hybrid-ARQ.

In Figure 2.4 and 2.5, we use a realistic convolutional code adapted @ Jtandard [1] and
puncture it to the desired coding rates. Assume the data source is engtiiledate 1/5 convolu-

tional code with a constraint leng#i = 9. The generating polynomials are (765 671 513 473 653)
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Figure 2.2: PER for equal power allocation scheme and optimum power tidlosgheme for type
I Hybrid ARQ

in octal format. For the two (re)transmissiah £ 2) case, we puncture the mother code to generate
a (1/2, 1/4) rate RCPC code. For the four (re)transmissioe-(4) case, we generate a (4/5, 2/5,
4/15, 1/5) rate RCPC code. The simulation results show that the optimal schamewide a 4 dB

gain for L = 2 and a 2 dB gain fol. = 4 at a target PER of0—4.

For all scenarios, at very high target FERs, there are not any semiifiins to be obtained over
the scheme without power control. We also confirm that the energy savimdjse optimal power
allocation increases for lower PER targets and decreases as the nidimbmvable retransmissions
increases. The simulation results for MIMO channels and SISO chameetds® consistent with

the analysis that the energy savings decreases with higher incremeataltgligain.
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Figure 2.3: PER for equal power allocation scheme and optimum power @docgcheme for
Chase combining Hybrid ARQ

2.5 Remarks

For the optimal power allocation of a Hybrid—ARQ scheme, we find that wherntremental
diversity gain is low, we can achieve considerable energy savingsetywvhen the incremental
diversity gain is high, the energy savings is marginal compared with bothl @gwer allocation
schemes and no-ARQ schemes. For MIMO channels, the optimal poweataloé¢lybrid—-ARQ

scheme is best used in low diversity gain, large multiplexing gain scenarios.
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Chapter 3

MAC Design for Efficient Data Transmission over Mobile Infostation

Networks

The IEEE 802.11 [31] standard is a widely used wireless local area rlefWt_AN) standard de-
veloped by the IEEE LAN/MAN Standards Committee. The success of its lowrdtaversions
makes it a reasonable choice to start with for a high throughput MAC mbtdhe IEEE 802.11nis
an amendment to the 802.11 standards to support MIMO (multiple-input mullippes) technol-
ogy with raw data rates up to 600 Mbps. It is still on the way of standardizaliba current draft
is based on the merged proposals from three groups, i.e., TGn SyhkcGi@agp n Synchronized),
WWISE (World-Wide Spectrum Efficiency) and MITMOT (Mac and mimo Teclogies for More
Throughput). In the following, we describe the IEEE 802.11n MAC in déteshow the complex-
ity introduced in the MAC design to overcome the limitations of the legacy 802.1teduce the
complexity without loss of throughput efficiency, we propose a highly ieficaccess scheme for

the MINT MAC protocol. The detail of the protocol design is presented atice 3.2.

3.1 Introduction to IEEE 802.11n MAC Design

The legacy IEEE 802.11 MAC protocol incorporates two access methasisibiDted Coordination
Function (DCF) and optional Point Coordination Function (PCF) to prolitdged QoS support

for time-bounded services. The DCF is based on the CSMA/CA protocbitenPCF is based on
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Protocol Release Date Op. Frequency Throughput (Typ.) Data Rate)(M
Legacy 1997 2.4-2.5 GHz 0.7 Mbit/s 2 Mbit/s

802.11a 1999 5.15-5.825 GHz 21 Mbit/s 54 Mbit/s

802.11b 1999 2.4-2.5 GHz 4.5 Mbit/s 11 Mbit/s

802.11g 2003 2.4-2.5 GHz 20 Mbit/s 54 Mbit/s

802.11n 2008(est.) 2.4 GHz and/or 5 GHz 74 Mbit/s 248 Mbit/s(2x2 ant)

Table 3.1: Comparison between different IEEE 802.11 amendment stizn@aurce: wikipedia)

a centralized polling protocol. The advantage of the CSMA/CA based MApol is the low
implementation complexity, while it has the disadvantage of the low throughpdieettly, which
is defined as the ratio between the throughput and the PHY data rate. Vs shdable 3.1, the

typical throughput efficiency is around 50%.

In the following, we first describe the basics of the DCF and PCF followethé enhancements
made in the IEEE 802.11e. We then introduce the enhancements for the (REIELB proposed by

the TGn Sync based on the IEEE 802.11e.

The DCF is based on a CSMA/CA protocol. For the CSMA/CA, a station muskesie channel
activity. If the channel is busy upon the arrival of a packet, the paskeack-logged. When the
channel is idle for a period of distributed inter-frame space (DIFS)wapaeket can be transmitted
immediately, while a back-logged packet needs to wait for a random laokefval. The DCF
employs a discrete time backoff scale. The time immediately following an idle DIFS ttedlo
and a station is allowed to transmit only at the beginning of each slot time. Thérmspiize
aSlotTime is the time needed to detect the transmission of a packet by the PHY layer. &/hen
backoff process starts, the backoff time is uniformly chosen in the raetyeebn 0 and’'W — 1,
where theC'W is called contention window. At the first transmission attempt of a back-logged
packet, the contention windo@ W is set to the minimum contention winda®@iV,,,;,,. After each

unsuccessful transmission, tli81 is doubled, up to a maximum contention wind@iv,,,q.
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Figure 3.1: DCF basic access scheme
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Figure 3.2: DCF RTS/CTS scheme

The backoff timer counter is decremented only when the channel hasbased idle for a DIFS.
When the backoff timer counter reaches zero, a data frame or an RB8yHe-Send) frame is

transmitted depending on the particular access scheme.

There are two access schemes for the DCF mode, i.e., basic access andRi&/CTS (Request-

To-Send/Clear-To-Send) scheme.

The basic access scheme is shown in Figure 3.1. A station transmits a datebfiseaeon the
CSMA/CA protocol. The receiving station then sends back an acknowledg(ACK) frame after

waiting for a short interframe space (SIFS).

Figure 3.2 shows the RTS/CTS scheme. Before a data frame is sent, theittiagsstation sends

an RTS frame based on the CSMA/CA protocol. The receiving station mespeith a CTS frame.
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If the CTS frame is received successfully, the transmitting station sendsdata frame. Then the
receiving station responds with an ACK frame. If the CTS frame is noivedgea backoff process
starts with a doubled CW. All the time intervals between these frames are o8e B1€ RTS/CTS
frames increase the protocol overhead if the data frame is short or fieltrad is light. However,

it protects the data frame from collision, and therefore improves the efficien long data frames.
To dynamically apply these two access schemes, an RTS threshold is used W data frame size
is larger than the RTS threshold, an RTS/CTS scheme is used, otherwibastb@ccess scheme
is employed. The RTS/CTS scheme also employs a virtual carrier-sensamulvia a network
allocation vector (NAV). The NAV maintains a prediction of future traffic oa thedium based on
the duration information that is announced in RTS/CTS frames prior to thel azttlzange of data.

Before the end of NAV, the medium is considered busy.

The legacy 802.11 uses the point coordination function (PCF) to su@ustfor time-bounded
services. The PCF mode uses a centralized polling approach whiche®duir presence of an
Access Point (AP) that acts as a Point Coordinator (PC). When PCRldegh a contention-free
period (CFP) and a contention period (CP) alternate periodically over timerena CFP and the
following CP form one superframe. The PCF is used for accessing theumetlring the CFP,

whereas the DCF is used during the CP. The CFP starts with a beacon &anhg she base station
using the basic DCF access mechanism. A beacon frame is sent if the Icisaidie for a PCF

interframe space (PIFS), which is shorter than a DIFS and longer théffS Bhe shorter PIFS
ensures that no DCF stations are able to interrupt the PCF mode. Duringh€#P uses a Round
Robin scheduling algorithm to poll stations. The stations that have been palledto respond
to the poll frames with a data frame if there is a pending transmission. If there Eending

transmission, the response is a null frame without payload. If the CFP teanipefore all stations

have been polled, the remaining stations will be polled first in the following CFP.
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The amendment IEEE 802.11e introduces the hybrid coordination fund#iGf) for QoS sup-

port. The station that operates as the central coordinator for all othiemstavithin the same QoS
supporting BSS (QBSS) is called the hybrid coordinator (HC). Similar to thetf®CHC resides
within an 802.11e AP. The HCF defines two medium access mechanisms: taomtegsed chan-
nel access referred to as enhanced distributed channel accegsa)BbBd HCF controlled channel
access (HCCA). The EDCA is used in the CP only, while the HCCA is usedtm®B and CFP
phases. An important new attribute of the 802.11e MAC is referred to assarission opportunity
(TXOP). A TXOP is an interval of time during which a backoff entity has thétrig deliver MS-

DUs. A TXOP is defined by its starting time and duration. TXOPs obtained vigenton-based
medium access are referred to as EDCA-TXOPs. Alternatively, a TX@&red by the HC via

controlled medium access is referred to as HCCA-TXOP or polled TXOP.

To improve the throughput efficiency, 802.11e introduces block acletgment (BA) and direct
link protocol (DLP) [49]. Block acknowledgments allow a backoff entity &livker a number of
MSDUSs being delivered consecutively during one TXOP and transmitteswuiihdividual ACK
frames. The MPDUs transmitted during the TXOP are referred to as a bfddiPDUs. At the
end of the block, or in a later TXOP, all MPDUs are acknowledged by adtiem transmitted in
the block acknowledgment frame, thus reducing the overhead of caxitbinge sequences to a
minimum of one acknowledgment frame per number of MPDUs delivered inck b\yith direct
link protocol, any backoff entity can directly communicate with any other bfiekatity without

communicating via the AP.

The 802.11e MAC use the following approaches to provide service éiiftation [49,55]. For each
traffic class, a different AIFS (arbitration inter-frame space) valu®/,,,;, and CW,,., values,

andT X O Py (maximum TXOP duration) value are assigned. For 802.11e, an AHBIES)
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is used instead of a DIFS. With a smaller AIFS value, a higher priority fraredsto wait for a
smaller duration than a low priority frame once the channel becomes idle arstiza the channel
sooner. The low priority frame finds the channel busy and has to eithietilivehe high priority
traffic has completed transmission or it has to backoff. The valuéslifare assigned such that
the CW,.;, andCW,,,4, Values of low priority frames are higher than that of high priority frames
(CWiin,i > CWinin,j andCWipae i > CWinae j, Where priority of class < priority of class

7). The lower priority frame selects a longer backoff interval (Bl) onrage whereas the higher
priority frame selects a smaller Bl on average. Therefore, the higheiitprfaame is likely to
get access to the channel earlier than the lower priority framesITh@ P;,,,;; allows control of
the maximum time a backoff entity allocates the medium for MSDU delivery, anéftreris an

important means to control MSDU delivery delay.

Assuming a baseline specification defined by the IEEE 802.11 standaits daigtr amendments,
including the draft IEEE 802.11e amendment [32], the proposed eahaemts of the IEEE 802.11n
MAC protocol is aimed to improve the MAC efficiency for higher throughpod averall system

performance. The new features include frame aggregation, bi-dirattata flow, power manage-
ment (to reduce power consumption), channel management (includingigerassisted channel
training protocol) and feedback mechanisms that enable rate adaptabbectln mechanisms are
also added to achieve the seamless interoperability and coexistence withdegaes that support

the IEEE 802.11a/b/g standards.

Among these new features, three of them improve the throughput sigtiifidam, frame aggrega-

tion, bi-directional data flow and feedback mechanisms for rate adaptation.

Frame aggregation An aggregate is a sequence of MPDUs (MAC protocol data unit) carriad in

single PPDU (PHY protocol data unit) with the aggregate attribute as showiguner3.3.
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Figure 3.3: Frame aggregation

In a single-receiver aggregate, all MPDUs are addressed to the sapieer address. And
a multiple-receiver aggregate contains MPDUs that are addressed to mudtpleers. The
MAC interprets the PSDU (PHY Service Data Unit) as a single MPDU or a seguef
MPDUs according to the aggregate parameter, that is robustly transpotted®LCP header.
The MAC separates the MPDUs of an aggregate PSDU using a robusUMBIDmiter and
the MPDUs are separately protected by a CRC (Cyclical Redundancy)Cheass of an

individual MPDU does not imply loss of all MPDUs in a PPDU.

To enable frame aggregations, a Initiator Aggregation Control (IAC) MPEsent in place of
the RTS and a Responder Aggregation Control (RAC) MPDU is sent byetiegver in place
of the CTS. The IAC/RAC exchange implements more functionalities than the RES/C

exchange, e.g., the MIMO feedback and MCS feedback training geses

Bi-directional data flow The bi-directional data transmission is shown in Figure 3.4, where the
RDL, RDR and RDG means reverse direction limit, reverse direction requesteverse di-
rection grant respectively. The initiator sends an IAC frame indicatinguppat for reverse
direction data flow. The responder sends back an RAC frame providérigrigth of the data

in the PPDU it intends to send, plus a default MCS (Modulation and Codingn8chelhe
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Figure 3.4: Bi-directional data flow

initiator then calculates a duration request and sends the next IAC framating the allo-
cation for reverse direction data. After receiving the second RAC fifaome the responder,

the bi-directional data transmission begins with the agreed duration, lendéteofnd MCS.

Closed-loop MCS training The support for closed-loop MCS adaptation is provided by the ex-
change of the MRQ (MCS Request) and MFB (MCS Feedback) elememnisdccan the
IAC/RAC control frames. Any IAC or RAC frame can include an MCS Resju&he purpose
is to request the peer station to measure the characteristics of the link amdthetunfor-
mation in an MFB that allows the link to be used more effectively. A station shasddhe

information contained in an MFB to adapt its transmission parameters.
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There are three types of MCS training exchange: normal, unsolicited rmartswered. In
a normal training exchange, an MFB element is present in the next aggregnt by the
receiver of the MRQ element, and the aggregates are separated b$ an&lifval. For an
unsolicited exchange, a station may send an MFB element without any matchQpeié-

ment at any stage of an exchange. And in an unanswered trainingnge;he@ STA ignores

an MRQ element and refuses to provide an MFB element.

The effectiveness of the frame aggregation and bi-directional datailetudied in [43,71]. In
fact, to improve the MAC efficiency, we can either reduce the protocalh@asl or increase the
payload size. The frame aggregation alone increases the payload Isé&zbi-directional data flow
reduces the protocol overhead for the reverse data flow. The ehmaiming is also necessary for
the data rate adaptation, which improves the raw data rates at PHY layenpythes channel more

efficiently.

From the MAC design point of view, the MAC enhancements in the IEEE 802.Which are
used to combat the inefficiency of the simple mechanism of CSMA/CA protoesk mcreased
the design complexity. However, the efficiency improvement is limited becdube aonstraints
imposed by the distributed nature of the CSMA/CA. Therefore, we propd4&C protocol for the
MINT system with a centralized medium access mechanism. The new protiooaitas resources
more efficiently and provides higher throughput efficiency with a cengdlscheduling algorithm

with a comparable complexity as the IEEE 802.11n.

In the following sections, we first describe the MINT MAC protocol desigdetail. Then we use
simulations to evaluate the throughput efficiency of the MINT MAC protoool eompare with the

IEEE 802.11n based on a realistic PHY model.
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3.2 MIN-MAC Protocol Design

The Mobile Infostation Network MAC protocol (MIN-MAC) is designed topgort high data rate
communications between the infostation and the mobile users. It aims to achievilatigghput
efficiency for large size file transfer applications with low protocol oeaih In the following, we

describe the MIN-MAC version A and B in detail.

3.2.1 MIN-MAC Protocol Overview

Two classes of MAC protocols are used for wireless data communicatidresdistributed MAC

protocols with random access such as ALOHA [6] and IEEE802.114@&idely used in WLANS
(wireless local area networks) and MANETSs (mobile ad-hoc netwoik®.centralized MAC pro-
tocol based on reservation and scheduling is used for the communicatieorke such as cellular
networks and wireless ATM, for which the radio resource is more exgeReid Q0S support is

required.

The centralized MAC protocol design of the MIN-MAC is motivated by theestthing gain of the
MIMO-OFDM channel and the advantages of infostation networks. Fosiation networks, each
infostation covers an isolated area, where the interference betwestatidas is rare. The large file
transfer between the users and the infostation is the dominant applicatierefdie, it is possible
to design a centralized protocol with a comparable complexity as a distributéacpl but with
higher efficiency. Furthermore, unlike a centralized MAC protocol usedcellular network with
TDMA, FDMA or CDMA, MIN-MAC is based on CSMA. It requires less stritming for each

MAC frame and, therefore, reduces the design complexity of the PHY.layer

One of the CSMA based centralized protocols is the PCF of the IEEE 80214 based on a
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polling scheme that is not scalable when there are large number of us®GF| the AP has to poll
every users with a round robin scheduler. Both the power and bandarietivasted if the user has

no data to send and receive.

Different from the PCF, the MIN-MAC is a centralized protocol that emplepme distributed
features. The infostation coordinates both the uplink and downlink datsniiasions and shares
the global information with all users. The shared information includes the tatabar of active
users in the network, i.e., how many of them have downlink data pending wmraand what is
the optimal transmission probability for each user. With the shared informattiomre efficient
user access control mechanism is designed to overcome the scalabilisnpriithe PCF. To use
the radio resource more efficiently, the downlink data packets are cldds#sed on different users
and priorities to enable per-user-scheduling and packet aggregatiotmaasmitted based on the

priority, mobility and channel quality of each user.

In conventional OSI layered design, the MAC sublayer does not peaeiiable data transmission.
Instead, an end-to-end transport layer approach like TCP is usedmovareliable MAC to provide
reliable data communication. However, it is known that TCP is vulnerable qoém packet losses
and delay variations, which are very common over wireless links. Spdlififar a high packet
error rate (> 0.1) link, the TCP throughput is extremely low. To solve this problem, we m®po
MAC protocol named MIN-MACa (Mobile Infostation Network MAC protooatrsion A) that can

transmit data reliably without the use of a TCP protocol.

For a rate adaptive high performance PHY layer, the protocol ovdrbiethe MAC layer could be
more than 50%. One of the reasons is that the MAC and PHY protocol teeadé management
messages are modulated with a fixed low rate MCS. This type of throughpuisldarger in a

high data rate PHY. Furthermore, for CSMA based protocols, the irdardrspace (IFS) between
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MAC frames is another source of throughput loss if most of MAC data fsaane short frames. The
protocol overhead may take more bandwidth than the data message itsefffofbewe propose the
MIN-MACDb (Mobile Infostation Network MAC protocol version B) to redeithe protocol overhead
and improve the efficiency further at low pakcet error rate region. Withoy support for packet

retransmission in MIN-MACDb, an integrated reliable transport protocadsiired.

In the following, we describe the MIN-MAC protocol design in detail.

3.2.2 MIN-MAC Protocol Functional Description
CEP - Channel Estimation Period
DTP - Data Transmission Period - Beacon Frame

CEP DTP CEP DTP D‘
(1- 2ms) (25-30ms) (1- 2ms) (25-30ms)
>

Figure 3.5: Timeline of MIM-MAC protocol

Figure 3.5 shows MAC-imposed temporal structure of the infostation data liitk, alternating
Channel Estimation Period (CEP) and Data Transmission Period (DTP)diffeeence between
the two variations of the MIN-MAC, i.e., MIN-MACa and MIN-MACD lies in the tifent design
of the DTP. The durations for the CEP and DTP are based on the expedw@edel coherence
time, which is determined by the operating conditions and mobility profile. A systgémlewer
coherence time, in general, will require CEP more often than a system witarfégherence time.
Therefore, a system that is designed for larger file sizes could peldefit from the allocation
of an entire DTP to one user. What is shown in Figure 3.5 is based on the mghdfile of a

stationary or slow moving user.
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B - Beacon Frame CE - Channel Estimation frame
SIFS - Short Inter-Frame Space CEE - Channel Estimation End frame
< Channel Estimationt Period 5
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Figure 3.6: Channel estimation period

Channel Estimation Period

Figure 3.6 shows the Channel Estimation Period (CEP) in greater detail. ERestarts with a
beacon that contains the indices of all users who have downlink datangefwd transmission.
When a user has uplink data to send to the infostation, he may commenceitistdipassive
channel estimation (the “passive” here stands to mean that it is not codtbyilthe infostation).
The users who wish to transmit or receive data should send a CE frameindastation following
the contention control algorithm. If any data is deemed critical, a superuséfier is attached to
that user. A user who has been already designated a superuser mayhggntention to use the
channel by sending a Channel Estimation (CE) frame during the nonatimmeniniSlot. The other
users who need system resources transmit CE frames during the Caniariied (CP), which uses

unslotted ALOHA.

In order to estimate the downlink channel, the principle of reciprocity is apphidth states that
the downlink (the channel from the infostation to the user) channel statéxnsatine transpose of
the uplink (the channel from the user to the infostation) channel state matrexuplink channel

estimation can be obtained from the training sequence carried in the preafrRDY (PHY
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Protocol Data Unit) of the CE frame.

The end of CEP is indicated by the transmission of a Channel Estimation Efif) {@Ene from the
infostation, which is separated from the CP by a Short Inter-Frame $8H€S). The CEE frame
also informs the users about the success or failure of the CE framedaildteusers then adjust
their transmission probability according to the contention control algorithm,hwikidescribed in

Section 3.2.4.

Data Transmission Period for MIN-MACa

SIFS SIFS SIFS SIFS SIFS 3SIFS  SIFS

, - e L A o
-] = B e e et ke D
. v L . . HE .

InfoStation | CEE lGrant iGrant f DATA

Rex-DATA

User

i DATA
< Data Transmission Periogd——

Figure 3.7: Data transmission period for MIN-MACa

Figure 3.7 shows the DTP design for the MIN-MACa protocol in greatéaideDuring the Data
Transmission Period (DTP), the infostation may serve several usees loaspre-scheduling in
each DTP, or, it may serve only one user per DTP if the user has emaugho fill up the channel.
In MIN-MAC protocol, packet aggregation is implemented for data frameachElata frame is
composed of a number of sub-frames. For the variable sub-frame dios,0pach sub-frame
contains one IP packet. For the fixed sub-frame size option, the agedatmta frame is fragmented
into fixed size sub-frames. A stop-and-wait ARQ for data frames antkatse repeat ARQ (SR-
ARQ) for sub-frames are combined to ensure reliable and efficient @gatanission. Each Grant

frame is used to grant channel access to one user to transmit one datanfith SR-ARQ. During
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the SR-ARQ, after each data frame is sent, a block acknowledgment (@#gfis replied to report
which sub-frames are not correct and have to be retransmitted. Thiegsrés repeated until all
sub-frames are received without error or the DTP is ended. If ormaave sub-frames are still
in error by the end of DTP, or when the maximum number of retransmissiondeedathe data
transmission is failed and the same data frame with all the sub-frames has tehsmetted in the
next available DTP. This stop-and-wait ARQ scheme simplifies the protesigd and ensures the
reliable data transfer at the MAC layer. More details about the SR-AR®@goband error handling

scheme for MIN-MACa are given in section 3.2.6.

The inter-frame space (IFS) between any consecutive MAC framésgdilne SR-ARQ process is
one SIFS. If a BA frame is not received and channel is idle for 2 SFE3 the expected receiving
time of the BA, the same data frame is retransmitted. The duration of 2 SIFS isdheigterval to

avoid interference from any other users. A Grant or Beacon franemisrstwo cases: i) the channel
has been idle for 3 SIFS after the receiving of a BA frame that ackng@etedll sub-frames; ii) the
channel has been idle for a SIFS after a BA frame is sent to acknowddidgyé-frames. A Beacon
frame is sent if the time left for this DTP is not enough to transmit one data fr@tleerwise, a

Grant frame is sent.

Data Transmission Period for MIN-MACb

Figure 3.8 shows the DTP for the MIN-MACb protocol in greater detail. With®RQ schemes,
each Grant frame is used to grant channel access to one user fougdoth and downlink data
transmissions. The inter-frame space between data frames transmitted imtnelisaction is 2

SIFS and the IFS for the reverse direction is 1 SIFS. With this mechanismathdrdmes are sent

alternatively for uplink and downlink if there are data frames in both dirctibnhe data frames



57

SIFS SIFS 3SIFS 2SIFS SIFS 2SIFS

R —‘
v o . H v v [ B

InfoStation |CEE |Grant : : : USER-DATA l(;ram lUSER-DATA : :

User

'

]

o

.

-
USER-DATA

< Data Transmission Period

|USER7DATA |USER7DATA

Figure 3.8: Data transmission period for MIN-MACb

are for uplink/downlink only, the ISF is 2 SIFS. After receiving a Granisar can use the channel
exclusively until all the data has been served or the DTP has been.efhawtv grant is sent after
a medium idle time of 3 SIFS, which is used to ensure the user traffic has endeth directions.
If the DTP is ended before the completion of the user traffic, a Beacamefia sent 1 SIFS after

receiving a data frame, or 2 SIFS after sending a data frame when thereiink data traffic.

Except for the DTP process, all the other protocol design is the sanbefiothe MIN-MACa and
MIN-MACD protocaols, i.e., the same frame format and the same packetgajgme design. Without
acknowledgment for the data frames, the MIN-MACDb protocol has higffeariency than MIN-

MACa. Also the design complexity is reduced. However, a reliable trabhgpotocol is required
to work with the unreliable MIN-MACb protocol. The duplex data transmissioMIN-MACD is

designed to improve the performance of the transport protocol.

3.2.3 Frame Format

All MIN-MAC frame types share some common fields including Frame Conti@)(Frame Check

Sum (FCS), Receiver Address and Transmitter Address.
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Common Fields

Protocol From | More Pwr | More

Versionl Type Subtype QoS ToDS DS Frag Retry Mgt Data

Bits: 2 2 4 2 1 1 1 1 1 1

Figure 3.9: Frame control field format

Frame Control (FC) The Frame Control field is shown in Figure 3.9. The protocol version field
indicates the MAC protocol version. The type and subtype fields are usgehtiify different
frame types. The QoS field contains information about the user priorityofftes sub-fields

are reserved.

Receiver Address (RA) Receiver Address field contains the MAC address of the receiverREh

is set to a broadcast MAC address for a broadcast frame.

Transmitter Address (TA) Transmitter Address field contains the MAC address of the transmitter.

Frame Check Sum (FCS)The FCS field is a 32-bit field containing a 32-bit CRC. The FCS is
calculated over all the fields of the MAC header and the frame body fiettiéarontrol frame
types and unaggregated data frame. For an aggregated data fram€3tle dalculated for

each sub-frame to detect the sub-frame error.

The frame format for different MAC frame types are illustrated as follows.

Beacon Frame

Each transmission cycle starts with a Beacon. Figure 3.10 shows the frammet for the Beacon.
The contention duration field contains the duration of the CEP in multiples of 1®se&iconds.

The next two fields are the number of users that have downlink data gefutitransmission and



Octes:

2

1

32

4

Frame Control

TA

RA

Contention

Duration

No. of Downlink
Users

Bit Map of
Downlink Users

Transmission
Probability

FCS
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Figure 3.10: Beacon frame format

their indices represented by a bit map. Tk bit of the bit map is set to "1” if theé-th user has
data to receive. The user index number is obtained when he is authorizeeé tbe infostation.
The maximum number of users that can be authorized is 255. The transnpssimability field
is the advertised transmission probability for all active users, which is optihtzenaximize the
success probability of the CE frame during the contention. After recethi@dpeacon frame, each
active user sends a CE frame with a probability lower than or equal to trestesda transmission

probability based on an un-slotted ALOHA protocol.

Channel Estimation (CE) Frame

Octes: 2 6 6 4 4

Frame Control| TA RA Requslritzeg Data FCS

Figure 3.11: Channel estimation frame format

Octes: 2 6 6 4 0-128 4

Frame Control| TA RA Requslrigg Data Channel Info FCS

Figure 3.12: Extended channel estimation frame format

The CE frames are sent using an un-slotted ALOHA. The transmissiones loaisa discrete time
scale with a unit of 10 microseconds. The channel estimation is based onetimalge training
signal of the PPDU of the received CE frame. The downlink channelstatiex can be obtained as
the transpose of uplink channel state matrix with the assumption of chawimlety. Therefore,

the channel estimation is obtained if the CE frame is received without collision.
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The regular CE frame and extended CE frame format are shown in Figlitea8d 3.12 respec-
tively. The requested data size field indicates how many bytes of data @nmegwar the uplink
transmission. The extended CE frame has a channel info field that coataiosnlink MIMO
channel state matrix up to 4x4 entries with 64 bits for each entry. The ext€&@Ed&ame is used to

carry the downlink channel estimation information if the channel is not recgr

Channel Estimation End (CEE) Frame

Octes: 2 6 6 2 0-60 4
Frame Control| TA RA # of Success Succ Use's Addr FCS
Requests

Figure 3.13: Channel estimation end frame format

At the end of the CEP, a Channel Estimation End frame is sent. It acknogdeabthe success
CE frames, which includes the number of success user field and MA@sxitdr of success users.
After receiving the CEE frame, the failed users update its transmissionhplibpaccording to the

contention control algorithm.

Grant Frame

Octes: 2 6 6 6 1 1 8 4

Frame Control| TA RA 3A Direction MCS Granted FCS

Data Size

Figure 3.14: Grant frame format

A grant frame is sent before either broadcast data frames or urdai@asirames. For both cases, the
TA field is the MAC address of the infostation and the RA field is the broaddA§ address. For
broadcast data frames, the 3A field of the Grant is the broadcastsaddier uni-cast data frames,

the 3A field is the MAC address of the user that has been granted. Thefgrae includes the
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data size field, the MCS field and the direction field. The direction field camalihk or uplink.
The data size field is the maximum number of bytes that can be sent in oneatata ffhe MCS
field is the adaptive MCS indices for up to 18 OFDM sub-bands. The tisatsent a CE frame
successfully are served in sequence based on the pre-schedslittg.ré grant is sent only if the
estimated transmission time of the data frame is less than the time left for the DTRyisthex

beacon frame is sent to start a new transmission cycle.

Data Frame

The MIN-MAC provides two aggregation options for the data frame forrmat@wn in Figures 3.15

and 3.16, i.e., variable sub-frame size and fixed sub-frame size.

For the variable sub-frame size option, a data frame is compoggd064) sub-frames in its frame
body. The first sub-frames is the MAC header. The second and foldpsuib-frames each carries an
upper layer IP packet. Each sub-frame is encoded separately aitd g CRC. For this option,
the sequence control field is the sequence number of the MAC frame.rdine &ize field is the
frame size of the data frame including all sub-frames and their FEC fieldspatket map is a bit
map, where theé-th bit represents theth sub-frame in the original data frame. For a retransmitted
data frame, the packet map tells the receiver which sub-frames havedvearsmitted. The number
of sub-frame field represent the number sub-frames carried in thenturansmission. The sub-
frame offset field indicates the offset of each sub-frames relative &idineof the data frame. Inthe
fixed sub-frame size option, a data frame is divided into fixed length subefs. Each sub-frame
is encoded separately and has its own CRC. The limitation is that the bourfdardy-frames does
not align with the boundary of the payload packets. For this option, theeseglcontrol field and

the frame size field are the same as defined in the variable frame-size optiersub-frame map
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< Data Frame Header >
Octes: 2 6 6 2 2 8 2 2-128
Frame Controll  TA RA Sequenc Frqme packet # of sub-frame
Control | Size map |[sub-frameg offsets
| -7
| _ -
| _ -
| _ -7
sub-frame sub-frame n+] FCS
sub-frame ] FCS 1 (packet 1) FCs2| . (packetn) | n+1
Figure 3.15: Data frame format — variable sub-frame size option
< Data Frame Header ~—m2—mMmM8m—mMH—— ¢
Octes: 6 6 2 2 8 4
Frame Control| TA RA Sequenc F“?‘me sub-frame sub-_frame packet] ... ... packet n
Control | Size map size
— - /
| = - / /
- -7 /
I //// — - / /
/;/ —
| _ = _ - / /
| - _ - / /
— _ - —
sub-frame 1 |[FCS 1| sub-frame2 [(FCS2 ... ... sub-framem |FCS m

Figure 3.16: Data frame format — fixed sub-frame size option

field is similar to the packet map field. All sub-frames have the same size, whgiteis in the
sub-frame size field. The number of sub-frames can be obtained byndjitte data frame size by

the sub-frame size.

Block ACK (BA) Frame

Octes: 2 6 6 2 2 8 4

# of error
sub-frames

Sequencs

TA Control

Frame Control RA error map FCS

Figure 3.17: Block ACK frame format

The BA frame is the acknowledgment of the data frame. The sequence niielbeontains the
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sequence number of received data frame. The number of errorauled field represents the num-
ber of sub-frames in error. The error map field is a bit map, whereé-thevit represents théth

sub-frame in the original data frame. Thth bit is set to "1” if thei-th sub-frame is in error.

3.2.4 Contention Control Algorithm

The channel estimation period (CEP) serves two purposes, 1) obtaitdheea state matrix of
active users; 2) maximize the possibility that users with the best channditioos access the
channel during a given data transmission period (DTP). The secaldsgachieved by contention
control algorithm. Without it, the users with the best channel conditions @xdrience contention
failure and cannot use the channel if the collision rate is too high. For the 892.11 DCF scheme,
the contention is resolved with an exponential back-off mechanism. Bylidguihe contention
window, the user’s transmission probability decreases by half to redaamliision probability. In
MIN-MAC, since the transmission opportunity is limited, it had better be usedilechannel is
in the best condition. By setting a threshold of transmission probabpifigr user, a user is allowed
to contend for the channel only when its channel state is among the ls¢stes. Not only the
success rate is increased with reduced number of users in contentiefsdthe average channel
quality is improved for successful users. With a lower transmission pilitgak better channel

condition is required for a contending user to be allowed to access thealhan

The contention control algorithm is implemented at both infostation and mobile tdsnaigadol-
lows. For the infostation, the transmission probabihityer user is calculated as the optimal number
of arrivals per CEP divided by the number of active users. For thivtied ALOHA used in CEP,
the optimal number of CE frames 13-gp /2 when the maximum success rate is achieved, where

Tcrp is the duration of CEP in terms of the number of CEs.
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For each mobile terminal, the channel statistics is collected whenever iteésceiBeacon and a
probability functionp(z) = P.(X > x) for its channel capacity is built. The basic valuepaf
advertised in each Beacon frame which is based on the knowledge ofrtiienactive users at the
infostation. The actual transmission probability; is calculated based on a backoff scheme. If
a CE is sent successfully upon the reception of the CEE framestheis set top. If the CE is
failed because of collision, theyr is set topy;r = max{pyrr/2,p/4}. It means the transmission
probability decreases by half each time when a failure occurs but cherotver than a quarter of
advertised transmission probability. We use a flexiblg- in order to accommodate a large number
of new active users, while balancing the transmission opportunity betweeameth users and old
users. When the advertised probabifitis received, the channel capacity threshoid then found.

If the current channel capacity is larger than the thresholahd a user has information to send or
receive, he can send a CE frame during the contention period. Othetindagser skips the current

CEP and waits for a better channel condition.

3.2.5 Scheduling Algorithm

After the channel estimation period, an adaptive data rates are assigaachtsuccess user. The
MINT MAC scheduling algorithm then schedules the users based on ehgualities, which rep-
resented by the data rates, combined with users’ priorities and charrerkeoce time, i.e., user
mobility. The users are served sequentially during the DTP based on thits refsthe scheduling
algorithm. By the end of DTP, the unserved users are ignored and ths tilaasmission status,
i.e., the unsuccessful retransmission, is discarded. The retransmisgii@nriaxt transmission op-

portunity for this user is treated as new transmission.

The scheduling rule can be described as follows.
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1. The superusers that meet the channel quality threshdidve the highest priority.

2. Fast moving users that meet the channel quality thredBdidve the second highest priority.

3. Otherwise, the priority is ordered by the channel quality.
Because the channel reciprocity property of the fading channel, ites @elssumed that the same
channel gain is achieved for both uplink and downlink [53]. Therefateen we schedule a user,
the uplink data and downlink data are scheduled with the same probability ferNMACa. For
MIN-MACDb, both uplink and downlink data are granted and sent alterelgtin one DTP. The

thresholdA andB (with A < B) can be chosen based on empirical data to ensure the super-user

or fast moving user does not occupy all the channel resources.

3.2.6 SR-ARQ Protocol and Error Handling for MIN-MACa

Retransmission and Duplication Detection

The following parameters are used for data frame transmission/retrangmissio

e i s. dl _seqno - the sequence number of the un-acked downlink data frame fartthaser

recorded at the infostation

e is.up_seqno - the sequence number of the latest received uplink data frame faitithe

user recorded at the infostation

e user.up_segno - the sequence number of the un-acked uplink data frame recorded at

the user terminal

e user. dl _segno -the sequence number of the latest received downlink data frame egcord

at the user terminal
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The infostation keeps the records of the sequence numbers of th&ethdéata frames and the latest
received data frames for all users, iies,. dl _seqno, i s. up_segno. Each user keeps its own

un-acked data frame and the latest received data frameigex.,. up_seqgno, user. dl _seqgno.

For the infostation, when a data frame is transmitted, thedl _seqno is carried in its header.
When the data frame is received at the user terminal, a BA frame with the sgoense number

is sent back. If this data frame is received correctly at the user termimalistér . dl _seqno

is updated to equal tos. dl _seqno. When a data frame is received at the infostation, the
user. up_seqgno is compared with s. up_seqno. If the user. up_seqno is greater than

i S. up_segno, it means a new data frame is received anditheup_seqgno is updated. If the

user. up_seqgno equalstothé s. up_seqno, it means a retransmitted data frame is received.

For mobile users, the procedure is similar to the infostation procedure.

SR-ARQ for Sub-frame Retransmissions

Each data frame is divided into several sub-frames that can be deloptieel PHY layer separately.
A SR-ARQ protocol is used for the retransmission of sub-frames. Fofixhd sub-frame size
option, both MAC and PHY have an agreement about the sub-frame sarethé-variable sub-
frame size option, the boundary of the sub-frames is obtained from the h&a@er. Therefore, the
receiver can identify different sub-frames and decode them depark then delivers the decoded
sub-frames along with the zero-padding for the un-decodable sote$rand the sub-frame error

status to the MAC layer.

The MAC data frame, either original or retransmitted, has a sub-frame bitwiegre thei-th bit
represents théth sub-frame in the original data frame. For a retransmitted data frame, the sub

frame map tells the receiver which sub-frames have been retransmitted-tftd is set to “1”
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if the 7-th sub-frame is carried in the data frame. The information about sub-framezror at the

receiver is carried in the error map field of a BA frame, where the comed error sub-frames

are represented by a “0” and “1” respectively. After receiving tide e failed sub-frames are

retransmitted in a data frame with a sub-frame map that is a copy of the BA erpor ma

The SR-ARQ process stops in three cases: 1) the BA error map is gl)e¢he maximum number

of ARQ rounds is reached; 3) the DTP is ended.

Error Handling Schemes

The error handling and recover schemes for isolated errors is shotvabia 3.2.

Error Frame Impact

Error Handling Schemes

Beacon No CE received Re-send Beacon at CEE state
CE CE failed Double the contention window
CEE CE not confirmed Assume CE failed and double the contention window

Grant (UL) Data not received

Retransmit Grant if nothing is received,
Stop retransmission if any frame is received

Grant (DL) Receive data
without Grant

Accept data at Grant state

Data No BA is received 1) if within DTP, retransmit data frame
and timeout 2) if DTP ends, infostation sends Beacon and mobile
users stop retransmission after receiving Beacon
BA No BA is received If a timeout occurs, the same process is used

with/without timeout

as for data error process.

If a Grant/Beacon is received instead of a BA,

1) during DTP, the received grant frame indicates
a transmission success;

2) when DTP ends, the received Beacon frame
indicates a transmission failure

Table 3.2: Error handling schemes for isolated frame errors

If consecutive errors occur for the combinations of 1) Data and AGih&s; 2) Grant and Data

frames; 3) ACK and Grant frames, the MAC protocol observes thatpewted frames are received
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following some corrupted frames. Because the probability of consecetiee is very low, for
simplicity, those unexpected frames are rejected until the end of DTP. Altdpehcon frame is

sent, the protocol states are reset and the failed data frames aremgttiechs

3.3 MAC Performance Evaluation

3.3.1 Broad-band MIMO-OFDM Channel Model

We adopt the channel model proposed in [7]. Assume therg aignificant scatter clusters and that
each of the paths coming from the same scatter cluster experiences thestaynd lderefore, there
are L resolvable paths between the infostation and mobile terminalsc[kétenotes thé//p x 1

transmitted signal vector andn| the M x 1 received signal vector respectively, we can write

L—-1
yln] = > Hzln 1], (3.1)
=0

where theM i x My complex random matri¥; represents thah tap of the discrete-time MIMO
fading channel impulse response. The elements of the indivipate circularly symmetric com-

plex Gaussian random variables. Different scatter clusters areretated, i.e.,
E[H[ & Hl/] = Omp My fori # l/,

where® denotes Kronecker product, a0d,, s, denotes the all-zero matrix of siZezr M7 x

MprMr.

Leth, ;. denote the:th column of the matrid;, which have zero mean (i.e., pure Rayleigh fading)

and theM i x Mg correlation matrixR,; = E[hhkh{fk} is independent of (i.e., the fading statistics
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are the same for all transmit antennas). Thenlthe x M7 matricesH; can be factored as

H, :Rl1/2Hw,lv l=0,1,---,L—1, (32)

where theH,,; is uncorrelated\/r x My matrices with i.i.d. CA/(0,1) entries, andCA/(0,1)

denotes zero mean, unit variance complex Gaussian distribution.

To avoid complex equalization design, OFDM modulation is used to transfonmagaidncy se-
lective fading channel into a set of parallel frequency flat narrasinfp channels. For a MIMO
channel, each transformed sub-channel is still a MIMO channel witlaareH gain matriH (k) =

L Hye 727(K/K) “where K is the total number of sub-channels. For each sub-channel, let
x(k) = {z(k)1,z(k)2, - - -, z(k)m, } be the transmitted vector agdk) = {y(k)1,y(k)2,- -, y(k)mp }

be the received vector. Thg¢h Gaussian MIMO sub-channel can be represented by

y(k) = H(k)x(k) + n(k), k=0,1,- , K —1, (3.3)

wheren(k) = {n(k)1,n(k)2, - ,n(k)my} is a vector with i.i.d.CA/(0, 1) elements. From [7,

Proposition 1], the capacity of the sub-chanhehn be expressed as

I(k) = logdet (I, + pAH,HI), (3.4)

wherep = P/MrK, P is the total transmit power\ is the eigenvalue matrix dR = Zf;ol R,

andH,, is anMg x My uncorrelated zero-mean complex Gaussian matrix with i.i.d. entries.

To maximize the throughput of the MIMO channel, i.e., multiplexing gains [74], fithCSI
(channel state information) available at the transmitter, the MIMO channddea@ecomposed into

orthogonal spatial channels, commonly referred to as eigenmodesig3F\D (singular value
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U 22

Transmitter Channel Receiver

Figure 3.18: MIMO-OFDM channel model

decomposition), which is called eigenvector steering (ES). This proedduthek-th OFDM sub-

channel is as follows

y(k) = A(k)x(k) +a(k), (3.5)
Gi(k) = N2 (R)ii (k) + nu(k), i=1,--- ,min(Mg, Mr),
where the unitary matriceg (k), U (k) and diagonal matrix\ (k) come from SVD ofH(k), with
y(k) = VE(k)y(k), x(k) = UH (k)x(k), a(k) = VH(k)n(k), and\;(k),i = 1,--- ,min(Mg, M7)
are non-zero eigenvaluesHi(k)H (k). The MIMO-OFDM sub-channel model for a2 MIMO

channel with ES is shown in Figure 3.18, for which we omit the inklex

3.3.2 Adaptive Modulation and Coding

To exploit the time-variant channel capacity of narrow-band fadinguogks, an adaptive modula-

tion and coding (AMC) scheme is proposed to maximize data rates for a givermdr rate. Some

3(.)# denotes conjugate transpose.
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general design issues about AMC schemes proposed for OFDM elsacam be found in [35].
In order to keep the system complexity low, the modulation scheme is not variadsobcarrier-
by-subcarrier basis, but instead the total OFDM bandwidtK afubcarriers is split into blocks of
adjacent subcarriers, referred to as subbands, and the same modsdatone is employed for all
subcarriers of the same subband. The modulation scheme was chasea fiote set between
the lowest rate and highest rate. In our MIMO-OFDM system, each stdchas several eigen-
modes. The adaptive modulation and coding schemes (MCS) can be amgerately for each
MIMO eigenmode and each OFDM subband. The MCS schemes that athéel®vest data rate
and highest data rate are shown in Table 3.3 for one subband. Edwmsubblse an MCS scheme

from the same MCS sets independently. The data rates are calculated esdiingt pf the follow-

eigenmode 1 eigenmode 2 sum data rate
(modulation, (modulation, (Mbps)
coding rate, data rate) coding rate, data rate)
BPSK, 1/2, 13.5 BPSK, 1/2, 13.5 27
256QAM, 3/4, 162 64QAM, 3/4, 121.5 283.5

Table 3.3: Modulation and coding schemes for one subband

ing factors, i.e., bandwidth, sub-band overhead, constellation sizengcoate and guard interval

overhead. The system parameters are given in Table 3.4. As an exdnmeplewest data rate are

Parameter value
bandwidth 40Hz
Number of total subcarriers 128
Number of data subcarriers 108
IFFT/FFT period 3.2usec
guard interval duration 0.8usec

Table 3.4: OFDM parameters
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calculated as follows,

1O8t0nes>< 3200ns
128tones (3200 + 800)ns

13.5Mbps = 40MHz x x 1bits/samplex 1/2. (3.6)

There are three typical modulation scheme allocation algorithms discusses],it)]&ixed thresh-
old adaptation algorithm; 2) subband BER estimator adaptation algorithm; 3pootisroughput
adaptive OFDM. For the fixed threshold adaptation algorithm, a modulatiomschg, is selected
if the instantaneous channel SNR exceeds the switchingliglet a subband. A constant instanta-
neous SNR over all of the subcarriers in the same subband is assunie reduires the subband
bandwidth is lower than the channel’'s coherence bandwidth. If the ehgoality varies between
the different subcarriers in a subband, the subcarrier with the lovidRtiSconsidered as the sub-
band’'s SNR, then a throughput penalty can be observed. For slildizR estimator adaptation
algorithm, the expected overall bit error probability for all available modulasichemes\/,, in
each subband is calculated, which is denoted?iyn) = -V P.(yi, M,,)/Ns, whereP.(n) is
the overall BER for AMC schemé?,,, P.(v;, M,,) is the BER for the-th subband with a SNR of
~; and Ny is the number of subbands. For each subband, the scheme with the tighaghput,
whose estimated BER is lower than a given threshold, is then chosen. Tkimexonsiders not
only the subcarrier with the lowest SNR and, therefore, leads to an ingtoveughput. In the
constant throughput adaptive scheme, each subband is assignedvasédle holding the index of
a modulation scheme. Each state variable is initialized to the lowest order moduslettieme. An
iterative algorithm is used to increase the state variable to the next ordetatiodischeme for the
subband with the lowest cost. This is repeated, until the total number of bite @FDM symbol

reaches the target number of bits.

Except for the constant throughput scheme, both algorithm 1 and Z2cgpptied for the MIN-MAC



73

protocol.

3.3.3 Multiuser Diversity

When many users access the infostation at the same time, they may experipandent channel
variations. If the channel conditions of these users are known to thetation, it can schedule the
user with the best channel condition at each time slot. The capacity gaivedlng scheduling is

called multiuser diversity gain [37].

Let K be the number of OFDM sub-channels aNdbe the number of users in the system. As-
sume there arg independent subbands for the MIMO-OFDM channel, each subbahdl®Ng
subcarriers with the same channel gain. The capacity dffgn< M7 MIMO channel with a fixed

channel gain matrix{ (k) is given by

min(MR,MT)

Z(k) = logdet(In, + pH(R)H(K)) = > log(1+ pAi(k)),
i=1

wherep = 127 and (k) is thei-th eigenvalue oH(k)H(k)", i.e., the gain of thé-th MIMO

eigenmode of thé-th OFDM sub-channel.

Define
min(Mg,MTt)

s = Ng Z log(l + p)‘si) (37)
i=1

as the capacity of the-th subband, wherg,; is a random variable representing the gain ofithie
eigenmode of the-th subband. Then the capacity of the MIMO-OFDM channel in this mode is
given by

S

K
I=>) I(k)=) T (3.8)

=1 s=1
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SinceZ; has the same statistical property for all subbands, the central limit the@€R) implies

that the distribution of approaches Gaussian distributionSgcreases.

Lemma 3.3.1.(Maximum of Sequence of Independent Gaussian Random Varid#¢g),, 7o, - - , Zn
be a sequence of independent Gaussian random variables with gnead variances?. Define

My = max{Z, Zs,--- ,Zn}. Then

My —p
vV202In N

in probability asN — oo.

The proof of this is standard (see [15, p. 76] for example) and we omit it.

From the Lemma 3.3.1, the multiuser diversity gain is

V202ln N
VSu

wherey ando? are the mean and variance Bfk) respectively. Therefore, the multiuser diversity
gain increases as the number of users increases and decreasesuasiteeof independent OFDM

sub-channels increases.

3.3.4 PHY Simulation Model

We assume a capacity achieving coding scheme and perfect adaptiviaticooand coding (AMC)
scheme with infinite number of AMC levels that can exploit the full channehci#ypwith a realistic
lower and upper limit of data rates as shown in Table 3.3. We assume thestBtair is invariant

within a subband and varies independently across different sunb@hdshumber of subbands
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depends on the coherent bandwidth, which is a simulation parameter. Wiiteinfimber of AMC
levels, at each channel state, each subband is assigned a AMC leval déth rate that equals to
the corresponding Shannon capaditgs given in equation (3.8) scaled by the effective bandwidth,
i.e.,

108tones 3200ns

40MHz x 128tonesx (3200 + 800)ns x Tbps/Hz= 7 x 27TMbps

In the following, we discuss how the instantaneous capacity of each ueC®I| at both trans-
mitter and receiver is obtained in our simulation fora2MIMO-OFDM channel with the OFDM

parameters given in Table 3.4.

Assume a rich scattering environment and a perfect channel estimat@nQ&@M sub-channel
can be transformed into 2 independent parallel eigenmodes. The fagiimgfgeach eigenmode

is vr;\i,i = 1,2, wherer; is the i-th eigenvalue of the correlation matrRR and ); the i-th
eigenvalue of a Wishart matréd,,H! as defined in equation (3.4). We drop the sub-channel index
k for simplicity. We further assume an uncorrelated MIMO channel for afedéht path, i.e.,

R =1,r; = 1. In the following, we analyze the statistical propertiedhf.

Definition 3.3.1. Let W = H'H,,, where thex x m matrixH,, is distributed a¥l,, ~ CN(0, I,,®
¥). ThenW is said to have the complex central Wishart distribution wittegrees of freedom and

covariance matrix, denoted byW ~ CW,,(n, ), andW is a complex central Wishart matrix.

The eigenvalue density of a complex Wishart matrix has the following praperty

Property 3.3.2. Let W ~ CW,,(n,c21,,) be anm x m positive definite complex random matrix.

Then the joint density function of the eigenvalugs> Ao > --- > A\, > 0,0f W is

m(m— —nm M

o) = et LI 1w = a0fess <‘ 7 ;j) 69

k<l




76

whereA = diag(A1, A2, -+, \py) @andCT',,,(n) denotes the complex multivariate gamma function,

Clpn(n) = 7mm=1/2 H I'n—k+1).
k=1
From Property 3.3.2, the probability density function (PDF) of the eigepgalar a 22 MIMO

channel is evaluated as

g\, A2) = e M2 (N — A)2, with (A > \o). (3.10)

In our simulation model, for the-th subbands,s = 1,---,.5, an independent eigenvalue set
Asiy @ = 1,2 of a Wishart matrix is generated according to the PDF in equation (3.10)addive

data rates based is then calculated based on the total capacity from eg(@ffdrand (3.8).

3.3.5 Performance Evaluation

In the following scenarios, we use UDP data traffic for both MIN-MACd &1N-MACDb to evalu-
ate the functionality of the MIN-MAC protocol and obtain the upper limit of the ®hroughput.
The MAC/PHY simulation parameters are given in Table 3.5, wherer represents the number
of user,n frag represents the number of sub-frames in a data frame. The parametbaseadeon
industry specification (IEEE802.11 specification or TGnSync propasal)slow fading channel

assumption.



Parameter value
inter-beacon time 30ms

channel coherence time 30ms

SIFS 10 us

Mini-slot time 110us
Contention Period duration 640us

control frame data rate 6Mbps

AMC data rates 27 ~ 283.5 Mbps
PHY header and preamble time 44.8us
number of OFDM subbands 6

Beacon frame size 38+4*nuser B
CE frame size 18 B

CEE frame size

Grant frame size

Data frame header size

Data frame payload size
payload sub-frame size

Block ACK frame size

16+4*nuser B
36B
27+6*nfrag B
64K B

8K B

26 B

Table 3.5: MIN-MAC simulation parameters
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High Priority Data Traffic

One of the essential feature of infostation networks is the support fbrdnigrity data traffic which
is requested by a superuser. As described in the scheduling algorithemthent of bandwidth
that can be used by the superuser is adjusted by a threshold of cloyaatigl. In the following,
we use an illustrative example to show the impact of the threshold. Assumeseusapdrives
through the coverage area of an infostation network and all usersbatiauous bi-directional data
traffic. Before the superuser enters the network, four regulasstare all the bandwidth equally.
When the superuser enters the network, it occupies all the bandwidtirtasfgadepending on
the threshold, and the regular users share the remaining bandwidth thftsuperuser leaves the
network, all the bandwidth is available for all regular users again. InrBiguL9 and 3.20, we show
the throughput of the superuser and two of the regular users for pbitk @and downlink traffic for

MACa and MACDb respectively.
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Figure 3.19: Throughput of high priority data with threshold option for MMCa

When the threshold is low, which means the superuser utilizes the chamcheiesly whenever it
has data to send, all the regular user’s traffic is blocked until the ssgelraves or is disconnected
from the infostation network. This may cause problem if the superus@emago stay for a longer

time within the network and all the other users need to access the channel.

When the threshold is medium, which corresponds to the average data easepgruser can use
the channel exclusively only when its channel quality is above the thicksi@therwise, it can
only use the channel when its channel quality is better than the other cogenegular users.
Therefore, only a portion of the bandwidth is allocated to the superusetharregular users share

the remaining bandwidth.
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Figure 3.20: Throughput of high priority data with threshold option for MACb

30

We observe that the MIN-MACb has higher efficiency than the MIN-MAgeause the MIN-

MACDb does not have ARQ protocol overhead. We also find that for tié-MACa, the throughput

for the downlink traffic is different from the uplink traffic at all time instanddowever, for the

MIN-MACHD, the throughput for the downlink traffic is very close to the ufllrecause it supports

bi-directional data transmission for each grant.

Scheduling Algorithm and Multiuser Diversity

The scheduling algorithm with contention control is designed to maximize the rietiroughput

by exploiting the multiuser diversity. The throughput performance is etedufar three scenarios

with M = 1,6,18 OFDM subbands, which correspond to different multiuser diversitysgaiine
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Parameter value

SIFS 10 ps

DIFS 50 us
aSlotTime 20 ps

control frame data rate 6Mbps

AMC data rates 27 ~ 283.5 Mbps
PHY header and preamble time 44.8us
number of OFDM subbands 1, 6, 18

Data frame header size 24+6*nfrag B
Data frame payload size 64K B

payload sub-frame size 8K B

RTS frame size 20B

CTS frame size 14 B

ACK frame size 14 B

Table 3.6: IEEE 802.11n MAC simulation parameters

throughput performance of the IEEE 802.11n is also included for caesgrarThe IEEE 802.11n
simulation is implemented on top of the IEEE 802.11 simulator in NS-2 with the sametpacke
aggregation and PHY data rate adaptation schemes as the MIN-MAC drofbedVIAC and PHY

parameters are given in Table 3.6.

The throughput performance for the UDP traffic with-a2MIMO-OFDM channel with 1, 6 and

18 subbands are shown in Figure 3.21, 3.22 and 3.23 respectively.

It shows that the MAC throughput of the MIN-MACH is always higher thaMIN-MACa because
of the lack of ARQ overhead. The total throughput increases with isagrgaumber of users in the

system.
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Figure 3.21: Throughput comparison for 2x2 MIMO-OFDM with 1 suldban
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Chapter 4

Cross-layer Design of Transport Layer and MAC Layer for Reliable

and Efficient Data Transmissions

We have proposed two variations of the highly efficient MAC protocolnfabile infostation net-
works, the reliable MIN-MACa and the unreliable MIN-MACb. The two syssebased on these
two MAC variations are called system A and system B respectively. The-MRCb has higher
efficiency than MIN-MACa with lower implementation overhead. But it reqgimgransport layer
protocol for reliable file transfer. If we use the same TCP protocol thagesl for wired networks,
the throughput performance is undesirable with high link error rate,itdespthe high efficiency
of the MIN-MAC protocol. Therefore, we propose a cross-layeigiescheme over the transport
layer and MAC layer to improve the overall throughput performance. tidresport layer protocol
jointly designed with the MIN-MACD is called MIN-TCP, i.e., Mobile InfostationtWerk Trans-

port Control Protocol.

In the following, we first introduce TCP protocol and its limitations when wirglew is present
on its path in Section 4.1. In Section 4.2, we show how to improve TCP throtiglepiormance
over the MIN-MACDb protocol with cross-layer design approachessdation 4.3, we evaluate and
compare the throughput and file transfer delay between the system AystednsB. We conclude

this chapter with a summary of future work.
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4.1 TCP Congestion Control Algorithms

The TCP protocol is a go-back-N and selective repeat ARQ protaenbmed with powerful con-
gestion control algorithms. It performs well in wireline networks. HowgeV&P can experience
significant throughput degradation in the presence of wireless links vgthdrror rates and inter-

mittent connectivity.

The congestion control algorithms of TCP [33], i.e., Slow Start, CongestimidAnce, Fast Re-
transmit and Fast Recovery, are considered crucial to today’s &ttérhe first three algorithms are
firstintroduced in TCP-Tahoe, and the last algorithm is added in TC-Rdh An improved Fast
Recovery algorithm is proposed in TCP-NewReno [19]. Two variabhlesuaed to describe these
algorithms:cwnd(congestion window) which controls the number of outstanding packetsésdg
that TCP can put into the network assthresh(slow start threshold) which decides if TCP needs to

invoke the Slow Start algorithm or the Congestion Avoidance algorithm.

The Slow Start algorithm operates as follows. Whenrctuadis less than thesthreshit is increased
exponentially when acknowledgment packets (ACKs) are receiveda esult, the TCP sender

sends two new segments upon receiving each ACK.

The Congestion Avoidance algorithm incurs a linear increase of the \@gamd whencwndis
less tharssthrestand an exponential decreasesethrestwhen packet loss is observed. The former
is implemented by increasing tlesvnd by one segment per RTT (round-trip time). The later is
implemented by decreasing thsthrestto half of thecwndand setting thewndto 1 segment when

a timeout is observed.

If the packet loss is indicated by duplicate ACKs, the Fast Retransmit atdREaovery algorithms

are invoked. If three or more duplicate ACKs are received in a row, itsg@ng indication that
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a segment has been lost. TCP then performs a retransmission of whatsafipbe the missing
segment, without waiting for a retransmission timer to expire. After the Fashi&shit algorithm
is performed, the Congestion Avoidance algorithm, instead of the Slow &tarithm is performed.
The Fast Retransmit and Fast Recovery algorithms are implemented as fdljowéen the third
duplicate ACK in a row is received, TCP saisthreshiio one-half the current congestion window
cwnd but no less than two segments, retransmits the missing segment aoasets ssthresiplus

3 segment size; 2) Each time another duplicate ACK arrives, it increncemtd by one segment

size; 3) When the next ACK arrives to acknowledge new data, itcyetsito ssthresh

When there are multiple packet drops, the acknowledgment for the nedtitted packet will ac-
knowledge some but not all of the packets transmitted before the Fasn&eita We call this
packet a partial acknowledgment. A modification to the Fast Recoveryithligoin Reno TCP,
called NewReno [19], incorporates a response to partial acknowledgmeceived during Fast
Recovery. Unlike TCP-Reno, where a partial ACK terminates the Fasiveet TCP-NewReno
retransmits the first unacknowledged segment after receiving a pa@ikabAd deflates the conges-
tion window by the amount of new data acknowledged, then add back gneesésize and send a
new segment if permitted by the new valueceind This window reduction, referred to as “partial
window deflation”, attempts to ensure that, when Fast Recovery eventunly; approximately
ssthrestamount of data will be outstanding in the network. After receiving a full A@t€ sender
setscwndto ssthreshand terminates the Fast Recovery. With NewReno implemented, the TCP has

fewer timeouts when multiple packet losses are observed.

When the wireless link variations cause link errors and packet loss&spb&erves an out of order

delivery or experiences a timeout. It interprets these events as an indioatietwork congestion.
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If three duplicate ACKs are received, TCP congestion window deesdag half followed by con-
gestion avoidance after a fast retransmission. If a timeout occurs, dgestion window drops
to one segment followed by a slow start. Since the transmission rate of TC&yislyeequal to a
congestion window of packets per RTT, the decrease of congestiomwitarresponds to the data
rate reduction. When link error rate increases, TCP experiencestteat@ reduction frequently.
For a fast transmission, it takes several RTTs to restore the previodswiisize. For a timeout, it
takes an RTO to detect the packet loss and retransmit the missing packd®TOhealue is much
larger than the time scale of wireless link variations. Therefore, for bates;a CP cannot fully

utilize the channel when the channel quality is recovered again afterrtireegent.

For most network architectures, because it is difficult to differentiate iptuket losses are caused
by congestion or by wireless link variation, TCP cannot adjust congestintrol algorithms ac-
cordingly. However, for infostation networks, with information sharingnseen the transport layer
and MAC layer, it is possible to make TCP work without congestion contralrdtgns and use the

wireless channel more efficiently.

In the following, we propose and evaluate different approaches to iraghe TCP performance

and design MIN-TCP protocol based on these approaches.

4.2 Cross-layer Design for MIN-TCP and MIN-MACb

To analyze TCP behavior and evaluate TCP performance, two link erdelsare considered. We
assume the control frames are transmitted with basic data rates and, enettegcarror probability
is extremely low and has little impact to throughput performance. For simplicityyiiimk error
model, we assume the control frames are error free. For MAC data framaessume the following

two scenarios:
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Link error model A The error probabilities of the MAC header and the following sub-framee ha
the same sub-frame error rate. The MAC header and sub-frame areoirsdependent iden-
tically uniform distributed. If the MAC header is corrupted, the receiaarmot recognize
the frame type and has to discard all the sub-frames, which results in lemrstg of TCP

packets.

Link error model B We use a MAC header protection scheme, in which the MAC header is sent
with basic rates and error free. The other sub-frame errors aredndept identically uniform

distributed.

4.2.1 Increased Resolution for the RTT Timer

The RTT (round trip time) timer in TCP is used to measure the RTT, which in turretstasestimate
the average value and variation of RTT. The RTO (retransmission timedu8 saupdated based
on the RTT statistics. A coarse RTT timer cannot give an accurate RTT estinzattbresults in
a larger RTO and a longer TCP response time to packet loss. In the earéorvof TCP Reno
implementation, TCP use a coarse RTT timer with a resolution ofik®@@nd the minimal RTO
is 1 second [69]. However, in the latest Linux implementation, the RTT timedutgo is set
to 10 ms and the minimal RTO is 20@hs [27]. For infostation networks, we set minimal RTO
as 0. The parameters for different scenarios are shown in Table 4lth&r TCP parameters
remain unchanged. The throughput performance for differentasienis shown in Figure 4.1.
With more accurate RTT measurement and RTO estimation, the throughpotrpanice of TCP
is improved for all settings of packet error rates. Because a shor@rmans a better utilization
of the channels, the improvement is most significant for high packet eaterscenarios, where

retransmission after a timeout is performed more often for packet losgamgco
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Scenarios TCP Version Timer Resolution Min RTO Initial Window Max Window
NewReno A NewReno 10fhs 1s 16 200
NewReno B NewReno 1bhs 200ms 16 200
NewReno C NewReno s Oms 16 200

Table 4.1: TCP parameters

Channel A: 100Mbps fixed rate, frame size: 8KB, TCP pkt size: 15008
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Figure 4.1: Impact of RTT timer resolution

4.2.2 Modified Congestion Control Algorithms

In data networks, congestion occurs when a link or node is carrying teb ohata, which results in
excessive queuing delay, packet loss or the blocking of new connsctidCP congestion control
algorithms are proposed to avoid congestion and recover from the simgstate. TCP considers
packet loss as an indication of network congestion. However, in wirdkssnetworks, link vari-
ation is another source of packet losses. TCP cannot distinguish teeedife between these two
types of packet losses and the congestion control algorithms are inwoketh cases. If the packet
loss results from the link variations, it is unnecessary to invoke the cbagesntrol algorithm and

reduce the transmission rate.

To reduce the throughput loss resulting from unnecessary rateti@tuee propose a cross-layer

information exchange mechanism across the application layer, transpertaiad MAC layer to
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eliminate the packet loss caused by congestion. As a result, the only sdpeaieket loss is channel

variation and we can disable the congestion avoidance algorithm.

The packet buffer at the infostation is shared by all users. We assuiadnaission control mech-
anism blocks the new users during congestion and the infostation allocatiesftar size for each
existing user to maximize the utilization of the bandwidth. We then make the buffeatifia in-

formation transparent to each layer. With the buffer information, the apiglickyer stops sending
packets by back-pressure to avoid packet loss when buffer is futheXransport layer, buffer over-
flow can be avoided with congestion window control. More specifically, &gm TCP congestion

window size and the buffer size for each user jointly according to the follpwelation

buffer size> cwnd > bandwidth delay product

With these approaches, we eliminate the congestion related packet lostheagitre, the con-
gestion avoidance algorithm is not necessary. With congestion avoidégméthm disabled, the
congestion window remains unchanged regardless of the channdloraialThe congestion win-
dow reduction after the congestion avoidance algorithm as well as thee@astery algorithm can
be removed in the design of the MIN-TCP protocol, while the Slow Start arstl Ratransmit
algorithms remain unchanged. Therefore, the baseline implementation offMNis based on

TCP-NewReno with the following modifications:

e We set the RTT timer resolution to 10 ms and minimum RTO value to 0.

e After the TCP connection is established, the initial window size is set to multipléiseof

number of sub-frames in a MAC data frame.

e The receiver’s advertised window size, which is the upper limit of the hetunglow size of
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Channel A: 100Mbps fixed rate, frame size: 8KB, TCP pkt size: 1500B Channel B: 100Mbps fixed rate, frame size: 8KB, TCP pkt size: 1500B
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Figure 4.2: MIN-TCP and TCP-NewReno throughput comparison

the sender, is set to the maximum MAC buffer size less the initial window sizsotbrends

of the TCP connection. We assume the receiver’s buffer size is nobtter®ck.

e The congestion window size increases according to slow start algorithiha yacket loss is

detected with duplicate ACKs or a timeout.

e If three duplicate ACKs are received, the fast retransmission algoritimadoked. However,

no congestion window reduction is performed.

e After the fast retransmit, for each duplicate ACK, a new packet is transmiitszhuse each

ACK implies a packet has been moved out of the network.

¢ If a partial ACK is received, the packet corresponding to this ACK isaretmitted and a new

packet is also transmitted.

e If a timeout occurs, the window size drops to the initial window size and a stawt is
performed. A window of packets are retransmitted starting with the missingptek causes

the timeout.

Figure 4.2 shows the throughput performance of the MIN-TCP compaitadhe TCP-NewReno
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C with channel error models A and B. When packet error rate is lowerGdn most of the packet
losses can be recovered by the Fast Retransmit algorithm. Since the lossles are caused by
random link errors, TCP does not need to decrease the congestioovwyiitie simulation results
show that the throughput performance increases significantly at lokepaoror rate region. For
high packet error rate region, when frequent timeout retransmissexpwi®e the major source of
throughput loss, the absence of congestion control algorithm do@snease the throughput much.

During the timeout, the channel is almost idle and the bandwidth is wasted.

4.2.3 Fast MAC Queuing Algorithm

The round trip time (RTT) of a TCP connection is composed of queuing degagmission delay,
propagation delay and processing delay. Among them, the queuing delaydsrfinant part of
RRT. To reduce the response time to a packet loss we propose a fastiAhg algorithm to by
reduce the queuing delay. This algorithm allows shorter queuing delagtfansmitted packet by
moving the retransmitted packet to the front of the queue. Note that for tNeNWAC protocol, a

different sending packet queue is allocated for each user to enahlsdh& priorities and channel

quality based packet scheduling. The algorithm is applied for each usaeas follows.

e When a TCP data packet arrives at the queue, it compares the sequenioers between the
new data packet and existing data packets in the queue. To improve effictencomparison

starts from the tail of the queue.

e If a duplicate packet is found, it replaces the existing packet with the aekgh. Because a

new ACK number is carried on the new packet which contains the mosttrieéermation.

¢ If no duplicate packet is found, it finds the packet with the highest seguenmber smaller

than the sequence number of the new packet and insert the new pliekét a
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Scenarios basic TCP Version queuing option
MIN-TCP A NewReno default
MIN-TCP B  NewReno fast queuing
MIN-TCP C Reno fast queuing

Table 4.2: MIN-TCP parameters

Channel A: 100Mbps fixed rate, frame size: 8KB, TCP pkt size: 1500B Channel B: 100Mbps fixed rate, frame size: 8KB, TCP pkt size: 1500B
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Figure 4.3: Throughput comparison for different MIN-TCP options

¢ If all packets in the queue have larger sequence number than the nlest,pioserts the new

packet at the front of the queue.

A packet sorting algorithm is also used as part of the wireless TCP solutigi®jrfor different
purpose, where a new layer is constructed between the TCP layer a@dayér to hide the out of
order delivery of the TCP packets. As we discuss later, the packéigbias some side effects for

TCP-NewReno.

To evaluate the impact of the fast queuing algorithm, we consider both ehamar models A and

B for three scenarios shown in Table 4.2.

As shown in Figure 4.3, for MIN-TCP C, with fast queuing algorithm, thekpatoss is recovered
faster than MIN-TCP A when there are no bursty errors (channel enodel B). However, for

bursty error link (channel error model A), without NewReno's fastavery algorithm, MIN-TCP
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C has lower throughput than MIN-TCP A. It also shows the MAC head&eption (channel error
model A) increases the protocol overhead and results in lower throtifdrdinks with low packet
error rate. However, it increases throughput for links with high paeker rate because of reduced

bursty errors.

To understand the MIN-TCP behavior further, Figures 4.6, 4.7 andha® she packet traces of
MIN-TCP A, MIN-TCP B and MIN-TCP C for both channel error model (Bursty error) and

channel error model B (random error). For comparison purpdsesjyacket trace for TCP-Reno
and TCP-NewReno are also shown in Figures 4.4 and 4.5. The TCP-&endan recover from
multiple packet losses with the new fast recovery algorithm, while TCP-Rereriences a timeout

when there are multiple packet losses in one round trip time.

MIN-TCP A

Figure 4.6 shows the MIN-TCP A behavior with TCP packet traces. Thempot shows the MIN-
TCP response to single packet loss. After three duplicate ACKs, adlansmit is performed.
The receiver keeps sending duplicate ACKs before the retransmittédtpaceceived. For each
duplicate ACK, a new packet is sent out, because there is ho windowti@aluln Figure 4.6, there
is a seemingly violation of window management principle, i.e., the maximum sequemnceer
should not exceed the sum of the largest ACK humber and window size/evdo, we can show
that the number of outstanding packets is unchanged, which is still within tigeestion window
size, because each duplicate ACK implies that one packet has reaclusstination. It also shows

that the bandwidth is fully utilized for the single packet loss cases.

The lower plot shows the MIN-TCP A response to multiple packet losses. MIN-TCP A be-

havior is the same as single packet loss case, except that for each A@Kiaan old packet is
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retransmitted.

MIN-TCP B

Figure 4.7 shows the MIN-TCP B behavior. The single packet loss and theybtizket loss cases
are shown in the upper and lower plot respectively. For both cagestlaiee duplicate ACKs, a fast
retransmission is performed. A new ACK is received after the retransmijsstuch is interpreted

as a partial ACK and triggers a retransmission of the packet next to theefemnsmit packet in

the queue. However, the next packet in the queue has been transmittedssibly received at the
receiver. Therefore, the partial ACK results in an unnecessarycdtg retransmission. Moreover,
the duplicate packet results in chain reaction of partial ACK and fasteegamf NewReno and a
window of packets are retransmitted unnecessarily. This explains thgukasing algorithm cannot

coexist with NewReno’s fast recovery algorithm.

MIN-TCP C

Figure 4.8 shows the MIN-TCP C behavior. The single packet loss and heybtigket loss cases
are shown in the upper and lower plot respectively. Without NewRefagisrecovery scheme,
the system recovers from the single packet loss faster. However, mydtipleet losses result in
under-utilized bandwidth. Because for each duplicate ACK, no newgbaek be transmitted. This
explains why the performance of MIN-TCP C is better than MIN-TCP A foarinel error model

B, but worse for channel error model A.
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4.3 Performance Evaluation for Reliable File Transfer Application

4.3.1 Throughput Performance Comparison for MIN-MACa and MIN-MA Cb

Figures 4.9 and 4.10 show the throughput comparison between the MI8a\aAd MIN-MACb for
single user and multiple users respectively. With adaptive PHY data ra¢dglAG parameters are
same as parameters in Table 3.5 except that the maximum aggregated datidesene sub-frame

size are 8000 and 1500 Bytes respectively.

We are especially interested in the performance difference betweenstieensgx (UDP with MIN-
MACa) and the system B (TCP with MIN-MACDb). At the low packet erraereegion, system B
performs better because of the high efficiency of MIN-MACb and lowugtput loss of TCP. At
the high packet error rate region, the throughput performance A is better. The reason is as
follows. The ARQ protocol at the MAC layer requires acknowledgmengtery MAC frames. The
MIN-MACa protocol knows immediately if the retransmission is successfdlrasponds quickly
by a retransmission. However, TCP has to wait for a timeout to know theeplads. The timeout
value is often the upper bound of the possible RTT value to avoid unreggessransmission. The
frequent timeouts result in gaps of the packet flow and decreases thighiput performance. If
many users share the channel, when one user is idle during a timeout,rarsghean still use the
channel and reduce the channel idle time. Therefore, the throughipighisr than the single user
case. Even with multiple users, when the packet error rate is extremelyeligily, user experiences

timeout most of the time, and the link usage is still very low as shown in Figure 4.10.
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4.3.2 Performance of File Transfer Applications

Consider the following scenario, each regular user has 1 MB size filentband receive, and the
superuser has 10MB size files to send and receive. For both dowmlohkiglink file transfers,
the idle time between the file transfers is exponentially distributed with a mean cbBd® The
transmission time of each file is evaluated for both super user and regatar &sr system A, the
results are shown in Figures 4.11 and 4.12. Figure 4.11 shows wharusgpéas high priority data,
all file transfer are completed in 2 seconds. Figure 4.12 shows that wipen gser has medium
priority data, all the regular file transmission of 1 MB are completed within 3rsgxand all 10
MB size file transmission for super user are completed within 5 secondse Thsults show that
the file transfer time can be controlled with different super user prioritiegwin turn is decided

by the super user threshold.

4.4 Conclusions and Future Work

In this chapter, we proposed a transport layer protocol MIN-TCHRglwhas been optimized to
improve the throughput performance over the MIN-MACb protocol. In simulations, we ob-
served that when link error rate is low, TCP/MIN-MACb based schemeigies higher throughput
with lower protocol complexity. For higher link error rates, with TCP prot@sothe loss recovery
mechanism together with all the improvements, there is still a big gap betweendhghlput per-
formance of system A (UDP/MIN-MACa protocol) and system B (TCP/MIMCDb protocol). The
fundamental reason is that TCP has delayed response for the pakdulto its large timescale
compared with the MAC protocol. Therefore, the bandwidth is wasted duhi@gvaiting time
(timeout) for TCP to figure out the packet losses. Hence the ARQ protddbe MAC layer out-

performs TCP timeout mechanism at the high packet error rate region.
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From the implementation complexity perspective, MIN-MACb has many advastager MIN-
MACa. In the multiple user and moderate packet error rate case, themparfoe of TCP/MIN-
MACD is comparable with MIN-MACa. To reduce the performance gap batvke MIN-MACa
and MIN-MACDb over high packet error rate links, we can consider thewing cross-layer ap-
proaches: 1) for bi-direction data flow, we can attach an ACK field to the fitame to obtain
the information about the transmission failure and provide this information to [&@#® to avoid
a timeout event; 2) for downlink data flow only, an ACK field is attached atBedrame; 3) for
uplink data flow only, an ACK field is attached to CE frames. With these appesaeve can obtain
packet loss information with minimum overhead. The TCP protocol can thenadkantage of

these MAC information to perform fast retransmission and recover frerpaicket losses.
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Appendix A

Lower Bound of the Error Probability for Type Il Hybrid—ARQ

The lower bound of the error probability for type Il Hybrid—ARQ is dexdvas follows.

Assume a codeword = (c1,c2,--- ,¢) is transmitted in code blocks and detected as another
codeworde = (eq,e2, -+ ,¢;). A decoding error occurs when the different symbols between the
two, i.e.,(s1, 2, -+, s;), IS decoded ag—s1, —ss, - - , —s;) for thel-th transmission, wherg is

a super symbol composed of all different symbols betwgemde;. For an i.i.d. white Gaussian
channel, the corresponding received signals (z1, 9, - ,z;) have a marginal joint PDF in an

[-dimension space as

1 (21 —a1)® (2 —ap)? (2 — ar)?

X) = €T LA :El = ex — — s 5 f,
p(x) = p(z1) - p(xg) o109 Un(\/ﬁ)n p{ O‘% O’% O_l2 }
wherea; = |s;],7 = 1,--- 1. The pairwise error probability at theth transmission is equal to the

probability whenx is within decision regior2;, where(); are defined as

Q) = {#: a1 <0}
01

L oa as
QQZ{x:—2$1+—2x2<O}
o1 o

2 (A.1)

ai az aj
Ql:{x:—2x1+—2x2—|—---+—2xl <O}.
oh o5 oj
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A lower bound of the joint error decision can be derived as follows.ti@two-dimension case as
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Figure A.1: Decision regions

shown in Figure A.1, the marginal PDF pfz, z2) is

The probability of error events for both the first and second transmisseraluated as

Pr(&1, &) :/
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p(z1, x2)dr1dxs
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wherey, = m—i + x—% For the error event of decoding error at third ARQ round, we have
o1 03
P’I”(gl, 52, 53) = /// p(xl, X9, .Tg)dxldl‘gdxg (A3a)
Q1NN2NN3
1
> 3 // p(x1, x2)p(x3)dysdas (A.3b)
Q2NQ3
1
> 1 // p(y2, x3)dyadzs (A.3c)
Q3
1
=71 [ Plys)dys (A.3d)
Q3
1
= —/ p(x1, o, x3)dr1dradrs (A.3e)
4 Ja,
whereys = ﬁ + :”—% + w—% The equation (A.3d) comes from the fact thatis orthogonal tors
0'1 0'2 0'3

in a two-dimension space, and therefore, equation (A.2) can be applied.

It follows that

1 1
Pr(&,&, -+ &) = / p(x)dx > 1 / p(x)dx = FPT(&Z). (A.4)
MNk=1 2 n
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