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Molecular Dynamics (MD) Simulation techniques weused to build a
dissociative model for water that accurately repnés the structure, vibration spectrum
and thermal expansion curves over a wide rangeewipératures and pressure. The
structural changes and interaction of this watedehovhen confined by nano layers of
silica were observed. Hydronium formation was obseérand the structure and diffusion
properties between confined water, bulk water, wader far from the silica interface
were compared.

The water model was based on a pair potential tordia water which allows for
dissociation of water and its interaction with clito form silanols. An interaction
parameter representing the O-H distarge() was adjusted based on temperature and
pressure as a strong correlation was observed bptalganges in the OH distance and
the structure, density and energies of simulategwahe properties of water were close

to the experimentally observed physical propexifesater.



An atomic model for vitreous silica was also bbdised on the same potential and
using the same parameters for oxygen-oxygen irtteracin silica as that of water. The
cross species interactions (Si-H and Si-O) wererdehed to accurately predict the
structure of vitreous silica and low energy stroesuof interacting silicic acid — water
clusters.

Based on the above potentials, a 3nm water film plased between layers of
vitreous silica and MD simulations of the abovetsys were carried out for seven
temperatures. The structure of water far away frioennterface was closer to that of bulk
water and the structure of the penetrated water featires of bulk water at higher
temperature and pressure. The self diffusion caefit of the penetrated water molecules
was observed to an order of magnitude lower thandhbulk water. The confined water
was also observed to respond differently to chamgésmperature as compared to bulk
water thus changing the averaged properties ofrveatd exhibiting variation in phase

behavior.



PREFACE

This thesis is organized into a sequence of chaygtescribing the background ,

development of interaction potential and resultd discussions. The gist of the results

and discussions are appended as three manuscriptoofowhich has already been

published as a paper and the other two are readysdbmission. The appended

manuscripts are as follows :

“Dissociative Water Potential for Molecular DynamsicSimulations”,
T.S.Mahadevan and S.H.Garofalini, J.Phys. Chem11B(30) 8919-8927
(2007).

“Water induced relaxation of silica surfaces witHoag range dissociative
water potential” , T.S.Mahadevan and S.H.Garofalikgcepted with slight
modifications in Journal of Physical Chemistry.

“Water confined in Silica Nano layers: A Molecul®ynamics Study”,
T.S.Mahadevan and S.H.Garofalini, Manuscript to bebmitted for

publication.

| have been the principle writer of all the manystsrwith guidance from Dr.Garofalini. |

have conducted the computer simulations, intergreted analysed results and drawn

conclusions for all the papers with the guidancBo€arofalini.

Chapter 1 contains the background informationldaechture survey for this work

and also describes some of the experimental tegbsigdopted for measuring the

properties of materials that we have undertakerap@m 2 is a brief on simulation



techniques with particular emphasis on molecularagyics techniques and algorithms
that have been used in this study. Chapter 3 dissushe way we developed the
potentials and some more details on interpretirgy trious aspects of the potential.
Chapter 4 gives the summary of the appended maptssand additional results that are
not included in any of the manuscripts. Chapten@gthe conclusions and some of the

ideas on areas that can be investigated basedsowdtk.

New Jersey 2007 T.S.Mahadevan
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1. INTRODUCTION

Water and silica are two of the most abundant cbalision the earth’s crust [1]
and the understanding their role in technologiballogical and geological processes is
an important undertaking by scientists. This curstady is focused primarily in building
an atomic model for water that is capable of diggmmn and reproduce interactions with
silica.

Water as a unique chemical has posed a spectryproblems for scientists and
engineers. Among the earliest scientific studiewatier relevant to today’s world was in
1781, when Priestly synthesized water and shaiftgrwards Lavoisier decomposed it
into oxygen and hydrogen. By the late 1800’s, arloosaproperties of water were being
observed and in 1933 Bernal and Fowler came up avitmteraction potential for water.
With the advent of x-ray techniques in 1930’s thgearch on water was intensified and
by the 50’s computational studies of water weradpeindertaken [2].

Some important milestone works that served theaackment of computational

studies of water were as follows [3] :

Monte Carlo sampling scheme by Metropolis, Rosehtdund Teller in 1953.
* The first molecular dynamics simulation by Alder Mi@right around 1957.

* Barker and Watts and Rahman and Stillinger’s ishputer simulation of water in
1969 and 1971 respectively.
* Derivation of a pair potential for water from abtio calculations by Clementi et al.
in 1976.
Most of today’'s water models are based on pair riistls and sometimes a

combination of intra-molecular potentials and thkely potentials, where the charge



distribution on the water molecule is modeled bynpoharges either on the nuclei or on
the extra sites in the plane of the molecule. Tb& @f most simulations of water is to
understand the evolution of properties of waterravdarge range of thermodynamics
conditions and the basis for the anomalous pragertHowever, to understand the
interactions of water in different ambient conditso the robustness and transferability of
the water model is also essential. Consequentlgt wiothe currently used water models
are designed to reproduce the properties over @etimrange of thermodynamic
conditions or to suit specific needs.

1.1 A brief on water.

Traditionally, in molecular simulations, one of thmasis of evaluating the
accuracy of a model has been the capacity of tbhdeito predict the observable
properties. Keeping in mind the primary objectifelos thesis as being the study of the
interaction of water in silica nanopores, reproguctby the model of the physical
properties of water, like the structure at ambiemtditions, equation of state, thermal
expansivity and diffusivity were considered impattdor use in silica-water systems.
Thus, a look at some of the relevant experimentaihods and physical properties of
water would be useful at this point.

1.1.1 Molecular Structure

Water molecules belong to the symmetry group ff\ith two mirror planes and
a two fold rotation axis [4]. Since the hydrogeamas are about 16 times lighter than the
oxygen there is an ease in their rotation andivelanovements. A rough definition of
the electronic structure would be as a moleculdainimg four sp3 hybridized electron

pairs two of which are associated with the hydregand the other two form the lone



pair. However, this is not a very accurate desomptas, in a perfectly tetrahedral
arrangement of the orbitals HOH angle should b&4® and such an arrangement is
not found in liquid water. Also, molecular modethat depicted a negative charge at the
location of lone pairs are not accurate in desonipof the structure of bulk water [4].

The isolated water molecule in gas phase has anéngth of 0.9584A and H-O-
H angle of 104.4%5 The charge distribution is determined by the reétbf calculation
and the geometry but an approximate descriptionldvbe a charge of —0.7e on the
oxygen and charges og +0.35e on each of the hydsogée values of the OH bond
length and the HOH angle are not maintained in bwdker and drift to about 0.97A and
106> according to neutron diffraction studies. Changeshe bond length and bond
angles are also brought about by the cluster tipairicular water molecule is associated
and by interaction with solute ions. In general,lenalar models of water use a bond
length between 0.957A to 1A and angles of 104.6200.5° [4].

An electron density map of the water molecule walidw a minima in the
electrostatic potential at the approximate locatibthe lone pairs and the water
molecule has been reported to have an average &tawaals of 2.8A. The molecule is
not spherical and has a variationt®26 in the Van der Waals diameter[4].

As regards dimers, the most energetically favderame is where one of the

oxygen atoms is hydrogen bonded to a hydrogen afdhe other as shown in fig 1.1 :

(b)



Fig 1.1a and b : A schematic representation of watdecule and the water dimmer-
from[4]. The colors in (a) represent the chargdwétd being negative charge and green
being positive charge.

1.1.2 Experimental methods for determining Structue of Bulk water.

The distinctive microscopic structure of amorphonesterials can be determined
reliably by a variety of experimental methods ofietlhx-ray or neutron scattering studies
are the popular methods used for studying. Scatfezkperiments involve probing the
differential cross section ddQ) which is the ratio of the scattering cross sectm the
solid angle about the scattering angle [5]. Thitoras analyzed using the Born
approximation to give the structure.

I(Q)———<z b, exp(Q.r; )> 1.1

ij=1
where the sums are over the nuclei or electrom® ,bts are the scattering length for
particle scattering of a given element or a formtda for phonon scattering; rij are the
positions of the nuclei in particle scattering twe tposition of electrons in photon
scattering and QI&in(0/2)/\ is the momentum transfer for the elastic scattepirocess
A being the wavelength. In actual data analysis,ase has to account for other effects
like incoherent scattering, beam polarization, Ipldt scattering, inelastic effects,
container absorption of radiation etc.

In the x-ray scattering method the electronic dgmlstribution around a nucleus
scatters the incident radiation and the scattectnogs section depends on the square of
the number of electrons involved. In water, thiseegially means that the x-rays “see”

the electron distribution around the oxygen and detalysis thus leads to the molecular



structure of the water atoms. However, the preseht®e positive neutrons of hydrogens
changes the spherical symmetry of the electromiloigion around oxygen as seen in the
previous section. Hence, besides this minimal &fféoe x-rays do not “see” the
hydrogen. Hence, accurate structure is determiryedoing appropriate modifications
during data analysis to account for the redistrdsudf electrons due to a) the presence of
hydrogen and b) due the water being in liquid diéje

Neutron scattering differs from the above methothat the incident radiation of
neutrons interact with all the nuclei and thus thgrogens can be spotted more
accurately. In case of water, there has been sateess and general preference with
neutron scattering experiments using heavy wat@ravthe coherent scattering length of
the deuterium is 6.67fm as compared to -3.74fm Wwitirogen and this results in better
scattering by the hydrogen atoms. From diffractioeasurements for heavy water, light
water and mixtures of the two, one can extractphie correlation functions of all the
species. However, use of heavy water has in inhelisadvantage in that the structure of
heavy water itself is more ordered than that ajular water [5].

The x-rays have wavelengths of about 0.5 — 2A aedgenerated inhouse by
bombardment of high energy electrons on a targéalm& synchrotron source, can also
be used to give a high intensity radiation and thian advantage while collimating the
beam to a small diameter and also requires lowpo®xe times. The Q ranges are
typically around 0.3A-1 to 15 A-1.

Diffractometers used in neutron scattering alsy w the synchrotron or on
spallation sources for neutrons. The spallationc@sihave higher intensity and neutrons

of a greater span in wavelength.



The scattered signal is captured by detectorsgiven area (dA) positioned at a
given distance ,L and measures the flux of radiasicattered into the solid angle element
dQ = dA/L®.

For data analysis, the scattered intensity in réa&y now split into two
components, one corresponding to self scatterinigdiyidual molecules, also known as
the molecular form factor <F(&) and a second arising from intra molecular sdatger
S(Q). With the approximation that the scatteringasie by spherical electron clouds, the

experimental intensity is now defined as [5]:

1@ =%, Q1@ Qr ST XX Q) Q5@ 1.2

j i<j

wherex; is the atomic fraction of speciesfi(Q) is theQ dependent atomic scattering
factor for atom i and is the intramolecular distance between the cemktise electron
clouds. The intermolecular correlation functidmert follows from the Fourier transform
relation given by [5]:

str

sj(Q>:1+4sz r2dig, (1) -1] 13

Thus, we get g(r) which is a direct relation to teeucture of bulk water.
However, the above underlines only the basic eqostior determining the structure. In
actual analysis, there are several correction fadfi® account for unwanted radiation
from sample containers, absorption of some intgnsit the sample, geometry of the
sample, polarization of the source, multiple scattg incoherent scattering or Compton
effect, non-spherical geometry of the scatteritegteon cloud and deviations due to

chemical bonding) that have to be applied to thedata.



In neutron scattering, we split the differentiabgs section into self and distinct

components as [5] :

self distinct
do _(do]", (%] 14
dQ \dQ dQ

The unwanted effect of incoherent scattering itated in the self scattering term
and the liquid structure factor is then given by

da_ distinct . ,
) \‘(de + (bo + 2bH )J

SQ) = (b2 +2b2)? 15

This can be rewritten in terms of molecular formtéa <F(Q)2> and a scattering

function DM(Q) containing all the intermolecularroglations as
SQ =Dy (Q+(FQ?) 1.6
The pair correlation function g(r) can be deterrdin®y Fourier transform of

DM(Q)

470, 0.0~ =2 | QD (@sin@n)dQ 1.7

Use of isotopic substitution with heavy water aléofer obtaining all the three
pair distribution functions. Again there are coti@es that need to be applied to the
above equations to account for inelastic scattering

Another important factor to be accounted for iusture determination by above
methods is the experimental truncation of S(Q) ispQce.

1.1.3 Water structure at ambient conditiong5]
The radial distribution function(RDF’s) and partaiktribution functions(PDF’s)

are the commonly used data for gathering strudhfi@mation about any amorphous



material. Experimental methods are used to deterrthie structure factor and Fourier
transformation is used to obtain the RDF’s and BRDFhe details of the pair distribution
function will be listed out in a later chapter.

A good indication of the molecular structure of grais the nature of the O-O
PDF. It is only recently that water structures addted by x-ray and neutron scattering
methods have started agreeing with each other. yAf&etor in determining the exact
height of and shape of the first peak in O-O PD#hésscattering of wave vectors above
A7

Nevertheless, one of distinct features revealed bgth the methods is the
tendency of water molecules to form a tetrahednalctire of four water molecules
surrounding a central molecule. The nearest neigh®s0O distance is around 2.75A and
this distance is maintained even in ice.(ref3) TiBi®vident from the coordination of
oxygen ontained by integration of PDF till the finsinima.

Figure 1.2 shows a comparison of experimentallyaioled PDF’s of O-O pair
based on neutron data and x-ray data. The givensttatws excellent agreement between
both the methods, primarily because the data byiS@pdicated by Soper 2000 in the O-
O pdf) is based on new potential based reverse &M@arlo analysis of previously
obtained neutron results. Earlier data of neutronalysis used to give the first peak
location at around 2.75 and a height of 2.2. Theadd HH PDF can be obtained only
by neutron diffraction technique using heavy watdrstitution.

It is also customary to use the total pair correfatunction for water or D20 as
given in equation (8) to compare the experimentalcture of water with simulation

results.



G(r)=0.498@p(r)+0.421gp(r)+0.089@(r) 1.8
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Fig 2.2 : (a) Comparison of O-O PDF obtained bytroeudiffraction (Soper 2000) and
x-ray diffraction (ALS). (b) and (c) are comparisohSoper’s original data (Soper97 and

newly analyzed data (Soper2000). Figures from [5]
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Besides the above mentioned short range structitres, also thought that
combinations of these smaller clusters can resuthé formation of larger clusters in a
collapsed high density state or an open low derssétie [4]. The larger clusters could be
close to the ordered structures found in crystalice or sometimes dodecahedral or
icosahedral clusters. There are a variety of pritipas as to the exact nature of these
large clusters - however, all of them are basedawrextensive network of hydrogen
bonds which are preserved upto 85% even at temyresadf around 100 C. The presence
of icosahedral has been reported in [4] based my>diffraction of water nanodrops. A
dynamic equilibrium that also shifts between opew a&losed structures based on
ambient conditions serves as a possible explanafitime anomalous properties of water
like temperature of maximum density and pressuseodity behaviour.

1.1.4 Thermodynamic and transport properties of wagr.

The equilibrium properties like volume, entropylealpy and internal energy can
be obtained from the Gibbs energy (or Helmholtz rgy)e based on standard
thermodynamic relations. Other important propsertlike specific heat capacities,
compressibility can also be derived from the eQuiim properties. Experimentally
however, it is the equilibrium properties that a@etermined and the calculated Gibb’s
energy is used for designing the phase diagramreTlaee a number of standard
experimental techniques for the evaluation of theperties and a discussion of all of
them is beyond the scope of this work [4].

The International Association for the PropertiesVéater and Steam (IAPWS)
sets and maintains the thermodynamic data of wdtee. latest standard , Industrial

Formulation 1997 (IF97) replaced the earlier on€d¥ [7]. Among the various
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properties that are standardized as an equatiohfABWS are the density, specific

internal energy, specific enthalpy, specific epy, specific isobaric heat capacity,
specific iscochoric heat capacity, the dynamicessty and thermal conductivity all as a
function of temperature and pressure and the vatisaturation state, the boiling point
as a function of pressure and the vapor pressuaefanction of temperature. This data is
made available in several steam table books.

The phase diagram of water, which is another ingmbrtool for the study of
behavior of water, over a wide range of temperaane pressure is as shown in figure
1.3 [4]. One of the anomalous behaviors of wadegvident from negative slope of the
like separating the liquid and solid which impligasit the melting point decreases with

increasing pressures.
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Fig 2.3 Phase diagram of water over a wide rang®odlitions. (from [4] )

A discussion about the properties of water is rmhglete without a mention
about the anomalous properties of water. Some eoluthque properties of liquid water
are its unusually high phase transition temperatamed physical properties and the
negative coefficient of thermal expansion at lomperatures in liquid , the negative
volume change on melting and the existence of asiemaximum. Though it is
conceivable that many of the anomalous properagailgble literature can concieve as
many as 40 [4]) can all be explained based on a dspects of the electronic and
structural behavior of clusters, the fact that ¢hpsoperties are not what is expected of a
typical liquid is what makes water a unique liquiideed, the presence of these unique
properties is what results in the life sustainiagabilities of the earth.

Properties of the liquid at ambient conditions,inked as a temperature of 298K
and 1 bar pressure, is one of the primary critetiohe reproduced by any simulation of
water.

Classified under transport properties are the sh&sgosity, which gives a
measure of the transport of momentum, the therroabactivity and the diffusivity.
Calculation of the transport properties involves ooly evaluation of these based on
behavior during molecular collisions but also bebavduring collision due to
intermolecular forces and ultimately leads to thelarstanding of the intermolecular
forces themselves.

The self diffusion coefficient is the one of thartsport properties of water that
has been paid attention by molecular models of maset is an indicator of the influence

of hydrogen bonds in the translational motionsgddl viscosity [8]. A common method
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employed for determining the self diffusion codtitt is the spin-echo technique of
nuclear magnetic resonance, in which the decayhefspin echo has an exponential
relation with the self diffusion coefficient [8].

The thermodynamic properties of water at far frambgent conditions are also
well investigated in literature and can be summegu hy the Pressure-Volume-
Temperature (PVT) data and the equation of statepefimental methods for
determination of far from ambient conditions canduer static mentods for low and
moderate pressure regimes and dynamic for highspre regimes. In the dynamic
method a shock wave, generated by an explosigrpagated at a supersonic velocity
into the sample and the properties are determinegltber side of the shock front [8].

Reliable experimental techniques for evaluation vadcosity and thermal
conductivity do exist though the evaluation of saiffusion coefficient is more of a
challenge.

Table 1 gives some of properties of liquid aroumel &ambient conditions that are

relevant to this work.

Property

Value and reference

Density at 298K

0.997 glcc [7]

Temperature of

maximum density

277.1K[7]

OH distance

0.957A in gas [4]

HOH angle

104.5 in gas [4]

Characteristic lines in

frequency spectra

3657cm’, 1594cnt and 3758cnhi for the

molecule, and 3277c¢hm 1645cnt and
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3490cni in bulk water for the primary

modes. [4]

Cohesive energy 10.40Kcal/mol [9]

Self diffusion coefficient | 2.27cffs [4]

Dipole moment 1.854D in gas and 2.95D in liquidBaoK

[4]

Table 1.1 : some of the relevant properties ofitlquater.
1.2 A brief on silica.

Vitreous silica (v-SiQ) has been a subject of extensive study becauses of
technological significance and because it providegasonable insight into the glassy
state. Significant progress has been made in tderatanding of glass formation and the
structure of v-Si@ by experimental technigues and more recently hey wse of
molecular dynamics especially in the detailed asialyf the atomistic motions and
complex microstructures.

1.2.1 Glass formation.

In lieu of a proper definition, some of the comnfeatures that are accepted as
being present in all glasses are the lack of a lange order, the lack of sharply defined
melting point in solid state and the inability tie@ve in specific directions. Thus, there
are a wide variety of organic and inorganic compuisutmat can form glasses [10].

Two approaches can be adopted to explain glassatmm The atomic approach,
based on correlating the nature of chemical bondstlae geometric shape of the groups
involved to glass formation, was first put forwdrgd Goldschmidt [11] .Accordingly the

criterion for glass formation in oxide systems Wwased on the ratio of metal-oxide ionic
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radii lying between 0.2-0.4 which would lead torabiedral packing. This theory served
as a groundwork for later studies and Zacharia&€h gxtended this to formulate what
was later known as the continuous random netwogkrth The essential outline of this
theory describes four rules for formation of oxglasses — 1) the oxygens may not be
linked to more than 2 atoms of the metal 2) theatieh must be surrounded by only a
small number (3 or 4) oxygens 3) the oxygen polyadtus formed share corners with
each other to fill three dimensional space andt 4@ast 3 corners of a polyhedron has to
be shared. Two other important theories based amiatapproach were Smekal’s [13]
[10]mixed bonding hypothesis where the nature aofdson a glass are a mixture of ionic
and covalent bonds, and Sun’s [14] [10]bond-stieegterion whereby a correlation was
drawn to show that oxides of stronger bonds wepalsle of forming glasses more easily
because they were incapable of breaking and refgrniionds that is required for
crystallization.

A more recent approach has been based on the fratgystal nucleation and
growth in melts. According to this approach, ligaifidrm glasses on quenching if the rate
of cooling is high enough to suppress nucleatioth gnowth of crystals. Thus, the glass
forming capabilities of a materials can be deteadibased on the time temperature
transformation (TTT) diagrams and by manipulating tcooling rate many more
materials including metals are being quenchedangtassy state [10].

1.2.2 Structural properties

As noted before, a commonly used benchmark for MBRukations is the

compliance of the simulation results to experimeptaperties. The molecular structure

of vitreous silica is easily evaluated by x-ray areitron scattering studies. Information
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on local bonding in silica have been made availdbteugh EXAFS, NMR and ESR

techniques. The vibrational spectra of silica can Ibfrared, neutron and Raman
scattering studies. In recent times molecular dyosnand reverse Monte Carlo
simulation techniques have served to refine theultesobtained by traditional

experimental techniques and thus measure the lmmgthis and bond angle distributions
to a high level of accuracy [15].

Crystalline silica undergoes phase transitions franguartz to 3-quartz at
574.3C, then to hexagonal packed tridymite at ®b7and then toB3-cristobalite at
147C0C before finally melting at 172€. The common feature between all these
structures is the three dimensional framework @,3etrahedra which is found in glass
also. Silica glass is similar tB-cristobalite and H.P.tridymite w.r.t bonding, digns
position of the first diffraction peak leading avibrational spectrum and this leads to the
belief that they have a close structural relatigmsh the short length scales. These
similarities lead to the view of glass as beingnfed by rotational distortions and
displacements of un-deformed Si@trahedra of the abovementioned phases [15]. Some

of the Key structural features of vitreous silica given in table 2.

Density 2.2-2.4 glcc [16]

Bond lengthg17]

Si-O 1.62
Si-Si 3.10
0-0 2.64

Bond angle$17]

O-Si-O 109.6
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Si-O-Si 142.0

Table 1.2 : Structural properties of Vitreous silic
1.2.3 Vibrational spectrum of silica

The vibrational spectra of simulated silica sentesvalidate the dynamic
properties and the effectiveness of the potentis¢sl. Indeed, a static structural model is
a prerequisite for effectively evaluating the viovaal density of states. A central force
model [18] or a simple random network cluster ofl Bexd Dean [19]serves well to
explain the fundamental vibrational modes of amoyshsilica. There are three main
modes that are observed in the vibrational specwtisilica and the peaks around 400
cm™, 800 cni and 1150 cm correspond to the rocking, bending and stretchingles
of vibration of the bridging oxygen in Si-O-Si. Atddnal peaks at around 150-200 cm-1
are also seen and these are attributed to thelat®atemotions in bulk silica. The partial
frequency spectrum of silicon and oxygen, when icaned separately, show that the
oxygen atoms dominate contributions in the higlydency lines at ~1150 ¢hmand at
low frequency bands and significant contributionsdicon arises only around the 800-
900cm’ range.

A point of much interest with regards to the vimaal spectrum is the presence
of D1 and D2 peaks at ~500 cm-1 and 600 cm-1.0flggns of these peaks are not very
well understood and have been attributed to inhattefects (hence the assignment D1
and D2) and the presence of surfaces as theirsityan increased for porous glasses and
undensified silica gels [20] [21].

1.3 Water in confined spaces
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The interaction of water with solid surfaces and tfhanges in properties when
restrained by the presence of interfaces haactgtt a lot of attention of theoretical and
experimental studies in recent times. This is cwmad®e because in many common
natural situations water is found attached to lassate or contained in small voids of
porous materials - typical examples being watestramed in clays, zeolite cages, rocks
and sandstone, water interacting with the surfddsadogical macromolecules, proteins
and membranes. Many technological applications aswlve water in constrained
geometries like hydrophilic wafer bonding, interans between drugs and bio-
molecules, de-pollution, corrosion and catalysislss.

Surface Force Balance (SFB) experiments can be tasstlidy the properties of
confined and layered water. In these experimempiscally smooth mica surfaces interact
with each other through an interface of water betwthem. The motion of these mica
surfaces can be recorded using white light interfeatry and the normal and shear forces
exerted between the two surfaces can be measurednsytive springs attached to the
surfaces. Thus the shear viscosity, which indic#tiesfluidity of the confined water is
studied [22]. Such studies have indicated thatinedfwater retains its fluidity even at
confinement to sub nanometer levels.

In studying solutions of water, solvation dynamreders to the rate at which
solvent molecules (in this case —water) arrangensieéves around a solute molecule.
Water is considered a universal solvent becausé the range of solutes that it can
accommodate and its fast solvation dynamics. THisckis attributed to the low
frequency modes of vibration caused by the hydrdgermded network. Confinement of

water results in an additional slow component gnaacond mode) in the solvation
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dynamics of water besides the usual sub picoseawmdk. This effect is important in
biological systems where interaction of water moles confined in proteins and in
micelles [23] . In the above work, the solvatiomdsnics of water confined in reverse
micelles was studied and the emergence of the stomponent is attributed in part to the
disruption of the hydrogen bonded network.

Neutron scattering studies and Nuclear MagnetioRasce (NMR) can also be
used to characterize nano-confined water. NMR studre done on elements that have a
net spin on the nucleus by applying an externalmatg field and recording the splitting
of the spin energies of the nuclei in responseh® eéxternal field. The extent of
distribution of the nucleons in the split energydks is a function of the structure of the
nucleons and thus this method allows us to probetistic structure of materials.

The common NMR techniques used for charactedmatf water/ice systems in
confined geometries are listed in [24] and inclnggasurement of changes in frequency
spectra, changes in spin-lattice or spin-spin @dlan times, measurement of the
translational diffusion coefficient or direct meesment of the magnetization transfer as
a function of time.

Though there are several experimental techniquasgalle for studying water in
confined spaces, difficulties in probing the nawooHted water-substrate interface by
experimental methods necessitates the use of catigmal simulations to study the
interactions.

1.3.1 Water and nanoporous glasses.
One of the main considerations in all the wateeyiisice studies is the affinity of

the substrate to water. Weakly attractive and resctive surfaces are classified as
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hydrophobic surfaces. A drying transition is expécto be formed at a hydrophobic
interface and the phase transition behavior is fremtito produce co-existence curves of
lower liquid density [25]. Computational studies lofdrophobic hydrations shows that
the dipole vector of most of the bulk water molecliés parallel to the interface and the
dipole vectors of the molecules at the interface @erpendicular to the interface[26].
Other experimental and theoretical studies havevshbat the presence of an interface
may induce earlier freezing [27]. The freezing alidification behavior has been

attributed to the loss of degrees of freedom Besicleanges in the static structures,
changes in vibrational density of states has atemlmbserved in hydrophobic substrates.

The other type of substrate commonly encounteredeihydrophilic or reactive
substrate. Silica forms a typical hydrophilic siog and the reacts with the water to form
silanols. The reactivity of silica with water is lwdocumented and finds applications in a
variety of fields. Fourier Transformed Infrared Spescopy studies of properties of
water in zeolite cages which is a has demonstrdtedshift in frequency spectrum of
water to lower frequencies in both coordinated omi of molecules and in the
fundamental OH stretching modes [28].

Another interesting result that has been obsersdigel late onset of crystallization
when water is confined in silica or clay membrameslamellar confinement. This
peculiarity can thus be used to super-cool watendch below its normal crystallization
temperatures for studying the glass transition émgility [28]. Fragility here is
dependent on the viscosity and relaxation timeofathg an Arrhenius behavior with
change in temperature. This can thus be used tcaitedthe glass transition temperature.

It is to be noted that the viscosity of water undech confinements is still below the
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liquid viscosity and hence the film is to be cléssi as glassy water or supercooled
liquid. The above mentioned investigation into tflass transition revealed that glass
transition in super-cooled water is in the 160-18ft4ige or 136K depending on
interpretation of the results.

Studies with hydrated mesoporous silica structwesvarious pore size and
geometries by Liu et al. [29] confirm the slowin§ lwoth translational and rotational
dynamics of the confined water and this effectnbamced by lowering the temperature.
The change is not strongly influenced by the poogahology.

Neutron diffraction studies by Bruni et al. [30]shahown the contrast between
the structures of bulk water and interface watdre Btudy also served to explain the
effect of Vycor™-water correlation interfering witthe neutron scattering data.
Furthermore, proper interpretation of data of rmutscattering for Vycor™-water
interactions should include, the excluded volumi&eat$ to account for regions in
Vycor™ where water is not allowed [31].

By measuring the static permittivity of a systemaatter in Vycor™ glass at high
temperatures, Heijima and Yao [32] experimentalyedmined that the boiling point of
the confined water is increased to about 15K abtsvbulk boiling point. However, the
enthalpy of vaporization is still close to thatkaflk water. This large increase in boiling
point is also attributed to the reactivity of watath silica. The same studies also noted
the suppression of the critical temperature to 623

A summary of results obtained by neutron scatteaimd) NMR studies is listed by

Webber and Dore [24] and include :
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1) Depression in crystallization temperature dependimgore geometries. The
crystallization is noted to appear in the bulk ghaad not that the surface of
the substrate.

2) Lowering of the frequency spectrum with respedtutk water.

3) Enhanced hydrogen bonding with reduction in tenpeea

4) Formation of defective forms of cubic ice in porvgth diameters greater than
30nm.

5) Hysteresis in ice nucleation and melting.

The above work however, lists increased diffusiames and increased mobility at
the interface in pores compared to ice. In genetrak recognized that the diffusion
coefficient is lower in the confined ambience ampared to the bulk. The above study
was a review of water confined in mesoporous silica

A review paper of confinement studies of many edéht materials by
Christianson [33] also lists the formation of cube in water confined to mesoporous
glasses.

Aided by experimental methods and molecular dynamimulations, studies by
Gallo, Ricci et al. [34] [35]have shown the effeetmess of MD simulations in the study
of water confined in Vycor™ glass. The study dentated the change in static structure
in that the water layers closer to and in contaith ithe Vycor™ surface form lesser
hydrogen bonds and are not tetrahedrally coordinated this is offered as the
explanation for the lowering of crystallization tperature as hydrogen bond formation is
required for the structure of all crystalline foriwisice. A later study by the same group

[35] with the aid of molecular dynamics simulaticso demonstrated the formation of
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high density layers of water close to the glas$aserwhich have a structure different
from the almost bulk-like water that is presenttar away from the hydrophilic surface.
The water away from the wall did, however diffeorfr bulk water in that it resembled
ambient water only when cooled to 270K thus denratiag a 28K under cooling.

Computational studies of water interacting adjacéot hydrophobic and
hydrophilic surfaces have been conducted earli@}. [& these studies, the hydrophobic
surfaces were modeled either by a flat surfaceamraigated surface that interacted with
the molecular water model through a Lennard-Jogpe tnteraction. The hydrophilic
surface was chosen to be silica but there was meatdnteraction between the silica and
the water molecules. Instead, a hydrated silicdfasar was formed by attaching
hydrogens to the non bonded surface oxygens ofsiiea and the interaction was
studied. The results of these studies indicated hHigler propensity of the water
molecules near the surface to form hydrogen bonts tiwe surface silanols rather than
with other bulk water molecules. This resulted inhange in orientation and hence the
dipole of water molecules near the surface beiffgrént from the bulk.

Simulations of water-glass system with interactidavels resembling
physisorption have been studied by Puibasset aldnBg37]. In this case, the glass
substrate was assumed to be rigid and the wateecmles were non dissociable,
however, there has been a good agreement of thdasioms with thermodynamic and
structural results. This study was also able tatataei the intricate pore structures of
Vycor™ glass.

An important aspect that needs to be considereuater-glass interaction is the

dissociation of water to form silanols. The subistralso needs to be a reactive and
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should resemble the real oxygen terminating susfateeal glass. Computational studies
of water interacting with silica surfaces with emapis on silicon wafer bonding and
formation of siloxanes and silanols in gels hambaegestigated earlier by this group [38-
40]. These simulations used atomic water modelsrevitee water molecules were
capable of dissociation and reaction with the silsurface based on a fixed charge
Coulomb term and a short range interaction baseBMH potentials. Earlier results by
this group have indicated the relaxation of theaisurfaces by the presence of water and
the formation of siloxane bonds across a layer atewas would be the case in silicon
wafer bonding. The reaction between a water momolayd a silica surface has also
been studied and this indicates the clusteringaiEwmolecules on the free surface. The
explanation for this was that sites on the siliedexe that already have an attached water
molecule or a defect or a silanol are more reactiné at low concentration of water,
there sites accumulate the water molecules. Alsoenergy barrier for attachment of a
water molecule to a defective oxygen in silica acef is much higher than the energy
barrier for attachment of the water molecule toyarbxyl group or an other water
molecule.

From the literature survey, it was thus inferredttthere is a vast scope for
understanding of the interfacial phenomena withuse of computational studies with a
dissociable potential for water and a uniform diggicn of interactions across water and

silica and a water potential that is capable oftiag with a non rigid substrate.
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2. REVIEW OF COMPUTATIONAL METHODS

2.1 Varieties of techniques.

Computational techniques are very widely used endtudy of material systems
and are particularly useful in studying the molacand atomic behavior of materials
by classical treatment. There are a variety ofriegres available, most of them assuming
some form of additive, spherical interaction potdrietween the particles. The essential
aim of any of these computer experiments is toinkdaset of equilibrium positions and
velocities of a set of particles and determineghgsical properties of the system based
on these. The choice of the method depends onrtpeiies and mechanisms that need
to be studied and the limits of the compuer. Inegah the techniques can be classified as
static or dynamic. All of the methods are detailetiterature [41] [42] [43] [44] and here
a brief overview of some of them is presented withre details on Molecular Dynamics
techniques.

In static techniques, otherwise known as stocltaistthniques the equilibrium
atomic configurations are calculated based on tranal, lattice statistic or Monte Carlo
methods [45] [42].

In the variational technique, particles are movetividually to a new location of
zero force based on the constraints imposed thepthential equations. When done
iteratively for all the particles, the net resulvas the energetically most favorable
configuration for the system.

Monte Carlo techniques are pseudo-dynamic in thaerees of static atomic
configurations are obtained and the calculated gnt@s are obtained by averaging over

these configurations. This is called the Ensembézagge and is considered equivalent to
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the time average of properties. However, theseigorgtions are from random points in
the phase space and are not related by time. Aapiiitly function based on the Boltzman
factor of exp(-E/KT) is used as a weighing factor ¢alculating the ensemble average.

Thus the average of any property can be summetRis [
(A) = | ARW (R)dR 2.1

where

exp~U(R)/Kk;T)

| expCU(R) /k,T) 22

W(R) =

The above is a very crude description of the rafi®nbehind Monte Carlo
simulations and direct application of the abovehodtbecomes impractical due to the
computational load.

The Metropolis Algorithm is a very convenient Mont@arlo method for
conducting molecular simulations. In this methote tprobability of choosing a
configuration is based on the probability of existe of the configuration and hence, the
average does not need the weighing factor. Thasgaence of steps that can be used in
the method would be to select an atom, move dmfR to R+AR and calculate the
change in potential energy At) and accept the new move only if exd(/kgT) is less
than a system generated random number and if thenm@ve is not acceptable then
return the atom to its original position. Procegdinis way for all the atoms over several
configurations, one arrives at a set of quasi-dguilm configurations.

The other way of calculation of new positions isdxhon lattice statistics, where,
where the new positions are calcaulated simultasigoar atoms after minimizing the

energy of the system Accordingly, the atomic disptaents of a single lattice are
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converted into an infinite superlattice of non-naging primary lattices. The phonon
amplitudes of the initial primary lattice are ugedcalculate the realspace displacement
and hence the energy of the atoms in the primdty €éis results in a set of equilibrium
atomic configurations.

As can be easily inferred, since the ensemblesiledéd by the static methods are
not related by time, special methods like kinetiore Carlo methods have to be devised
to calculate the dynamic properties of the system.

2.2 Molecular dynamics.

The present work deals only with Molecular Dynansasulations and hence a
more detailed overview of the principles of molecudynamics follows.

The essential idea behind Molecular Dynamics iscatculate a set of atom
positions and velocities as it would move in a regdtem. The classical many body
system can be described by the many body Hamiloana the dynamics of the system
can be solved for using Newton’s laws of motionughthe Hamiltonian (total energy) of

a system of N particles can be written as [42] [44]

H=2,

where pand m are the momenta and mass of theparticle V(§) is the interaction

——+ Z U(f.,) 23

i= 12m

potential between particles i and j separated ldystance r. The forces acting on each

particle at a time t are obtained from

F(r) = —gU(f) 2.4

The temperature of the system at any time wouldiben by
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3Nk<Zm °) 2.4

Initially, a Gaussian distribution of velocitieseaassigned to a random ensemble of atoms
based on the desired temperature.

Then the particles are moved from their initial ifoas based on their velocities
as given below [45]:

Xi(t+At) = Xi(t)+ At v; 2.6

This results in a new set of position and velocibprdinates at a time At and

the velocities at the new position are given by:

Vi(t+At) = vi(t)+ At.F/m 2.7
and the procedure is repeated again by evaludtiedarces at the new positions. The
above mentioned scheme is a very simplistic viewhefprocess and there are various
algorithms for implementing the above procedureafsystem with N~1910*. Thus, one
ends up with a set of values for the positions amamenta of all the particles in the
system at different times.

One of the issues of these simulations is findinglarities between a simulated
system of N~1000 particles and a real system of {idrticles. In atomistic simulations
this is overcome by performing simulations with ipdic boundary conditions. This
means that the simulation box containing the Nigad is considered to be a repeating
unit with the periodicity equal to the dimensiontbé box. Thus an atom in the primary
box would feel the force from its neighbors in #mjacent box, but due to periodicity,

there is no need to calculate explicitly the posisi of the atoms in the non-primary
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boxes. This results in the properties of the sitedlaansemble resembling those of the
bulk [44] [41].
2.3 Statistical treatment of the results of MD simulatios :

Statistical thermodynamics allows us to evaluataesof the physical properties
of an ensemble obeying Boltzmann statistics. Tlobgility of finding the ensemble in a
given energy state E is proportional to expkd). The ensemble average of physical
properties of a system as given in equation 3d 3.2. In ergodic systems, the

ensemble average of any property is equivalerttadiine average as given by [42]:

(A)= m% | Ayt 2.8

Based on the above premise, the following equataams be used to define the

physical properties of interest.

Pressure is given as [44, 46] [47] [48]:
0 N
P = pel + 35 2 & OF) 2.9
i>j

wherep is the number density.
One also defines a partial distribution functiommeen two species of the system

from [44] [42] :

0. = (dn/dn /(4m2p) 210

where i is the number of particles of species b aroundrtgte of a.
This can be thought of as the average non-nornthprebability of encountering
an atom of species b at a distance of r from atickaiof species a. This can again be

averaged over all the species to give a radialridigton function g(r) which is
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proportional to the probability of encountering gogrticle in ensemble the at a radial

distance of r from any other particle. The disttibn functions are used to estimate the
structure of the material being studied. Most expental methods give only an indirect

measurement of the structure through x-ray androescattering by measurement of the
structure factor which is a Fourier transform o thstribution functions.

The self diffusion coefficient of the atoms in thestem is given by [44]:
_1 2
D—g([ﬁ(t)‘ﬁ(t’f D) 2.11

wheret greater than relaxation time for the system tvarat equilibrium. Equation 3.11
is based on the Einstein expression for transpafficient.

The velocity autocorrelation is calculated using]{4

<Zvi (to) v (to>>

<Zvi (to) TV, (t, + t)>
ut) =

where ¢ is an arbitrarily chosen starting time.
Fourier transform of the autocorrelation functisngives the frequency spectrum

as [49]:

D(w) = T Ut)explat)dt 2.13

0
where D¢v) is the intensity of vibration at frequenay
The fluctuation of the potential energy can be usegktimate the heat capacity at

constant volume by [43] [50]:

c = (@) k;T @ 3N2ka -
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The dipole moment is calculated based on the chamdegoosition of the atoms as
follows [43] [42]:
1 N n
D=2YYqr’ 215
N i=1 a=1

The indexa is over all the atoms in a particular molecule Hinitial
summation gives the dipole moment of a single mo&and the indekis over all the
molecules.

Thus, it can be seen that many properties of isteran be derived based on the
simulation results. A note of caution about siniolaresults at this point — Even though
simulations allow us to probe the experimentalcicessible systems and conditions, the
eventual aim of these simulations is to providéginisinto the micro - mechanisms in the
system being studied. Thus, even with significagreament between simulation results
and macroscopic properties, the molecular mechancsmld be vastly different in reality
and the agreement is based on one of the manybp®ssiutions.

A more detailed analysis of the programs and algms used for the simulations
and analysis is given in the next section.

2.4 Experimental set up and details of programs.

In this section, some experimental details of tiwecular dynamics procedure
are elaborated. Some of the important aspectseofutiictioning of the code are detailed
below.

2.4.1 Condition for energy conservation in MD simulations
The total energy of the system in an MD simulatisrgiven as the sum of its

kinetic and potential energies. When there is nange to the system conditions like
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pressure or temperature, real systems do not umdengnge in their total energy.

Imposing this condition on MD simulations we have :

2
H=K.E+P.E =Z(2p—‘m+ U(r,)) = constant

2., __0<,p’
SEH _O_EZ(Z_miJrU(ri»

:Zp—'m-{-ﬂﬁ/:o
2m &,

= Fih'/+%n'(=o 2.16

Thus, it is seen that the force being a derivativéhe potential (as indicated in
equation 2.4 and equation 2.16) is a sufficientddaon for energy conservation. In the
simulations, as will be apparent from future distoiss, the force is not a smooth
derivative of the potential. Also, the calculatiohhigher order derivatives of force and
actual movement of atoms is not exact and due neenigal approximations, equation 3.4
is not held true. Hence, energy is not conservedhen current simulations and the
criterion of energy conservation has not been t&califactor in determining the success
of the simulations.

2.4.2 Algorithm for force calculations

In all the following simulations, the Nordseick -e& fifth order predictor-
corrector algorithm was used to determine the mositand velocities of the atoms. A
tabular array of the forces and potentials areutaled and stored at the beginning of the
program at the initialization step. Then the moubrsutine moves the atoms by the

Nordseick Gear Algorithm [42] [41]. This involvesree steps —
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(i) the predictor step involving prediction of tpesition and its derivatives upto the fifth

order based on taylor expansion gf)r Thus,

¢ (1) =+ 900 gy 217
m dt™

defines the M derivative of the position{t). By Taylor expansion of all the derivatives,

we get :
[+ AL =1, (8) + 1, (1) + 1, (1) + 1, (1) + 1, (1) + 15(1) 2.18
r(t+ At) = 1,(t) + 21, (t) + 31,(t) + 4r, (t) + 5r,(t) 2.19
r(t + At) = 1, (t) + 3ry(t) + 61, (t) + 101, (t) 2.20
,(t+ At = r,(t) + 4r, (1) +10r,(1) 2.21
r,(t+At) =1, (t) + 5ry(t) 2.22
ro(t+At) = r,(1) 2.23

Thus, the general formula fog(t+At) is given by :

(G-mt 1A, 5

2.24
mMG-n-m)!n dt"

rm(t+At):5_Zr:n

n=0

(ii) error evaluation based on difference betwdenpredicted forces and actual forces at
the new positions. Once the derivatives are predjdhe forces on the atoms at the new
positions are read from the table created at thet sif the program and the new
accelerations are computed. The difference betwkenread acceleration and the
accelerations predicted by equation 5.5 is catkedetror signal and is used to correct the
positions and all its derivatives [45].

F

2" om

r

At —r,(t+At) 2.25
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(i) the corrector step where the correctionsie-¢rror signal multiplied by constants are
added to the new position and derivatives resulting
r-(t+At)=r (t+At)+C ¢, 2.26

The correction constantsyCare chosen so as to minimize the net error. The
values used for the fifth order Nordseick Gear Ailgoon are [45]G=3/20 ; G=251/360 ;
C,=1; G=11/18; G=1/6 and G=1/60.

2.4.2 System specifics.

In all the simulations for this work, a sphericaltaff was used with the cutoff
radius of cutoff being 10A. Both, NVE (constant Mplume and Energy) and NPT
(Constant N, Pressure and Temperature) ensembles wused in the simulations
depending on the quantities being measured. The ¢fgensemble used has also been

mentioned in the sections discussing the results.
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3.DEVELOPMENT OF POTENTIALS

Pairwise additive potential functions provide a yweronvenient method to
describe inter-particular interactions in molecudginamics simulations [44]. Though the
actual interaction between two atoms is much morapicated, the use of an additive
pair potential in conjunction with a three-bodynteis computationally convenient and
sufficiently accurate. A good potential equatiomd be amenable to reproduction of
different effects and at the same time have pammetimple enough to be easily
determined.

3.1 Formula for potential and interpretation of the terms.

The potentials used in the current work consighefelectrostatic part and a short
range nuclear part with a repulsive and disper@we. This is based on a pair potential
for rigit water developed by Guillot and Guissa8).[The pair interaction between two

atoms is written as :

Utot(rij ) = Uelectrostatic+ Urepulsive+ Udispersive 31
where
Unand) = 38+ Sert( )+ qq' erf( ) q'rq' ey 32
el’fC(rij 25)
Urep(rij) = A’ep__—r 3.3
(V2¢)
Udisp(rij) == 6 3.4

i
Most of the parameters in the above equation cagalsdy determined based on

ab-initio data or based on the structure of theewde. The electrostatic part consists of
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four terms which involve the direct point charggs) and diffuse charges {g) in all
the possible combination. The physical significant@aving both g and“qis to mimic
the effect of charge variation as a function otintolecular distance. Thus, an atom is

modeled as having a fixed charge g which decagsloover charge of q°gbased on the
variation parametef. Though, in the present work, a fixed value §as used for all the

systems, use of such a potential allows the coewesi of being able to model like
species over different phases and compounds. Ttaésdef the variation of the potential
with change in parameters is given in a later sactThe dispersion and repulsion terms
are short ranged and reduce to insignificant vayesbout 4.5A.

In contrast to the electrostatic terms with is presbetween all the interactions
because of non-zero g's for all atoms , the repuolsand dispersion terms act only
between specific species. While in some cases #ieypresent to mimic quantum
mechanical effects like thegGnd Aep in O-O interactions , in other cases they are
introduced as a convenience to fix certain molecopdaameters like the 4 andé; in O-

H interactions used to fix the OH distance.

This feature has also been exploited to depict @bdsnn molecular parameters
with change in physical conditions. While the exaature of the changes in parameters
can be determined accurately only by quantum mecalarmethods or ab-intio
calculations, in the present work the changes Haeen based on reproducing the
property at the changed conditions, while also iignd sensible physical interpretation.
Specifically, since the OH bond length is deterrdiby the parameter repulsion term in
OH interactions, the OH bond length was changed witanges the pressure and

temperature of liquid water.
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The determination of the parameters with changéemperature and pressure
were done on a trial and error basis for obtaitimegappropriate thermal expansion curve
for water at 298K and the equation of state betw8K and 298K and 1 atm and 8000
atm pressure. The changesénare specific only to water and not for silica. Ihs
reasonable in fact because of the liquid phaseatemis expected to undergo a larger
transformation in its thermodynamic phase rangetimeed as compared to silica which
is expected to be solid in the entire range.

However, in the mixed systems of water and silinajntaining charge neutrality
dictates that the g's and's are always at a constant ratio and hence, thegehterms
and¢ in silica also remain fixed in the above tempemtange. While silica could have
been simulated with different values for q arftl dnitially, the condition of charge
neutrality dictates that a constanshould be used for silica simulations at leasthi
case of silica-water systems. Thus, in the cursemulations, an oxygen from silica is
indistinguishable in terms of parameters from aygex in water.

Thus, as an example in a system of water and sfican be kept at a constant
value for the quenching steps of silica and atfi@rmdint constant value while interacting
with water. This allows for having different effae charges for a particular species
(which in the above case is oxygen) over diffeygmses. In the inhomogenous systems,
a simple method for evaluating the effective chargased on an ambience dependant
can be devised. Hence, in the above example, whkijgen atoms deeply embedded in
the silica would have the initial constant value égfan oxygen atom closer to the
water/silica interface would have a different vahased on its neighbors. Although this

method is not as simple as the one used in thempragork, it gives a greater accuracy by
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taking into account ambience effects while not luv extra calculations for charge
changes that usually result in a compromise incthraputational time that is generally
found in other electronegativity equalization meth@s1] [52].

Table 3.1 gives the values of the parameters usethé different interactions at
298K. As discussed before, the valueofor the OH interaction is dependant on the

temperature and pressure and the equation detegnihis dependency is given below

table 3.1.
&inA Arepin J Gin J/in?
0.2001 2.283x1¢° -
OH
00 0.6100 4.25x10’ 4.226x10°
HH - - -
SiO 0.3730 2.67x10° 7.00x10"
SiSi 0.640 7.00x10’ -
SiH 0.350 5.00x10° 3.80x10™

Table 3.1 : Values of parameters used at 298K at pressure.
To calculate the parametg&ton the method adopted was as follows:
) Perform NPT simulations of water at a given tempgeaand 1 atm
pressure with different values &fon and select thé,.oy that gives the
right value for density (a difference of a maximwh0.2% from the

experimental value) as appropriate for that tentpega
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1)) Obtain &.on vs P plots for different fixed temperatures andhber

pressures thus obtaining a se€OH vs P equations as shown in fig 3.1.
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xir(P,323) = -2.086287E-16P° + 2.503544E-12P? - 1.417966E-08P + 2.006700E-01

xir(P,348) = -2.092542E-16P> + 5.011051E-12P? - 4.420719E-08P + 2.011000E-01

xir(P,373) = -1.462486E-15P> + 2.754983E-11P? - 1.993494E-07P + 2.016002E-01

Fig 3.1 — Plot of xr-OH vs P for 5 different tematnmres showing the displayed
equations. The lighter dots indicate higher temjpeea Note that there is no
variation in xr with P at a temperature of 298K dnid is reflected in the equation
also.

1) Plot the coefficients of xr-OH vs P as a functidrtemperature to obtain
the final equation fo€.on(T,P).

Thus, the variation df; with T and P for water is given by the followinguation.

m=5n=3

ENTPY= D AT P 35

m=0,n=0

where the matrix A, has value as given table 3.2 :
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Table 3.2a: The A-matrix of equation 12 columns&¢A(:,2)

0.655726502 -1.04442689x10 8.31892416x10
3.403472x1¢ -3.986929x16 1.742261x18
-4.057853x1¢ 4.677537x18° -2.007873x19?
1.657262x102 -1.838785x103* 7.549619x108’
Table 3.2b: The A-matrix of equation 12 columns,3): A(:,6)
-3.07929142x10 5.44770929x16° -3.73609493x16%°
-3.364186x10* 2.419996x13* 0

3.800411x10° -2.672717x10° 0

-1.355453x10° 8.939302x16° 0

The values obtained fofigfrom the above equations were rounded off to fhe 5
decimal place and the g's anfisgfor oxygen and silicon were calculated as migspof
o°y and are given in table 3.3. The fixed charge gdospecies is exactly twice the
negative of diffuse charge and the multiplying éador different species is equal to the
valence state of the species. The constant rat® maintained so as to preserve the
charge neutrality of the system. The dependancg @f temperature was chosen such
that the charge decrease by less than 2% oveatiye rof temperature where water is in
liquid state at 1 atm pressure.

The value of, was fixed at 24A for all the pairs. As will be stroin section 3.4,
this was partially based on the fact that the pakequations changed asymptotically
with increasing, and beyond=12A the change in the potential and force curvebthe
properties of the system was negligible in the spbéinfluence of radius 10A.

Table 3.3 : Charges on different species at 298K tlee electronic charge and is equal to

1.6x10'° C.
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a/e(=-2xdle) /e
Hv=1) 0.452 -0.113
O(v=-2) 20.904 0.226
Si(v=4) 1.808 20.452

The potentials and forces for the interacting sgeeire plotted in figure 3.1(a) and (b).
As can be seen, the presence of the dispersivter@ in O-O interactions results in a
sharp fall in the O-O potential and force at lowamtion distances, but the barrier of the
Oxygens to get so close as to become attractiveoi® than 20 times the equilibrium

energy and it is unlikely that the oxygens will bete repulsive at short distances.

-0.2 T T T T
0.0 2.0 4.0 &.0 2.0 i0.0

Distance of separation

(@)
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(b)

Fig 3.2 (a) and (b) showing the variation of interaic potential and forces as a function

of the distance of separation.

Note that all the potentials and forces approadio z¢ r->Rc (=10A). This is
because of the Wolf summation and the erfc terns Wil be discussed in section 3.2.

Another feature that has been incorporated, butusetl in the potential is the
calculation of potential based on reduced radiuewatseparations. In this method, r is
substituted by 1A% thereby allowing the potential to taper off at kheeparations
while remaining unaffected at higher distancesis Tt generally used in like species

interactions and allows the species to get clostirowt increasing the pressure.
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3.2 Long range electrostatic terms.

The electrostatic terms in the potential functisa bong range interactions and
have non-zero values even ai Rlowever, it will be computationally expensive and
impractical to evaluate the electrostatic energy fmmces by summing interactions over
all the atoms. Hence, spherical truncation of tiecteostatic terms after careful
manipulation is required for evaluation of theseeés and potentials.

3.2.1 Wolf summations

Thus, to evaluate the potential energy and caleuthe forces, the method
formulated by Wolf [53] was used which was a maudifion to the Ewald method of
accounting for long range summations.

In the case of a simple fixed charge system, oaeh goint charge, a Gaussian
charge distribution with a half width @f, whose total charge density is equal to the point
charge but of opposite sign of the point chargauerimposed. Another set of Gaussian
charges with charges of opposite sign to the pteshosuperimposed distributions is
introduced for neutralizing the first componentu$ithe total potential is split into two

components as given by

uy(r) :Zﬁ—%erf(/%)

—UY(r) = qul rfc(lLB)

i<j

3.6

and

U(r) = qu' rf(— 3.7
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The total energy (Yr) +U?(r)) is thus subdivided and the value biis chosen
such that there is a rapid convergence Yf)uwith increasing r. In Ewald summations,
U(r) is Fourier transformed and is evaluated ac#recal space component of the total
energy. However, with a judicious choiceffU?(r) becomes a small correction td U

and is equivalent to the self term given by :

erfc(R/
use’ = ﬂ Zq, 3.8

where R is the radius of truncation.

Evidently, the self term is independent of the atise of separation and being a
constant does not appear in the force equations.

In disordered systems, one also has to include ekgression for charge
neutralization ") which is the limit of 3.10 at r approacheg[53].

A similar analogy can be made for all the elecatistterms in the potential
equation described in eq. 3.2. Thus the final 8gndor the electrostatic terms to be

used in the simulations is given by :

U™(r;) =U(r,) —uNer=u s, 3.9
where
qq,+q.q,erf( )+qq,ef( )
us(r,) = ;q V2 V2 xerfc(%) 3.10
' ’erf( J{ )
and

U= lim [U(ry)) 3.11

i =Re
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The above equations, thus explain the handling oofg | range electrostatic
interactions. It is to be noted that while the damues for force which are obtained by
differentiating the above equations with respectrifodo not contain us | the
neutralization term does appear to allow the fotodse zero at r=R

The applicability of the above equations was vaédaMa and Garofalini [54],
and also by studying the stability induced by thewe equations in water. The following
plots of the average potential energy of a systén648 stabilized water molecules
indicate the stability of the potentials with eqoat3.14. The stability of the potential
energy when the Wolf correction is applied andl#ok of stability when using equation
3.2 without long range electrostatic correctionshewn in figures 3.3. These energies
were caculated for a system of 50Ax50Ax50A of siliglass run for 50fs (50 MD

moves).

-100 -

—&—\With Wolf correction
=~ \Without Wolf correction

-150 -

-200 -

-250 R R /:

7 \/ '
-300 -

-350

Fig 3.3 Show the change in potential energy ofstystem with time with different £.
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3.3 Charge calculation.

In general, charges on atoms are calculated basethe derivatives of the
potential around the atomisg., by considering the potential of an electron threo unit
charges around a given atom. However, in the ptegerk, the potentials are themselves
based on the charges on the atoms and have notdeéieed for the case of a single
electron. Hence, in the present case, the chargedetermined according to the reaction
between atoms of like species. Thus, consideratibrMaxwell’'s equation on the
integration of flux over an enclosed volume is usedlefine charges. Accordingly, to
evaluate the charges on hydrogen, we take theneestaf a central hydrogen atom and

evaluate the charge due to the presence of anoyldengen at a distance r.

PEmA=9 3.12
£0

WhereE is the electric field intensity through the aréangentdA of a spherical
enclosure (at a distance r from the charge beingsidered),sy is the permittivity
constant and q is the charge on either of the lggire. The electric field intensity itself
is defined as the force per unit charge felt bysbeond hydrogen because of the central

hydrogen and can be written as F/q. Thus,

LPFmA=19. 3.13
q &o

The forces are in the radial direction and intagmbver the spherical volume

gives us the the coulomb law expression:

e

2
41, 1 3.14

= q=1/4n£0r2‘|3‘
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The charges between two hydrogens evaluated byIBgi8 plotted as a function
of the separation in Fig 3.4. Charges can alsovhkiated based on the potential energy
as a function of distance and it would be equiviaieriq. 3.14 only in the particular case
where |F| = |U|/r. As can be seen from Eq.3.1@henpresent case, the forces cannot be
obtained from the potential by the above methodatte the charges calculated based
on potentials and forces would be different frorareather. In the present work, charges
calculated based on the force equation is congiderere authentic because, the atom
positions and dynamics are determined by the foacesdo not depend directly on the

potential energies.

0.8 4

0.6 1

0.4 4

0.2 4

-0.2 4

-0.4

-0.6 1

-0.8 4

Distance of Separation in Angstroms

== Charge on H

===Charge on O

Fig 3.4 Charges as a function of distance of séjpargalculated according to equation

3.14. The oxygen charges are exact double and imegait the hydrogen charge and
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charges on any other species are obtained basedl@mcy of the species. As a further
example charge on Si with a valency of +4 is 4 sirtiee charge on Hydrogen.

The presence of a charge profile instead of a figenht charge, is one of the
important benefits of using the diffuse charge ®imconjunction with the Wolf term.
Modeling of charge variation and charge transfemwiecular dynamics is usually done
by setting up a separate set of equations noteithi& regular equations used for solving
position and velocities but involving charges arfattitious charge masses. [51-53].
While these methods are effective in reproducimgcstire and properties , the extra set
of equations for charge transfer calculations coreswonsiderable computational time.
This is even more so because in certain simulaiioraving charge transfer, the charge
transfer equations are solved many more times\eryestep of positional equations to
attain reasonable results[55]. Having charge aofith an effective pair potential results
in the convenience of presenting charge transférsowt consuming computational time
because in such a situation case the charge trapsigations are coupled to the
position/velocity equations and changes in integoolar distances can be viewed as
being caused by the change in charges.

The charges as seen in Fig. 3.4 are exactly zarRat This is because of the use
of the Wolf sum for long range electrostatic forc&s mentioned in section 3.2, Ewald
summation technique is the other method of accogritr long range interactions. If the
Ewald method is used, the reciprocal space terrth@ftotal potential energy is also
summed up explicitly in calculation of the forcese-equation 3.7 is Fourier transformed
to evaluate &(k). The implication of using the Ewald sum in tttearges is that the net

charges do not go to zero and instead, they stakili a value of gfq The curvature and
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the start of descent of the charges from q is dégenon¢ in both Ewald summations
and Wolf summations. However, in case of Wolf surtiom the charge profile
approaches the above figure asymptotically withrdasingg and the above profile is
closest to a value &~ 2.15 A when used with the Ewald sum. (Fig 3.4).

In using the Wolf summations, the effect of chatgensfers have also to be
viewed from the perspective that these equatiomdyim steady decrease in the effective
charges with increasing intermolecular distancexgdained above. This is however not
a major concern in modeling of small molecules hikater because a majority of the
charge transfer occurs usually between first neaghland within the molecule and the
agreement between the Ewald and Wolf charge psofide reasonable till the first

intermolecular distance of 2.8A. (Fig 3.4)
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Fig 3.5 The charge as a function of separatiorade# — Comparision using Wolf sum
and Ewald sum shows that the charges are closectoaher till 3A.
3.4 Three body potentials.
3.4.1 Need for three body terms

From the expression for the pair potential it ipayent that the force between two
hydrogen atoms is always repulsive. While this f@ycceptable in molecular structures
with high level of tetrahedral symmetry like metkaor silica, in case of water molecule
it would result in the HOH angle settling closeli®(. To prevent this, we introduce a
three body potential.

The threebody potential used in the present isxddfby [56]:
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Aexp{ Yy + Y }X(cosﬁ—cosﬁc)zforrl,r2<rC
U,(r,r,,60) = n=r. r,—r,

0 forp,r, >r,
3.19
where,  and p are the distance between the oxygen and the hgdsofy and 2 ané is

the HOH angle (Fig 3.6%. is fixed angle parameter of “target angle” , radhs range

over which the three body forces act andndy are parameters with units of energy and

distance

O

ri

O

Fig 3.6 definitions of x;r, and®.

This type of threebody forces have been succégsfsied to regulate angles in
previous simulations of silica and other heterogesmystems by this group[38-40].
3.4.2 Action of three body forces.

The nature of the three-body potential is such ithatcreases the energy of the
molecule with deviation of the subtended angle fitva target value. The value of the
energy parameter | is chosen to be such that tlee thody potential is a very small
fraction of the total energy. The forces are calted as a derivative of the above

potential and are split into a radial componennhglthe direction of ;rand g and a non
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radial component that brings the 2 hydrogens cloBee change in the potential energy
of the molecule as a function of the subtendedeaisggiven in fig 3.7.
3.4.3 Modifications to the target angle.

The threebody forces act in addition to the alreexdgting pair forces. The target
angle defines the angle of minimum potential ifyothle threebody force were acting or if
the pair potential was unchanging in the regiontaofet angle. However, since the pair

potential increases with the angle of minimum poté&troccurs at a value higher th8g

2.10E-12 ~
2.00E-12 A
1.90E-12 -
1.80E-12 -
1.70E-12 -
1.60E-12 T T T )
100 105 110 115 120
HOH angle in degrees
—no 3-body forces —6=100 —06=104 — =109

as can be seen in figure 3.7 Effect of changingetaangle on the nature of the curves
and the rationale behind
introducing different values for the target angle.

Thus, if the target angle is maintained at 104,cWwhs the experimental value

observed in water, the minimum of the net poterdi@urs at around 112 This effect
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was pronounced in the case of single molecule wineréiOH angle settled at 1°1®ith

a target angle of 104In the case of bulk water, ambient forces resliltea lowering of
the angle to 109with the same target. While most of the simulaiose an angle of 199
and while angle values of 19409 are acceptable for simulation results, %L ¥2as
deemed unfit to be used for the molecule. Thuayget angle of 100was chosen as the
input parameter which allows the angle of minimunteptial to be at 1%nd results in

bulk water having an average angle of 104

Fig 3.8 shows the effect of varying and ¢ on the H-H potential. Though

decreasingy or increasing 4 produces the effect of making the angle of minimum

potential to be closer to the target value, usihgsé parameters to produce the
abovementioned effect results in the potential Wwelhg sharper which results in greater
change in forces with slight change in H-H distandéhis is an undesirable effect in that
it heats the system and also results in greataatiev in the energy of the system after

equilibriation.
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Fig 3.8 (a) (in previous page)
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Fig 3.8 a and b - Effect gfand ¢ on the HH potentials. The energies in figuresehd

3.8 are compared relative to the HH pair potemtidthout the 3body forces. The brown

curve in fig 3.8(a) and orange curve in 3.8 (I8 thre curves used in the simulation and

the rest of the curves are for demonstrating tifiecebf varying the 3 body parameters.

Similar plot can also be made for energy variatiera function of H-H distance however,

plotting the threebody potential as a functionted aingle gives a better perspective. The

OH distances were kept at a constant value of 0f@7 All cases.

3.5 Change in molecular structure with modificationof parameters .

In the present work, as detailed above, &hgnusome parameter of the water

potential was modified and made to vary dependingambient conditions. These
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modifications lead to changes in the structure had tvater molecule. A correlation
between the changes in the molecule and the pagesneteds to understood before the
effect can be utilized to get appropriate propsrfe bulk water. The most important
parameter change that was affected was changingrvahee of §.on in water with
temperature and pressure as given in equation® 3. The change in the structure of
water molecule due to this parameter change camberstood based on fig.3.8 where
the pair equilibrium OH distance, which is the digte at which the pair forces between
oxygen and hydrogen equals zero, has been pladtedf@nction ok, oy. The actual OH
distance depends not only on this theoretical vhlutealso on the three body forces and

the HH repulsions.
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Fig 3.9 : Plot of variation of theoretical OH dist& based on pair forces with change in
the potential parametér. These distances were calculated by plotting lo&itQH forces
for different values of parametefsand interpolating the forces to zero.

While experimental value for the OH distance in thegle water molecule is
around 0.948A and about 0.967A for bulk water, ¢jvag the value ofr allows us to
adjust this distance in the simulation from 0.94Aaround 1A. The effect of changing
the OH distance manifests as change in the lonattste and since the density of bulk
water is dependant on the local short range streictucorresponding change in the bulk
density of water is also expected.

More details about the correlation between the loleliksity / structure and tlée

parameter will be demonstrated in a later chapter.
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4. SUMMARY OF APPENDED MANUSCRIPTS

This chapter contains the summaries of the appemdaduscripts. The first
manuscript is already published in journal of phgkichemistry and this contains all the
results pertaining to using the potential for depéetg water. It also contains the results
that we obtained in the simulations of water anchesaletails of how the potential was
trained to simulate the properties of water. Theoed paper contains results of how the
water model was used to study the interaction betwsslica surface and water vapor.
Some of the observed mechanisms are also presasitegbults in this paper. The third
paper contains the results of structural and difuel properties of water confined
between two slabs of silica separated by ~3nm.

4.1 Manuscript I: “Dissociative Water Potential for Molecular Dynamics
Simulations”

In this publication we discuss the developmenthefpotential and its application
in building the model of water. The results presdnshow the structure, vibrational
spectrum, diffusion coefficients, coefficient oktmal expansion of the simulated water
are very close to experimental results for water.ilportant reason for the coefficient
of thermal expansion being accurate is that thamateré, oy is varied as a function of
temperature and pressure. As is indicated in tipempa strong correlation betwe&tpy
and the structure and OH distance is observeddisailed in fig 4.1(a) and (b). However,
even though the OH distance is increases, the dindistance is observed to reduce as
indicated in fig 4.2. Thus, although theon parameter decreases the density of the single
molecule by making it larger, the overall effectoise of increasing the density of bulk

water by bringing the water molecules closer. Adowly, when the OH distance is
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increased with temperature, the net effect isth@atensity of bulk water does not fall as

rapidly as it would with a constant OH distance.

E, = 0.2050

£ =0.2030
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Fig 4.1(a) — Variation in the structure of wateras$unction of thef.oq parameter as
indicated by the O-O pair distribution function.

1.03
——0H first peak - Bulk

1.02 | —®OH first peak - Single Molecule

DISTANCE (A)
(=] o -
w w (=]
[+-] w (=]

(=]
w
]

0.96

0.95
0.196 0.198 0.2 0.202 0.204 0.206

Er (A)

Fig 4.1(b) — Variation in the OH distance of they parameter
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Relative Change in Distances in water dimer with change in xir-OH
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Fig 4.2 — Relative variation in distances betwedfer@nt species and the energy as a
function of

the ..o parameter. All the distances and energies are adarea w.r.t to their values at
&01=0.1970A.

The reproduction of the coefficient of thermal arpion is an important feature
of this model as not many of the other models afewhave reproduced the CTE to this
level of accuracy. The variation of the densityha&t given temperature from experimental
values is a maximum of 0.2% in the current model.

This paper also demonstrates the ability of thisewtd dissociate in the presence
of a hydronium. Normal bulk water was not obseri@dissociate and hence hydronium
ion was introduced by placing an extra hydrogemattose to a central water molecule
in a cube. The complexes that were formed due doptiesence of the hydronium was
presented through snapshots of the graphics anthéthanisms of hydronium transfer
were also investigated based on the distance betgecies during the transfer of the

extra hydrogen.
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4.2 Manuscript II: “Molecular Dynamics Simulation of Water Adsoprtion onto
Silica Surfaces Using a Dissociative Water Potentia

This manuscript, gives the results of the studintdraction between water vapor
and silica surface thus validating the use of tle¢emtial for studying silica-water
interaction. Some of the observed mechanisms afallformation have been reported in
this manuscript and density profiles as a functbdistance perpendicular to the surface
indicate penetration of molecular water upto 8Aokethe surface besides the formation
of sub-surface silanols.

Formation of hydronium was also observed at thitasa of the glass and some
of the mechanisms of the role played by the hydnmsi in the formation of silanols and
in the transport of protons at the surface is alsmwn graphically in this manuscript. The
onset of diffusion of water molecules into openrotgls in the glass surface was also
seen and is shown as a series of snapshots.

It was also observed that the adsorption of waitéhe surface led to saturation of
the dangling surface oxygens by formation of silanand the saturation of under
coordinated silicons at the surface again by then&bion of silanols. Adsorbed water
molecules were also observed at the surface bsé there few in number as can be seen
in the concentration profile of various species.cérelation between the number of
remaining water molecules and the number of sikneés observed and is shown
graphically in the manuscript.

Many of these mechanisms of silanol formationhe presence of surface water

has been observed through ab-initio studies andc@Wkulations and that a model based
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on simple pair potentials can reproduce these nmesimg indicate the effectiveness of

the model in studying these interactions.

4.3 Manuscript IlI: “Water confined in Silica Nano layers: A Molecular Dynamics
Study”

This paper details the structural changes in cexdfiwater. The computational set
up in this case was to insert a 6.4nm x 6.4nm rrf.2lab of water between two slabs of
vitreous silica. This set up was simulated at sedifierent temperatures for about 10ps
each. The density profiles of the water was obsEteeindicated penetration of water
into the silica slabs upto about 1nm deep. Theedifice between the structure of water
in the interior of the 3nm film and at the intedaclearly indicates that the water at the
interior is closer to bulk water and the interfd@ad penetrated water have a structure
that is closer to high pressure water in the fmstghbor level and closer to high
temperature water beyond 4.5A which indicates tivenition of high density clusters
under confinement. The structural changes in cedfirwater are consistent with
experimentally observed shoulder formation in th® Qair distribution function. The
diffusion coefficient of the confined water is alsalers of magnitude lower than that of
bulk water, which has also been observed experatignt

As a consequence of the changes in structure, gre aiso able to observe a
higher expansion coefficient of the confined wadesr given in fig. 4.4. The volume
changes of glass was much less as can be seengnagph and thus bears no contribution
to the higher expansion of water. This higher espanbehavior has also been observed

in experiments of water in confined geometriesustthe current model for analysis has
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consistently produced results comparable to exgarirand has been used to explain the

structure and phase behavior of confined water.

Sp.Volumes vs Temperature
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Figure 4.4 : Plot of the specific volume of confin@ater as a function of as compared to
that of bulk water. The expansion of the confingigss is also indicated by the dotted
line, showing that the volume expansion of glasgeis/ low compared to that of water

and it can thus have no contribution to the overladinge in volume.
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5. SUGGESTIONS FOR FUTURE RESEARCH

In this current thesis, molecular dynamic simulatimethods were used to
develop a model for dissociable water that coulcliestely reproduce the experimental
physical quantities over a wide range of tempeest@and pressures and this model was
used to study the interaction between vitreougaifind water vapor and subsequently
was also used to study the changes in structuveatdr when confined by nano slabs of
vitreous silica. Based on the results there arepwmary directions that future research
can take.

The first would be to improve the potential functito include parameters for
many other species like alkalis and alkaline eantiterials. The modus operandi for
obtaining parameters for other species would beatrg replicate the structure and
vibrational spectrum of the oxides of the spediesexplained in the section on potential,
the Aep and &, parameters can be used to fix the first neighbstadce and also the
primary stretch mode (which is determined by tlopslof F vs r Curve at the interaction
distance. As an extension of the methods in dewajoparameters for different species,
further refinement of the potential can be done dhanging the to simulate
heterogenous structures with same materials. Fampbe, in the current simulations,
changing the thé value in silica would have produced different noeth of interaction
between water oxygen and silica oxygen. Such methwah be especially useful in
simulating interaction between ionic and covalemttenials where can be varied as a
function of the interacting neighbors. While usuhifferent¢ values would have resulted
in many interesting interactions, it would alsoagnionger computational times because

of the treatment of species of differénas a separate species. However, with the advent
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of faster processors and computational times, thdsBculties can be easily
circumvented.

Another direction for future research would be tplere the effect of the
geometry of the confining environment and on threcttire and dynamics of water as
well as studying the interaction. Studies in thi®ction do exist in literature, however
none of these studies use a dissociable modeldtarvand hence, using the above model
would provide fruitful insights in understandingthehavior of water under confinement.

Needless to express, a combining both the abowanmes prospects would also
fetch interesting results and can find applicatiorthe fields of transport and diffusion
behavior of ions in aqueous confined media andsacrmoedia of different ionic nature,
precipitation of minerals in biological media anonslation of metals and organic

materials.
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Dissociative water potential for molecular dynamicsimulations
T. S. Mahadevan and S. H. Garofalini
Interfacial Molecular Science Laboratory
Department of Materials Science and Engineering
Rutgers University

Piscataway, NJ, 08855

Abstract :

A new interatomic potential for dissociative wateas developed for use in molecular
dynamics simulations. The simulations use a mutbpotential, with both pair and
three body terms, and the Wolf summation method tfer long range Coulomb
interactions. A major feature in the potential e tchange in the short-range O-H
repulsive interaction as a function of temperatame/or pressure in order to reproduce
the density-temperature curve between 273K and 3at3Katm, as well as high pressure
data at various temperatures. Using only the ohaimgthis one parameter, the
simulations also reproduce room temperature prgsedf water, such as structure,
cohesive energy, diffusion constant, and vibratiepactrum, as well as the liquid-vapor
coexistence curve. Although the water moleculesldcalissociate, no dissociation is
observed at room temperature. However, behavidhehydronium ion was studied by
introduction of an extra Hinto a cluster of water molecules. Both Eigen @uhdel
configurations, as well as more complex configaradi are observed in the migration of
the hydronium.

Introduction :
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Simulation and understanding of water has beenngpoing issue for over three decades
and its importance cannot be overstated. While nveater potentials exist® most are
non-dissociating, being either rigid, or at mosiible. Because of the large number of
papers regarding simulations of water, the readereferred to a couple of excellent
reviews currently availabt®?® In general, the properties of water can be esecsairly
accurately over a narrow range of temperaturespaesisures. One major problem has
been the failure of these potentials to reprodbeedensity versus temperature curve over
the liquid state range from 273K to 378KEven in cases where the temperature of
maximum density is well reproduced, the potentddten fail at reproducing the rest of
the density-temperature cuffe Since our major interest is in the behavior oftera
interacting with silica and silica pores and thenaistic evaluation of the anomalous
expansion of confined water, the exact reproductidnthe bulk liquid expansion
becomes paramount. A new non-dissociative watererpiad recently developed
reproduces the molecular state, liquid water, dral liquid-vapor co-existence curve
extremely weff'. However, we also want to include the dissociatibrwater onto the
silica surface, similar to earlier simulations cdter on silic&, but with a more accurate
water potential. Other dissociative water poteatetist, but are similarly not sufficiently
accurate with respect to the liquid equation ofeSstd® To obtain a more appropriate
water potential, we modified the rigid water potahtieveloped by Guillot and Guissani
(GG) ** so that it more accurately reproduced the featofésilk water, but also allowed
for dissociation.

Dissociation also allows for the study of the hyduon ion, although the quantum nature

of the proton makes a classical approach only aqmeatte. The hydronium ion has been
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previously modeled classicalfy with reasonable results. Two important structural
models for the hydronium ion in water are the Zuﬁa@omplex, HO,", with the HO"
ion H-bonded to a normal 4 molecule, and the Eige?ll complex, HO,", with the
HsO" ion H-bonded to 3 water molecules. Recent abeinitath integral simulations
showed that these two structure are limiting cagesore complex behavidt

We first describe the details of the potential tiot and modifications that were

required, followed by the properties of the simethtvater.

Computational Procedure:

The new dissociative water potential is a multibpdyential with both two-body
and three-body terms. The pair term is based onrithe water potential developed
earlier (GG)™. However, in our potential, intramolecular inteéfacs are added. Also,
because of the use of the Wolf summation to acctamthe long range nature of the
Coulomb term, parameters in the original GG potdntiere modified. The potential is

given as:
U 2-body=U gq 7 U g8q4 *U gg¢ U qdq U rept U disp (1)
where

qlq] erfc( u) (2)

U () =—— i

3)
dgd (1) = 'I?’ erf(Zf‘” )erfc(;)

U= 3T e R @
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_q| q]

dq(rij) erf(\/_ 3 )erfc( )

(5)

rep €11C(Z)) [ _ T
rep(u) Ai Zij [Z qurjj (6)

U disp( ) __ @)

In the original GG potential,it~ -g/4, so we made the constant relatiga-4g°, using
g+ = -0.113 and allowing O to be twice the -H values.

For the long range coulomb interactions, we uséMolf summatioff rather than
the Ewald sum. The Wolf summation gives the coul@mérgy contribution as:

(8)
pele_ Ea')e 8?——2 5 qa;erfdr; /) _&2 5 qa;erf(5 /H)

_1J¢|‘1 f 2i—1j¢|-1 T

The second term can be shown to be negligible therappropriate choice @fand cut-

off distance R giving the energy as:

ele — q|q erfc(ru /ﬂ) . qiqjerfc(rij /ﬂ)
i pfin ]

=1 j#i ru f ij
rj <R

B erfc(RC/ﬂ) 1
( R ﬁnl,zJZq.

9)

We have employed the Wolf summation in simulatiohsSiC*® and variations of the

Wolf summation have been applied to simulationwatier®.
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In the original GG potential, the charge distribation the each atom is modeled with a
point charge on the atom plus a diffuse chargerggices the net charge as a function of
the distance from the atom based on the error ifumciThe application of a diffuse
charge distribution to a water potential has bessvipusly discusséd A modified
version of their potential has been elegantly @uptb water in a recent paferiin which
they also discuss the benefits of a diffuse changdel on achieving both high density
and low density behavior. In the GG potential, thiuse charge contributions to the
total charge of an ion i varies as a function @f distance based on th& grm, which is
opposite in sign to theg term, thus reducing the effective charge on iaa a function of
the distance between an ij pair and the valu€.olin the present case, the coulomb
potential is also reduced by the long range sunumgtarametef in the erfc term in
equations 2-5. The smaller the valu& ofhe more rapidly the contribution of the diffuse
charge on the total charge increases to its maxinur caseg, is set large so that the
diffuse charges contribute only slightly to theatatharge. However, this is offset by the
erfc term of the Wolf summation in equations 2-bheTpair potential acts between all
pairs of atoms and does not distinguish betweeferdifit molecules. This enables a
uniform description for the interactions within abétween molecules that depends only
on the distance between the atoms. This resulésfully atomistic model of water that
allows for dissociation. This also means that tissatiated species, Gtand H?, retain
their original charge contributions, and d; for each O and H ion.

Besides the above two body potential, a three lpmdgntial of the following functional

form was also added to the overall interaction:

Us(ri, 1) = va(ri i i)
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(10)

where

V3(r” ,er,HJIk) = /1]|k eXp[yIJ /(rIJ - rIJO) + ylk /(rlk - rl?()][COS(Hjlk)_COS(H?Ik)]Z (11)

for ry <r? andr, <ry, and equals O otherwisg] = ry =ry;as given in Table 1c.

The effect of this function is to modify the intetian between three atoms depending on
their deviation from the ideal angle, cﬁ%}-() . The use of such a function allows the
water molecule to reach correct angles. The paemeised in the three body potential
are such that only the H-O-H angles in water agelleted to 104.2° (id exists only for

jik = HOH and is identically zero for OOH or HHO @HO ). In order to achieve this
angle,eojik was set to 100°, which in combination with the Hpulsive interaction,
created a minimum at 104°. The list of paramet@alf selected are given in Table I(a-
C).

The potentials were developed so that the simulatgigr matched the thermal
expansion curve of water from 273K to 378K(plus a data point at 263% and high
pressure data at several temperatures. Additionallations of bulk water using the
resultant potentials were used to generate cohesieegy, structural data, vibrational
spectra, liquid-vapor coexistence curve, and dibfuscoefficients. In all of the
simulations, the long range Coulomb interactionsawendled by the Wolf summatfin
with a cut-off of 1nm. System sizes less than lnndiyidual molecule or small

molecular clusters) were calculated using the@alilomb interactions, without the Wolf
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summation. The time step was 0.1fs in all simufeti@and the simulations used a fifth
order Nordseick-Gear algorithm. NPT (constant numpeessure, temperature), NVT
(constant number, volume, temperature) or NVE (@risnumber, volume, energy)

ensembles were used.

Development of the potential:

I*> in order to create a

In the current work, we modify the original GG puia
dissociative water potential that very accurated®produces the density-temperature
relation of the liquid while maintaining good sttuie, cohesive energy, and diffusion
coefficient. We do this by allowing the parametrsvary as a function of temperature
and/or pressure. While many water models are abkecturately arrive at a reasonable
structure and density near 298K, most falter atagycing the thermal expansion curve.
In general, the observed trend in simulations leenlihat the density of water has been
found to decrease at a greater rate with increassmperature than experimental data
Previous studies have discussed the importanckeointeractions at short distances on
the accuracy of the interatomic poteriidl. An effective way of making our water
model better represent real water was achieveditwyiag a change in a parameter with
environment. In the current work, we have chosewaty the short range OH repulsive
interaction via th&,°" parameter as a function of temperature and pressur

The effect of this change §°™ can be seen in properties of bulk water and theviing
three figures are a simple demonstration of thid @ not meant to be definitive. The

OH

effect of the change g, on the OH distance is shown in figure 1, and, as a

consequence of the above change in OH distancenitrgy of bulk water also changes,
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as shown in figure 2. The simulations were of d@esysof 392 water molecules in a box
of approximate dimensions 2.3nm x 2.3nm x 2.3nne NPT simulation was carried out
at latm pressure and a constant temperature of Z38R00,000 timesteps. Structural
and diffusion data were gathered over the final,Q00 timesteps. While this is a very
short run time, these simulations were only designeshow the relative effect &°" on
properties. Figure 2 shows the cohesive energyutk kvater and was obtained by
calculating the difference between the averagegsnef a water molecule in bulk water
and the average energy of a single gas phase matecule simulated with the same set
of parameters. These energies may be different ffrmee obtained in subsequent runs
with final parameters and longer simulation times, the trends are obvious. The effect
of £°" on the OO pair distribution function (PDF) is shoim figure 3. Small changes in
£°" cause changes in the OO PDF, especially the sbiaffee important second OO
peak. Another consequence of changes, ' is the lowering in the self diffusion
coefficient at 298K from 3.41x10cn¥/sec to 1.08x10 cnf/sec with increasing, "
Clearly, the short range repulsion term, moderatethe &,°" term, plays an important
role in the simulated properties. This effect carcbntrolled with various methods, such
as added polarization terms, variable charge teetas As shown here and below, we see
the direct effect of the short range term on proper

In order to determine the correct valueségt” that would enable the simulations to
match experimental densities at various pressures (latm to 6000 atm) and various
temperatures (from 263K to 373K), a series of ransach T and P were performed with
various&,°" values, interpolating the value &°" to coincide with the experimental T

and P. An initial molecular dynamics simulation 382 water molecules in a periodic
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cubic simulation box of starting dimensions 2.175mm2.175nm x 2.486nm was
performed for 2.0x1Dsteps at 298K in order to generate a starting maiefiguration
for the subsequent runs to generate the il values. NVE conditions were used for
the first 200,000 steps, with velocities scaled tfog first 100,000 steps. The run was
continued for another 1.8 x18teps under NPT conditions at 1 atm. Nominal patars

of £°" =0.1989 and $§=-0.11299 were used for this initial run. The ficahfiguration

of this run was used as the starting configuratiorthe additional NPT and NVE runs to
determine the correétOH parameters for a particular T and P.

Each simulation that was then used to determineshects,° values at each T and P
was run for 1x19 steps. The densities averaged over every 2000gewafions were
collected. The variation in densities over the rentiun was around 2-3%, and the
maximum variation was observed during the initi@%l of the moves. Thus for
calculating the density of a particular simulatitme first 20% of the run was discarded
and the average density for a particular tempezatpressure, and,°" value was
determined.

The &, °" values that resulted in densities from 263K tok3@8 1 atm pressure that were
less than 0.2% from the experimental vafugere selected as the appropriate value of
£,°" at that temperature and pressure. The data poimt 263K was taken from Hare
Figure 4 shows the results of the simulations aind at temperatures between 263K and
373K, showing the excellent agreement with expemim&he final configurations from
these runs were used as the starting configurafanall subsequent NPT, NVT, and

NVE runs at the specific temperature.
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The &°" values obtained from comparison to the high pmessiata from 2000atm to
6000atni* varied by less than 0.5%. Figure 5 shows the tesidilthe simulations using
the final&,°" values at five temperatures and several pressacs
The&,°" values thus calculated from the data generatingdis 4 and 5 were plotted as a
function of pressure and temperature and polynoggaktions were fitted to the above
data. The resultant polynomials could be used terdene the appropriate value §f"
for any temperature or pressure within the fittethige. The resultant equation in a
simplified form is :
m=3,n=5
or.p)= ZAmn° pTeT" (12)
m=0,n=0
where the constant matrix A(4,6) is given in Talptee).
Other parameters are shown in Table I. The basithéocalibration in the present case

has been adherence to the liquid EOS shown indiguand the equation of state curves

in figure 5.

Results:

Molecular Clusters:

Water clusters containing from 2 to 9 moleculesengmulated for 500,000 timesteps at
50K using the final parameters shown in Table hae the,°" value obtained at 263K,
followed by a 20,000 move continuation run at 1Khathe same parameters. The 50K
run allowed for sufficient rearrangement of the ewoles to sample low energy states,
with the 1K run acting as an energy minimizer. Bmergies shown in figure 6 for the

clusters are given as the average cohesive enengynplecule. Also shown are data
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taken from reference 14, involving data from mirgations using 5 other water
potentials (POL5/TZ, POL5/QZ, TIP4P/FQ, TIP5P, aM@DHO), plus data from ab-
initio calculations. The high and low MD resultsthre figure are taken from the highest
and lowest values from any of the classical potésitand are used to show the spread in
data with different interatomic potentials. Thentte are similar, with our simulations
showing stronger cohesive energies (which woulddiesistent with the considerations
presented by Guillot and Guiss&hand our dissociative water potential, as discussed
below.)

Bulk Water:

For data analysis, bulk water simulations with toerect&°" values were continued
from the standard starting configuration for 1%x%@eps under NPT conditions at 1 atm
and 5 different temperatures. The positions andoiié¢s were saved every 2000th step
for subsequent data analysis. The averages fasttheture and angles were taken from
the final 50% of the runs. Further NPT calculatiaatslatm were also used in the
calculations of the liquid-vapor coexistence cue.NVE ensemble continued from the
standard starting configuration for up to 3%%€eps was used for calculation of diffusion
coefficients at several temperatures using theecor,®" values. The vibrational
spectrum of water was calculated from the Fourrangform of the velocity auto-
correlation function. For evaluating the spectrahge simulations were continued from
the standard starting configuration of bulk watenwation for an NVE run of 100,000
timesteps with the correct parameters and densitdswed by a 20,000 step run for

analysis of the spectrum. Temperature equilibratvas carried out for the initial 10,000
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steps of the 20,000 move run and these initial mowere discarded while calculating the
velocity autocorrelation function from the final, 000 saved configurations.

Figure 7 shows the results of the structure of wé#teough the OO, OH, HH pair
distribution functions (PDFs) at five different tparatures (7a-c) as well as a direct
comparison to Soper’s most recent experimenta®défa). As can be seen, the PDFs
show variations over the five temperatures. Théatians are similar to results that were
obtained previously”. The results of the PDFs at 298K are comparedperément® in
figure 7d and are similar to the comparison of salvether simulations of water to
experiment’, although most other simulations do not have #&rest neighbor OH and
HH peaks. Clearly, the OH and HH intermolecularr pdistributions are precisely
equivalent to the experimental datd“(@nd higher peaks). Only the first peaks are too
sharp for OH and HH in comparison to experimerihalgh the locations are accurate.
The inset shows an expansion of the OO PDF, with aslight variance in the depth of
the first minimum and maximum in the second pe#ikpagh locations are accurate.
Figure 8 shows a comparison between the OO PDF3&K Zand 373K. The main
differences are the lowering of the first peak maxin and an increase in the first
minimum and slight increase in the location of #seond maximum. These results are
consistent with previous simulatidig' and experiments showing similar shifts in the
OO PDF with temperature.

The vibrational spectrum of the simulated bulk wai® plotted as a function of
temperature in figure 9. The primary modes of uibrain water at 298K have been
experimentally determined to occur around 400-660,cL600 crit, and 3600-3700cth

The peak near 500 ¢hshifts to lower frequency with increasing temperat similar to
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previous work®. The most significant effect of changing the terapgre is the lowering
of the frequencies of the2 mode and a slightly lesser decrease in the strgtechode as
well as a broadening of the frequency spectrunhévl andv3 modes. The spectrum at
298K is similar to the experimental data, excem 600 peak has shifted upwards,
probably because of the combined HH repulsion dred HOH 3-body term in the
potential function, as also evidenced by the naricst peaks in the HH and OH PDFs.
Nonetheless, the general form is very good in corspa to experiment.

Diffusion coefficients were calculated from the meguare displacement (MSD)
of the water molecules in bulk water as a functibtemperature. At each temperature,
the simulations started from standard starting igométion and were run for 3x18teps
(300ps) under NVT conditions (the correct volumedach T was applied for the NVT
continuations). The MSD was averaged over the fin&x1G steps. The diffusion
coefficients were taken from the average of th@edoof multiple segments of the MSD
curve.

Figure 10 shows the resulting values of D for savegmperatures compared to
experimental daffd The value at 298K was 2.45x1@&nt/s, which is close to the
experimental value of 2.3xP@&nf/s.

The average dipole moment at 298K was determindze t®.6D, consistent with
the experimental values that range from 2.3D t®3.2

The cohesive energy of the simulated bulk wate29%8K was calculated as the
energy difference between the 1%Kbeps NPT run of 392 water molecules at 298K and
an NVE run of 500,000 timesteps of 1 isolated makeof water (the latter without the

Wolf sum method). The value obtained was -11.18kad, which is the value expected
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for a simulation with a dissociative water potehti@uillot and Guissant discuss the
effect of intramolecular interactions and quanturfieats in the intermolecular

interactions in the liquid that are not presentrigid water potentials. With an

experimental AH v4, of 10.52 kcal/mdf?° the cohesive energy using the rigid water

potential should be —10.4 kcal/mol. However, im case, changes in the intramolecular
interactions between the isolated molecule in tagov and that in the liquid are taken
into account. It is only the intermolecular quanteffects in the liquid that are not
included in our simulations. Addition of the intestecular quantum effects discussed by
Guillot and Guissan? and the RT term would result in a cohesive enerfy11.23
kcal/mol, indicating that our simulation result ©11.18 kcal/mol is very close to the
correct value.

In order to test the validity of the potential feproducing the high pressure-high
temperature data, an NPT simulation of bulk wateb6@0 atm and 3000 atm were
performed at five different temperatures. As aptated, the variable potential reproduces
the experimental density as a function of presfairly well, as shown in figure 11.

The liquid-vapor coexistence curve, shown in figli® was calculated from
additional simulations at five higher temperatur@d3K, 448K, 498K, 548K and 598K
starting from the same initial configuration, whicad a density of 0.9919e23 atomsicm
Runs of 4.0x1®moves were made for all the temperatures stafttomg a 2.2nm x 2.2nm
x 5.0nm (xyz) box of water with 392 water molecul@fe simulations included the
liquid in contact with a vacuum on either side lxe &z dimension into which the liquid
could evaporate. Densities were averaged over 3000e increments over the last

1.0x1¢ moves and plotted as a function of z, from whioh tlensity of the liquid was
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obtained from the hyperbolic tangent function. Rissfor the liquid at 548K and 598K
showed less than a 4% deviation from the experiateldta. Water molecules evaporate
into the excess volume at the higher temperatuaklspugh the curve fitting is less
accurate for these data because only a few mok@uaporate below 498K and the
excess volume may be a little too low at 598K, \ehtée vapor is at 0.134g/cc.
Hydronium lon Behavior:

A cluster of 64 water molecules with on€ kbn added was used to evaluate
hydronium behavior with this classical potentiaheTcubic simulation box size was
4.0nm per side. Two conditions were studied: oneravlthe extra Hion was placed near
an O in a water molecule near the edge of theal#sid a second case where the extra
H* ion was placed near an O in a water molecule ttearcenter of the cluster. The
former was an NVE run of 1x2Gteps at 298K with the full coulomb summation,hwit
temperature equilibration for the first 100,000psteWithin the one million steps, Hbn
exchange occurs 6 times. This implies an averdgénie of ~17ps for the D" ion.
Periodic boundary conditions were not used andhal molecules remained together
without the cluster disintegrating. Interestinglyne hydronium ion stays near the
periphery of the cluster. In the second case, tM& Mun was 500,000 steps. Three
exchanges occurred in this timeframe, giving thaeséifetime as the previous run. Also
within this timeframe in the second run, the hyduomion migrated (via these exchanges
and motion) from the cluster center to the edgehef cluster. Previous studies have
similarly seen hydronium migration to the surf&¢&”. Figure 13 shows the interaction
distances between the exchangingidh and its two closest O ions (labeled O1 and 02)

during a portion of the simulation during which @ton exchange occurred. The 0.0ps
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on the timescale is an arbitrating starting pokliso shown is the O1-O2 distance
between the two oxygen ions in the interacting bgdrm-water pair, in which O1 is the
oxygen in the hydronium ion at the start. The H-ddtance oscillates as the O2 in the
second water molecule approaches the exchangingnd Near 0.5ps, the exchange
occurs rapidly. A different exchange process inv@\different molecules is observed in
figure 14. In this case, the Hon is located equidistant between both the Ole®@en
for nearly 0.3ps. In this particular example, theith returns to its original oxygen, but
within ~0.7ps later in this run does exchange te same O2. This process of having the
H* ion located equidistant between the two intergctd is consistent with CPMD
studies of the hydronium exchange protéss

Figure 15 shows four snapshots of hydronium exchsngbserved during a
portion of the simulations. Only ions near the loydum are shown, with some ions
looking undercoordinated because their attacheghbers are not within the frame of the
image. While the D" ion itself may diffuse, additional migration ofHyO" complex
occurs via proton exchanges betweens®Hon and neighboring water molecules, as
shown in the figure (and previously discusé8dThe figure shows the initial 48" ion,
the O of which is labeled as 1 in (a), is in andBiggomplex, KO,*, changing to more
complex structures during proton exchange. ZundeD§") and Eigen configurations are
observed in the figure and are only two of the rpldtconfigurations occurring in the
exchanges.
Conclusions :

Molecular dynamics simulations of water were perfed using a multibody

potential that allows for dissociation of water araties with environmental conditions.
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The major variable that changed with the environmeas the short distance OH
repulsive term. With small changes in that terrmalahe thermal expansion of water at
atmospheric pressure and the equation of statggattémperatures and pressures were
reproduced. The resultant interatomic multibodyeptal was then used to simulate other
properties. The room temperature properties of miiat were accurately reproduced
include the structure, the cohesive energy, theageedipole moment of the liquid, the
diffusion constant, the vibrational frequency spatt and the transient Eigen and
Zundel complexes of thes9" ion. In addition, the liquid-vapor coexistence @mwas
well reproduced.
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Table la: parameters of the two body potential.
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Species AQ) £ A) (A Cs (J-A°)
O-H 2.283 x 10° 24 f(T, P) -
0-0 4.250 x 10’ 24 0.610 4.226 x 18
H-H - 24 - -
Table Ib: Charges on species
Species/multiple qle %e
0 -.904 +.226
H +.452 -.113
Table Ic: Three body parameters :
Species A (erg9 o (A) v (A) 0° How
H-O-H 30 x 10™ 1.6 1.3 100
Table Id: The A-matrix of equation 12 columns A{A)),2)
0.655726502 -1.04442689x10 8.31892416x19
3.403472x10 -3.986929x106 1.742261x16
-4.057853x18 4.677537x10° -2.007873x106°

1.657262x102

-1.838785x13*

7.549619x10’




Table le: The A-matrix of equation 12 columns Af:,A(:,5)

-3.07929142x10 5.44770929x 16’ -3.73609493x16%°
-3.364186x10! 2.419996x10* 0
3.800411x10d° -2.672717x183® 0

-1.355453x10° 8.939302x16° 0
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FIG 15. Snapshots of the reaction(s) of theOH ion(s) with neighboring water
molecules. Color scheme: green=0 igOH ion; pink=H attached to O within3®" ion

or in H,O molecules H-bonded to the;®f ion; blue=0, small red = H in other waters.
Long ‘bonds’ drawn between O-H within 2.0A showimmpvalent and H-bonded
molecules. Three relevant O labeled by numbers B, 2a), Eigen-type complex with
HsO" ion (O1) H-bonded to 3 neighbors; (b) reactingoH $plit between two O, O1 and
02, with O2 now also marked green; (c) between é&sim and c, a second transfer of a
proton occurs to the third water molecule (O3) whiorms a Zundel complex. O1 has

migrated out of the frame; (d) the O3® is now in another Eigen complex.
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Water induced relaxation of silica surfaces wilbreg range dissociative water potential.

T.S.Mahadevan and S.H.Garofalini

Abstract:

Molecular dynamics simulations were performedttmlyg the interaction between
a film of water vapor and vitreous silica surfatbe water was modeled by dissociative
atomistic model and the potential used allowedifitgractions between water and silica
to form silanol bonds. The potential parametersewefined by studying the energetics
of interaction between silicic acid and water malec We observe the mechanisms and
rate of formation of silanols and note that thecsmtration of the silanols is consistent
with experimentally observed results. The mechar@émydronium ion formation and its
role in the formation of silanols and proton tramsias also studied. The modification of
the surface structure of the glass was analyzedtat@ely and the graphics depicting

the formation silianols from breaking of surfadexsanes is also presented this study.

) Introduction:

Silica and water are two of the most abundant nasefound in nature and this
abundance has lead to their use in many technelbapplications. [1] [2] [3] The study
of interactions between water and silica providespartant insights for many
technological processes like wafer bonding in MEM&ices, mechanical strength and
failure behavior of optical fibers, catalysis, emp@n of water in geological systems and
scaling of structural ceramic materials.[4] [5] [APresence of water in vitreous silica

has a profound influence in many of its thermalchamical and optical properties and
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experimental techniques for studying these chawcgaseasily provide information into
the macroscopic aspects of the interactions. [8)éle@r, the molecular interactions are
trickier to be studied with experimental techniquesl computational methods have
become a useful tool to study the nano scale ictierss in these material systems. Ab-
initio and quantum chemical methods of computalistadies have been applied to
simulate molecular interaction between silicic aaidl water. [9] [10-12] The results of
these studies can be used to understand the imb@imbetween glass surfaces or zeolites
and water[13]. Ab-initio methods and quantum medtan calculations are
computationally exhaustive methods which, even eamlgination with classical MD
methods can be used for studying only small loegians involving 100’s of molecules
at the most [14] [15]. Classical MD simulations Baween used to study structural and
energy changes in SiH,0 interactions using non dissociative water pagdstor
artificially inducing silanol formation[16] [17] [&].

This group has previously used molecular dynansicsulation techniques to
simulate and study the properties of vitreous awdtalline silica with and water — silica
interactions using BMH interactions and a threeybateraction [6, 19]. These potentials
have successfully simulated the structure and dysamf bulk glasses and glass
surfaces[20] and has been used to explain mechangfnoligomerization in silica
sols[21], and reactions in silicic acid moleculdusters[22] [23]. The low energy
structures and energies of the H20 — Si(fdH)sters were found to be comparable to ab-
initio calculated energies. The normal reactiorchamism for the breaking of siloxanes
and formation of silanols has been computationalbrified to be as depicted

schematically as shown in fig 1. For clarity, thents from the bridging oxygens
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attached to the silicon are not shown. The fiverdmated silicon that shows a stretched
bond is a reaction intermediate. This reaction been experimentally inferred [24] [25]
[26] [27] and predicted through ab-initio[28] [2@hd classical MD studies to occur
preferentially at the sites that have most strasikckane bonds.

While several potentials for prediction of watgusture and properties exist [30],
most of them are based on rigid molecules or attbst flexible but non dissociative
models. Previous studies by this group was based BMH potential for water with
certain RSL modifications for the water moleculd#ile that model was reliable for a
short range structure of water, it did not repratiee correct water structure of water
more than first neighbor distances. Considering tte potential acts over only 5.5A and
that significant structural information of waterigs till the third peak of the O-O pair
distribution function at around 7A, this BMH —tymetential would be insufficient to
study the effect of large sections of silica onevatissociation and clustering.

The authors have also used a diffuse charge bas#gidsociative potential to
describe the structure of water over a large rasigemperatures [31]. This dissociative
water operates with a larger cut-off (1L0A) for maetions and thus can be considered
more appropriate for studying glass-water intecasi This potential was developed for
using the dissociative water to study the anomalysansion of water in nano-sized
pores and gives results that have a close mat@xgerimental structure and dynamic
properties of water. In the current work, the ral#on of a silica surface in the presence
of water is investigated using molecular dynamias whe new potential. The results of

this study will eventually determine the suitalyildf this new potential to study atomistic



112

mechanisms of water-silica interactions while usigmple, and relatively

computationally inexpensive classical MD techniqtieg can work for large systems.

Following this introduction, section Il providesbaief overview of the potential
function followed by a description of the computatl techniques in section lll. Section
IV describes the results of the acid- water molacuiteractions and this is followed by
results of vapor interacting with the silica sudaa section V. Section VI shows the
graphics of vapor —surface interactions and thisliewed by conclusions in section VII.

1)) Description of potential:

The dissociative water potential is based onithid water potential developed by
Guillot and Guissani. In our potential, intra malkr interactions are added so as to
include flexibility in the atomic simulations an@lprizability. The two body potential is

given by:

U2—body =qu +quqd +qud +quq +Urep +Udisp

1)
where
a4 r (2)
U )= f s
aali) ij erfc( ﬁ)
ql q I I
U (L j JI xerf j
qdq (r ) ru <(J) er C(ﬁ) (3)
Uga(ry) = q,qJ erf(\/_ )xerfC('rB) %)

Uy(ry) = q, erf( v_f'l) erfe(fL )



113

()
6
quq(rij) - q| g erf(\/_ “) erfc( ) (6)
I] . 7
Urep(rij) Ay” erfc(.z )[z r“i'J (7)
260 -
d|sp(r” ) =

) (8)

The values of the parameters used for the diffeattm species are given in table
. in general g= -4q” and the charge on silica is 4 times the chargéyattogen and
oxygen has twice the charge on hydrogen. The woif & used to handle the inclusion
of the long range terms in the Madelung poteniiak details of the calculation of Wolf
sum is given in an earlier paper by the authorse Ohthe effects of using the wolf
summation is the presence of the complementary &rnetion term in the charge based
parts of the potential function. This does not @ope the repulsion and dispersion terms
as they are short range. In summary, the finalceté using the Wolf summation is to
induce a correction term for all the charge baseths of the potential giving the final

equation as:

ele qlq erfC(r” /IB) : qiqjerfc(rij /IB)
Ew ‘_Z Z( ~ lim RC{ }]

i=1 j#i r“ fij = rij
Tjj <R

B erfc(R:/,B) 1
( 2R, n“zjz @

(9)
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The above pair potential does not distinguish betwmolecules and acts between
all the atom pairs. Wolf summations with the abowedification has been successfully
employed by this group in Simulations of SiC andexa

Besides the two body potential as described ab@ibree body potential of the
following form was also added to the equation.

8. )=A Ir. —r9)+y., I(r, —r0 (10)
Va(lii i Oji ) = Ajiic R0 A =15+ Ve M =)l

5 The main purpose
x[cos(Hjik ) - cos@?ik )

of having a three body

potential is to fix the angles in the water molecat 104° and SiO2 tetrahedral angle at
109, and it acts only fom; < rij0 andr, <r.. A exists only for HOH, SiOSi and OSiO

triplets and is identically zero for all other tegs. The effect of the three-body equation
on a j-i-k triplet is to increase the potential \gyeof the system if the angle is different
from the above values by increasing the repulsioataction between j and k atoms
depending oMk being greater than or lesser than the requireccaghce water is not a
symmetrically tetrahedral molecule, the target a8k for the HOH triplet is set at 100°
and not 104° to compensate for the effect of thie patential. The values of the
parameters at for the three body potential is gimeable 1.
11)) Computational procedure:

Molecular dynamics simulations were carried ouhgsa fifth order Nordseick
Gear predictor corrector algorithm using the abpweéential to model the interactions
between various atom. As explained in the previseion, the Wolf summation was
used to handle the long range Madelung summat®mis4nm x 6.4nm x 4.2 nm box of

glass was first prepared by a melt quench procestartéing at 6000K(30000 steps) and
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brought to 300K(60000 steps) by holding at tempeest of 4000K, 3000K,2000K
(100000 steps each) and 1000K(40000 steps) with MWEditions. Each time step
equaled 1 femtosecond when simulating glass. Tiksepof bulk glass contained 11664
atoms and was equilibrated at 298K with a hydrasfaessure of 1 atm. From the final
NPT run, the lowest pressure configuration wascseteand used to make a surface glass
by performing a NVT simulation for 50000 time stdfsfs per time step) at 298K with
the bottom half of the glass atoms being frozen aafding 12A of vacuum to the top of
the glass. This effected the removal of periodiarmary conditions in the Z direction
and the formation of surface like structure attihe of the glass. The number of defects
and structure of the glass was comparable to earéisults obtained using BMH
potentials which were close to experimental results

For the production runs of simulating the surfanteracting with water, a
monolayer of water was added on top of the glada&eiby placing 169 water molecules
in a square pattern. The 169 water molecules quores to a density of 4 water
molecules per nfn The rationale behind this number was to fit imaximum of 8
silanols per nrfon the basis of 2 silanols for every water molecule

With this as the starting configuration, we pemfed molecular dynamics for 35
picoseconds with a greater number of saves inrthiali5 picoseconds to observe the
reaction mechanisms. While emphasis was laid omtaiaing the temperature at 298K,
after the 30 picoseconds run following the initapicoseconds, we also continued the
simulations at 998K obtain a more exhaustive viéthe reaction mechanisms. Thus, the
increased temperature run is used to look at mesinanwhere the kinetic barriers for the

reactions to occur at 298K prohibitive. In both thas involving water, the time step was
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0.1fs to accommodate the fast diffusion of lightlfogen. Hence, the production runs of
35 ps was done with 350000 steps of MD calculations
IV)  Silicic acid and water interaction

The correct Si-H interaction parameters were d¢aled based on the interaction
of silicic acid with a single water molecule. Theeusture of the silicic acid was also
designed to confirm with quantum mechanical calooa by choosing an appropriate
value for the Si-H repulsion. The minimum energpfagurations were identified and are
shown in figure 1. The net energy of the most statihgle acceptor double donor
configuration was found to be 10.31kcal/mol at TKis and the stable structures, as well
as the structure of the silicic acid molecule winend to be consistent with the results
from quantum mechanical calculations [32, 33].

V) Results of surface — vapor interactions.

The arrangement of the initial configuration issc#&ed under computational
procedure. That the surface of the glass that camesntact with the water would be
oxygen terminating has been observed earlier arsdfevand to be the case here also. The
structure of the glass that we obtained with thev mpotential compared well with
experimental results as well as structures obtaimgd BMH — type potentials. [34]
Since the emphasis in this work is on observing dbéect species and coordination
numbers of the silicon and oxygen atoms, the ingteucture of the glass has been
depicted in terms of the coordination numbers lid@ and oxygen as a function of the z
coordinate as shown in fig 2. For the purpose @aflyais, the entire glass was sectioned
into slabs of dimension 6.4A x 6.4A x 1A along thedlimension and the number of

silicons and oxygens in the slabs, of differentrdomations are shown in the graph. In all
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of the graphs showing the coordination, the unitg-axis are the number of species in
each slab and the x-axis is the z-coordinate ofdpeof the slab. As can be seen there is
a much higher concentration of defective speciesof@dinated Si and 1 coordinated O)
at the surface indicated by the spikes at higheslA\s mentioned earlier, the higher
number of oxygens at the top most slab shows fieasurface is oxygen terminating. The
final NVT relaxation of the glass for 50000 stepkweed for the relaxation of the
fractured surface and ensured that there were aol@wer coordinated silicons at the
surface.

Figures 3 a, b, ¢ and d show one of the obser@chanisms where silanols are
formed at under coordinated species without breakdgny of the siloxanes. The single
water molecule gets close enough to one of thelofgngon-bridging oxygens (fig 3a) of
the surface and gives up a proton to the oxygers rEsults in the formation of a silanol
and a hydroxyl group(.fig 3b). The free hydroxyhidoes not seem to be stable and is
almost immediately captured by a neighboring 3 doated silicon (fig 3c) and the end
result is the formation of 2 silanols (fig 3d). $hs the seems to be the predominant
mechanism of silanol formation in the observedeyst

Figures 4 a,b,c and d show another possible mexhaor silanol formation. 4a
shows the initial configuration of a water molecyetting close to a 3 coordinated
silicon. In 4b, the water molecule itself is captiby the silicon (indicated by the green
arrow) and this results in the formation of an SpOFhe SiOH, in this case, has a short
lifetime because of the over coordination of thggen and it soon dissociates a proton
as shown by the red arrow in 4c to a neighboring-lmdging oxygen. Notice that the

under coordinated silicon to which the NBO is ditt also tries to form a stretched



118

bond with the neighboring bridging oxygen. Howe\kis bond is also unstable and soon
dissociates and eventually that silicon ends upi@3H),.

A possible reason for mechanism described in ftg Be predominant could be
that the driving force for the reaction being detiered by the concentration of dangling
surface oxygens which get to face the incoming watelecules first. The second
described mechanism is dependant on the concemirafi defective silicons, which,
though almost equal in number to the defective erggas seen in fig 2, are present
below the surface oxygens.

While the mechanisms described in figures 3 ardkgdicted the formation of
silanols without breaking the siloxane bond, theege also silanols forming by breaking
of siloxane. But this occurred only once at the l@mperature and once at 998K. A
common feature in both the siloxane breaking meshaseemed to be the formation of
a 5 coordinated silicon which subsequently broKefroin one of the bridging oxygens.
These two events are depicted in fig 5 and 6. CoethClassical-Quantum simulations
at the silica surface and on 2 member chains ichdilave also shown such reactions and
the requirement of the formation of a 5-membernédashas been inferred from these
studies [35] [36].

A direct effect of the reactions as demonstratgdhle above mechanisms is
that the structure of water at the surface is edaand the defect sites are “repaired”
with respect to coordination. This dissociativeaagton [37]effect can be observed
in the concentration profiles presented in fig As was expected based on previous
results of simulation[37], no dissolution of silic@r Si(OH), was observed even at

high temperature. This shows the number of nonetiefe oxygens and silicons as a
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function of the z coordinate of the volume elemeontaining the atom. The
concentration of under coordinated species areogo (bf the order of 1-5 per
volume element), that they have not been showharmgtaph. One can also notice that
the concentration of correctly coordinated oxygand silicons has increased at the
surface. This is due to the additional bonds formetth hydrogens and oxygens
respectively of the water molecule. The brown lime the graph shows the
concentration of silanols (these were includedhm final count of the number of 2
coordinated oxygens indicated by the black linej @nindicates silanol formation
even at a depth of 38A inside the glass. This shbeissilanols are formed in not just
the top surface, but also deeper beneath the sudhthe glass. Evidence that the
silanols can form at the inner layers is also sgethe concentration profile of
molecular water which also penetrates up to the 8%hde the glass. Given that
under coordinated atoms in the dry glass are fdilinat 45A, this indicates that the
penetration of water amounts to a total of aboua&Ar 35ps.

Diffusion studies of water diffusion on silica fages have been explained as a
first order reaction that reaches equilibrium anzbastant SiOH concentration at longer
times [8] [38]. This does look apparent in the eatrsimulations because of the strong
dependence of the SIOH concentration on the coratét of remaining B as seen in
fig 8. The final silanol concentration obtained wa®1/nnf( this number includes
adsorbed kD and SiOH each of which potentially could form a silanasked on the
observed mechanisms), which is comparable to exgetially observed values[25] as
well as those obtained by MD simulation techniq@8§[In contrast to previous results

obtained by this group, there was no significargnge in the distribution of rings in the
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glass sample. This could be attributed to the thet there were no excess small
membered rings at the surface. It has been prdyiobserved that the small membered
rings are reactive sites and are attacked by va8erHowever, there was an increase in
the total number of ringed structures with the tgstaincrease being in the number of 4-
membered rings. The distribution of 4-memberedsimgthe wet and dry glass surfaces
is depicted in fig 9 and this trend is seen in bigéind lower membered rings also.

VI) Proton transfer.

The graphics of the simulation revealed the preserf the occasional hydronium
ion at the glass surface. It is know that protamsfers in silica[40] and other glasses[41]
occur by a hopping mechanism involving a suitalgeton donor like the hydronium
and that the presence of molecular water facibtéités proton transfer [42] [43]. Hence,
we looked at the details of the role that the hgdnm plays on the glass surface. Fig
10(a-h) shows the details of this proton transfeerod molecular distances. The first
picture shows just the presence of 3 molecules aiemover the silica surface with an
under coordinated silicon and oxygen. The subsdqfigares show how the water
molecule is first adsorbed onto the under coordihagilicon and then subsequently
transfers a proton to neighboring water molecule eventually creates another silanol
from an under coordinated oxygen atom. As can ke,si¢ is not necessary for all the
transferring water molecules to be bound to thesglaurface. Evidence of similar
mechanisms has also been shown with ab-initio arahtgm-classical calculations. In
most cases where opportunities for exchange ofopsoexisted as in the presence of
neighboring water molecules, silanols or under doated oxygens, the lifetime of the

hydronium ions was less than 100fs with an avedgaround 55fs. However, we did



121

observe some stable hydroniums that lasted fortgrélaan 300fs, though none of these
long lasting hydroniums were observed after thet fips. This indicates that a majority
of proton transfers occur only in the initial pefiovhen under coordinated atoms are still
available. Evidence of proton transfers along therter timescales is seen through
guantum mechanical calculations also[14].

VII)  Conclusion.

Molecular dynamics studies of interaction betwsiina surfaces and water vapor
revealed some of the mechanisms of the interactibhe water was dissociable and
interactions between water molecule and silica paaameterized based on water-silicic
acid interactions. The effect of the presence dewan the surface was to repair most of
the under coordinated species at the surface. Sirere was little change in the ring
structure, it could be concluded that small amowht&ater in the form of vapor at the
surface does not lead to a significant disruptiorthie silicon network. Penetration of
water and formation of silanols was observed toutl8® inside the glass surface. The
hopping mechanism of proton transfer through themétion of the occasional
hydronium was also observed. Mechanism hithertoediesl only through quantum
calculations over 100's of atoms, have been sufidgssimulated using a simple pair
and three body classical molecular dynamic apprgexformed on over 10000 atoms.
The current potentials were thus found suitablsttrly molecular mechanisms in water

silica interactions.



Table la: parameters of the two body potential.
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Species fep (J) & A & (A) Cs (3-A°)
O-H 2.283 x 10° 24 f(T, P) -
0-0 4.250 x 10° 24 0.610 4.226 x 18
Si-O 2.67 x 10° 24 0.373 7.00 x 1&
Si-Si 7.00 x 10 24 0.640 -
Si-H 5.00 x 10° 24 0.350 3.80 x I
H-H - 24 - -
Table Ib: Charges on species at 298K
Species/multiple qle e
0 -.904 +.226
Si +1.808 -.452
H +.452 -.113
Table Ic: Three body parameters :
Species A (erg9 ros (A) y(A) 0" HoH
0-Si-0 1x10-11 2.8 2.0 120
Si-O-Si 15 x 10-11 3.0 2.8 141
H-O-H 30 x 10" 1.6 1.3 100
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Table Ic: The A-matrix of equation 12 columns A:AX:,2)

0.655726502 -1.04442689x10 8.31892416x1H
3.403472x10 -3.986929x10 1.742261x18
-4.057853x10 4.677537x108° -2.007873x10°2
1.657262x10° -1.838785x108" 7.549619x106’

Table Id: The A-matrix of equation 12 columns A):,A(:,6)

-3.07929142x10 5.44770929x 16’ -3.73609493x16%°
-3.364186x10! 2.419996x10* 0
3.800411x103° -2.672717x18° 0

-1.355453x10° 8.939302x16° 0
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Fig 1 — Stable acid-water configurations. (a) dndxere observed at 10K and 50K and
at 298K while (c) was observed only at 1K. The logdmn bonded O-H distances in all

the above figures is under 2.4A.
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Fig 2 — Coordination profile of the dry surface.€f&is a high concentration of defective

coordinated species at the surface.
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Fig 3 — Silanol formation — This was the predomirmaechanism of silanol formation.
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Fig 4 — Silanol formation — Another mechanism ¢drsol formation through dissociation
of adsorbed surface water. Note that the free watdecule is adsorbed onto a surface 3

coordinated silicon and then dissociates a watdecnte.



(d)

Fig 5 — Siloxane break — high temperature.

- ﬁ\ﬁ
(e)

Fig 6 — Siloxane break — low temperature.
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Fig 7 — Comparison of coordination profile and camication of species.
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Fig 8 — Kinetics of Species formation.
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Fig 9 — Concentration profile of 4-membered rings.
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Fig 10 — Proton transfer with the aid of hydroniigm.
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MANUSCRIPT lIl: Water confined in silica nano-layers : a Molecular

Dynamics study.
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Water confined in silica nano-layers : a Molecidgnamics study.
T.S.Mahadevan and S.H.Garofalini
Abstract: Structural and dynamic changes to the propertiegatér confined by
silica nano slabs was analyzed by simulating thevabsystem using Molecular
Dynamics. Previous research had revealed the impogtof using inter atomic potentials
that allowed for dissociation of water and reactioroccur at the water-silica interface.
We validate the results obtained by comparison wjthantum computations and
experimental analysis. Dissociation of water amuhtion of silanols was noticed at the
interface due to the presence of glass. The depsitjles of the system were studied to
reveal a peak in the silanol concentration at therface and diffusion of water into the
glass. Diffusion of molecular species at the irgtegf was compared with that of bulk
liquid and liquid in the interior of the water filmChanges to water structure at the
interface was analyzed using radial distributionctions. The effect of temperature on
the concentration profiles and structure at therfate was also studied by performing
simulations at 7 different temperatures. Basedremipus MD results of structure of bulk
water, we observe the changes in the hydrogen blosidecture of confined water with
temperature is and compare these to temperaturg@rasdure induced changes seen in

bulk water.

() Introduction:
In recent times it is well known and expected thatproperties of most materials
change drastically in the nano size regimes anctnadt exhibit novel properties when

confined to small sizes. Water is ho exceptiorhts, tand since water has been one of the
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most studied and documented chemfitali is worthwhile to investigate the change in
properties of water when confined in nano size®poMany technological applications
involve water in constrained geometries like hydhibp wafer bondin{f], interactions
between drugs and bio-molecufesde-pollution, corrosion and structural deteriimnaf’
and catalysis studies. While experimental studiewige results of phenomena in the
macro scalé ®, understanding of molecular mechanisms in suclstcained ambience
requires the building of computational models whialiile producing results that are
consistent with macroscopic experimental resuhsukl also be capable of providing
intuitive knowledge of the molecular mechanisms egattions.

Based on the interactions substrates can be dtabsE either hydrophobic in
case of non-interactive or weakly interactive ambes or hydrophilic in case of
interactive environments. Several studies of hylaiyic interfaces show changes in the
orientation of water molecules and structural ahdse differences from the bHIR:
[10].

This work reports the molecular dynamics studiesvafer interacting with silica
in a constrained slab geometry, which is a hyddaphinder the given circumstances.
Several works in literature exist describing sucteractions in various geometries and
this includes both experimental and simulation8,[@-1-15]. In summary, some of the
common experimental results for water constraimesllica pores are :

(@) Depression in crystallization temperature dependingpore geometries. The
crystallization is noted to appear in the bulk ghasd not at the surface of the
substrate[6].

(b) Lowering of the frequency spectrum with respedtutk water[6].
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(c) Enhanced hydrogen bonding with reduction in tentpeego].

(d) Formation of defective forms of cubic ice in poregh diameters greater than
30nm[6].

(e) Hysteresis in ice nucleation and melting[6].

(H Accumulation of water at the interface.[16-19]

There are also some varied results about the cbhangdiffusion coefficients in
constrained environments[20].

Some important aspects that need to be addressled study of water interacting
with hydrophilic silica are the formation of sildeaand the diffusion of water into the
substrates. Computational studies of water sihtaractions focusing on silicon wafer
bonding, formation of siloxanes and silanols andclma@isms of oligomerization of
silicic acid has been investigated earlier by tnsup [17, 21, 22]. These simulations
used atomic water models where the water moleauére capable of dissociation and
reaction with the silica surface based on a fixledrge coulomb term and a short range
interaction based on BMH potentials. Earlier resudy this group have indicated the
relaxation of the silica surfaces due to the presai water and the formation of siloxane
bonds across a layer of water as would be theinaskcon wafer bonding. The reaction
between a water monolayer and a silica surfacealsasbeen studied and this indicates
the clustering of water molecules on the free s@rfavhich is a consequence of the
hydrophilic nature of the interactions and the defeeeking capabilities of the water
molecules. While these results were informativeualibe mechanisms of water-silica

interactions, a major drawback of the above sinmutatwas that the properties of bulk
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water that was used were not very accurate. Fampbea the BMH potential acts only
over a distance of 5.5A and reproduces only thst fireighbor distances of water
accurately, while significant structural informaties present till the third peak of O-O
pair distribution function at around 7A. Hence, developed a potential function acts
over longer ranges and reproduces the propertiesig to a far greater accuracy.

We have established the utility of this potential studying silica surface
interacting with water vapor in our previous worB[2This works aims at studying the
interactions between a film of liquid water 3.5 tinick, constrained by silica nano-
layers using this new potential. We present a lhesicription of the potential function in
section Il followed by computational procedure @ttson Ill. Sections IV to VIII present

the results of the simulations and comments alimutgsults.

(1 Potential function.
The inter atomic potential used in these simulatibave been described in an
earlier publication by this same authors[24]. Irehrthe potential consists of a two and a
three body interactions that are represented astifumof the distance between atom

pairs and triplet configurations.

(a) Two body interactions :

Utot (rij ) = Uelectrostatic+ U repulsive + U dispersive (1)

where
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_Qiq i q'q, | erf(
r. r, \/_ 5 r.
U electrostaic (rij ) = ] ! erfd?) (2)
q,q] erf(— q, q, erf(ri
i 72 28

erfc("/5¢)
éf N

Udisp(rij) =C 6 (4)

In the above formulae, the'sjand ¢’s are the regular and diffusive charges on the i
atom, r is the distance of separation betweentaad }h atoms, and A, &, &, and G

are parameters as given in table I. The long rgpagés of the Madelung terms were

handled by a Wolf summation[25] and all the pateriactions were truncated with a

spherical cutoff of 1nm. The multiplier erfg8) is due to the use of only the real space
terms of the Madelung potential. The use of Walinsation also implies the

subtraction of self terms for the electrostaticgpdial as given by:

erfc(RC/,B) 1 &,
Ui = ( 2R ﬂnl/zj;qi (5)

The parameteg; in equation (3) varies with increasing temperatamd pressure for the

OH interactions to accommodate for the change indBithnces. A detailed description



141

of the potential equations is given in the eartiaper and it has been found to describe
the properties of water accurately in the tempeeatange under consideration.
(b) Three body potentials :

The three body potential used in the present wodefined by :

p) exp{y +y} x (cosd —cos@,)? forr,,r, <r,
r1 - rc r2 - rc

Us(r,,r,,60) = (6)

0 forr,r,=r,

where, fand p are the two distances of th& 2nd & atoms from the central {Latom
and 0 is the angle subtended by atoms 2 and 3. The méeasy, r. and 6. for the
different three body sets are given in our eapi@per. In short, the three body potential
serves to increase the energy with increased devitom the ideal angle between 2-1-3

atoms and this results in a greater drive for #teogatoms to return to the ideal angle.

(1) Computational Procedure.
Molecular dynamics simulations were carried ouhgsa fifth order Nordesieck-
Gear predictor corrector algorithm on a simulatiax of approximate dimensions 6.4nm
X 6.4 nm x 7.5nm under NPT conditions with a comispaessure of 1 atmosphere in the z
direction. The simulations box was comprised of U8®ater molecules sandwiched
between 3888 molecules of SiOnitially, prior to attaching the two in a layere
configuration, the required glass and water systemr® prepared separately. The glass

was prepared by a standardized melt quench proeeduere silicon and oxygen atoms
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in the ratio 1:2 arranged [Brcristobalite structure was melted at an initexhperature of
6000K to attain sufficient diffusion that breakswdo the crystalline structure. The
starting material was chosen[&sristobalite as it is close to the density ofettus silica.
This was then cooled to 300K in sequence of tenmpera4000K - 3000K -
2000K (100000 time steps each) - 1000K(4000 times3te 300K (60000 times steps)
with each time step being 1 femto second. The dames of the glass cuboid, prepared
under NVE conditions, were 6.4nm x 6.4nm x 4.2 nrhis glass cuboid was then
equilibrated at 298K under NPT conditions with adtostatic pressure of latm for
40000 steps and the configuration of glass witlsguee closest to 1 atm was taken as the
glass sample and it had dimensions of 63.6A x 6% 8}A

The water was simulated separately by starting athnitial cubic arrangement
of 4851 water molecules at a density of IX¥articles per cc at 298K in a cuboid box of
size approximately by less than 6.4nm x 6.4 nm5ni@ and was run for 500000 time
steps at 0.1 fs per time step.

The glass and water systems were then combinedidipgwater on top of the
glass system with a separation of 2.5A. This gasgstéem of approximate dimensions
6.4nm x 6.4 nm x 3.5nm withSiO, in the bottom and water on top. For later analysis
this system was further modified by removing thétdoro 21A of glass adding it to the
top of water. While the simulation results wouldneen the same in both cases because
of periodic boundary conditions in all the threamdnsions, this gives the added
convenience of having a symmetric distributionwb tlayers of glass above and below
the water molecules. The resulting simulation b®shown schematically in fig 1. This

construct models water confined to a slit like glpsre. Care was taken to allow a 2.5A
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gap between the water and glass in the top layer. dlhe above system was run for
400000 time steps at 0.1fs per time step at fiveperatures of 283K, 293K, 298K,
313K, 323K, 333K and 348K to allow for equilibrati@nd stabilizing the density. The
index number referring to the atoms were presealethrough the simulation so as to
facilitate ease of analysis. Thus, atom numbers 11664 were SiQatoms and atoms

numbered 11665 to 26217 were always water atoms.

(IV)  Glass structure and properties.

The initial structure of the glass was measurecedbasn the pair correlation
function between Si-O, Si-Si and O-O atom pairgsTives a reasonable compliance to
previous simulation results by this group[26] anddbhers[27, 28]. The use of a three
body potential resulted in the regulation of Si-DaBd O-Si-O angle to ~14&nd 109
respectively. The vibrational spectrum of the glakswed the required Si-O stretch
peak[29] at ~1100cthwhile the low frequency peaks had all been coneolypossibly
because of librations. The glass had expanded bytdh05% over the temperature of
283K-348K which is higher than the expansion of gtass. The large difference from
experimental values in case of expansion is séifjligible because of the much higher
expansion data for the glass-water system and beaaiuthe fluctuations in density in
this temperature range and length scales resultingaccurate values for densities of
glass. Figure 2 shows the pair distribution funtsief the different pairs of atoms in

glass.

(V)  Silanol / Hydronium formation.
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Table | gives the silanol concentrations in glageral02ps. These numbers are
comparable to what has been observed experimenfitallylly hydrated silica surfaces.
[30] The thermal activation energy for silanol iease can be obtained from the slope of
the plot between In(SiOH concentration) and 1/Tthim present case, this gives an energy
of ~0.93kcal/mol. DFT [31] and CPMD[32] methods baevealed activation energies
for formation of silanols on pristine silica swéas 11Kcal/mol-40Kcal/mol and that
the reaction is exothermic. This implies that tlienber of silanols should decrease with
increasing temperature. However, the conditions W& have simulated are drastically
different and the reactions here involve chemisompt dissociation of water and
formation of silanols. The mechanisms of silanainfation are similar to our earlier
results and based on the increase in silanol coratexm with increase in temperature, we

are led to believe that the reaction is endothermic

(VI)  Concentration profiles of various species.

The concentration profile of various species intigdrated slit is shown in figure
3. Since we have modeled the water to have interectwith the glass surface, we do
observe significant penetration of water into thesg. The diffusion of water into the
irregularities and channels at the surface has tsenssed in our earlier work[23] and is
observed here also. While we do observe a slightease in the concentration of water
molecules at the interface, it is much lower thanldyering like behavior observed in
case of hydrophobic interfaces or interactions aithchemical interactions. In case of
non interacting or hydrophobic interfaces, the ewm@tion profile should[9]

[33]indicate layers of water resembling the peak©®+1O pair distribution of water and is
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indeed observed in simulations [7] and experim¢&#§ Double layers of water, not

similar to O-O pair distribution function is alsdserved in simulations of water in
cylindrical Vycor™ glass pores[19] — however, thesemulations do not allow for

dissociation of water molecule or the formatiorstdinols. Since our potential allows for
the reaction between water and silica and for diffa of water into silica, the peaks at
the interface are less prominent. That allowingdiffusion at the interface reduces the
peak has been evidenced [8] and the small peakiseainterface are a result of the
lowering of diffusion coefficient of water in sibcas compared to the self diffusion
coefficient of bulk water.

The distribution of silanols is clearly maximumtlaé surface of the glass and we
also observe that the ratio of reacted oxygens yidrdgens is closest to 1 at the
maximum. This value for the ratio of reacted hydwmy® reacted waters on either side of
the maximum, indicating the presence of adsorbadmnwaolecules at the surface as well
as below the surface resulting in a higher numberdacted hydrogens as compared to
the reacted oxygens. This also indicates that uhiace OH bonds have the oxygen and
hydrogen in almost the same monolayer plane péaralléehe glass surface. This is
expected because, during the formation of silabglslissociation of water, the water
molecules dissociate only when close to an underduoated silicon and a dangling
oxygen. This mechanism is explained in our previaosk [23]. Since the glass surface
is oxygen terminated, the under coordinated sibcame found beneath the oxygen
terminating surface. Also, the three body potestiedlp maintain the SiOH angles also to
around 117 Given the mechanism of silanol formation, it dhnis be seen that the

dissociated hydrogens attach to the dangling oxygen below the surface, resulting in
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the OH of silanols being in planes that are at@autgles to the surface rather than
projecting perpendicularly in to the water.

With increasing temperatures, the increased coratéort of water molecules
becomes less prominent at the interface becomimgpamable to the normal density
fluctuation in the central part. This trend is damito how the O-O pair distribution
function changes with temperature and thus coesltd the lowering of density at high
temperatures.

Distinction has been made in between marking thgemns of adsorbed water
molecules and the oxygens of those water moleciilas have penetrated the glass
surface but have not adsorbed on to silicon at@ased on the ratio of dissociated and
adsorbed oxygens to the free water oxygens, itdeéasrmined that a only about 50% of
the water molecules that diffuse into the surfaeeasorbed onto glass atoms and the
rest remain as free water molecules. This was onex the entire temperature range
considered. The distinction between the differerygens is important because the

structure of the free water molecules is very défe from the adsorbed water molecules.

(VIl)  Structure of water in the confined space.

Structural modifications to the silica network Imetpresence of water has been
studied by the authors in an earlier work. In tiuerk we try to understand the
modifications in the structure of water. The O-Grpdistribution function provides
ample information about the local arrangement adkewmolecules and the significance of
the various peaks has been explained by Cho &5&l |n short, water molecules form

stable hydrogen bonded clusters with a centralmatdecules hydrogen bonded to four
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other surrounding water molecules resulting in teateedron. The structure of silica is
also similar as it forms Siclusters with a central silicon and 4 oxygens fogna
corner shared tetrahedron.

Figure 5 shows the pair distribution function ofyggn atoms (OO-pdf) in bulk
water and a comparison of this with the OO-pdf'srafious sections of the glass-water
system for the 298K sample. NMR studies have redetile structure of confined water
([20] and references therein) and the proper wainterpret the experimental results.
Since, in MD simulations, marking and counting asoof different species is much
easier than in experiment, we have been able tty she OO-pdf and OH-pdf in different
thin sections of the sample. Based on the condenirarofiles, reference points were
chosen at the sample interface and far away fraerfate and the pair distribution
functions were measured for sections of sample thete 3A thick. For ease of
comparison, all the pdf values were normalized wibkpect to the densities of the
section. The 3A sections were chosen starting At 204, 22A, 23A, 26A and 35A in z
corresponding to 0, 1A, 2A, 3A, 6A and 15A from theerface. In case of 298K data,
the values were averaged with pdf data from theesponding sections at the opposite
(high-z) interface also.

The prominent structural modification seemed tdHgeincrease in the number of
0O-0 (which are indicative of molecular positiongighbors at under 4A distance which
is a behavior observed in water at high tempersl#4¢ as well as high pressures [36].
The O-O neighbors at 4.5A which form the “non-H-Bed” second shell neighbors to
the oxygen at the center of the tetrahedral cagegihg to hydrogen bonded neighbors

at 3.4A at higher pressures is a phenomenon usadeamise in explaining the various
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anomalous properties of water by Cho et. al. Alsinphenomenon is observed here also
in that the second O-O peak at 4A disappears aeck tls a rise in the number of
neighbors at closer distances. There is some rigigon of the 4.5A peak over longer
distances also as we can see that the third peathwhat around 7A for bulk water is
also shifted to shorter distances for the layesedt to the interface. We also observe that
the first O-O peak is observably lower in the settilosest to the indicating that some of
the first neighbors also have migrated to farthstacices. This behavior is contrary to the
what happens at higher pressure where the firdt peaeases with increasing pressure
and is more akin to behavior of O-O pdf with ingieg temperatures [37]. The
difference between temperature and pressure efiestster is explained in [38]. Thus,
the reduction in the first peak could be a restltsome of hydrogen bonded, first
neighbor water molecules being shifted to farthistatice by bending or breaking of
hydrogen bonds in the presence of the corner gh&etrahedral structure of glass. These
shifted water molecules accumulate near the origet@ahedral cage resulting in the
shoulder at around 3.3A, and possibly resultingnfrthe absence of second shell
neighbors at 4.5A which causes the disappeararteedistribution of O-O peak at that
distance. As we move away from the interface, phisnomenon is reversed and the O-O
pdf starts resembling that of bulk water.

The O-H pdf for bulk and the different sectionssisown figure 6 and also
compares well with experimental results in [20].eQarominent difference between the
bulk water structure and any of the sections invth&er-glass film is the reduction in the
intensity at around 1.75A which is the hydrogen ding distance. The curve is also

shifted to lower distances in the 2.4-3.2A and A8 range suggesting that some of the
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hydrogen bonds that were at the shorter distanaes moved to the longer distances.
These long hydrogen bonded pairs seem to manifesta adistinct shoulder in
experimental results [20] and the change in hydrdgended structures is also observed
in apolar environments [8]. The effect of disappeae of the second shell at 4.5A in the
O-0 pdf is also felt in the O-H pdf’s at 4.5A whits reduced in the sections close to the
interface. Hydronium formation at the water-silingerface was reported in our previous
work[23] and we did observe some hydroniums atinterface. However, the numbers
were not significant enough to make an impact ensthucture of water.

Comparison of the O-O and O-H pdf’s of various e in the system was done
for the 348K run also and the graphs are in figutesd 8. Increasing temperature in
bulk water has the effect of reducing the secorsll steighbors at 4.5A, increasing the
first minima of the O-O pdf and decreasing thetfiisaxima. Again, this has been
explained as being caused by redistribution ofsn@nd shell neighbors to form a high
density shell closer to the first shell neighbofsh® water tetrahedron without a major
distortion [38] to the first tetrahedral shell. $heffect is noticed in our simulations of
bulk water at different temperatures [24] as wallia the present case. The increased
temperature has lowered the second peak, but gsempee of the confining environment
at the interface has effected the second peak avam greater extent and we notice little
change in the intensity of the curve in the 4.58ioa for the interface section with
increasing temperature. Accumulation of molecukighbors at around the 3.4A without
the disappearance of the 4.5A peak, similar taeheerature effect has also observed in
simulations of water confined in cylindrical por&3], mesoporous Vycor™ glass[40]

[41] and zeolite silicates[42] and has been expldias distortion of hydrogen bond
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network. Thus, the structural differences betweenfined water at the interface and in
the interior of the water film reduces with incregs temperature as has been
experimentally observed [43] as an increased thieexansion coefficient of confined
water. Experimental studies by NMR spectroscopg diglectric measurements also
indicate the presence of complex disordered phaseserfaces in mesoporous silica and
Vycor™ glass[6, 12, 15]. The existence of a défdrphase of water at the interface with
different equations of state has also been obsarvether simulations[44]7] and, as
seen in the current results, the region of watesedt to the interface, including
penetrated water seem to indicate a different phabavior from bulk water. This super
cooled phase of water has a structure similarwodensity water at high temperatures.
(VIIl) Water diffusion in bulk and at interface.

Experimental studies and simulations reveal slowi@rational dynamics of
confined water which has been explained as dubdadrapping of water molecules in
cages caused by increasing density or pressur¢lB3][45] [20] [11] [3] and resulting
in increased relaxation times. It has also beenvsehihat confined water has a higher
diffusion rate than bulk ice[6]. Spohr et. al hd¥8] have indicated the possibility that
short time diffusion coefficients in fully hydratexnfined water being higher than that
of bulk water.

In the present case, we measure the self diffusiefficient, D of water based on
the mean square diffusion of oxygen atoms thataseciated with free water molecules
only. The distinction between free water and &gtacwater was that the free water
molecules were at least 2.1A away from any silicBhis ensured that neither the

structure, nor the diffusion coefficients were gselye modified by attached silanols or
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adsorbed water. Since 3 dimensional diffusion wasd considered, we chose 6A
sections starting at 20A, 21A, 22A, 23A, 26A and\2fistances in z, corresponding to 0,
1A, 2A, 3A, 6A and 15A from the interface to measuarean square diffusion. Figure 8
shows the mean square diffusion of the differegeds. While we do not observe the
explicit flattening of the MSD curve indicating thenset of as seen elsewhere[45],
possibly because we are considering larger sectdnwater to calculate the three
dimensional diffusion. However, we do observe thatMSD curve of the section closest
to the interface flattens at longer times indiogtithe slowing of diffusion of the
molecules into the sample. The self diffusion doefht was calculated as the slope of
the MSD curve after the onset of steady state atdit by a constant slope region of the
MSD curve. A plot of the diffusion coefficients different temperatures and different
sections of the film is given in figure 9. Clearlye observe that the diffusion coefficient
is an order of magnitude lower in the section dbs® the interface at all the
temperatures and this is consistent with other iimns[19]. There are significant
inaccuracies in the values of D because the numbéiffusing atoms decreases with
increasing time and atoms that escape the seateona accounted for once they leave
the section. This results in greater inaccuracidsgher temperature but we do observe
the trend of diffusion to be in the right directi@and the values being reasonably
consistent with experiments.
(IX)  Conclusion.

MD simulation of hydrated slits in vitreous silichows significant reactions

between water and silica resulting in formation siinols at the interface. Water

molecules also penetrate into the silica layershto extent of about 10A causing the
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formation of sub surface silanols. Observation loé structure of water at different
sections near the interface shows that, near te€face, water forms a structure that has
features similar to both high pressure as welligh temperature water. This section of
water also has a diffusion coefficient much lowert that of bulk water or even water at
the interior of the film. Based on the intensitydashape of the first peak of O-O pdf, we
can conclude that water molecules in this sectiowater have a lower density of first
neighbor shell than bulk water, which is akin t@ tdensity modification in higher
temperature water. Another characteristic obsemedte structure of this layer was the
disappearance of the second shell of neighbors sed&ulk water. As expected, the
structure of water in the interior of the film bea closer resemblance to that of bulk
water. This interfacial region of water, thus i®sdo exhibit properties different from
that of bulk water and thus can be classified asisge phase of water with a lower order
as compared to bulk water. Presence of this slowimgointermediate layer results in a
slight accumulation of water at the interface. e of water closer to the interior of the
film undergo a gradual transformation to bulk watedicating that the transformation is
akin to glass transitions. Since the glassy phdseater is present only closer to the
interface, for larger pores or slits, the contrnbatto average properties of water by this
phase is expected to reduce thus explaining martgeohnomalous properties of water

confined to restricted geometries.



Table 1: Silanol and adsorbed water density after8s.

Temperature SiOH/nMm  [SLOH/NNT  [SiOH/NNY
283 4.8 0.58 0.42
293 4.97 0.58 0.37
298 4.95 0.57 0.38
313 5.23 0.64 0.18
323 5.2 0.57 0.18
333 5.04 0.69 0.25
348 5.22 0.73 0.17

153
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Figl: Schematic arrangement and dimensions of system
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Fig 2: Pair distribution functions of O-O,Si-O and Si-8r the glass. The number of first

neighbours were 4 each for Si-Si and Si-O pairs@fat O-O pairs.
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Fig3a: Concentration profiles at 298K
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Fig 3b: Concentration profiles at 348K. The density hasdmd and there is less

difference between the interface and interior ef\later.
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Fig4: O-O pdf at 298K Comparision of various layers.
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Fig5: O-H pdf at 298K
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Fig6: O-O pdf at 348K.
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Fig7: O-H pdf at 348K
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Fig 8: MSD curve at 298K
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Fig 9: graph of Dvs T.

D x 10° cm?/sec

o 0-6A
e 1A-7A
m 2A-8A .
03A-9A
<o 6A-12A o
+15A-21A .
. o G
. ¢ 0
* g O .
© o o . [ ] " N
E " . . L] o
¢ o5 o o
270 290 310 330 350

Temperature in K

163



164

References:

1.

2.

10.

11.

12.

13.

14.

15.

16.

17.

18.

Guillot, B.,A Reappraisal of what we have learnt during threeatles of
computer simulations on watel. Mol. Lig, 2002. 101: p. 219-260.

Tong, Q.-Y.Wafer Bonding for integrated materialgat. Sci & Engg, 2001.
B87: p. 323-328.

Bhattacharya, K. and B. BagcBipw dynamics of constrained water in complex
geometriesJ. Phys. Chem A, 2000. 104: p. 10603-10613.

Gonzalez, 1.J.G. and G.W. Scheftgffect of swelling inhibitors on the swelling
and stress relaxation of clay bearing stortesvironmental Geology, 2004. 46: p.
364-377.

Klein, J., et al.Fluidity of water and of hydrated ions confinedve¢n solid
surfaces to molecularly thin filmg. Phys. Cond. Mat, 2004. 16: p. S5437-S5448.
Webber, B. and J. Dor8fructural and dynamic studies of water in mesopsro
silicas using neutron scattering and nuclear magnetsonancelJ. Phys. Cond.
Mat, 2004. 16: p. S5449-S5470.

Brovchenko, I., A. Geiger, and A. Oleinikow&ater in nanopores: Il. The liquid-
vapour phase transition near hydrophobic surfadesirnal of Physics:
Condensed Matter, 2004. 16: p. S5345-S5370.

Jedlovszky, PThe hydrogen bonding structure of water in theniigiof apolar
interfaces: a computer simulation study Phys. Cond. Mat, 2004. 16: p. S5389-
S5402.

Zangi, R.Water confined to a slab geometry: a review of iecemputer
simulation studies]. Phys. Cond. Mat, 2004. 16: p. S5371-S5388.

Scatena, L.F., M.G. Brown, and G.L. Richmangter at hydrophobic surface:
Weak hydrogen bonding and strong orientation eft&xtience, 2001. 292: p.
908-912.

Crupi, V., D. Majolino, and V. Venutiffusional and vibrational dynamics of
water in NaA zeolites by neutron and Fourier tramsfed infrared spectroscopy.
J. Phys. Cond. Mat, 2004. 16: p. S5316-S5297.

Hiejima, Y. and M. Yad?hase Behaviour of water confined in Vycor™ glass a
high temperatures and pressurdsPhys. Cond. Mat, 2004. 16: p. 7903-7908.
Liu, L., et al. Slow dynamics of supercooled water confined in pamaus silica
materials.J. Phys. Cond. Mat, 2004. 16: p. S5403-S5436.

Puibasser, J. and R.J.-M. PelleAgrand canonical Monte Carlo simulation
study of water adsorption on Vycor™-like hydrophiiiesoporous silica at
different temperatreslournal of Physics: Condensed Matter, 2004. 165329-
S5343.

Swenson, JThe glass transition and fragility of supercoolexhfined waterJ.
Phys. Cond. Mat, 2004. 16: p. S5317-S5327.

Crupi, V., et al.Dynamical Response and H-bond effects in confiigeddl
water.J. Mol. Lig, 1999. 80: p. 133-147.

Feuston, B.P. and S.H. GarofalWater-induced relaxation of the vitreous silica
surface.J. Appl. Phys, 1990. 68(9): p. 4830-4835.

Hartnig, C., et alModifications of the hydrogen bond network of lajuiater in

a cylindrical SiQ pore.J. Mol. Liqg, 2000. 85: p. 127-137.



165

19. Spohr, E. and C. Hartnig/ater in porous glasses. A computer simulationystud
J. Mol. Lig, 1999. 80: p. 165-178.

20. Ricci, M.A., et al.Water in confined geometries: experiments and sitiars.J.
Phys. Condensed Matter, 2000. 12: p. A345-A350.

21. Garofalini, S.H. and G. MartiMolecular Simulations of the polymerization of
silicic acid molecules and network formatian.Chem. Phys., 1994. 98(4): p.
1311-1316.

22. Litton, D.A. and S.H. GarofalinModeling of hydrophilic wafer bonding by
molecular dynamics simulation. Appl. Phys, 2001. 89(11): p. 6013-6023.

23. Garofalini, S.H. and T.S. Mahadevuylecular dynamics simulations of water
adsorption onto silica surfaces using a dissociaéger potential???, 2007.
?2??2(?7?7?).

24. Mahadevan, T.S. and S.H. Garofalissociative water potential for molecular
dynamics simulationgl. Phys. Chem, 2007. 111: p. 8919-8927.

25. Wolf, D., et al.Exact method for the simulation of Coulombic systbgn
spherically truncated, pairwise'rsummationJ. Chem. Phys., 1999. 110(17): p.
8254-8282.

26. Feuston, B.P. and S.H. Garofaliampirical Three-Body Potential for Vitreous
Silica.J. Chem. Phys., 1988. 89(9): p. 5818-5824.

27.  Van Ginhoven, R.M., H. Jonsson, and L.R. Ceg@ilica glass structure
generation for ab initio calculations using smalhsples of amorphous silica.
Phys. Rev. B, 2005. 71.

28. Vashishta, P., et alnteraction potential for SiO2: A molecular-dynasstudy
of structural correlationsPhys. Rev. B, 1990. 41: p. 12197-12209.

29. Garofalini, S.H.Molecular dunamics simulation of the frequency spec of
amorphous silicalJ. Chem. Phys., 1982. 76(6): p. 3189-3192.

30. Zhuravlev, L.T.Concentration of Hydroxyl Groups on the SurfacAmmiorphous
Silicas.Langmuir, 1987. 3: p. 316-318.

31. Van Ginhoven, R.M., et aCleavage and Recovery of Molecular Water in Silica.
J. Phys. Chem B, 2005. 109: p. 10936-10945.

32. Mischler, C., et al\Vater adsorption on amorphous silica surfaces: &-Ca
Parrinello simulation studyd. Phys. Cond. Mat, 2005. 17: p. 4005-4013.

33. Truskett, T.M., P.G. Debendetti, and S. TorguBhermodynamic implications of
confinement for a waterlike fluid. Chem. Physics, 2001. 114(5): p. 2401-2417.

34.  Antognozzi, M., A.D.L. Humphris, and M.J. Milé3bservation of molecular
layering in a confined water film and study of thgers viscoelastic properties.
Applied Physics letters, 2001. 78(3): p. 300-302.

35. Cho, C.H., S. Singh, and G.W. Robinddnderstanding all of waters' anomalies
with a nonlocal potentiall. Chem. Phys., 1997. 107(19): p. 7979-7987.

36. Okhulkov, A., Y.N. Demianets, and Y.E. Gorbatyay scattering in liquid water
at pressures of up to 7.7 kbar: Test of a fluctuamodel.J. Chem. Phys., 1993.
100(2): p. 1578-1588.

37. Guillot, B. and Y. Guissariow to build a better pair potential for watel.
Chem. Phys., 2001. 114: p. 6720-6733.

38. Urquidi, J., et alQrigin of temperature and pressure effects on tukal
distribution function of watePhys. Rev. Letters, 1999. 83(12): p. 2348-2350.



39.

40.

41.

42.

43.

44,

45.

166

Gallo, P., M.A. Ricci, and M. Rovereayer analysis of the structure of water
confined in Vycor™ glass. Chem. Phys., 2002. 116(1): p. 342-346.
Puibasset, J. and R.J.-M. PelleAgrand canonical Monte Carlo simulation
study of water adsorption on Vycor™-like hydrophiiiesoporous silica at
different temperatresl. Phys. Cond. Mat, 2004. 16: p. S5329-S5343.
Puibasset, J. and R.J.-M. PelleAhgomparison of water adsorption of n ordered
and disordered silica substraté3hys. Chem. Chem. Phys, 2004. 6: p. 1933-
1937.

Demontis, P., G. Stara, and G.B. Suffrdghaviour of water in hydrophobic
zeolite silicate at different temperatures. A molacdynamics studyl. Phys.
Chem B, 2003. 107: p. 4426-4436.

Derjaguin, B.V., V.V. Karasev, and E.N. Khroragletters to the editors:
Thermal expansion of water in fine pordsColloid & Interface Sci., 1986.
109(2): p. 586-587.

Brovchenko, I., A. Geiger, and A. OleinikoVdater in nanopores. |. Coexistance
curve from Gibbs ensemble Monte Carlo simulatidn€hem. Phys., 2004.
120(4): p. 1958-1972.

Gallo, P., et aINon-exponential kinetic behaviour of confined wakarrophys.
Lett., 2000. 49(2): p. 183-188.



167

CURRICULUM VITA
THIRUVILLAMALAI SUNDARESHWARAN MAHADEVAN

Aug 1991 — May 1995 B.Tech Metallurgical enginegri
Institute of Technology — Banaras Hindu Unsiigr
Varanasi — 221005, India.

Sep 2000 — Jan 2008 Ph.D, Materials Science agoh&ering,
Rutgers University,
Piscataway, NJ -08854

Sep 1995 — Aug 2000 Development Engineer
Larsen and Toubro Limited.,
(EWAC Alloys)
Mumbai — 400080, India.

Publications (partial list):

T.S.Mahadevan and S.H.Garofalini — “Dissociativetawapotential for Molecular
Dynamics simulations”, J. Phys. Chem B 111(30) 208919-8927

T.S.Mahadevan and S.H.Garofalini, — “Dissociativeraisorption of water onto silica
surfaces and formation of hydronium ions” J. Pi@sem., Accepted

T.S.Mahadevan and S.H.Garofalini — “Molecular Dymasnstudy of water films
confined to silica nano-layers”, Under Review.



