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ABSTRACT OF THE DISSERTATION 

A Computational Study of Interfacial  Phenomena in Dissociative Water 

Confined by Silica Nanolayers. 

By 

THIRUVILLAMALAI SUNDARESHWARAN MAHADEVAN 

 

Dissertation Director: 

Professor Stephen H. Garofalini 

 

Molecular Dynamics (MD) Simulation techniques were used to build a 

dissociative model for water that accurately represents the structure, vibration spectrum 

and thermal expansion curves over a wide range of temperatures and pressure. The 

structural changes and interaction of this water model when confined by nano layers of 

silica were observed. Hydronium formation was observed and the structure and diffusion 

properties between confined water, bulk water, and water far from the silica interface 

were compared. 

The water model was based on a pair potential and atomic water which allows for 

dissociation of water and its interaction with silica to form silanols. An interaction 

parameter representing the O-H distance (ξr-OH) was adjusted based on temperature and 

pressure as a strong correlation was observed between changes in the OH distance and 

the structure, density and energies of simulated water. The properties of water were close 

to the experimentally observed physical properties of water.  
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An atomic model for vitreous silica was also built based on the same potential and 

using the same parameters for oxygen-oxygen interactions in silica as that of water. The 

cross species interactions (Si-H and Si-O) were determined to accurately predict the 

structure of vitreous silica and low energy structures of  interacting silicic acid – water 

clusters.   

Based on the above potentials, a 3nm water film was placed between layers of 

vitreous silica and MD simulations of the above system were carried out for seven 

temperatures. The structure of water far away from the interface was closer to that of bulk 

water and the structure of the penetrated water had features of bulk water at higher 

temperature and pressure. The self diffusion coefficient of the penetrated water molecules 

was observed to an order of magnitude lower than that of bulk water. The confined water 

was also observed to respond differently to changes in temperature as compared to bulk 

water thus changing the averaged properties of water and exhibiting variation in  phase 

behavior. 
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PREFACE 

 This thesis is organized into a sequence of chapters describing the background , 

development of interaction potential and results and discussions. The gist of the results 

and discussions are appended as three manuscripts one of which has already been 

published as a paper and the other two are ready for submission. The appended 

manuscripts are as follows : 

 

I. “Dissociative Water Potential for Molecular Dynamics Simulations”, 

T.S.Mahadevan and S.H.Garofalini, J.Phys. Chem. B 111(30) 8919-8927 

(2007). 

II.  “Water induced relaxation of silica surfaces with a long range dissociative 

water potential” , T.S.Mahadevan and S.H.Garofalini, Accepted with slight 

modifications in Journal of Physical Chemistry. 

III.  “Water confined in Silica Nano layers: A Molecular Dynamics Study”, 

T.S.Mahadevan and S.H.Garofalini, Manuscript to be submitted for 

publication. 

 

I have been the principle writer of all the manuscripts with guidance from Dr.Garofalini. I 

have conducted the computer simulations, interpreted and analysed results and drawn 

conclusions for all the papers with the guidance of Dr.Garofalini.  

 Chapter 1 contains the background information and literature survey for this work 

and also describes some of the experimental techniques adopted for measuring the 

properties of materials that we have undertaken. Chapter 2 is a brief on simulation 
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techniques with particular emphasis on molecular dynamics techniques and algorithms 

that have been used in this study. Chapter 3 discusses the way we developed the 

potentials and some more details on interpreting the various aspects of the potential. 

Chapter 4 gives the summary of the appended manuscripts and additional results that are 

not included in any of the manuscripts. Chapter 5 gives the conclusions and some of the 

ideas on areas that can be investigated based on this work. 

   
New Jersey 2007       T.S.Mahadevan 
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1. INTRODUCTION 
  

Water and silica are two of the most abundant chemicals on the earth’s crust [1] 

and the understanding their role in technological, biological and geological processes is 

an important undertaking by scientists. This current study is focused primarily in building 

an atomic model for water that is capable of dissociation and reproduce interactions with 

silica.  

Water as a unique chemical has posed a spectrum of problems for scientists and 

engineers. Among the earliest scientific studies of water relevant to today’s world was in 

1781, when Priestly synthesized water  and shortly afterwards Lavoisier decomposed it 

into oxygen and hydrogen. By the late 1800’s, anomalous properties of water were being 

observed and in 1933 Bernal and Fowler came up with an interaction potential for water. 

With the advent of x-ray techniques in 1930’s the research on water was  intensified and 

by the 50’s computational studies of water were being undertaken [2].  

 Some important milestone works that served the advancement of computational 

studies of water were as follows [3] : 

• Monte Carlo sampling scheme by Metropolis, Rosenbluth and Teller in 1953. 

• The first molecular dynamics simulation by Alder Wainwright around 1957. 

• Barker and Watts and Rahman and Stillinger’s first computer simulation of water in 

1969 and 1971 respectively. 

• Derivation of a pair potential for water from ab-initio calculations by Clementi et al. 

in 1976. 

Most of today’s water models are based on pair potentials and sometimes a 

combination of intra-molecular potentials and three body potentials, where the charge 
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distribution on the water molecule is modeled by point charges either on the nuclei or on 

the extra sites in the plane of the molecule. The goal of most simulations of water is to 

understand the evolution of properties of water over a large range of thermodynamics 

conditions and the basis for the anomalous properties. However, to understand the 

interactions of water in different ambient conditions, the robustness and transferability of 

the water model is also essential. Consequently, most of the currently used water models 

are designed to reproduce the properties over a limited range of thermodynamic 

conditions or to suit specific needs.   

1.1 A brief on water. 

Traditionally, in molecular simulations, one of the basis of evaluating the 

accuracy  of a model has been the capacity of the model to predict the observable 

properties. Keeping in mind the primary objective of this thesis as being the study of the 

interaction of water in silica nanopores, reproduction by the model of the physical 

properties of water, like the structure at ambient conditions, equation of state, thermal 

expansivity and diffusivity were considered important for  use in silica-water systems. 

Thus, a look at some of the relevant experimental methods and physical properties of 

water would be useful at this point. 

1.1.1 Molecular Structure. 

Water molecules belong to the symmetry group of C2v with two mirror planes and 

a two fold rotation axis [4]. Since the hydrogen atoms are about 16 times lighter than the 

oxygen there is an ease in their rotation and relative movements. A rough definition of 

the electronic structure would be as a molecule containing four sp3 hybridized electron 

pairs two of which are associated with the hydrogens and the other two form the lone 
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pair. However, this is not a very accurate description as, in a perfectly tetrahedral 

arrangement of the orbitals  HOH angle should be 109.47° and such an arrangement is 

not found in liquid water. Also, molecular models that depicted a negative charge at the 

location of lone pairs are not accurate in description of the structure of bulk water [4].  

The isolated water molecule in gas phase has an O-H length of 0.9584A and H-O-

H angle of 104.45°. The charge distribution is determined by the method of calculation 

and the geometry but an approximate description would be a charge of –0.7e on the 

oxygen and charges og +0.35e on each of the hydrogens. The values of the OH bond 

length and the HOH angle are not maintained in bulk water and drift to about 0.97A and 

106° according to neutron diffraction studies. Changes in the bond length and bond 

angles are also brought about by the cluster that a particular water molecule is associated 

and by interaction with solute ions. In general, molecular models of water use a bond 

length between 0.957A to 1A and angles of 104.52° to 109.5° [4]. 

An electron density map of the water molecule would show a minima in the 

electrostatic potential at the approximate location of the lone pairs and the water 

molecule has been reported to have an average Van der Waals of 2.8Å. The molecule is 

not spherical and has a variation of ±5% in the Van der Waals diameter[4]. 

 As regards dimers, the most energetically favourable one is where one of the 

oxygen atoms is hydrogen bonded to a hydrogen atom of the other as shown in fig 1.1 :   

  

(a)     (b) 



  4 

 

Fig 1.1a and b : A schematic representation of water molecule and the water dimmer- 

from[4]. The colors in (a) represent the charge with red being negative charge and green 

being positive charge.    

1.1.2 Experimental methods for determining Structure of Bulk water. 

The distinctive microscopic structure of amorphous materials can be determined 

reliably by a variety of experimental methods of which x-ray or neutron scattering studies 

are the popular methods used for studying. Scattering experiments involve probing the 

differential cross section (dσ/dΩ) which is the ratio of the scattering cross section to the 

solid angle about the scattering angle [5]. This ratio is analyzed using the Born 

approximation to give the structure. 

I(Q) = dσ
dΩ

= bib j exp(iQ.rij )
i, j =1

N

∑         1.1  

where the sums are over the nuclei or electrons , the b’s are the scattering length for 

particle scattering of a given element or a form factor for phonon scattering; rij are the 

positions of the nuclei in particle scattering or the position of electrons in photon 

scattering and Q=4πsin(θ/2)/λ is the momentum transfer for the elastic scattering process 

λ being the wavelength. In actual data analysis, one also has to account for other effects 

like incoherent scattering, beam polarization, multiple scattering, inelastic effects, 

container absorption of radiation etc.  

In the x-ray  scattering method the electronic density distribution around a nucleus 

scatters the incident radiation and the scattering cross section depends on the square of 

the number of electrons involved. In water, this essentially means that the x-rays “see” 

the electron distribution around the oxygen and data analysis thus leads to the molecular 
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structure of the water atoms. However, the presence of the positive neutrons of hydrogens 

changes the spherical symmetry of the electron distribution around oxygen as seen in the 

previous section. Hence, besides this minimal effect, the x-rays do not “see” the 

hydrogen. Hence, accurate structure is determined by doing  appropriate modifications 

during data analysis to account for the redistribution of electrons due to a) the presence of 

hydrogen and b) due the water being in liquid state [6].  

Neutron scattering differs from the above method in that the incident radiation of 

neutrons interact with all the nuclei and thus the hydrogens can be spotted more 

accurately. In case of water, there has been some success and general preference with 

neutron scattering experiments using heavy water where the coherent scattering length of 

the deuterium is 6.67fm as compared to -3.74fm with hydrogen and this results in better 

scattering by the hydrogen atoms. From diffraction measurements for heavy water, light 

water and mixtures of  the two, one can extract the pair correlation functions of all the 

species. However, use of heavy water has in inherent disadvantage in that the structure of 

heavy water itself is more ordered than that of  regular water [5]. 

The x-rays have wavelengths of about 0.5 – 2A and are generated inhouse by 

bombardment of high energy electrons on a target metal. A synchrotron source, can also 

be used to give a high intensity radiation and this is an advantage while collimating the 

beam to a small diameter and also requires lower exposure times. The Q ranges are 

typically around 0.3A-1 to 15 A-1. 

Diffractometers used in neutron scattering also rely on the synchrotron or on 

spallation sources for neutrons. The spallation sources have higher intensity and neutrons 

of a greater span in wavelength.  
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The scattered signal is captured by detectors of a given area (dA) positioned at a 

given distance ,L and measures the flux of radiation scattered into the solid angle element 

dΩ = dA/L2 . 

For data analysis, the scattered intensity in x-rays is now split into two 

components, one corresponding to self scattering by individual molecules, also known as 

the molecular form factor <F(Q)2> and a second arising from intra molecular scattering, 

S(Q). With the approximation that the scattering is done by spherical electron clouds, the 

experimental intensity is now defined as [5]: 

I(Q) = xi x j f i (Q)
ij

∑ f j (Q)
sinQrij

Qrij
+ xi x j f i (Q) f j (Q)Sij (Q)

i≤ j

∑     1.2 

where xi is the atomic fraction of species i, fi(Q) is the Q dependent atomic scattering 

factor for atom i and r ij is the intramolecular distance between the centers of the electron 

clouds.  The intermolecular correlation function  then follows from the Fourier transform 

relation given by [5]: 

Sij (Q) =1+ 4πρ r 2dr[gij (r) −1]
sinQr

Qr0

∞

∫       1.3 

Thus, we get g(r) which is a direct relation to the structure of bulk water. 

However, the above underlines only the basic equations for determining the structure. In 

actual analysis, there are several correction factors (to account for unwanted radiation 

from sample containers, absorption of some intensity by the sample, geometry of the 

sample, polarization of the source, multiple scattering, incoherent scattering or Compton 

effect,  non-spherical geometry of the scattering electron cloud and deviations due to 

chemical bonding) that have to be applied to the raw data.  
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In neutron scattering, we split the differential cross section into self and distinct 

components as [5] : 

dσ
dΩ

= dσ
dΩ
 
 
 

 
 
 

self

+ dσ
dΩ
 
 
 

 
 
 

distinct

        1.4 

The unwanted effect of incoherent scattering is isolated in the self scattering term 

and the liquid structure factor is then given by 

S(Q) =

dσ
dΩ
 
 
 

 
 
 

distinct

+ (bO
2 + 2bH

2 )
 

 
 

 

 
 

(bO
2 + 2bH

2 )2
       1.5 

This can be rewritten in terms of molecular form factor <F(Q)2> and a scattering 

function DM(Q) containing all the intermolecular correlations as 

S(Q) = DM (Q) + F(Q)2         1.6 

The pair correlation function g(r) can be determined by Fourier transform of 

DM(Q) 

4πrρM (gL (r) −1) = 2
π

QDM (Q)sin(Qr)dQ
0

∞

∫       1.7 

Use of isotopic substitution with heavy water allows for obtaining all the three 

pair distribution functions. Again there are corrections that need to be applied to the 

above equations to account for inelastic scattering. 

Another important factor to be accounted for in structure determination by above 

methods is the experimental truncation of S(Q) in Q space.  

1.1.3 Water structure at ambient conditions [5] 

The radial distribution function(RDF’s) and partial distribution functions(PDF’s) 

are the commonly used data for gathering structure information about any amorphous 
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material. Experimental methods are used to determine the structure factor and Fourier 

transformation is used to obtain the RDF’s and PDF’s. The details of the pair distribution 

function will be listed out in a later chapter.  

A good indication of the molecular structure of water is the nature of the O-O 

PDF. It is only recently that water structures calculated by x-ray and neutron scattering 

methods have started agreeing with each other. A key factor in determining the exact 

height of and shape of the first peak in O-O PDF is the scattering of wave vectors above 

7A-1.  

Nevertheless, one of distinct features revealed by  both the methods is the 

tendency of water molecules to form a tetrahedral structure of four water molecules 

surrounding a central molecule. The nearest neighbour O-O distance is around 2.75A and 

this distance is maintained even in ice.(ref3) This is evident from the coordination of 

oxygen ontained by integration of PDF till the first minima.  

Figure 1.2 shows a comparison of experimentally obtained PDF’s of O-O pair  

based on neutron data and x-ray data. The given data shows excellent agreement between 

both the methods, primarily because the data by Soper (indicated by Soper 2000 in the O-

O pdf) is based on new potential based reverse Monte Carlo analysis  of previously 

obtained neutron results. Earlier data of neutron analysis used to give the first peak 

location at around 2.75 and a height of 2.2.  The OH and HH PDF can be obtained only 

by neutron diffraction technique using heavy water substitution.  

It is also customary to use the total pair correlation function for water or D2O as 

given in equation (8) to compare the experimental structure of water with simulation 

results. 
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G(r)=0.498gDD(r)+0.421gOD(r)+0.089gOO(r)      1.8 

 

 

Fig 2.2 : (a) Comparison of O-O PDF obtained by neutron diffraction (Soper 2000) and 

x-ray diffraction (ALS). (b) and (c) are comparison of Soper’s original data (Soper97 and 

newly analyzed data (Soper2000). Figures from [5] 
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Besides the above mentioned short range structures, it is also thought that 

combinations of these smaller clusters can result in the formation of larger clusters in a 

collapsed high density state or an open low density state [4]. The larger clusters could be 

close to the ordered structures found in crystalline ice or sometimes dodecahedral or 

icosahedral clusters. There are a variety of propositions as to the exact nature of these 

large clusters - however, all of them are based on an extensive network of hydrogen 

bonds which are preserved upto 85% even at temperatures of around 100 C. The presence 

of icosahedral has been reported in [4] based on x-ray diffraction of water nanodrops. A 

dynamic equilibrium that also shifts between open and closed structures based on 

ambient conditions serves as a possible explanation of the anomalous properties of water 

like temperature of maximum density and pressure viscosity behaviour.  

1.1.4 Thermodynamic and transport properties of water. 

The equilibrium properties like volume, entropy enthalpy and internal energy can 

be obtained from the Gibbs energy (or Helmholtz energy) based on standard 

thermodynamic relations.  Other important properties like specific heat capacities, 

compressibility can also be derived from the equilibrium properties. Experimentally 

however, it is the equilibrium properties that are determined and the calculated Gibb’s 

energy is used for designing the phase diagram. There are a number of standard 

experimental techniques for the evaluation of the properties and a discussion of all of 

them is beyond the scope of this work [4]. 

The International Association for the Properties of Water and Steam (IAPWS) 

sets and maintains the thermodynamic data of water. The latest standard , Industrial 

Formulation 1997 (IF97) replaced the earlier one IFC67 [7]. Among the various 
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properties that are standardized as an equation by IAPWS are the density, specific 

internal energy,  specific enthalpy,  specific entropy, specific isobaric heat capacity,  

specific iscochoric heat capacity,  the dynamic viscosity  and thermal conductivity all as a 

function of temperature and pressure and the values at saturation state, the boiling point 

as a function of pressure  and the vapor pressure as a function of temperature. This data is 

made available in several steam table books.  

The phase diagram of water, which is another important tool for the study of 

behavior of water, over a wide range of temperature and pressure is as shown in figure 

1.3 [4].  One of the anomalous behaviors of water is evident from negative slope of the 

like separating the liquid and solid which implies that the melting point decreases with 

increasing pressures. 
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Fig 2.3 Phase diagram of water over a wide range of conditions. (from [4] )  

A discussion about the properties of water is not complete without a mention 

about the anomalous properties of water. Some of the unique properties of liquid water 

are its unusually high phase transition temperatures and physical properties  and the 

negative coefficient of thermal expansion at low temperatures in liquid , the negative 

volume change on melting and the existence of a density maximum. Though it is 

conceivable that many of the anomalous properties (available literature can concieve as 

many as 40 [4]) can all be explained based on a few aspects of the electronic and 

structural behavior of clusters, the fact that these properties are not what is expected of a 

typical liquid is what makes water a unique liquid. Indeed, the presence of these unique 

properties is what results in the life sustaining capabilities of the earth.  

Properties of the liquid at ambient conditions, defined as a temperature of  298K 

and 1 bar pressure, is one of the primary criterion to be reproduced by any simulation of 

water.  

Classified under transport properties are the shear viscosity, which gives a 

measure of the transport of momentum, the thermal conductivity and the diffusivity. 

Calculation of the transport properties involves not only evaluation of these based on 

behavior during molecular collisions but also behavior during collision due to 

intermolecular forces and ultimately leads to the understanding of the intermolecular 

forces themselves.   

The self diffusion coefficient is the one of the transport properties of water that 

has been paid attention by molecular models of water as it is an indicator of the influence 

of hydrogen bonds in the translational motions [4] and viscosity [8].  A common method 
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employed for determining the self diffusion coefficient is the spin-echo technique of 

nuclear magnetic resonance, in which the decay of the spin echo has an exponential 

relation with the self diffusion coefficient [8].  

The thermodynamic properties of water at far from ambient conditions are also 

well investigated in literature and can be summed up by the Pressure-Volume-

Temperature (PVT) data and the equation of state. Experimental methods for 

determination of far from ambient conditions can be either static mentods for low and 

moderate pressure regimes  and dynamic for high pressure regimes. In the dynamic 

method a shock wave, generated by an explosion, is propagated at a supersonic velocity 

into the sample and the properties are determined on either side of the shock front [8]. 

Reliable experimental techniques for evaluation of viscosity and thermal 

conductivity do exist though the evaluation of self diffusion coefficient is more of a 

challenge.  

Table 1 gives some of properties of liquid around the ambient conditions that are 

relevant to this work.  

Property  Value and reference 

Density at 298K 0.997 g/cc [7] 

Temperature of 

maximum density 

277.1 K [7] 

OH distance 0.957Å in gas [4] 

HOH angle 104.5 in gas [4] 

Characteristic lines in 

frequency spectra 

3657cm-1, 1594cm-1 and 3758cm-1 for the 

molecule, and 3277cm-1, 1645cm-1 and 
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3490cm-1 in bulk water for the primary 

modes. [4] 

Cohesive energy 10.40Kcal/mol [9] 

Self diffusion coefficient 2.27cm2/s [4] 

Dipole moment 1.854D in gas and 2.95D in liquid at 300K 

[4] 

Table 1.1 : some of the relevant properties of liquid water. 

1.2 A brief on silica. 

Vitreous silica (v-SiO2) has been a subject of extensive study because of its 

technological significance and because it provides a reasonable insight into the glassy 

state. Significant progress has been made in the understanding of glass formation and the 

structure of v-SiO2 by  experimental techniques and more recently by the use of 

molecular dynamics especially in the detailed analysis of the atomistic motions and 

complex microstructures. 

 1.2.1 Glass formation. 

In lieu of a proper definition, some of the common features that are accepted as 

being present in all glasses are the lack of a long range order, the lack of sharply defined 

melting point in solid state and the inability to cleave in specific directions. Thus, there 

are a wide variety of organic and inorganic compounds that can form glasses [10].  

Two approaches can be adopted to explain glass formation. The atomic approach, 

based on correlating the nature of chemical bonds and the geometric shape of the groups 

involved to glass formation, was first put forward by Goldschmidt [11] .Accordingly the 

criterion for glass formation in oxide systems was based on the ratio of metal-oxide ionic 
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radii lying between 0.2-0.4 which would lead to tetrahedral packing. This theory served 

as a groundwork for later studies and Zachariasen [12] extended this to formulate what 

was later known as the continuous random network theory. The essential outline of this 

theory describes four rules for  formation of oxide glasses –  1) the oxygens may not be 

linked to more than 2 atoms of the metal 2) the metal ion must be surrounded by only a 

small number (3 or 4) oxygens 3) the oxygen polyhedra thus formed share corners with 

each other to fill three dimensional space and 4) at least 3 corners of a polyhedron has to 

be shared. Two other important theories based on atomic approach were Smekal’s [13] 

[10]mixed bonding hypothesis where the nature of bonds in a glass are a mixture of ionic 

and covalent bonds, and Sun’s [14] [10]bond-strength criterion whereby a correlation was 

drawn to show that oxides of stronger bonds were capable of forming glasses more easily 

because they were incapable of breaking and reforming bonds that is required for 

crystallization.  

A more recent approach has been based on the rate of crystal nucleation and 

growth in melts. According to this approach, liquids form glasses on quenching if the rate 

of cooling is high enough to suppress nucleation and growth of crystals. Thus, the glass 

forming capabilities of a materials can be determined based on the time temperature 

transformation (TTT) diagrams and by manipulating the cooling rate many more 

materials including metals are being quenched into a glassy state [10]. 

1.2.2 Structural properties 

As noted before, a commonly used benchmark for MD simulations is the 

compliance of the simulation results to experimental properties. The molecular structure 

of vitreous silica is easily evaluated by x-ray and neutron scattering studies. Information 
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on local bonding in silica have been made available through EXAFS, NMR and ESR 

techniques. The vibrational spectra of silica can be Infrared, neutron and Raman 

scattering studies. In recent times molecular dynamics and reverse Monte Carlo 

simulation techniques have served to refine the results obtained by traditional 

experimental techniques and thus measure the bond lengths and bond angle distributions 

to a high level of accuracy [15]. 

Crystalline silica undergoes phase transitions from α-quartz to β-quartz at 

574.3°C, then to hexagonal packed tridymite at 867°C and then to β-cristobalite at 

1470°C before finally melting at 1727°C.  The common feature between all these 

structures is the three dimensional framework of SiO4 tetrahedra which is found in glass 

also. Silica glass is similar to β-cristobalite and H.P.tridymite w.r.t bonding, density, 

position of the first diffraction peak leading and vibrational spectrum and this leads to the 

belief that they have a close structural relationship in the short length scales. These 

similarities lead to the view of glass as being formed by rotational distortions and 

displacements of un-deformed SiO4 tetrahedra of the abovementioned phases [15]. Some 

of the Key structural features of vitreous silica are given in table 2. 

Density 2.2-2.4 g/cc [16] 

Bond lengths[17] 

Si-O 1.62 

Si-Si 3.10 

O-O 2.64 

Bond angles[17] 

O-Si-O 109.6 
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Si-O-Si 142.0 

Table 1.2 : Structural properties of Vitreous silica. 

1.2.3 Vibrational spectrum of silica 

The vibrational spectra of simulated silica serves to validate the dynamic 

properties and the effectiveness of the potentials used. Indeed, a static structural model is 

a prerequisite for effectively evaluating the vibrational density of states. A central force 

model [18] or a simple random network cluster of Bell and Dean [19]serves well to 

explain the fundamental vibrational modes of amorphous silica.  There are three main 

modes that are observed in the vibrational spectrum of silica and the peaks around 400 

cm-1, 800 cm-1 and 1150 cm-1  correspond to the rocking, bending and stretching modes 

of vibration of the bridging oxygen in Si-O-Si. Additional peaks at around 150-200 cm-1 

are also seen and these are attributed to the correlated motions in bulk silica. The partial 

frequency spectrum of silicon and oxygen, when considered separately, show that the 

oxygen atoms dominate contributions in the high frequency lines at ~1150 cm–1 and at 

low frequency bands and significant contribution of silicon arises only around the 800-

900cm-1 range. 

A point of much interest with regards to the vibrational spectrum is the presence 

of D1 and D2 peaks at  ~500 cm-1 and 600 cm-1. The origins of these peaks are not very 

well understood and have been attributed to inherent defects (hence the assignment D1 

and D2) and the presence of surfaces as their intensity is increased for porous glasses and 

undensified silica gels [20] [21]. 

1.3 Water in confined spaces 
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The interaction of water with solid surfaces and the changes in properties when 

restrained by the presence  of interfaces  has attracted  a lot of attention of theoretical and 

experimental studies in recent times. This is conceivable because in many common 

natural situations water is found  attached to a substrate or contained in small voids of 

porous materials - typical examples being water constrained in clays, zeolite cages, rocks 

and sandstone, water interacting with the surface of biological macromolecules, proteins 

and membranes. Many technological applications also involve water in constrained 

geometries like hydrophilic wafer bonding, interactions between drugs and bio-

molecules, de-pollution, corrosion and catalysis studies.   

Surface Force Balance (SFB) experiments can be used to study the properties of 

confined and layered water. In these experiments, optically smooth mica surfaces interact 

with each other through an interface of water between them. The motion of these mica 

surfaces can be recorded using white light interferometry and the normal and shear forces 

exerted between the two surfaces can be measured by sensitive springs attached to the 

surfaces. Thus the shear viscosity, which indicates the fluidity of the confined water is 

studied [22]. Such studies have indicated that confined water retains its fluidity even at 

confinement to sub nanometer levels.  

In studying solutions of water, solvation dynamics refers to the rate at which 

solvent molecules (in this case –water) arrange themselves around a solute molecule. 

Water is considered a universal solvent because it of the range of solutes that it can 

accommodate and its fast solvation dynamics. This effect is attributed to the low 

frequency modes of vibration caused by the hydrogen bonded network. Confinement of 

water results in  an additional slow component (nano second mode) in the solvation 
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dynamics of water besides the usual sub picosecond mode. This effect is important in 

biological systems where interaction of water molecules confined in proteins and in 

micelles [23] . In the above work, the solvation dynamics of water confined in reverse 

micelles was studied and the emergence of the slow component is attributed in part to the 

disruption of the hydrogen bonded network. 

Neutron scattering studies and Nuclear Magnetic Resonance (NMR) can also be 

used to characterize nano-confined water. NMR studies are done on elements that have a 

net spin on the nucleus by applying an external magnetic field and recording the splitting 

of the spin energies of the nuclei in response to the external field. The extent of 

distribution of the nucleons in the split energy levels is a function of the structure of the 

nucleons and thus this method allows us to probe the static structure of materials. 

  The common NMR techniques used for characterization of water/ice systems in 

confined geometries are listed in [24] and include measurement of changes in frequency 

spectra, changes in spin-lattice or spin-spin relaxation times,  measurement of the 

translational diffusion coefficient or direct measurement of the magnetization transfer as 

a function of time.   

Though there are several experimental techniques available for studying water in 

confined spaces, difficulties in probing the nano-confined water-substrate interface by 

experimental methods necessitates the use of computational simulations to study the 

interactions.  

1.3.1 Water and nanoporous glasses. 

One of the main considerations in all the water-interface studies is the affinity of 

the substrate to water. Weakly attractive and non reactive surfaces are classified as 
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hydrophobic surfaces. A drying transition is expected to be formed at a hydrophobic 

interface and the phase transition behavior is modified to produce co-existence curves of 

lower liquid density [25]. Computational studies of hydrophobic hydrations shows that 

the dipole vector of most of the bulk water molecule lies parallel to the interface and the 

dipole vectors of the molecules at the interface are perpendicular to the interface[26]. 

Other experimental and theoretical studies have shown that the presence of an interface 

may induce earlier freezing [27]. The freezing or solidification behavior has been 

attributed to the loss of degrees of freedom Besides changes in the static structures, 

changes in vibrational density of states has also been observed in hydrophobic substrates.  

The other type of substrate commonly encountered is the hydrophilic or reactive 

substrate.  Silica forms a typical hydrophilic surface and the reacts with the water to form 

silanols. The reactivity of silica with water is well documented and finds applications in a 

variety of fields. Fourier Transformed Infrared Spectroscopy studies of properties of 

water in zeolite cages which is a has demonstrated the shift in frequency spectrum of 

water to lower frequencies in both coordinated motions of molecules and in the 

fundamental OH stretching modes [28].  

Another interesting result that has been observed is the late onset of crystallization 

when water is confined in silica or clay membranes in lamellar confinement. This 

peculiarity can thus be used to super-cool water to much below its normal crystallization 

temperatures for studying the glass transition and fragility [28]. Fragility here is 

dependent on the viscosity and relaxation time following an Arrhenius behavior with 

change in temperature. This can thus be used to indicate the glass transition temperature. 

It is to be noted that the viscosity of water under such confinements is still below the 
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liquid viscosity and hence the film is to be classified as glassy water or supercooled 

liquid. The above mentioned investigation into the glass transition revealed that glass 

transition in super-cooled water is in the 160-180K range or 136K depending on 

interpretation of the results. 

Studies with hydrated mesoporous silica structures of  various pore size and 

geometries by Liu et al. [29] confirm the slowing of both translational and rotational 

dynamics of the confined water and this effect is enhanced by lowering the temperature. 

The change is not strongly influenced by the pore morphology.  

Neutron diffraction studies by Bruni et al. [30] has shown the contrast between 

the structures of bulk water and interface water. The study also served to explain the 

effect of Vycor™-water correlation interfering with the neutron scattering data. 

Furthermore, proper interpretation of data of neutron scattering for  Vycor™-water 

interactions should include, the excluded volume effects to account for regions in 

Vycor™ where water is not allowed [31].  

By measuring the static permittivity of a system of water in Vycor™ glass at high 

temperatures, Heijima and Yao [32] experimentally determined that the boiling point of 

the confined water is increased to about 15K above its bulk boiling point. However, the 

enthalpy of vaporization is still close to that of bulk water. This large increase in boiling 

point is also attributed to the reactivity of water with silica. The same studies also noted 

the suppression of the critical temperature to ~623K.  

A summary of results obtained by neutron scattering and NMR studies is listed by 

Webber and Dore [24] and include : 
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1) Depression in crystallization temperature depending on pore geometries. The 

crystallization is noted to appear in the bulk phase and not that the surface of 

the substrate. 

2) Lowering of the frequency spectrum with respect to bulk water. 

3) Enhanced hydrogen bonding with reduction in temperature. 

4) Formation of defective forms of cubic ice in pores with diameters greater than 

30nm. 

5) Hysteresis in ice nucleation and melting. 

The above work however, lists increased diffusion rates and increased mobility at 

the interface in pores compared to ice. In general, it is recognized that the diffusion 

coefficient is lower in the confined ambience as compared to the bulk. The above study 

was a review of water confined in mesoporous silica.  

A review paper of  confinement studies of many different materials  by 

Christianson [33] also lists the formation of cubic ice in water confined to mesoporous 

glasses. 

Aided by experimental methods and molecular dynamics simulations, studies by 

Gallo, Ricci et al. [34] [35]have shown the effectiveness of MD simulations in the study 

of water confined in Vycor™ glass. The study demonstrated the change in static structure 

in that the water layers closer to and in contact with the Vycor™ surface form lesser 

hydrogen bonds and are not tetrahedrally coordinated and this is offered as the 

explanation for the lowering of crystallization temperature as hydrogen bond formation is 

required for the structure of all crystalline forms of ice. A later study by the same group 

[35] with the aid of molecular dynamics simulations also demonstrated the formation of 
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high density layers of water close to the glass surface which have a structure different 

from the almost bulk-like water that is present farther away from the hydrophilic surface. 

The water away from the wall did, however differ from bulk water in that it resembled 

ambient water only when cooled to 270K thus demonstrating a 28K under cooling. 

Computational studies of water interacting adjacent to hydrophobic and 

hydrophilic surfaces have been conducted earlier [36]. In these studies, the hydrophobic 

surfaces were modeled either by a flat surface or a corrugated surface that interacted with 

the molecular water model through a Lennard-Jones type interaction. The hydrophilic 

surface was chosen to be silica but there was no direct interaction between the silica and 

the water molecules. Instead, a hydrated silica surface was formed by attaching 

hydrogens to the non bonded surface oxygens of the silica and the interaction was 

studied. The results of these studies indicated the higher propensity of the water 

molecules near the surface to form hydrogen bonds with the surface silanols rather than 

with other bulk water molecules. This resulted in a change in orientation and hence the 

dipole of water molecules near the surface being different from the bulk.   

Simulations of water-glass system with interaction levels resembling 

physisorption have been studied by Puibasset and Pellenq [37]. In this case, the glass 

substrate was assumed to be rigid and the water molecules were non dissociable, 

however, there has been a good agreement of the simulations with thermodynamic and 

structural results. This study was also able to imitate the intricate pore structures of  

Vycor™ glass. 

An important aspect that needs to be considered in water-glass interaction is the 

dissociation of water to form silanols. The substrate also needs to be a reactive and 
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should resemble the real oxygen terminating surfaces of real glass. Computational studies 

of water interacting with silica surfaces with emphasis on silicon wafer bonding and 

formation of siloxanes and silanols in gels has been investigated earlier by this group [38-

40]. These simulations used atomic water models where the water molecules were 

capable of dissociation and reaction with the silica surface based on a fixed charge 

Coulomb term and a short range interaction based on BMH potentials. Earlier results by 

this group have indicated the relaxation of the silica surfaces by the presence of water and 

the formation of siloxane bonds across a layer of water as would be the case in silicon 

wafer bonding. The reaction between a water monolayer and a silica surface has also 

been studied and this indicates the clustering of water molecules on the free surface. The 

explanation for this was that sites on the silica surface that already have an attached water 

molecule or a defect or a silanol are more reactive and at low concentration of water, 

there sites accumulate the water molecules. Also, the energy barrier for attachment of a 

water molecule to a defective oxygen in silica surface is much higher than the energy 

barrier for attachment of the water molecule to a hydroxyl group or an other water 

molecule. 

From the literature survey, it was thus inferred that there is a vast scope for 

understanding of the interfacial phenomena with the use of  computational studies with a 

dissociable potential for water and a uniform description of interactions across water and 

silica and a water potential that is capable of reacting with a non rigid substrate. 

 

 

 



  25 

 

2. REVIEW OF COMPUTATIONAL METHODS 

2.1 Varieties of techniques. 

Computational techniques are very widely used in the study of material systems 

and are particularly useful in studying  the molecular and atomic behavior of  materials 

by classical treatment. There are a variety of techniques available, most of them assuming 

some form of additive, spherical interaction potential between the particles. The essential 

aim of any of these computer experiments is to obtain a set of equilibrium positions and 

velocities of a set of particles and determine the physical properties of the system based 

on these. The choice of the method depends on the properties and mechanisms that need 

to be studied and the limits of the compuer. In general, the techniques can be classified as 

static or dynamic. All of the methods are detailed in literature [41] [42] [43] [44] and here 

a brief overview of some of them is presented with more details on Molecular Dynamics 

techniques. 

In static techniques, otherwise known as stochaistic techniques the equilibrium 

atomic configurations are calculated based on variational, lattice statistic or Monte Carlo 

methods [45] [42].  

In the variational technique, particles are moved individually to a new location of 

zero force based on the constraints imposed the the potential equations. When done 

iteratively for all the particles, the net result gives the energetically most favorable 

configuration for the system. 

Monte Carlo techniques are pseudo-dynamic in that a series of static atomic 

configurations are obtained and the calculated properties are obtained by averaging over 

these configurations. This is called the Ensemble average and is considered equivalent to 
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the time average of properties. However, these configurations are from random points in 

the phase space and are not related by time. A probability function based on the Boltzman 

factor of exp(-E/kT) is used as a weighing factor for calculating the ensemble average. 

Thus the average of any property can be summed as [42]: 

A = A(R)W(R)dR∫      2.1 

where  

W(R) = exp(−U(R) /kBT)

exp(−U(R') /kBT)∫
     2.2 

The above is a very crude description of the rationale behind Monte Carlo 

simulations and direct application of the above method becomes impractical due to the 

computational load. 

The Metropolis Algorithm is a very convenient Monte Carlo method for 

conducting molecular simulations. In this method, the probability of choosing a 

configuration is based on the probability of existence of the configuration and hence, the 

average does not need the weighing factor. Thus, a sequence of steps that can be used in 

the method would be to  select an atom, move it  from Ri to Ri+∆R and calculate the 

change in potential energy as ∆U and accept the new move only if exp(-∆U/kBT) is less 

than a system generated random number and if the new move is not acceptable then 

return the atom to its original position. Proceeding this way for all the atoms over several 

configurations, one arrives at a set of quasi-equilibrium configurations.  

The other way of calculation of new positions is based on lattice statistics, where, 

where the new positions are calcaulated simultaneously or atoms after minimizing the 

energy of the system Accordingly, the atomic displacements of a single lattice are 
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converted into an infinite superlattice of non-interacting primary lattices. The phonon 

amplitudes of the initial primary lattice are used to calculate the realspace displacement 

and hence the energy of the atoms in the primary cell.  This results in a set of equilibrium 

atomic configurations. 

As can be easily inferred, since the ensembles calculated by the static methods are 

not related by time, special methods like kinetic Monte Carlo methods have to be devised 

to calculate the dynamic properties of the system. 

2.2  Molecular dynamics. 

The present work deals only with Molecular Dynamics simulations and hence a 

more detailed overview of the principles of molecular dynamics follows.  

The essential idea behind Molecular Dynamics is to calculate a set of atom 

positions and velocities as it would move in a real system. The classical many body 

system can be described by the many body Hamiltonian and the dynamics of the system 

can be solved for using Newton’s laws of motion. Thus, the Hamiltonian (total energy) of 

a system of N particles can be written as [42] [44]: 

H = pi
2

2mi
i=1

N

∑ + U (rij )i> j

N

∑     2.3 

where pi and mi are the momenta and mass of the ith particle V(rij) is the interaction 

potential between particles i and j separated by a distance r.  The forces acting on each 

particle at a time t are obtained from  

Fi (r) = − ∂
∂r

U(r)       2.4 

The temperature of the system at any time would be given by 
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Initially, a Gaussian distribution of velocities are assigned to a random ensemble of atoms 

based on the desired temperature.  

Then the particles are moved from their initial positions based on their velocities 

as given below [45]: 

X i(t+∆t) = Xi(t)+ ∆t vi      2.6 

This results in a new set of position and velocity coordinates at a time t+∆t and 

the velocities at the new position are given by: 

vi(t+∆t) = vi(t)+ ∆t.Fi/m     2.7 

and the procedure is repeated again by evaluating the forces at the new positions.  The 

above mentioned scheme is a very simplistic view of the process and there are various 

algorithms for implementing the above procedure for a system with N~103-104. Thus, one 

ends up with a set of values for the positions and momenta of all the particles in the 

system at different times.  

One of the issues of these simulations is finding similarities between a simulated 

system of N~1000 particles and a real system of ~1025 particles. In atomistic simulations 

this is overcome by performing simulations with periodic boundary conditions. This 

means that the simulation box containing the N particles is considered to be a repeating 

unit with the periodicity equal to the dimension of the box. Thus an atom in the primary 

box would feel the force from its neighbors in the adjacent box, but due to periodicity, 

there is no need to calculate explicitly the positions of the atoms in the non-primary 
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boxes. This results in the properties of the simulated ensemble resembling those of the 

bulk [44] [41]. 

2.3 Statistical treatment of the results of MD simulations : 

Statistical thermodynamics allows us to evaluate some of the physical properties 

of an ensemble obeying Boltzmann statistics. The probability of finding the ensemble in a 

given energy state E is proportional to exp(-Ei/kBT). The ensemble average of physical 

properties of a system  as given in  equation 3.1 and 3.2. In ergodic systems, the 

ensemble average of any property is equivalent to the time average as given by [42]: 

A = lim
t →∞

1

t
A(t)dt

0

t

∫       2.8 

Based on the above premise, the following equations can be used to define the 

physical properties of interest.  

Pressure is given as [44, 46] [47] [48]: 

P = ρkBT +
ρ

3N 〈rij ⋅ Fij〉
i > j

N

∑    2.9 

where ρ is the number density. 

One also defines a partial distribution function between two species of the system 

from [44] [42] : 

gab(r) = 〈(dnb dr) /(4πr2ρb)〉    2.10 

where nb is the number of particles of species b around a particle of a. 

This can be thought of as the average non-normalized probability of  encountering 

an atom of species b at a distance of r from an particle of species a. This can again be 

averaged over all the species to give a radial distribution function g(r) which is 



  30 

 

proportional to the probability of encountering any particle in ensemble the at a radial 

distance of r from any other  particle. The distribution functions are used to estimate the 

structure of the material being studied. Most experimental methods give only an indirect 

measurement of the structure through x-ray and neutron scattering by measurement of the 

structure factor which is a Fourier transform of the distribution functions.  

The self diffusion coefficient of  the atoms in the system is given by [44]: 

D = 1

6τ
〈[ri (t) − ri (t + τ)]2〉    2.11 

where τ greater than relaxation time for the system to arrive at equilibrium. Equation 3.11 

is based on the Einstein expression for transport coefficient. 

The velocity autocorrelation is calculated using [49]: 

γ(t) =
vi (t0) ⋅ vi (t0 + t)

i

∑

vi (t0) ⋅ vi (t0)
i

∑
    2.12 

where to is an arbitrarily chosen starting time. 

Fourier transform of the autocorrelation function is gives the frequency spectrum 

as [49]: 

D(ω) = γ(t)exp(iωt)dt
0

∞

∫     2.13 

where D(ω) is the intensity of vibration at frequency ω. 

The fluctuation of the potential energy can be used to estimate the heat capacity at 

constant volume by [43] [50]: 

Cv =
〈φ2〉 − 〈φ〉2

kBT
+

3NkB

2   2.14 
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The dipole moment is calculated based on the charge and position of the atoms as 

follows [43] [42]: 

D = 1
N

qi
αri

α

α=1

n

∑
i=1

N

∑      2.15 

The index α is over all the atoms in a particular molecule and the initial 

summation gives the dipole moment of a single molecule, and the index i is over all the 

molecules. 

Thus, it can be seen that many properties of interest can be derived based on the 

simulation results.  A note of caution about simulation results at this point – Even though 

simulations allow us to probe the experimentally inaccessible systems and conditions, the 

eventual aim of these simulations is to provide insight into the micro - mechanisms in the 

system being studied. Thus, even with significant agreement between simulation results 

and macroscopic properties, the molecular mechanisms could be vastly different in reality 

and the agreement is based on one of the many possible solutions.  

A more detailed analysis of the programs and algorithms used for the simulations 

and analysis is given in the next section.  

2.4 Experimental set up and details of programs. 

In this  section, some experimental details of the molecular dynamics procedure 

are elaborated. Some of the important aspects of the functioning of the code are detailed 

below. 

2.4.1 Condition for energy conservation in MD simulations. 

The total energy of the system in an MD simulation is given as the sum of its 

kinetic and potential energies. When there is no change to the system conditions like 
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pressure or temperature, real systems do not undergo change in their total energy. 

Imposing this condition on MD simulations we have : 

H = K.E + P.E = (
pi

2

2mi

+ U(ri )∑ ) = constant     

⇒
∂
∂t

H = 0 = ∂
∂t

(
pi

2

2mi

+ U(ri )∑ ) 

⇒
2pi Ý p i
2mi

+ ∂U

∂ri

Ý r i = 0 

⇒ Fi Ý r i + ∂U

∂ri

Ý r i = 0        2.16 

 

Thus, it is seen that the force being a derivative of the potential (as indicated in 

equation 2.4 and equation 2.16) is a sufficient condition for energy conservation. In the 

simulations, as will be apparent from future discussions, the force is not a smooth 

derivative of the potential. Also, the calculation of higher order derivatives of force and 

actual movement of atoms is not exact and due to numerical approximations, equation 3.4 

is not held true. Hence, energy is not conserved in the current simulations and the 

criterion of energy conservation has not been a critical factor in determining the success 

of the simulations. 

2.4.2 Algorithm for force calculations 

In all the following simulations, the Nordseick - Gear fifth order predictor-

corrector algorithm was used to determine the positions and velocities of the atoms. A 

tabular array of the forces and potentials are calculated and stored at the beginning of the 

program at the initialization step. Then the move subroutine moves the atoms by the 

Nordseick Gear Algorithm [42] [41]. This involves three steps –  
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(i) the predictor step involving prediction of the position and its derivatives upto the fifth 

order based on taylor expansion of ro(t). Thus,  

rm(t) = 1
m!

dmr0(t)
dtm

(∆t)m       2.17 

defines the mth derivative of the position ro(t). By Taylor expansion of all the derivatives, 

we get : 

ro(t + ∆t) = r0(t) + r1(t) + r2(t) + r3(t) + r4(t) + r5(t)     2.18 

r1(t + ∆t) = r1(t) + 2r2(t) + 3r3(t) + 4r4(t) + 5r5(t)    2.19 

r2(t + ∆t) = r2(t) + 3r3(t) + 6r4(t) +10r5(t)      2.20 

r3(t + ∆t) = r3(t) + 4r4(t) +10r5(t)       2.21 

r4(t + ∆t) = r4(t) + 5r5(t)        2.22 

r5(t + ∆t) = r5(t)         2.23 

Thus, the general formula for rm(t+∆t) is given by : 

rm(t + ∆t) = (5− n)!
m!(5 − n − m)!n= 0

5−m

∑ 1
n!

dnro(t)
dtn ∆tn      2.24 

(ii) error evaluation based on difference between the predicted forces and actual forces at 

the new positions. Once the derivatives are predicted, the forces on the atoms at the new 

positions are read from the table created at the start of the program and the new 

accelerations are computed. The difference between the read acceleration and the 

accelerations predicted by equation 5.5 is called the error signal and is used to correct the 

positions and all its derivatives [45]. 

 εr 2 = F

2m
∆t 2 − r2(t + ∆t)       2.25 
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 (iii) the corrector step where the corrections – the error signal multiplied by constants are 

added to the new position and derivatives resulting in  

rm
c(t + ∆t) = rm(t + ∆t) + Cmεr 2       2.26 

The correction constants Cm are chosen so as to minimize the net error. The 

values used for the fifth order Nordseick Gear Algorithm are [45]C0=3/20 ; C1=251/360 ; 

C2 =1 ; C3= 11/18 ; C4=1/6 and C5=1/60. 

2.4.2  System specifics. 

In all the simulations for this work, a spherical cutoff was used with the cutoff 

radius of cutoff being 10A. Both, NVE (constant N, Volume and Energy) and NPT 

(Constant N, Pressure and Temperature) ensembles were used in the simulations 

depending on the quantities being measured. The type of ensemble used has also been 

mentioned in the sections discussing the results. 
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3.DEVELOPMENT OF POTENTIALS 

Pairwise additive potential functions provide a very convenient method to 

describe inter-particular interactions in molecular dynamics simulations [44]. Though the 

actual interaction between two atoms is much more complicated, the use of an additive 

pair potential in conjunction with a three-body term is computationally convenient and 

sufficiently accurate. A good potential equation should be amenable to reproduction of 

different effects and at the same time have parameters simple enough to be easily 

determined.  

3.1 Formula for potential and interpretation of the terms. 

The potentials used in the current work consist of the electrostatic part and a short 

range nuclear part with a repulsive and dispersive term. This is based on a pair potential 

for rigit water developed by Guillot and Guissani [9]. The pair interaction between two 

atoms is written as : 

U tot(rij ) = Uelectrostatic+ Urepulsive+ Udispersive     3.1 

where  

Uelectrostatic(rij ) =
qiq j

r
+

qi
dq j

r
erf(

rij

2ξ
) +

qiq j
d

r
erf(

rij

2ξ
) +

qi
dq j

d

r
erf(

rij

2ξ
)  3.2 

Urep(rij ) = Arep

erfc(
rij

2ξ r
)

(
rij

2ξ r
)

       3.3 

Udisp(rij ) = −C6

rij
6         3.4 

Most of the parameters in the above equation can be easily determined based on 

ab-initio data or based on the structure of the molecule.  The electrostatic part consists of 
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four terms which involve the direct point charges (q’s) and diffuse charges (qd’s) in all 

the possible combination. The physical significance of having both q and qd  is to mimic 

the effect of charge variation as a function of intermolecular distance. Thus, an atom is 

modeled as having a fixed charge q which decays to a lower charge of q-qd  based on the 

variation parameter ξ. Though, in the present work, a fixed value for ξ is used for all the 

systems, use of such a potential allows the convenience of being able to model like 

species over different phases and compounds. The details of the variation of the potential 

with change in parameters is given in a later section. The dispersion and repulsion terms 

are short ranged and reduce to insignificant values by about 4.5Å. 

In contrast to the electrostatic terms with is present between all the interactions 

because of non-zero q’s for all atoms , the repulsion and dispersion terms act only 

between specific species. While in some cases they are present to mimic quantum 

mechanical effects like the C6 and Arep in O-O interactions , in other cases they are 

introduced as a convenience to fix certain molecular parameters like the Arep and ξr in O-

H interactions used to fix the OH distance.  

This feature has also been exploited to depict changes in molecular parameters 

with change in physical conditions. While the exact nature of the changes in parameters 

can be determined accurately only by quantum mechanical methods or ab-intio 

calculations, in the present work the changes have been based on reproducing the 

property at the changed conditions, while also having a sensible physical interpretation. 

Specifically, since the OH bond length is determined by the parameter repulsion term in 

OH interactions, the OH bond length was changed with changes the pressure and 

temperature of liquid water.  
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The determination of the parameters with change in temperature and pressure 

were done on a trial and error basis for obtaining the appropriate thermal expansion curve 

for water at 298K and the equation of state between 273K and 298K and 1 atm and 8000 

atm pressure. The changes in ξr are specific only to water and not for silica. This is 

reasonable in fact because of the liquid phase in water is expected to undergo a larger 

transformation in its thermodynamic phase range mentioned as compared to silica which 

is expected to be solid in the entire range.  

However, in the mixed systems of water and silica, maintaining charge neutrality 

dictates that the q’s and qd’s are always at a constant ratio and hence, the charge terms 

and ξ in silica also remain fixed in the above temperature range. While silica could have 

been simulated with different values for q and qd  initially, the condition of charge 

neutrality dictates that a constant ξ should be used for silica simulations at least in the 

case of silica-water systems. Thus, in the current simulations, an oxygen from silica is 

indistinguishable in terms of parameters from an oxygen in water.     

Thus, as an example in a system of water and silica, ξ can be kept at a constant 

value for the quenching steps of silica and at a different constant value while interacting 

with water. This allows for having different effective charges for a particular species 

(which in the above case is oxygen) over different phases. In the inhomogenous systems, 

a simple method for evaluating the effective charges based on an ambience dependant ξ 

can be devised. Hence, in the above example, while oxygen atoms deeply embedded in 

the silica would have the initial constant value of ξ, an oxygen atom closer to the 

water/silica interface would have a different value based on its neighbors. Although this 

method is not as simple as the one used in the present work, it gives a greater accuracy by 
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taking into account ambience effects while not involving extra calculations for charge 

changes that usually result in a compromise in the computational time that is generally 

found in other electronegativity equalization methods [51] [52].  

Table 3.1 gives the values of the parameters used for the different interactions at 

298K. As discussed before, the value of ξ for the OH interaction is dependant on the 

temperature and pressure and the equation determining this dependency is given below 

table 3.1.   

Table 3.1 : Values of parameters used at 298K and 1atm pressure. 

To calculate the parameter ξr-OH the method adopted was as follows: 

I) Perform NPT simulations of water at a given temperature and 1 atm 

pressure with different values of ξr-OH and select the ξr-OH that gives the 

right value for density (a difference of a maximum of 0.2% from the 

experimental value) as appropriate for that temperature.  

 ξr in Å Arep in J C6 in J/m6  

OH 
0.2001 2.283x10-16 - 

OO 0.6100 4.25x10-17 4.226x10-18 

HH - - - 

SiO 0.3730 2.67x10-16 7.00x10-18 

SiSi 0.640 7.00x10-17 - 

SiH 0.350 5.00x10-16 3.80x10-18 
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II)  Obtain ξr-OH vs P plots for different fixed temperatures and higher 

pressures thus obtaining a set of ξr-OH vs P equations as shown in fig 3.1. 

 
Fig 3.1 – Plot of xr-OH vs P for 5 different temperatures showing the displayed 
equations. The lighter dots indicate higher temperature. Note that there is no 
variation in xr with P at a temperature of 298K and this is reflected in the equation 
also.  
 
III)  Plot the coefficients of xr-OH vs P as a function of temperature to obtain 

the final equation for ξr-OH(T,P). 

Thus, the variation of ξr with T and P for water is given by the following equation. 

ξr
OH (T,P) = Amn •Tm

m= 0,n= 0

m= 5,n= 3

∑ • Pn
      3.5 

where the matrix Amn has value as given table 3.2 : 

xir(P,273) =  2.715301E-15P3 - 4.758361E-11P2 + 3.344732E-07P + 1.985997E-01

xir(P,323) = -2.086287E-16P3 + 2.503544E-12P2 - 1.417966E-08P + 2.006700E-01

xir(P,298) = 2.001000E-01

xir(P,348) = -2.092542E-16P3 + 5.011051E-12P2 - 4.420719E-08P + 2.011000E-01

xir(P,373) = -1.462486E-15P
3
 + 2.754983E-11P

2
 - 1.993494E-07P + 2.016002E-01
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Table 3.2a: The A-matrix of equation 12 columns A(:,0)-A(:,2) 
0.655726502 -1.04442689x10-2 8.31892416x10-5 
3.403472x10-4 -3.986929x10-6 1.742261x10-8 
-4.057853x10-8 4.677537x10-10 -2.007873x10-12 
1.657262x10-12 -1.838785x10-14 7.549619x10-17 
 
Table 3.2b: The A-matrix of equation 12 columns A(:,3)- A(:,6) 
-3.07929142x10-7 5.44770929x10-10 -3.73609493x10-13 
-3.364186x10-11 2.419996x10-14 0 
3.800411x10-15 -2.672717x10-18 0 
-1.355453x10-19 8.939302x10-23 0 
 
 

The values obtained for qd
H from the above equations were rounded off to the 5th 

decimal place and the q’s and qd’s for oxygen and silicon were calculated as multiples of 

qd
H and are given in table 3.3. The fixed charge q for a species is exactly twice the 

negative of diffuse charge and the multiplying factor for different species is equal to the 

valence state of the species. The constant ratio was maintained so as to preserve the 

charge neutrality of the system. The dependance of q on temperature was chosen such 

that the charge decrease by less than 2% over the range of temperature where water is in 

liquid state at  1 atm pressure.  

 The value of ξ was fixed at 24A for all the pairs. As will be shown in section 3.4, 

this was partially based on the fact that the potential equations changed asymptotically 

with increasing ξ and beyond ξ=12Å the change in the potential and force curves and the 

properties of the system was negligible in the sphere of influence of radius 10Å.  

Table 3.3 : Charges on different species at 298K. e is the electronic charge and is equal to 

1.6x10-19 C. 

 



  41 

 

 q/e(=-2xqd/e) qd/e  

H(v=1) 0.452 -0.113 

O(v=-2) -0.904 0.226 

Si(v=4) 1.808 -0.452 

 

The potentials and forces for the interacting species are plotted in figure 3.1(a) and (b). 

As can be seen, the presence of the dispersive C6 term in O-O interactions results in a 

sharp fall in the O-O potential and force at low separation distances, but the barrier of the 

Oxygens to get so close as to become attractive is more than 20 times the equilibrium 

energy and it is unlikely that the oxygens will become repulsive at short distances.  

 

 (a) 

 

E
n

er
g

y 
in

 p
ic

o
 e

rg
s 



  42 

 

  

 (b) 

Fig 3.2 (a) and (b) showing the variation of interatomic potential and forces as a function 

of the distance of separation.  

 

Note that all the potentials and forces approach zero at r->Rc (=10Å). This is 

because of the Wolf summation and the erfc term. This will be discussed in section 3.2. 

Another feature that has been incorporated, but not used in the potential is the 

calculation of potential based on reduced radius at low separations. In this method, r is 

substituted by (r3+1/γ3)(1/3) thereby allowing the potential to taper off at short separations 

while remaining unaffected  at higher distances. This is generally used in like species 

interactions and allows the species to get closer without increasing the pressure. 
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3.2 Long range electrostatic terms.  

The electrostatic terms in the potential function are long range interactions and 

have non-zero values even at Rc. However, it will be computationally expensive and 

impractical to evaluate the electrostatic energy and forces by summing interactions over 

all the atoms. Hence, spherical truncation of the electrostatic terms after careful 

manipulation is required for evaluation of these forces and potentials.  

3.2.1 Wolf summations 

Thus, to evaluate the potential energy and calculate the forces, the method 

formulated by Wolf [53] was used which was a modification to the Ewald method of 

accounting for long range summations.  

In the case of a simple fixed charge system, over each point charge, a Gaussian  

charge distribution with a half width of β , whose total charge density is equal to the point 

charge but of opposite sign of the point charge is superimposed. Another set of Gaussian 

charges with charges of opposite sign to the previously superimposed distributions is 

introduced for neutralizing the first component. Thus the total potential is split into two 

components as given by 

U1(r) =
qiq j

r
−

qiq j

r
erf(

r

β
)

i< j

∑

⇒U1(r) =
qiq j

ri< j

∑ erfc(
r

β
)

        3.6 

and 

U 2(r) =
qiq j

r
∑ erf(

r

β
)         3.7 
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The total energy (U1(r) +U2(r)) is thus subdivided and the value of β is chosen 

such that there is a rapid convergence of U1(r) with increasing r. In Ewald summations, 

U2(r) is Fourier transformed and is evaluated as a reciprocal space component of the total 

energy. However, with a judicious choice of β, U2(r)  becomes a small correction to U1 

and is equivalent to the self term given by : 

U self =
erfc(Rc

β )

2Rc

+ 1

β π

 

 

 
 
 

 

 

 
 
 

qi
2

i=1

N

∑        3.8 

where Rc is the radius of truncation.  

Evidently, the self term is independent of the distance of separation and being a 

constant does not appear in the force equations.  

In disordered systems, one also has to include the expression for charge 

neutralization (Uneut) which is the limit of 3.10 at r approaches Rc [53]. 

A similar analogy can be made for all the electrostatic terms in the potential 

equation described in eq. 3.2.  Thus the final equation for the electrostatic terms to be 

used in the simulations is given by : 

U net(rij ) = U tot(rij ) −U Neut −U Self,       3.9 

where 

U tot(rij ) =

qiq j

r
+

qi
dq j

r
erf(

rij

2ξ
) +

qiq j
d

r
erf(

rij

2ξ
)

+
qi

dq j
d

r
erf(

rij

2ξ
)

 

 

 
 
 
 

 

 

 
 
 
 

× erfc(
rij

β
)    3.10 

and 

U Neut = lim
rij →Rc

U tot(rij )( )         3.11 
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The above equations, thus explain the handling of long range electrostatic 

interactions. It is to be noted that while the equations for force which are obtained by 

differentiating the above equations with respect to rij do not contain Uself , the 

neutralization term does appear to allow the forces to be zero at r=Rc.   

The applicability of the above equations was validated Ma and Garofalini [54], 

and also by studying the stability induced by the above equations in water. The following 

plots of the average potential energy of a system of 648 stabilized water molecules 

indicate the stability of the potentials with equation 3.14. The stability of the potential 

energy when the Wolf correction is applied and the lack of stability when using equation 

3.2 without long range electrostatic corrections is shown in figures 3.3. These energies 

were caculated for a system of 50Åx50Åx50Å of silica glass run for 50fs (50 MD 

moves).  

 
 
 
 
Fig 3.3 Show the change in potential energy of the system with time with different Rc’s.  
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3.3 Charge calculation. 

In general, charges on atoms are calculated based on the derivatives of the 

potential around the atoms, i.e., by considering the potential of an electron or other unit 

charges around a given atom. However, in the present work, the potentials are themselves 

based on the charges on the atoms and have not been defined for the case of a single 

electron. Hence, in the present case, the charges are determined according to the reaction 

between atoms of like species. Thus, consideration of Maxwell’s equation on the 

integration of flux over an enclosed volume is used to define charges. Accordingly, to 

evaluate the charges on hydrogen, we take the instance of a central hydrogen atom and 

evaluate the charge due to the presence of another hydrogen at a distance r.  

  

r 
E ⋅ d

r 
A ∫ = q

ε0

          3.12 

Where E is the electric field intensity through the area element dA of a spherical 

enclosure (at a distance r from the charge being considered), ε0 is the permittivity 

constant and q is the charge on either of the hydrogens. The electric field intensity itself 

is defined as the force per unit charge felt by the second hydrogen because of the central 

hydrogen and can be written as F/q. Thus, 

  

1
q

r 
F ⋅ d

r 
A ∫ = q

ε0

.         3.13 

The forces are in the radial direction and integration over the spherical volume 

gives us the the coulomb law expression: 

  

r 
F = 1

4πε0

q2

r 2

⇒ q = 4πε0r
2
r 
F 

         3.14 
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The charges between two hydrogens evaluated by Eq.3.18 is plotted as a function 

of the separation in Fig 3.4. Charges can also be evaluated based on the potential energy 

as a function of distance and it would be equivalent to Eq. 3.14 only in the particular case 

where |F| = |U|/r. As can be seen from Eq.3.10, in the present case, the forces cannot be 

obtained from the potential by the above method and hence the charges calculated based 

on potentials and forces would be different from each other. In the present work, charges 

calculated based on the force equation is considered more authentic because, the atom 

positions and dynamics are determined by the forces and do not depend directly on the  

potential energies.  

 

Fig 3.4 Charges as a function of distance of separation calculated according to equation 

3.14. The oxygen charges are exact double and negative of the hydrogen charge and 
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charges on any other species are obtained based on valency of the species.  As a further 

example charge on Si with a valency of +4 is 4 times the charge on Hydrogen.  

The presence of a charge profile instead of a fixed point charge, is one of the 

important benefits of using the diffuse charge terms in conjunction with the Wolf term. 

Modeling of charge variation and charge transfer in molecular dynamics is usually done 

by setting up a separate set of equations not unlike the regular equations used for solving 

position and velocities but involving charges and  fictitious charge masses. [51-53].  

While these methods are effective in reproducing structure and properties , the extra set 

of equations for charge transfer calculations consume considerable computational time. 

This is even more so because in certain simulations involving charge transfer, the charge 

transfer equations are solved many more times for every step of positional equations to 

attain reasonable results[55]. Having charge profile with an effective pair potential results 

in the convenience of presenting charge transfers without consuming computational time 

because in such a situation case the charge transfer equations are coupled to the 

position/velocity equations and changes in intermolecular distances can be viewed as 

being caused by the change in charges.  

The charges as seen in Fig. 3.4 are exactly zero at r=Rc. This is because of the use 

of the Wolf sum for long range electrostatic forces. As mentioned in section 3.2, Ewald 

summation technique is the other method of accounting for long range interactions. If the 

Ewald method is used, the reciprocal space term of the total potential energy is also 

summed up explicitly in calculation of the forces – i.e equation 3.7 is Fourier transformed 

to evaluate U2(k).  The implication of using the Ewald sum in the charges is that the net 

charges do not go to zero and instead, they stabilize at a value of q+qd . The curvature and 
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the start of descent of the charges from q is dependent on ξ in both Ewald summations 

and Wolf summations. However, in case of Wolf summation, the charge profile 

approaches the above figure asymptotically with increasing ξ and the above profile is 

closest to a value of ξ ~ 2.15 A when used with the Ewald sum. (Fig 3.4).  

 In using the Wolf summations, the effect of charge transfers have also to be 

viewed from the perspective that these equations imply a steady decrease in the effective 

charges with increasing intermolecular distance as explained above. This is however not 

a major concern in modeling of small molecules like water because a majority of the 

charge transfer occurs usually between first neighbors and within the molecule and the 

agreement between the Ewald and Wolf charge profiles is reasonable till the first 

intermolecular distance of 2.8A. (Fig 3.4)   

 



  50 

 

 

Fig 3.5 The charge as a function of separation distance – Comparision using Wolf sum 

and Ewald sum shows that the charges are close to each other till 3Å.  

3.4 Three body potentials. 

3.4.1 Need for three body terms 

From the expression for the pair potential it is apparent that the force between two 

hydrogen atoms is always repulsive. While this may be acceptable in molecular structures 

with high level of tetrahedral symmetry like methane or silica, in case of water molecule 

it would result in the HOH angle settling close to 180o. To prevent this, we introduce a 

three body potential.  

The threebody potential used in the present is defined by [56]: 
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U3(r1,r2,θ) =
λexp

γ
r1 − rc

+ γ
r2 − rc

 
 
 

 
 
 

× (cosθ − cosθc)
2  for r1,r2 < rc

0                                                             for r1,r2 ≥ rc

 

 

 
 
 

   

 3.19 

where, r1 and r2 are the distance between the oxygen and the hydrogens 1 and 2 and θ is 

the HOH angle (Fig 3.6), θc is fixed angle parameter of “target angle” , rc is the range 

over which the three body forces act and λ and γ are parameters with units of energy and 

distance  

 

 

Fig 3.6 definitions of r1,r2 and θ. 

 This type of threebody forces have been successfully used to regulate angles in 

previous simulations of silica and other heterogenous systems by this group[38-40]. 

3.4.2 Action of three body forces. 

The nature of the three-body potential is such that it increases the energy of the 

molecule with deviation of the subtended angle from the target value. The value of the 

energy parameter l is chosen to be such that the three body potential is a very small 

fraction of the total energy. The forces are calculated as a derivative of the above 

potential and are split into a radial component along the direction of  r1 and r2 and a non 

r 1 

r 2 

θθθθ    
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radial component that brings the 2 hydrogens closer. The change in the potential energy 

of the molecule as a function of the subtended angle is given in fig 3.7. 

3.4.3 Modifications to the target angle. 

The threebody forces act in addition to the already existing pair forces. The target 

angle defines the angle of minimum potential if only the threebody force were acting or if 

the pair potential was unchanging in the region of target angle. However, since the pair 

potential increases with the angle of minimum potential occurs at a value higher than θc 

as can be seen in figure 3.7 Effect of changing target angle on the nature of the curves 

and the rationale behind   

introducing different values for the target angle. 

Thus, if the target angle is maintained at 104, which is the experimental value 

observed in water, the minimum of the net potential occurs at around 112o.  This effect 
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was pronounced in the case of single molecule where the HOH angle settled at 112o with 

a target angle of 104o. In the case of bulk water, ambient forces resulted in a lowering of 

the angle to 109o with the same target. While most of the simulations use an angle of 109o 

and while angle values of 104o-109o are acceptable for simulation results, 112o was 

deemed unfit to be used for the molecule. Thus, a target angle of 100o was chosen as the 

input parameter which allows the angle of minimum potential to be at 109o and results in 

bulk water having an average angle of 104o.   

Fig 3.8 shows the effect of varying γ, and rc on the H-H potential. Though 

decreasing γ or increasing rc produces the effect of making the angle of minimum 

potential to be closer to the target value, using these parameters to produce the 

abovementioned effect results in the potential well being sharper which results in greater 

change in forces with slight change in H-H distances. This is an undesirable effect in that 

it heats the system and also results in greater deviation in the energy of the system after 

equilibriation.   
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Fig 3.8 (a) (in previous page)  

    

Fig 3.8(b) 

Fig 3.8 a and b - Effect of γ and rc on the HH potentials. The energies in figures 3.7 and 

3.8 are compared relative to the HH pair potential without the 3body forces. The brown 

curve in fig 3.8(a) and orange curve  in 3.8 (b) are the curves used in the simulation and 

the rest of the curves are for demonstrating the effect of varying the 3 body parameters. 

Similar plot can also be made for energy variation as a function of H-H distance however, 

plotting the threebody potential as a function of the angle gives a better perspective. The 

OH distances were kept at a constant value of 0.97A for all cases.  

3.5 Change in molecular structure with modification of parameters . 

In the present work, as detailed above, the ξr-OHsome parameter of the water 

potential was modified and made to vary depending on ambient conditions. These 
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modifications lead to changes in the structure of the water molecule. A correlation 

between the changes in the molecule and the parameters needs to understood before the 

effect can be utilized to get appropriate properties for bulk water.  The most important 

parameter change that was affected was changing the value of ξr-OH in water with 

temperature and pressure as given in equations 3.5 to 3.8. The change in the structure of 

water molecule due to this parameter change can be understood based on fig.3.8 where 

the pair equilibrium OH distance, which is the distance at which the pair forces between 

oxygen and hydrogen equals zero, has been plotted as a function of ξr-OH. The actual OH 

distance depends not only on this theoretical value but also on the three body forces and 

the HH repulsions. 
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Fig 3.9 : Plot of variation of theoretical OH distance based on pair forces with change in 

the potential parameter ξr. These distances were calculated by plotting out the OH forces 

for different values of parameters ξr and interpolating the forces to zero.  

While experimental value for the OH distance in the single water molecule is 

around 0.948A and about 0.967A for bulk water, changing the value of ξr allows us to 

adjust this distance in the simulation from 0.94A to around 1A. The effect of changing 

the OH distance manifests as change in the local structure and since the density of bulk 

water is dependant on the local short range structure, a corresponding change in the bulk 

density of water is also expected.  

More details about the correlation between the bulk density / structure and the ξr 

parameter will be demonstrated in a later chapter. 
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4. SUMMARY OF APPENDED MANUSCRIPTS 
 

This chapter contains the summaries of the appended manuscripts. The first 

manuscript is already published in journal of physical chemistry and this contains all the 

results pertaining to using the potential for developing water. It also contains the results 

that we obtained in the simulations of water and some details of how the potential was 

trained to simulate the properties of water. The second paper contains results of how the 

water model was used to study the interaction between silica surface and water vapor. 

Some of the observed mechanisms are also presented as results in this paper. The third 

paper contains the results of structural and diffusional properties of water confined 

between two slabs of silica separated by ~3nm.  

4.1 Manuscript I: “Dissociative Water Potential for Molecular Dynamics 

Simulations” 

 In this publication we discuss the development of the potential and its application 

in building the model of water. The results presented show the structure, vibrational 

spectrum, diffusion coefficients, coefficient of thermal expansion of the simulated water 

are very close to experimental results for water. An important reason for the coefficient 

of thermal expansion being accurate is that the parameter ξr-OH is varied as a function of 

temperature and pressure. As is indicated in the paper, a strong correlation between ξr-OH 

and the structure and OH distance is observed as indicated in fig 4.1(a) and (b). However, 

even though the OH distance is increases, the dimmer distance is observed to reduce as 

indicated in fig 4.2. Thus, although the ξr-OH parameter decreases the density of the single 

molecule by making it larger, the overall effect is one of increasing the density of bulk 

water by bringing the water molecules closer.  Accordingly, when the OH distance is 
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increased with temperature, the net effect is that the density of bulk water does not fall as 

rapidly as it would with a constant OH distance.  

 

 

 

 

 

 

 

 

 

Fig 4.1(a) – Variation in the structure of water as a function of the ξr-OH parameter as 
indicated by the O-O pair distribution function.   
 
 

 

 

 

 

 

 

 

 

 

Fig 4.1(b) – Variation in the OH distance of the ξr-OH parameter 
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Fig 4.2 – Relative variation in distances between different species and the energy as a 
function of  
the ξr-OH parameter. All the distances and energies are normalized w.r.t to their values at 
ξrOH=0.1970Å. 
 
 The reproduction of the coefficient of thermal expansion is an important feature 

of this model as not many of the other models of water have reproduced the CTE to this 

level of accuracy. The variation of the density at the given temperature from experimental 

values is a maximum of 0.2% in the current model. 

This paper also demonstrates the ability of this water to dissociate in the presence 

of a hydronium. Normal bulk water was not observed to dissociate and hence hydronium 

ion was introduced by placing an extra hydrogen atom close to a central water molecule 

in a cube. The complexes that were formed due to the presence of the hydronium was 

presented through snapshots of the graphics and the mechanisms of hydronium transfer 

were also investigated based on the distance between species during the transfer of the 

extra hydrogen. 
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4.2 Manuscript II: “Molecular Dynamics Simulation of Water Adsoprtion onto 

Silica Surfaces Using a Dissociative Water Potential” 

 This manuscript, gives the results of the study of interaction between water vapor 

and silica surface thus validating the use of the potential for studying silica-water 

interaction. Some of the observed mechanisms of silanol formation have been reported in 

this manuscript and density profiles as a function of distance perpendicular to the surface 

indicate penetration of molecular water upto 8Å below the surface besides the formation 

of sub-surface silanols.  

 Formation of hydronium was also observed at the surface of  the glass and some 

of the mechanisms of the role played by the hydroniums in the formation of silanols and 

in the transport of protons at the surface is also shown graphically in this manuscript. The 

onset of diffusion of water molecules into open channels  in the glass surface was also 

seen and is shown as a series of snapshots. 

 It was also observed that the adsorption of water at the surface led to saturation of 

the dangling surface oxygens by formation of silanols and the saturation of under 

coordinated silicons at the surface again by the formation of silanols. Adsorbed water 

molecules were also observed at the surface but these were few in number as can be seen 

in the concentration profile of various species. A co-relation between the number of 

remaining water molecules and the number of silanols was observed and is shown 

graphically in the manuscript. 

 Many of these mechanisms of silanol formation in the presence of surface water 

has been observed through ab-initio studies and QM calculations and that a model based 
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on simple pair potentials can reproduce these mechanisms indicate the effectiveness of 

the model in studying these interactions.  

 

4.3 Manuscript III: “Water confined in Silica Nano layers: A Molecular Dynamics 

Study” 

 This paper details the structural changes in confined water. The computational set 

up in this case was to insert a 6.4nm x 6.4nm x 3.2nm slab of water between two slabs of 

vitreous silica. This set up was simulated at seven different temperatures for about 10ps 

each. The density profiles of the water was observed to indicated penetration of water 

into the silica slabs upto about 1nm deep. The difference between the structure of water 

in the interior of the 3nm film and at the interface clearly indicates that the water at the 

interior is closer to bulk water and the interfacial and penetrated water have a structure 

that is closer to high pressure water in the first neighbor level and closer to high 

temperature water beyond 4.5Å which indicates the formation of high density clusters 

under confinement. The structural changes in confined water are consistent with 

experimentally observed shoulder formation in the O-O pair distribution function. The 

diffusion coefficient of the confined water is also orders of magnitude lower than that of 

bulk water, which has also been observed experimentally. 

 As a consequence of the changes in structure, we were also able to observe a 

higher expansion coefficient of the confined water as given in fig. 4.4. The volume 

changes of glass was much less as can be seen in the graph and thus bears no contribution 

to the higher expansion of water. This higher expansion behavior has also been observed 

in experiments of water in confined geometries.  Thus, the current model for analysis has 
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consistently produced results comparable to experiment and has been used to explain the 

structure and phase behavior of confined water.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.4 : Plot of the specific volume of confined water as a function of as compared to 
that of bulk water. The expansion of the confining glass is also indicated by the dotted 
line, showing that the volume expansion of glass is very low compared to that of water 
and it can thus have no contribution to the overall change in volume.   

 

 

 

 

 

 

 

 

 

Sp.Volumes vs Temperature

0.995

1.000

1.005

1.010

1.015

1.020

1.025

1.030

1.035

1.040

1.045

1.050

260 280 300 320 340 360 380

Temperature K

MD-film-3nm

Expt bulk water

MD-glass



  63 

 

5. SUGGESTIONS FOR FUTURE RESEARCH 

In this current thesis, molecular dynamic simulation methods were used to 

develop a model for dissociable water that could accurately reproduce the experimental 

physical quantities over a wide range of temperatures and pressures and this model was 

used to study the interaction between vitreous silica and water vapor and subsequently 

was also used to study the changes in structure of water when confined by nano slabs of 

vitreous silica. Based on the results there are two primary directions that future research 

can take. 

The first would be to improve the potential function to include parameters for 

many other species like alkalis and alkaline earth materials. The modus operandi for 

obtaining parameters for other species would be try and replicate the structure and 

vibrational spectrum of the oxides of the species. As explained in the section on potential, 

the Arep and ξr parameters can be used to fix the first neighbor distance and also the 

primary stretch mode (which is determined by the slope of F vs r Curve at the interaction 

distance. As an extension of the methods in developing parameters for different species, 

further refinement of the potential can be done by changing the ξ  to simulate 

heterogenous structures with same materials. For example, in the current simulations, 

changing the the ξ value in silica would have produced different methods of interaction 

between water oxygen and silica oxygen. Such methods can be especially useful in 

simulating interaction between ionic and covalent materials where ξ can be varied as a 

function of the interacting neighbors. While using different ξ values would have resulted 

in many interesting interactions, it would also entail longer computational times because 

of the treatment of species of different ξ as a separate species. However, with the advent 
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of faster processors and computational times, these difficulties can be easily 

circumvented. 

Another direction for future research would be to explore the effect of the 

geometry of the confining environment and on the structure and dynamics of water as 

well as studying the interaction. Studies in this direction do exist in literature, however 

none of these studies use a dissociable model for water and hence, using the above model 

would provide fruitful insights in understanding the behavior of water under confinement. 

Needless to express, a combining both the above research prospects would also 

fetch interesting results and can find application in the fields of transport and diffusion 

behavior of ions in aqueous confined media and across media of different ionic nature, 

precipitation of minerals in biological media and simulation of metals and organic 

materials.  
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Abstract : 

A new interatomic potential for dissociative water was developed for use in molecular 

dynamics simulations. The simulations use a multi-body potential, with both pair and 

three body terms, and the Wolf summation method for the long range Coulomb 

interactions. A major feature in the potential is the change in the short-range O-H 

repulsive interaction as a function of temperature and/or pressure in order to reproduce 

the density-temperature curve between 273K and 373K at 1 atm, as well as high pressure 

data at various temperatures.  Using only the change in this one parameter, the 

simulations also reproduce room temperature properties of water, such as structure, 

cohesive energy, diffusion constant, and vibrational spectrum, as well as the liquid-vapor 

coexistence curve. Although the water molecules could dissociate, no dissociation is 

observed at room temperature. However, behavior of the hydronium ion was studied by 

introduction of an extra H+ into a cluster of water molecules. Both Eigen and Zundel 

configurations, as well as more complex configurations, are observed in the migration of 

the hydronium.  

Introduction : 
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Simulation and understanding of water has been an ongoing issue for over three decades 

and its importance cannot be overstated. While many water potentials exist1-18, most are 

non-dissociating, being either rigid, or at most flexible. Because of the large number of 

papers regarding simulations of water, the reader is referred to a couple of excellent 

reviews currently available19,20. In general, the properties of water can be expressed fairly 

accurately over a narrow range of temperatures and pressures. One major problem has 

been the failure of these potentials to reproduce the density versus temperature curve over 

the liquid state range from 273K to 373K13. Even in cases where the temperature of 

maximum density is well reproduced, the potentials often fail at reproducing the rest of 

the density-temperature curve18. Since our major interest is in the behavior of water 

interacting with silica and silica pores and the atomistic evaluation of the anomalous 

expansion of confined water, the exact reproduction of the bulk liquid expansion 

becomes paramount. A new non-dissociative water potential recently developed 

reproduces the molecular state, liquid water, and the liquid-vapor co-existence curve 

extremely well21. However, we also want to include the dissociation of water onto the 

silica surface, similar to earlier simulations of water on silica22, but with a more accurate 

water potential. Other dissociative water potentials exist, but are similarly not sufficiently 

accurate with respect to the liquid equation of state10,23. To obtain a more appropriate 

water potential, we modified the rigid water potential developed by Guillot and Guissani 

(GG) 15 so that it more accurately reproduced the features of bulk water, but also allowed 

for dissociation.  

Dissociation also allows for the study of the hydronium ion, although the quantum nature 

of the proton makes a classical approach only approximate. The hydronium ion has been 
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previously modeled classically24, with reasonable results. Two important structural 

models for the hydronium ion in water are the Zundel 25 complex, H5O2
+, with the H3O

+ 

ion H-bonded to a normal H2O molecule, and the Eigen 26 complex, H9O4
+, with the 

H3O
+ ion H-bonded to 3 water molecules. Recent ab-initio path integral simulations 

showed that these two structure are limiting cases of more complex behavior27.  

We first describe the details of the potential function and modifications that were 

required, followed by the properties of the simulated water. 

 

Computational Procedure: 

The new dissociative water potential is a multibody potential with both two-body 

and three-body terms. The pair term is based on the rigid water potential developed 

earlier (GG) 15. However, in our potential, intramolecular interactions are added. Also, 

because of the use of the Wolf summation to account for the long range nature of the 

Coulomb term, parameters in the original GG potential were modified. The potential is 

given as: 

2−bodyU = qqU + qdqdU + qqdU + qdqU + repU + dispU     (1) 

where 
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In the original GG potential, qi
d ~ -qi/4, so we made the constant relation qi=-4qi

d, using 

qH
d = -0.113 and allowing O to be twice the -H values. 

 For the long range coulomb interactions, we use the Wolf summation28 rather than 

the Ewald sum. The Wolf summation gives the coulomb energy contribution as: 

 (8) 

 

 

The second term can be shown to be negligible with the appropriate choice of β and cut-

off distance Rc, giving the energy as: 

∑

∑ ∑

=

=
<

≠ →









+−



























−=

N

i
i

c

c

N

i
Rr

ij ij

ijji

Rr
ij

ijjiele

q
R

Rerfc

r

rerfcqq

r

rerfcqq
E

cij

cij

1

2
2/1

1
)1(

1

2

)/(

)/(
lim

)/(

2

1

βπ
β

ββ

   (9) 

We have employed the Wolf summation in simulations of SiC29 and variations of the 

Wolf summation have been applied to simulations of water30. 
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In the original GG potential, the charge distribution on the each atom is modeled with a 

point charge on the atom plus a diffuse charge that reduces the net charge as a function of 

the distance from the atom based on the error function. The application of a diffuse 

charge distribution to a water potential has been previously discussed31. A modified 

version of their potential has been elegantly applied to water in a recent paper21, in which 

they also discuss the benefits of a diffuse charge model on achieving both high density 

and low density behavior. In the GG potential, the diffuse charge contributions to the 

total charge of an ion i varies as a function of the distance based on the qd
i term, which is 

opposite in sign to the qi term, thus reducing the effective charge on ion i as a function of 

the distance between an ij pair and the value of ξ. In the present case, the coulomb 

potential is also reduced by the long range summation parameter β in the erfc term in 

equations 2-5.  The smaller the value of ξ, the more rapidly the contribution of the diffuse 

charge on the total charge increases to its maximum. In our case, ξ  is set large so that the 

diffuse charges contribute only slightly to the total charge. However, this is offset by the 

erfc term of the Wolf summation in equations 2-5. The pair potential acts between all 

pairs of atoms and does not distinguish between different molecules. This enables a 

uniform description for the interactions within and between molecules that depends only 

on the distance between the atoms. This results in a fully atomistic model of water that 

allows for dissociation. This also means that the dissociated species, OH-δ and H+δ, retain 

their original charge contributions, qi and qdi for each O and H ion.  

Besides the above two body potential, a three body potential of the following functional 

form was also added to the overall interaction: 

       U3(ri ,r j ,rk) = ν 3(rij ,rik,θ jik )
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 (10) 

 

where 

(11) 

 

 

for rij < rij
0 and rik < rik

0, and equals 0 otherwise. rij
0 = rik

0 = rαβ
0 as given in Table 1c. 

The effect of this function is to modify the interaction between three atoms depending on 

their deviation from the ideal angle, cos(θ0
jik) . The use of such a function allows the 

water molecule to reach correct angles. The parameters used in the three body potential 

are such that only the H-O-H angles in water are regulated to 104.2˚  (ie λ exists only for 

jik = HOH and is identically zero for OOH or HHO or OHO ).  In order to achieve this 

angle, θ0
jik was set to 100°, which in combination with the H-H repulsive interaction, 

created a minimum at 104°. The list of parameters finally selected are given in Table I(a- 

c).  

The potentials were developed so that the simulated water matched the thermal 

expansion curve of water from 273K to 373K32  (plus a data point at 263K33) and high 

pressure data at several temperatures. Additional simulations of bulk water using the 

resultant potentials were used to generate cohesive energy, structural data, vibrational 

spectra, liquid-vapor coexistence curve, and diffusion coefficients. In all of the 

simulations, the long range Coulomb interactions were handled by the Wolf summation28, 

with a cut-off of 1nm. System sizes less than 1nm (individual molecule or small 

molecular clusters) were calculated using the full Coulomb interactions, without the Wolf 

v3(rij ,r jk ,θ jik ) = λ jik exp[γij /(rij − rij
o) + γik /(rik − rik

o )][cos(θ jik ) − cos(θ jik
o )]2
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summation. The time step was 0.1fs in all simulations and the simulations used a fifth 

order Nordseick-Gear algorithm. NPT (constant number, pressure, temperature), NVT 

(constant number, volume, temperature) or NVE (constant number, volume, energy) 

ensembles were used.  

 

Development of the potential: 

In the current work, we modify the original GG potential15 in order to create a 

dissociative water potential that very accurately reproduces the density-temperature 

relation of the liquid while maintaining good structure, cohesive energy, and diffusion 

coefficient. We do this by allowing the parameters to vary as a function of temperature 

and/or pressure. While many water models are able to accurately arrive at a reasonable 

structure and density near 298K, most falter at reproducing the thermal expansion curve. 

In general, the observed trend in simulations has been that the density of water has been 

found to decrease at a greater rate with increase in temperature than experimental data18.   

Previous studies have discussed the importance of the interactions at short distances on 

the accuracy of the interatomic potential15,21. An effective way of making our water 

model better represent real water was achieved by allowing a change in a parameter with 

environment. In the current work, we have chosen to vary the short range OH repulsive 

interaction via the ξr
OH parameter as a function of temperature and pressure.  

The effect of this change in ξr
OH can be seen in properties of bulk water and the following 

three figures are a simple demonstration of this and are not meant to be definitive. The 

effect of the change in ξr
OH on the OH distance is shown in figure 1, and, as a 

consequence of the above change in OH distance, the energy of bulk water also changes, 
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as shown in figure 2. The simulations were of a system of 392 water molecules in a box 

of approximate dimensions 2.3nm x 2.3nm x 2.3nm. The NPT simulation was carried out 

at 1atm pressure and a constant temperature of 298K for 200,000 timesteps. Structural 

and diffusion data were gathered over the final 100,000 timesteps. While this is a very 

short run time, these simulations were only designed to show the relative effect of ξr
OH on 

properties. Figure 2 shows the cohesive energy of bulk water and was obtained by 

calculating the difference between the average energy of a water molecule in bulk water 

and the average energy of a single gas phase water molecule simulated with the same set 

of parameters. These energies may be different from those obtained in subsequent runs 

with final parameters and longer simulation times, but the trends are obvious. The effect 

of ξr
OH on the OO pair distribution function (PDF) is shown in figure 3. Small changes in 

ξr
OH cause changes in the OO PDF, especially the shape of the important second OO 

peak. Another consequence of changes in ξr
OH is the lowering in the self diffusion 

coefficient at 298K from 3.41x10-5 cm2/sec to 1.08x10-5 cm2/sec with increasing ξr
OH. 

Clearly, the short range repulsion term, moderated by the ξr
OH term, plays an important 

role in the simulated properties. This effect can be controlled with various methods, such 

as added polarization terms, variable charge terms, etc. As shown here and below, we see 

the direct effect of the short range term on properties.  

In order to determine the correct values of ξr
OH that would enable the simulations to 

match experimental densities at various pressures (from 1atm to 6000 atm) and various 

temperatures (from 263K to 373K), a series of runs at each T and P were performed with 

various ξr
OH values, interpolating the value of ξr

OH to coincide with the experimental T 

and P. An initial molecular dynamics simulation of 392 water molecules in a periodic 
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cubic simulation box of starting dimensions 2.175nm x 2.175nm x 2.486nm was 

performed for 2.0x106 steps at 298K in order to generate a starting water configuration 

for the subsequent runs to generate the final ξr
OH values. NVE conditions were used for 

the first 200,000 steps, with velocities scaled for the first 100,000 steps. The run was 

continued for another 1.8 x106 steps under NPT conditions at 1 atm. Nominal parameters 

of ξr
OH =0.1989 and qdH=-0.11299 were used for this initial run. The final configuration 

of this run was used as the starting configuration for the additional NPT and NVE runs to 

determine the correct ξr
OH parameters for a particular T and P.  

Each simulation that was then used to determine the correct ξr
OH values at each T and P 

was run for 1x106 steps. The densities averaged over every 2000 configurations were 

collected. The variation in densities over the entire run was around 2-3%, and the 

maximum variation was observed during the initial 15% of the moves. Thus for 

calculating the density of a particular simulation, the first 20% of the run was discarded 

and the average density for a particular temperature, pressure, and ξr
OH value was 

determined.  

The ξr
OH values that resulted in densities from 263K to 373K at 1 atm pressure that were 

less than 0.2% from the experimental value32 were selected as the appropriate value of 

ξr
OH at that temperature and pressure. The data point from 263K was taken from Hare33. 

Figure 4 shows the results of the simulations at 1 atm at temperatures between 263K and 

373K, showing the excellent agreement with experiment. The final configurations from 

these runs were used as the starting configurations for all subsequent NPT, NVT, and 

NVE runs at the specific temperature. 
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The ξr
OH values obtained from comparison to the high pressure data from 2000atm to 

6000atm34 varied by less than 0.5%. Figure 5 shows the results of the simulations using 

the final ξr
OH values at five temperatures and several pressures each. 

The ξr
OH values thus calculated from the data generating figures 4 and 5 were plotted as a 

function of pressure and temperature and polynomial equations were fitted to the above 

data. The resultant polynomials could be used to determine the appropriate value of ξr
OH 

for any temperature or pressure within the fitted range. The resultant equation in a 

simplified form is : 

ξ r
OH (T,P) = Amn• Pm

m= 0,n= 0

m= 3,n= 5

∑ •T n
       (12) 

where the constant matrix A(4,6) is given in Table I(d,e).  

Other parameters are shown in Table I. The basis for the calibration in the present case 

has been adherence to the liquid EOS shown in figure 4 and the equation of state curves 

in figure 5.  

 

Results: 

Molecular Clusters: 

Water clusters containing from 2 to 9 molecules were simulated for 500,000 timesteps at 

50K using the final parameters shown in Table 1a-e and the ξr
OH value obtained at 263K, 

followed by a 20,000 move continuation run at 1K with the same parameters. The 50K 

run allowed for sufficient rearrangement of the molecules to sample low energy states, 

with the 1K run acting as an energy minimizer. The energies shown in figure 6 for the 

clusters are given as the average cohesive energy per molecule. Also shown are data 
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taken from reference 14, involving data from minimizations using 5 other water 

potentials (POL5/TZ, POL5/QZ, TIP4P/FQ, TIP5P, and MCDHO), plus data from ab-

initio calculations. The high and low MD results in the figure are taken from the highest 

and lowest values from any of the classical potentials and are used to show the spread in 

data with different interatomic potentials. The trends are similar, with our simulations 

showing stronger cohesive energies (which would be consistent with the considerations 

presented by Guillot and Guissani15 and our dissociative water potential, as discussed 

below.) 

Bulk Water:  

For data analysis, bulk water simulations with the correct ξr
OH values were continued 

from the standard starting configuration for 1x106 steps under NPT conditions at 1 atm 

and 5 different temperatures. The positions and velocities were saved every 2000th step 

for subsequent data analysis. The averages for the structure and angles were taken from 

the final 50% of the runs. Further NPT calculations at 1atm were also used in the 

calculations of the liquid-vapor coexistence curve. An NVE ensemble continued from the 

standard starting configuration for up to 3x106 steps was used for calculation of diffusion 

coefficients at several temperatures using the correct ξr
OH values. The vibrational 

spectrum of water was calculated from the Fourier transform of the velocity auto-

correlation function. For evaluating the spectrum, the simulations were continued from 

the standard starting configuration of bulk water simulation for an NVE run of 100,000 

timesteps with the correct parameters and densities, followed by a 20,000 step run for 

analysis of the spectrum. Temperature equilibration was carried out for the initial 10,000 
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steps of the 20,000 move run and these initial moves were discarded while calculating the 

velocity autocorrelation function from the final 10,000 saved configurations. 

Figure 7 shows the results of the structure of water through the OO, OH, HH pair 

distribution functions (PDFs) at five different temperatures (7a-c) as well as a direct 

comparison to Soper’s most recent experimental data35 (7d). As can be seen, the PDFs 

show variations over the five temperatures. The variations are similar to results that were 

obtained previously 15. The results of the PDFs at 298K are compared to experiment35 in 

figure 7d and are similar to the comparison of several other simulations of water to 

experiment18, although most other simulations do not have the nearest neighbor OH and 

HH peaks. Clearly, the OH and HH intermolecular pair distributions are precisely 

equivalent to the experimental data (2nd and higher peaks). Only the first peaks are too 

sharp for OH and HH in comparison to experiment, although the locations are accurate. 

The inset shows an expansion of the OO PDF, with only a slight variance in the depth of 

the first minimum and maximum in the second peak, although locations are accurate.  

Figure 8 shows a comparison between the OO PDF at 298K and 373K. The main 

differences are the lowering of the first peak maximum and an increase in the first 

minimum and slight increase in the location of the second maximum. These results are 

consistent with previous simulations15,21 and experiments35 showing similar shifts in the 

OO PDF with temperature. 

The vibrational spectrum of the simulated bulk water is plotted as a function of 

temperature in figure 9. The primary modes of vibration in water at 298K have been 

experimentally determined to occur around 400-600 cm-1, 1600 cm-1, and 3600-3700cm-1. 

The peak near 500 cm-1 shifts to lower frequency with increasing temperature, similar to 
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previous work15. The most significant effect of changing the temperature is the lowering 

of the frequencies of the v2 mode and a slightly lesser decrease in the stretching mode as 

well as a broadening of the frequency spectrum in the v1 and v3 modes. The spectrum at 

298K is similar to the experimental data, except the 1600 peak has shifted upwards, 

probably because of the combined HH repulsion and the HOH 3-body term in the 

potential function, as also evidenced by the narrow first peaks in the HH and OH PDFs. 

Nonetheless, the general form is very good in comparison to experiment.  

Diffusion coefficients were calculated from the mean square displacement (MSD) 

of the water molecules in bulk water as a function of temperature. At each temperature, 

the simulations started from standard starting configuration and were run for 3x106 steps 

(300ps) under NVT conditions (the correct volume for each T was applied for the NVT 

continuations). The MSD was averaged over the final 1.8x106 steps. The diffusion 

coefficients were taken from the average of the slopes of multiple segments of the MSD 

curve. 

Figure 10 shows the resulting values of D for several temperatures compared to 

experimental data36. The value at 298K was 2.45x10-5 cm2/s, which is close to the 

experimental value of 2.3x10-5 cm2/s.  

The average dipole moment at 298K was determined to be 2.6D, consistent with 

the experimental values that range from 2.3D to 3.2D. 

The cohesive energy of the simulated bulk water at 298K was calculated as the 

energy difference between the 1x106 steps NPT run of 392 water molecules at 298K and 

an NVE run of 500,000 timesteps of 1 isolated molecule of water (the latter without the 

Wolf sum method). The value obtained was -11.18 kcal/mol, which is the value expected 
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for a simulation with a dissociative water potential. Guillot and Guissani15 discuss the 

effect of intramolecular interactions and quantum effects in the intermolecular 

interactions in the liquid that are not present in rigid water potentials. With an 

experimental vap
exp∆H  of 10.52 kcal/mol15,20, the cohesive energy using the rigid water 

potential should be –10.4 kcal/mol.  However, in our case, changes in the intramolecular 

interactions between the isolated molecule in the vapor and that in the liquid are taken 

into account. It is only the intermolecular quantum effects in the liquid that are not 

included in our simulations. Addition of the intermolecular quantum effects discussed by 

Guillot and Guissani15 and the RT term would result in a cohesive energy of -11.23 

kcal/mol, indicating that our simulation result of –11.18 kcal/mol is very close to the 

correct value. 

In order to test the validity of the potential for reproducing the high pressure-high 

temperature data, an NPT simulation of bulk water at 5000 atm and 3000 atm were 

performed at five different temperatures. As anticipated, the variable potential reproduces 

the experimental density as a function of pressure fairly well, as shown in figure 11. 

The liquid-vapor coexistence curve, shown in figure 12, was calculated from 

additional simulations at five higher temperatures, 398K, 448K, 498K, 548K and 598K 

starting from the same initial configuration, which had a density of 0.9919e23 atoms/cm3. 

Runs of 4.0x106 moves were made for all the temperatures starting from a 2.2nm x 2.2nm 

x 5.0nm (xyz) box of water with 392 water molecules. The simulations included the 

liquid in contact with a vacuum on either side in the z dimension into which the liquid 

could evaporate. Densities were averaged over 5000 move increments over the last 

1.0x106 moves and plotted as a function of z, from which the density of the liquid was 
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obtained from the hyperbolic tangent function. Results for the liquid at 548K and 598K 

showed less than a 4% deviation from the experimental data. Water molecules evaporate 

into the excess volume at the higher temperatures, although the curve fitting is less 

accurate for these data because only a few molecules evaporate below 498K and the 

excess volume may be a little too low at 598K, where the vapor is at 0.134g/cc. 

Hydronium Ion Behavior: 

A cluster of 64 water molecules with one H+ ion added was used to evaluate 

hydronium behavior with this classical potential. The cubic simulation box size was 

4.0nm per side. Two conditions were studied: one where the extra H+ ion was placed near 

an O in a water molecule near the edge of the cluster and a second case where the extra 

H+ ion was placed near an O in a water molecule near the center of the cluster. The 

former was an NVE run of 1x106 steps at 298K with the full coulomb summation, with 

temperature equilibration for the first 100,000 steps. Within the one million steps, H+ ion 

exchange occurs 6 times. This implies an average lifetime of ~17ps for the H3O
+ ion. 

Periodic boundary conditions were not used and all the molecules remained together 

without the cluster disintegrating. Interestingly, the hydronium ion stays near the 

periphery of the cluster. In the second case, the NVE run was 500,000 steps. Three 

exchanges occurred in this timeframe, giving the same lifetime as the previous run. Also 

within this timeframe in the second run, the hydronium ion migrated (via these exchanges 

and motion) from the cluster center to the edge of the cluster. Previous studies have 

similarly seen hydronium migration to the surface 24,37. Figure 13 shows the interaction 

distances between the exchanging H+ ion and its two closest O ions (labeled O1 and O2) 

during a portion of the simulation during which a proton exchange occurred. The 0.0ps 
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on the timescale is an arbitrating starting point. Also shown is the O1-O2 distance 

between the two oxygen ions in the interacting hydronium-water pair, in which O1 is the 

oxygen in the hydronium ion at the start. The H-O2 distance oscillates as the O2 in the 

second water molecule approaches the exchanging H+ ion. Near 0.5ps, the exchange 

occurs rapidly. A different exchange process involving different molecules is observed in 

figure 14. In this case, the H+ ion is located equidistant between both the O1-O2 oxygen 

for nearly 0.3ps. In this particular example, the H+ ion returns to its original oxygen, but 

within ~0.7ps later in this run does exchange to this same O2. This process of having the 

H+ ion located equidistant between the two interacting O is consistent with CPMD 

studies of the hydronium exchange process27. 

Figure 15 shows four snapshots of hydronium exchanges observed during a 

portion of the simulations. Only ions near the hydronium are shown, with some ions 

looking undercoordinated because their attached neighbors are not within the frame of the 

image. While the H3O
+ ion itself may diffuse, additional migration of a H3O

+ complex 

occurs via proton exchanges between a H3O
+ ion and neighboring water molecules, as 

shown in the figure (and previously discussed 27). The figure shows the initial H3O
+ ion, 

the O of which is labeled as 1 in (a), is in an Eigen complex, H9O4
+, changing to more 

complex structures during proton exchange. Zundel (H5O2
+) and Eigen configurations are 

observed in the figure and are only two of the multiple configurations occurring in the 

exchanges.  

Conclusions : 

Molecular dynamics simulations of water were performed using a multibody 

potential that allows for dissociation of water and varies with environmental conditions. 
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The major variable that changed with the environment was the short distance OH 

repulsive term. With small changes in that term alone, the thermal expansion of water at 

atmospheric pressure and the equation of state at high temperatures and pressures were 

reproduced. The resultant interatomic multibody potential was then used to simulate other 

properties. The room temperature properties of water that were accurately reproduced 

include the structure, the cohesive energy, the average dipole moment of the liquid, the 

diffusion constant, the vibrational frequency spectrum, and the transient Eigen and 

Zundel complexes of the H3O
+ ion. In addition, the liquid-vapor coexistence curve was 

well reproduced.  

Acknowledgements: 

The authors wish to acknowledge funding from the DOE Office of Science, 

Division of Chemical Sciences, Geosciences, and Biosciences, grant number DE-FG02-

93ER14385, and from the Division of Material Sciences, grant number, DE-FG02-

97ER45642.  

 



  86 

 

 
Table Ia: parameters of the two body potential. 

Species Ar (J) ξ (Å) ξr (Å) C6 (J-Å6) 

O-H 2.283 x 10-16 24 f(T, P) - 

O-O 4.250 x 10-17 24 0.610 4.226 x 10-18 

H-H - 24 - - 

 

Table Ib: Charges on species 

Species/multiple q/e qd/e 

O  -.904 +.226 

H  +.452 -.113 

 

Table Ic: Three body parameters : 

Species λ (ergs) rαβ
0  (Å) γ (Å) θ˚ HOH 

H-O-H 

 

30 x 10-11 1.6 1.3 100 

 

Table Id: The A-matrix of equation 12 columns A(:0)-A(:,2) 

0.655726502 -1.04442689x10-2 8.31892416x10-5 

3.403472x10-4 -3.986929x10-6 1.742261x10-8 

-4.057853x10-8 4.677537x10-10 -2.007873x10-12 

1.657262x10-12 -1.838785x10-14 7.549619x10-17 
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Table Ie: The A-matrix of equation 12 columns A(:,3)- A(:,5) 

-3.07929142x10-7 5.44770929x10-10 -3.73609493x10-13 

-3.364186x10-11 2.419996x10-14 0 

3.800411x10-15 -2.672717x10-18 0 

-1.355453x10-19 8.939302x10-23 0 

 

 

 

 

 



  88 

 

 

FIG 1.Variation in the OH distance in a single water molecule and within bulk water as a 

function of a term in the OH short-range repulsion, ξr.



  89 

 

 

FIG 2. Variation in the energy in a single water molecule and bulk water as a function of 

the ξr term in the OH short-range repulsion (left axis) and the cohesive energy (right 

axis).
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FIG 3. Variation in the OO pair distribution function (PDF) for bulk water as a function 

of the ξr term in the OH short-range repulsion. 
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FIG 4. Result of optimizing the ξr term in the OH short-range repulsion on reproducing 

the density-temperature curve. 
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FIG 5. Result of optimizing the ξr term in the OH short-range repulsion on reproducing 

the density-pressure curve at four different temperatures. 
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FIG 6. Cohesive energy per molecule of small water clusters at 1K using finalized 

parameters given in Table 1 and the ξr term in the OH short-range repulsion obtained at 

263K. “MD” is the current data. Other data points come from reference 14, which 

contains data from other classical water potentials used in MD simulations (“other MD”) 

and ab-initio calculations, with the lowest (low) and highest (high) cohesive energy per 

molecule from the other potentials (see text). 
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FIG 7. Pair distribution functions at different temperature for (a) O-O, (b) H-H, 

and (c) O-H pairs. (d) shows comparison between the MD simulations at 298K and 

experimental data(35) for all 3 pairs, as well as a larger scale comparison of the OO pdf in 

the insert. 

(a) 
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Fig 7b

(b) 



  96 

 

 

FIG 7c 

(c) 
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7d 

 

 

 

 

(d) 
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FIG 8. Comparison between the OO PDF at 298K and 373K, showing the loss of 

structure at the elevated temperature in the decrease in the first peak maximum 

and an increase in the first minimum. 
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Fig 9. Vibrational frequency spectrum of simulated bulk water as a function of 

temperature.
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FIG 10. Diffusion coefficient, D (cm2/s), as a function of temperature from the MD 

simulations versus experimental data (ref. 36). 
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Fig 11. The density-pressure relation at 5000 and 3000 atm predicted from the 

simulations in comparison to the experimental data.  
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FIG 12. The liquid-vapor coexistence curve obtained from the simulations in comparison 

to experiment. The data at the four highest temperatures are predicted from the potential 

and functional form of ξr of OH obtained at the lower temperatures. 
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Fig 13. Variation in the HO distances for the reacting H of a hydronium ion during the H 

exchange with an adjacent water molecule. O1 is the oxygen in the starting H3O
+ ion and 

O2 is the oxygen in the interacting H2O. At ~0.5ps, the H3O
+ ion is centered on the O2 

oxygen. The O1-O2 separation distance during the reaction is also given, with large 

oscillations between 2.5Å and 3.0Å. 
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FIG 14. Additional example of hydronium exchange mechanism, where the exchanging 

H ion sits between both O, equidistant from each, from ~0.5ps to ~0.75ps, in this case 

returning to the original configuration. This pair continues to interact and does show a 

stable exchange of the proton at 1.7ps on this time scale (not shown here). 
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FIG 15. Snapshots of the reaction(s) of the H3O
+ ion(s) with neighboring water 

molecules. Color scheme: green=O in H3O
+ ion; pink=H attached to O within H3O

+ ion 

or in H2O molecules H-bonded to the H3O
+ ion; blue=O, small red = H in other waters. 

Long ‘bonds’ drawn between O-H within 2.0Å showing covalent and H-bonded 

molecules. Three relevant O labeled by numbers 1, 2, 3. (a), Eigen-type complex with 

H3O
+ ion (O1) H-bonded to 3 neighbors; (b) reacting H ion split between two O, O1 and 

O2, with O2 now also marked green; (c) between frames b and c, a second transfer of a 

proton occurs to the third water molecule (O3) which forms a Zundel complex. O1 has 

migrated out of the frame;  (d) the O3 H3O
+ is now in another Eigen complex. 
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Water induced relaxation of silica surfaces with a long range dissociative water potential. 

T.S.Mahadevan and S.H.Garofalini 

 

Abstract: 

 Molecular dynamics simulations were performed to study the interaction between 

a film of water vapor and vitreous silica surface. The water was modeled by dissociative 

atomistic model and the potential used allowed for interactions between water and silica 

to form silanol bonds. The potential parameters were refined by studying the energetics 

of interaction between silicic acid and water molecule. We observe the mechanisms and 

rate of formation of silanols and note that the concentration of the silanols is consistent 

with experimentally observed results. The mechanism of hydronium ion formation and its 

role in the formation of silanols and proton transfer was also studied. The modification of 

the surface structure of the glass was analyzed quantitatively and the graphics depicting 

the formation silianols from breaking  of surface siloxanes is also presented this study. 

 

I)  Introduction: 

 Silica and water are two of the most abundant materials found in nature and this 

abundance has lead to their use in many technological applications. [1] [2] [3] The study 

of interactions between water and silica provides important insights for many 

technological processes like wafer bonding in MEMS devices, mechanical strength and 

failure behavior of optical fibers, catalysis, expansion of water in geological systems and 

scaling of structural ceramic materials.[4] [5] [6, 7]Presence of water in vitreous silica 

has a profound influence in many of its thermal, mechanical and optical properties and 
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experimental techniques for studying these changes can easily provide information into 

the macroscopic aspects of the interactions. [8] However, the molecular interactions are 

trickier to be studied with experimental techniques and computational methods have 

become a useful tool to study the nano scale interactions in these material systems. Ab-

initio and quantum chemical methods of computational studies have been applied to 

simulate molecular interaction between silicic acid and water. [9] [10-12] The results of 

these studies can be used to understand the interactions between glass surfaces or zeolites 

and water[13]. Ab-initio methods and quantum mechanical calculations are 

computationally exhaustive methods which, even in combination with classical MD 

methods can be used for studying only small local regions involving 100’s of molecules 

at the most [14] [15]. Classical MD simulations have been used to study structural and 

energy changes in SiO2-H2O interactions  using non dissociative water potentials or 

artificially inducing silanol formation[16] [17] [18].  

 This group has previously used molecular dynamics simulation techniques to 

simulate and study the properties of vitreous and crystalline silica with and water – silica 

interactions using BMH interactions and a three body interaction [6, 19]. These potentials 

have successfully simulated the structure and dynamics of  bulk glasses and glass 

surfaces[20] and has been used to explain mechanisms of oligomerization in silica 

sols[21], and reactions in silicic acid molecular clusters[22] [23]. The low energy 

structures and energies of the H2O – Si(OH)4 clusters were found to be comparable to ab-

initio calculated energies.  The normal reaction mechanism for the breaking of siloxanes 

and formation of silanols has been computationally verified to be as depicted 

schematically as shown in fig 1. For clarity, the bonds from the bridging oxygens 
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attached to the silicon are not shown. The five coordinated silicon that shows a stretched 

bond is a reaction intermediate. This reaction has been experimentally inferred [24] [25] 

[26] [27] and  predicted through ab-initio[28] [29] and classical MD studies to occur 

preferentially at the sites that have most strained siloxane bonds.  

 While several potentials for prediction of water structure and properties exist [30], 

most of them are based on rigid molecules or at the most flexible but non dissociative 

models. Previous studies by this group was based on a BMH potential for water with 

certain RSL modifications for the water molecules. While that model was reliable for a 

short range structure of water, it did not reproduce the correct water structure of water 

more than first neighbor distances. Considering that the potential acts over only 5.5Å and 

that significant structural information of water exists till the third peak of the O-O pair 

distribution function at around 7Å, this BMH –type potential would be insufficient to 

study the effect of large sections of silica on water dissociation and clustering.   

 The authors have also used a diffuse charge based – dissociative potential to 

describe the structure of water over a large range of temperatures [31]. This dissociative 

water operates with a larger cut-off (10Å) for interactions and thus can be considered 

more appropriate for studying glass-water interactions. This potential was developed for 

using the dissociative water to study the anomalous expansion of water in nano-sized 

pores and gives results that have a close match to experimental structure and dynamic 

properties of water. In the current work, the relaxation of a silica surface in the presence 

of water is investigated using molecular dynamics with the new potential.  The results of 

this study will eventually determine the suitability of this new potential to study atomistic 
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mechanisms of water-silica interactions while using simple, and relatively 

computationally inexpensive classical MD techniques that can work for large systems.  

 

 Following this introduction, section II provides a brief overview of the potential 

function followed by a description of the computational techniques in section III. Section 

IV describes the results of the acid- water molecular interactions and this is followed by 

results of vapor interacting with the silica surface in section V. Section VI shows the 

graphics of vapor –surface interactions and this is followed by conclusions in section VII.  

II)  Description of potential: 

 The dissociative water potential is based on the rigid water potential developed by 

Guillot and Guissani. In our potential, intra molecular interactions are added so as to 

include flexibility in the atomic simulations and polarizability. The two body potential is 

given by: 
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   (5) 

   (6) 

 

       (7)  

 

                   (8)  

 The values of the parameters used for the different atom species are given in table 

I. in general qi = -4qi
d  and the charge on silica is 4 times the charge on hydrogen and 

oxygen has twice the charge on hydrogen. The wolf sum is used to handle the inclusion 

of the long range terms in the Madelung potential. The details of the calculation of Wolf 

sum is given in an earlier paper by the authors. One of the effects of using the wolf 

summation is the presence of the complementary error function term in the charge based 

parts of the potential function. This does not appear in the repulsion and dispersion terms 

as they are short range. In summary, the final effect of using the Wolf summation is to 

induce a correction term for all the charge based terms of the potential giving the final 

equation as: 
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 The above pair potential does not distinguish between molecules and acts between 

all the atom pairs. Wolf summations with the above modification has been successfully 

employed by this group in Simulations of SiC and water.  

 Besides the two body potential as described above, a three body potential of the 

following form was also added to the equation. 

 (10) 

 The main purpose 

of having a three body 

potential is to fix the angles in the water molecule at 104° and SiO2 tetrahedral angle at 

109o, and it acts only for rij < rij
0 and rik < rik

0. λ exists only for HOH, SiOSi and OSiO  

triplets and is identically zero for all other triplets. The effect of the three-body equation 

on a j-i-k triplet is to increase the potential energy of the system if the angle is different 

from the above values by increasing the repulsion or attraction between j and k atoms 

depending on θjik being greater than or lesser than the required angle. Since water is not a 

symmetrically tetrahedral molecule, the target angle θo
jik for the HOH triplet is set at 100° 

and not 104° to compensate for the effect of the pair potential. The values of the 

parameters at for the three body potential is given in table II. 

III)  Computational procedure: 

 Molecular dynamics simulations were carried out using a fifth order Nordseick 

Gear predictor corrector algorithm using the above potential to model the interactions 

between various atom. As explained in the previous section, the Wolf summation was 

used to handle the long range Madelung summations. A 6.4nm x 6.4nm x 4.2 nm box of 

glass was first prepared by a melt quench procedure starting at 6000K(30000 steps) and 
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brought to 300K(60000 steps) by holding at temperatures of 4000K, 3000K,2000K 

(100000 steps each) and 1000K(40000 steps) with NVE conditions. Each time step 

equaled 1 femtosecond when simulating glass. This piece of bulk glass contained 11664 

atoms and was equilibrated at 298K with a hydrostatic pressure of 1 atm. From the final 

NPT run, the lowest pressure configuration was selected and used to make a surface glass 

by performing a NVT simulation for 50000 time steps (1 fs per time step) at 298K with 

the bottom half of the glass atoms being frozen and adding 12A of vacuum to the top of 

the glass. This effected the removal of periodic boundary conditions in the Z direction 

and the formation of surface like structure at the top of the glass. The number of defects 

and structure of the glass was comparable to earlier results obtained using BMH 

potentials which were close to experimental results.   

 For the production runs of simulating the surface interacting with water, a 

monolayer of water was added on top of the glass surface by placing 169 water molecules 

in a square pattern. The 169 water molecules correspond to a density of 4 water 

molecules per nm2. The rationale behind this number was to fit in a maximum of 8 

silanols per nm2 on the basis of 2 silanols for every water molecule. 

 With this as the starting configuration, we performed molecular dynamics for 35 

picoseconds with a greater number of saves in the initial 5 picoseconds to observe the 

reaction mechanisms. While emphasis was laid on maintaining the temperature at 298K, 

after the 30 picoseconds run following the initial 5 picoseconds, we also continued the 

simulations at 998K obtain a more exhaustive view of the reaction mechanisms. Thus, the 

increased temperature run is used to look at mechanisms where the kinetic barriers for the 

reactions to occur at 298K prohibitive. In both the runs involving water, the time step was 
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0.1fs to accommodate the fast diffusion of light hydrogen. Hence, the production runs of 

35 ps was done with 350000 steps of MD calculations.  

IV)  Silicic acid and water interaction  

 The correct Si-H interaction parameters were calculated based on the interaction 

of silicic acid with a single water molecule. The structure of the silicic acid was also 

designed to confirm with quantum mechanical calculations by choosing an appropriate 

value for the Si-H repulsion. The minimum energy configurations were identified and are 

shown in figure 1. The net energy of the most stable single acceptor double donor 

configuration was found to be 10.31kcal/mol at 1K. This and the stable structures, as well 

as the structure of the silicic acid molecule were found to be consistent with the results 

from quantum mechanical calculations [32, 33]. 

V) Results of surface – vapor interactions.  

 The arrangement of the initial configuration is described under computational 

procedure. That the surface of the glass that comes in contact with the water would be 

oxygen terminating has been observed earlier and was found to be the case here also. The 

structure of the glass that we obtained with the new potential compared well with 

experimental results as well as structures obtained with BMH – type potentials. [34] 

Since the emphasis in this work is on observing the defect species and coordination 

numbers of the silicon and oxygen atoms, the initial structure of the glass has been 

depicted in terms of the coordination numbers of silicon and oxygen as a function of the z 

coordinate as shown in fig 2. For the purpose of analysis, the entire glass was sectioned 

into slabs of dimension 6.4A x 6.4A x 1A along the z dimension and the number of 

silicons and oxygens in the slabs, of different coordinations are shown in the graph. In all 
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of the graphs showing the coordination, the units of y-axis are the number of species in 

each slab and the x-axis is the z-coordinate of the top of the slab. As can be seen there is 

a much higher concentration of defective species (3 coordinated Si and 1 coordinated O) 

at the surface indicated by the spikes at high values. As mentioned earlier, the higher 

number of oxygens at the top most slab shows that the surface is oxygen terminating. The 

final NVT relaxation of the glass for 50000 steps allowed for the relaxation of the 

fractured surface and ensured that there were no 2 or lower coordinated silicons at the 

surface. 

 Figures 3 a, b, c and d show one of the observed mechanisms where silanols are 

formed at under coordinated species without breakage of any of the siloxanes. The single 

water molecule gets close enough to one of the dangling non-bridging oxygens (fig 3a) of 

the surface and gives up a proton to the oxygen. This results in the formation of a silanol 

and a hydroxyl group(.fig 3b). The free hydroxyl ion does not seem to be stable and is 

almost immediately captured by a neighboring 3 coordinated silicon (fig 3c) and the end 

result is the formation of 2 silanols (fig 3d). This is the seems to be the predominant 

mechanism of silanol formation in the observed system. 

 Figures 4 a,b,c and d show another possible mechanism for silanol formation. 4a 

shows the initial configuration of a water molecule getting close to a 3 coordinated 

silicon. In 4b, the water molecule itself is captured by the silicon (indicated by the green 

arrow) and this results in the formation of an SiOH2. The SiOH2, in this case, has a short 

lifetime because of the over coordination of the oxygen and it soon dissociates a proton 

as shown by the red arrow in 4c to a neighboring non-bridging oxygen. Notice that the 

under coordinated silicon to which the NBO is attached also tries to form a stretched 
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bond with the neighboring bridging oxygen. However, this bond is also unstable and soon 

dissociates and eventually that silicon ends up as Si(OH)2.   

 A possible reason for mechanism described in fig 3 to be predominant could be 

that the driving force for the reaction being determined by the concentration of dangling 

surface oxygens which get to face the incoming water molecules first. The second 

described mechanism is dependant on the concentration of defective silicons, which, 

though almost equal in number to the defective oxygens as seen in fig 2,  are present 

below the surface oxygens.  

 While the mechanisms described in figures 3 and 4 depicted the formation of 

silanols without breaking the siloxane bond, there were also silanols forming by breaking 

of siloxane. But this occurred only once at the low temperature and once at 998K. A 

common feature in both the siloxane breaking mechanisms seemed to be the formation of 

a 5 coordinated silicon which subsequently broke off from one of the bridging oxygens. 

These two events are depicted in fig 5 and 6. Combined Classical-Quantum simulations 

at the silica surface and on 2 member chains of silica have also shown such reactions and 

the requirement of the formation of  a 5-membered silica has been inferred from these 

studies [35] [36].  

 A direct effect of the reactions as demonstrated by the above mechanisms is 

that the structure of water at the surface is relaxed and the defect sites are “repaired” 

with respect to coordination. This dissociative adsorption [37]effect can be observed 

in the concentration profiles presented in fig 7.  As was expected based on previous 

results of simulation[37], no dissolution of silicon or Si(OH)4 was observed even at 

high temperature. This shows the number of non-defective oxygens and silicons as a 
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function of the z coordinate of the volume element containing the atom. The 

concentration of under coordinated species are so low (of the order of  1-5  per 

volume element), that they have not been shown in the graph. One can also notice that 

the concentration of correctly coordinated oxygens and silicons has increased at the 

surface. This is due to the additional bonds formed with hydrogens and oxygens 

respectively of the water molecule. The brown line in the graph shows the 

concentration of silanols (these were included in the final count of the number of  2 

coordinated oxygens indicated by the black line) and it indicates silanol formation 

even at a depth of 38Å inside the glass. This shows that silanols are formed in not just 

the top surface, but also deeper beneath the surface of the glass. Evidence that the 

silanols can form at the inner layers is also seen in the concentration profile of 

molecular water which also penetrates up to the 37Å inside the glass. Given that 

under coordinated atoms in the dry glass are found till at 45Å, this indicates that the 

penetration of water amounts to a total of about 8Å after 35ps. 

 Diffusion studies of water diffusion on silica surfaces have been explained as a 

first order reaction that reaches equilibrium and a constant SiOH concentration at longer 

times [8] [38]. This does look apparent in the current simulations because of the strong 

dependence of the SiOH concentration on the concentration of remaining H2O as seen in 

fig 8. The final silanol concentration obtained was 3.91/nm2( this number includes 

adsorbed H2O and Si2OH each of which potentially could form a silanol based on the 

observed mechanisms), which is comparable to experimentally observed values[25] as 

well as those obtained by MD simulation techniques[18]. In contrast to previous results 

obtained by this group, there was no significant change in the distribution of rings in the 
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glass sample. This could be attributed to the fact that there were no excess small 

membered rings at the surface. It has been previously observed that the small membered 

rings are reactive sites and are attacked by water[39]. However, there was an increase in 

the total number of ringed structures with the greatest increase being in the number of 4-

membered rings. The distribution of 4-membered rings in the wet and dry glass surfaces 

is depicted in fig 9 and this trend is seen in higher and lower membered rings also.  

VI)  Proton transfer.  

 The graphics of the simulation revealed the presence of the occasional hydronium 

ion at the glass surface. It is know that proton transfers in silica[40] and other glasses[41] 

occur by a hopping mechanism involving a suitable  proton donor like the hydronium  

and that the presence of molecular water facilitates this proton transfer [42] [43]. Hence, 

we looked at the details of the role that the hydronium plays on the glass surface. Fig 

10(a-h) shows the details of this proton transfer over 4 molecular distances. The first 

picture shows just the presence of 3 molecules of water over the silica surface with an 

under coordinated silicon and oxygen. The subsequent figures show how the water 

molecule is first adsorbed onto the under coordinated silicon and then subsequently 

transfers a proton to neighboring water molecule and eventually creates another silanol 

from an under coordinated oxygen atom. As can be seen, it is not necessary for all the 

transferring water molecules to be bound to the glass surface. Evidence of similar 

mechanisms has also been shown with ab-initio and quantum-classical calculations. In 

most cases where opportunities for exchange of protons existed as in the presence of 

neighboring water molecules, silanols or under coordinated oxygens, the lifetime of the 

hydronium ions was less than 100fs with an average of around 55fs. However, we did 
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observe some stable hydroniums that lasted for greater than 300fs, though none of these 

long lasting hydroniums were observed after the first 6ps. This indicates that a majority 

of proton transfers occur only in the initial period when under coordinated atoms are still 

available. Evidence of proton transfers along the shorter timescales is seen through 

quantum mechanical calculations also[14].  

VII)  Conclusion.  

 Molecular dynamics studies of interaction between silica surfaces and water vapor 

revealed some of the mechanisms of the interactions. The water was dissociable and 

interactions between water molecule and silica was parameterized based on water-silicic 

acid interactions. The effect of the presence of water on the surface was to repair most of 

the under coordinated species at the surface. Since there was little change in the ring 

structure, it could be concluded that small amounts of water in the form of vapor at the 

surface does not lead to a significant disruption in the silicon network. Penetration of 

water and formation of silanols was observed to about 8A inside the glass surface. The 

hopping mechanism of proton transfer through the formation of the occasional 

hydronium was also observed. Mechanism hitherto observed only through quantum 

calculations over 100’s of atoms, have been successfully simulated using a simple pair 

and three body classical molecular dynamic approach performed on over 10000 atoms. 

The current potentials were thus found suitable to study molecular mechanisms in water 

silica interactions. 
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Table Ia: parameters of the two body potential. 

 

Species Arep (J) ξ (Å) ξr (Å) C6 (J-Å6) 

O-H 2.283 x 10-16 24 f(T, P) - 

O-O 4.250 x 10-17 24 0.610 4.226 x 10-18 

Si-O 2.67 x 10-16 24 0.373 7.00 x 10-18 

Si-Si 7.00 x 10-17 24 0.640 - 

Si-H 5.00 x 10-16 24 0.350 3.80 x 10-18 

H-H  - 24 - - 

 

Table Ib: Charges on species at 298K  

Species/multiple q/e qd/e 

O  -.904 +.226 

Si +1.808 -.452 

H  +.452 -.113 

 

Table Ic: Three body parameters : 

Species λ (ergs) rαβ
0  (Å) γ (Å) θ˚ HOH 

O-Si-O 1 x 10-11 2.8 2.0 120 

Si-O-Si 15 x 10-11 3.0 2.8 141 

H-O-H 30 x 10-11 1.6 1.3 100 
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Table Ic: The A-matrix of equation 12 columns A(:,0)-A(:,2) 

0.655726502 -1.04442689x10-2 8.31892416x10-5 

3.403472x10-4 -3.986929x10-6 1.742261x10-8 

-4.057853x10-8 4.677537x10-10 -2.007873x10-12 

1.657262x10-12 -1.838785x10-14 7.549619x10-17 

 

Table Id: The A-matrix of equation 12 columns A(:,3)- A(:,6) 

-3.07929142x10-7 5.44770929x10-10 -3.73609493x10-13 

-3.364186x10-11 2.419996x10-14 0 

3.800411x10-15 -2.672717x10-18 0 

-1.355453x10-19 8.939302x10-23 0 
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Fig 1 – Stable acid-water configurations. (a) and (b) were observed at 10K and 50K and 

at 298K while (c) was observed only at 1K. The hydrogen bonded O-H distances in all 

the above figures is under 2.4Å.  
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Fig 2 – Coordination profile of the dry surface. There is a high concentration of defective 

coordinated species at the surface. 
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Fig 3 – Silanol formation – This was the predominant mechanism of silanol formation. 
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Fig 4 – Silanol formation – Another mechanism of silanol formation through dissociation 

of adsorbed surface water. Note that the free water molecule is adsorbed onto a surface 3 

coordinated silicon and then dissociates a water molecule. 
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Fig 5 – Siloxane break – high temperature. 

 

Fig 6 – Siloxane break – low temperature. 
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Fig 7 – Comparison of coordination profile and concentration of species. 

 

Fig 8 – Kinetics of Species formation. 
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Fig 9 – Concentration profile of 4-membered rings. 

 

 



  131 

 

 

Fig 10 – Proton transfer with the aid of hydronium ion. 
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Water confined in silica nano-layers : a Molecular Dynamics study. 

T.S.Mahadevan and S.H.Garofalini 

Abstract: Structural and dynamic changes to the properties of water confined by 

silica nano slabs was analyzed by simulating the above system using Molecular 

Dynamics. Previous research had revealed the importance of using inter atomic potentials 

that allowed for dissociation of water and reaction to occur at the water-silica interface. 

We validate the results obtained by comparison with quantum computations and 

experimental analysis. Dissociation of water and formation of silanols was noticed at the 

interface due to the presence of glass. The density profiles of the system were studied to 

reveal a peak in the silanol concentration at the interface and diffusion of water into the 

glass. Diffusion of molecular species at the interface was compared with that of bulk 

liquid and liquid in the interior of the water film. Changes to water structure at the 

interface was analyzed using radial distribution functions. The effect of temperature on 

the concentration profiles and structure at the interface was also studied by performing 

simulations at 7 different temperatures. Based on previous MD results of structure of bulk 

water, we observe the changes in the hydrogen bonded structure of confined water with 

temperature is and compare these to temperature and pressure induced changes seen in 

bulk water.  

 

(I) Introduction:  

 In recent times it is well known and expected that the properties of most materials 

change drastically in the nano size regimes and materials exhibit novel properties when 

confined to small sizes. Water is no exception to this, and since water has been one of the 
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most studied and documented chemicals[1], it is worthwhile to investigate the change in 

properties of water when confined in nano sized pores. Many technological applications  

involve water in constrained geometries like hydrophilic wafer bonding[2], interactions 

between drugs and bio-molecules[3], de-pollution, corrosion and structural deterioration[4] 

and catalysis studies. While experimental studies provide results of phenomena in the 

macro scale[5, 6], understanding of molecular mechanisms in such constrained ambience 

requires the building of computational models which, while producing results that are 

consistent with macroscopic experimental results, should also be capable of providing 

intuitive knowledge of the molecular mechanisms and reactions. 

Based on the interactions substrates can be classified as either hydrophobic in 

case of non-interactive or weakly interactive ambience, or hydrophilic in case of 

interactive environments. Several studies of hydrophobic interfaces show changes in the 

orientation of water molecules and structural and phase differences from the bulk[7-9], 

[10]. 

This work reports the molecular dynamics studies of water interacting with silica 

in a constrained slab geometry, which is a hydrophilic under the given circumstances.  

Several works in literature exist describing such interactions in various geometries and 

this includes both experimental and simulations.[6-8, 11-15]. In summary, some of the 

common experimental results for water constrained in silica pores are : 

(a) Depression in crystallization temperature depending on pore geometries. The 

crystallization is noted to appear in the bulk phase and not at the surface of the 

substrate[6]. 

(b) Lowering of the frequency spectrum with respect to bulk water[6]. 
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(c) Enhanced hydrogen bonding with reduction in temperature[6]. 

(d) Formation of defective forms of cubic ice in pores with diameters greater than 

30nm[6]. 

(e) Hysteresis in ice nucleation and melting[6]. 

(f) Accumulation of water at the interface.[16-19] 

 

There are also some varied results about the changes in diffusion coefficients in 

constrained environments[20].  

Some important aspects that need to be addressed in the study of water interacting 

with hydrophilic silica are the formation of silanols and the diffusion of water into the 

substrates.  Computational studies of water silica interactions focusing on silicon wafer 

bonding, formation of siloxanes and silanols and mechanisms of oligomerization of 

silicic acid has been investigated earlier by this group [17, 21, 22]. These simulations 

used atomic water models where the water molecules were capable of dissociation and 

reaction with the silica surface based on a fixed charge coulomb term and a short range 

interaction based on BMH potentials. Earlier results by this group have indicated the 

relaxation of the silica surfaces due to the presence of water and the formation of siloxane 

bonds across a layer of water as would be the case in silicon wafer bonding. The reaction 

between a water monolayer and a silica surface has also been studied and this indicates 

the clustering of water molecules on the free surface which is a consequence of the 

hydrophilic nature of the interactions and the defect seeking capabilities of the water 

molecules. While these results were informative about the mechanisms of water-silica 

interactions, a major drawback of the above simulations was that the properties of bulk 
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water that was used were not very accurate. For example, the BMH potential acts only 

over a distance of 5.5Å and reproduces only the first neighbor distances of water 

accurately, while significant structural information is present till the third peak of O-O 

pair distribution function at around 7Å. Hence, we developed a potential function acts 

over longer ranges and reproduces the properties of water to a far greater accuracy. 

We have established the utility of this potential in studying silica surface 

interacting with water vapor in our previous work[23]. This works aims at studying the 

interactions between a film of  liquid water 3.5 nm thick, constrained by silica  nano-

layers using this new potential. We present a brief description of the potential function in 

section II followed by computational procedure in section III. Sections IV to VIII present 

the results of the simulations and comments about the results.  

 

(II)  Potential function. 

The inter atomic potential used in these simulations have been described in an 

earlier publication by this same authors[24]. In brief, the potential consists of a two and a 

three body interactions that are represented as function of the distance between atom 

pairs and triplet configurations.  

 

(a) Two body interactions : 

U tot(rij ) = Uelectrostatic+ Urepulsive+ Udispersive     (1) 

 

where  
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Udisp(rij ) = −C6

rij
6         (4) 

 

In the above formulae, the qi’s and qi
d’s  are the regular and diffusive charges on the ith 

atom, r is the distance of separation between the ith and jth atoms, and Arep, ξ, ξr, and C6 

are parameters as given in table I. The long range parts of the Madelung terms were 

handled by a Wolf summation[25] and all the pair interactions were truncated with a 

spherical cutoff of 1nm. The multiplier erfc(rij/β) is due to the use of only the real space 

terms of  the Madelung potential. The use of Wolf summation also implies the 

subtraction of self terms for the electrostatic potential as given by:  
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The parameter ξr  in equation (3) varies with increasing temperature and pressure for the 

OH interactions to accommodate for the change in OH distances. A detailed description 
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of the potential equations is given in the earlier paper and it has been found to describe 

the properties of water accurately in the temperature range under consideration. 

(b) Three body potentials : 

The three body potential used in the present work is defined by : 

 












≥

<−×








−
+

−
=

c21

c21
2

21

213

rr,rfor                                                              0

rr,rfor  )cos(cosexp

),,(

c
cc rrrr

rrU

θθγγλ

θ     (6) 

 

where, r1 and r2 are the two distances of the 2nd and 3rd atoms from the central (1st) atom 

and θ is the angle subtended by atoms 2 and 3. The parameters γ, rc and θc for the 

different three body sets are given in our earlier paper. In short, the three body potential 

serves to increase the energy with increased deviation from the ideal angle between 2-1-3 

atoms and this results in a greater drive for the set of atoms to return to the ideal angle. 

 

(III)  Computational Procedure. 

Molecular dynamics simulations were carried out using a fifth order Nordesieck-

Gear predictor corrector algorithm on a simulation box of approximate dimensions 6.4nm 

x 6.4 nm x 7.5nm under NPT conditions with a constant pressure of 1 atmosphere in the z 

direction. The simulations box was comprised of 4851 water molecules sandwiched 

between 3888 molecules of SiO2. Initially, prior to attaching the two in a layered 

configuration, the required glass and water systems were prepared separately. The glass 

was prepared by a standardized melt quench procedure where silicon and oxygen atoms 
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in the ratio 1:2 arranged in β-cristobalite structure was melted  at an initial temperature of 

6000K to attain sufficient diffusion that breaks down the crystalline structure. The 

starting material was chosen as β-cristobalite as it is close to the density of vitreous silica. 

This was then cooled to 300K in sequence of temperature 4000K - 3000K - 

2000K(100000 time steps each) - 1000K(4000 time steps) - 300K(60000 times steps) 

with each time step being 1 femto second. The dimensions of the glass cuboid, prepared 

under NVE conditions, were 6.4nm x 6.4nm x 4.2 nm. This glass cuboid was then 

equilibrated at 298K under NPT conditions with a hydrostatic pressure of 1atm for  

40000 steps and the configuration of glass with pressure closest to 1 atm was taken as the 

glass sample and it had dimensions of 63.6Å x 63.8Å x 42Å 

The water was simulated separately by starting with an initial cubic arrangement 

of 4851 water molecules at a density of 1x1023 particles per cc at 298K in a cuboid box of 

size  approximately by less than 6.4nm x 6.4 nm x 3.5nm and was run for 500000 time 

steps at 0.1 fs per time step. 

The glass and water systems were then combined by adding water on top of the 

glass system with a separation of 2.5Å. This gave a system of approximate dimensions 

6.4nm x 6.4 nm x 3.5nm with v-SiO2 in the bottom and water on top. For later analysis, 

this system was further modified by removing the bottom 21A of glass adding it to the 

top of water. While the simulation results would remain the same in both cases because 

of periodic boundary conditions in all the three dimensions, this gives the added 

convenience of having a symmetric distribution of two layers of glass above and below 

the water molecules. The resulting simulation box is shown schematically in fig 1. This 

construct models water confined to a slit like glass pore. Care was taken to allow a 2.5A 
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gap between the water and glass in the top layer also. The above system was run for 

400000 time steps at 0.1fs per time step at five temperatures of 283K, 293K, 298K, 

313K, 323K, 333K and 348K to allow for equilibration and stabilizing the density. The 

index number referring to the atoms were preserved all through the simulation so as to 

facilitate ease of analysis. Thus, atom numbers 1 to 11664 were SiO2 atoms and atoms 

numbered 11665 to 26217 were always water atoms. 

 

(IV)  Glass structure and properties. 

The initial structure of the glass was measured based on the pair correlation 

function between Si-O, Si-Si and O-O atom pairs. This gives a reasonable compliance to 

previous simulation results by this group[26] and by others[27, 28]. The use of a three 

body potential resulted in the regulation of Si-O-Si and O-Si-O angle to ~146o and 109o 

respectively. The vibrational spectrum of the glass showed the required Si-O stretch 

peak[29] at ~1100cm-1 while the low frequency peaks had all been convoluted possibly 

because of librations. The glass had expanded by about 0.05% over the temperature of 

283K-348K which is higher than the expansion of real glass. The large difference from 

experimental values in case of expansion is still negligible because of the much higher 

expansion data for the glass-water system and because of the fluctuations in density in 

this temperature range and length scales resulting in inaccurate values for densities of 

glass. Figure 2 shows the pair distribution functions of the different pairs of atoms in 

glass. 

 

(V) Silanol / Hydronium formation.  
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Table I gives the silanol concentrations in glass after 102ps. These numbers are 

comparable to what has been observed experimentally for fully hydrated silica surfaces. 

[30] The thermal activation energy for silanol increase can be obtained from the slope of 

the plot between ln(SiOH concentration) and 1/T. In the present case, this gives an energy 

of ~0.93kcal/mol. DFT [31] and CPMD[32] methods have revealed activation energies 

for  formation of silanols on pristine silica surface as 11Kcal/mol-40Kcal/mol and that 

the reaction is exothermic. This implies that the number of silanols should decrease with 

increasing temperature. However, the conditions that we have simulated are drastically 

different and the reactions here involve chemisorption, dissociation of water and 

formation of silanols. The mechanisms of silanol formation are similar to our earlier 

results and based on the increase in silanol concentration with increase in temperature, we 

are led to believe that the reaction is endothermic.  

 

(VI)  Concentration profiles of various species. 

The concentration profile of various species in the hydrated slit is shown in figure 

3. Since we have modeled the water to have interactions with the glass surface, we do 

observe significant penetration of water into the glass. The diffusion of water into the 

irregularities and channels at the surface has been discussed in our earlier work[23] and is 

observed here also. While we do observe a slight increase in the concentration of water 

molecules at the interface, it is much lower than he layering like behavior observed in 

case of hydrophobic interfaces or interactions without chemical interactions. In case of 

non interacting or hydrophobic interfaces, the concentration profile should[9] 

[33]indicate layers of water resembling the peaks in O-O pair distribution of water and is 
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indeed observed in simulations [7] and experiments [34] Double layers of water, not 

similar to O-O pair distribution function is also observed in simulations of water in 

cylindrical Vycor™ glass pores[19] – however, these  simulations do not allow for 

dissociation of water molecule or the formation of silanols. Since our potential allows for 

the reaction between water and silica and for diffusion of water into silica, the peaks at 

the interface are less prominent. That allowing for diffusion at the interface reduces the 

peak has been evidenced [8] and the small peaks at the interface are a result of the 

lowering of diffusion coefficient of water in silica as compared to the self diffusion 

coefficient of bulk water. 

The distribution of silanols is clearly maximum at the surface of the glass and we 

also observe that the ratio of reacted oxygens to hydrogens is closest to 1 at the 

maximum. This value for the ratio of reacted hydogens to reacted waters on either side of 

the maximum, indicating the presence of adsorbed water molecules at the surface as well 

as below the surface resulting in a higher number for reacted hydrogens as compared to 

the reacted oxygens. This also indicates that the surface OH bonds have the oxygen and 

hydrogen in almost the same monolayer plane parallel to the glass surface. This is 

expected because, during the formation of silanols by dissociation of water, the water 

molecules dissociate only when close to an under coordinated silicon and a dangling 

oxygen. This mechanism is explained in our previous work [23]. Since the glass surface 

is oxygen terminated, the under coordinated silicons are found beneath the oxygen 

terminating surface. Also, the three body potentials help maintain the SiOH angles also to 

around 117o. Given the mechanism of silanol formation, it can thus be seen that the 

dissociated hydrogens attach to the dangling oxygen from below the surface, resulting in 
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the OH of silanols being in planes that are at acute angles to the surface rather than 

projecting perpendicularly  in to the water.  

With increasing temperatures, the increased concentration of water molecules 

becomes less prominent at the interface becoming comparable to the normal density 

fluctuation in the central part. This trend is similar to how the O-O pair distribution 

function changes with temperature and thus correlates to the lowering of density at high 

temperatures.  

Distinction has been made in between marking the oxygens of adsorbed water 

molecules and the oxygens of those water molecules that have penetrated the glass 

surface but have not adsorbed on to silicon atoms. Based on the ratio of dissociated and 

adsorbed oxygens to the free water oxygens, it was determined that a only about 50% of 

the water molecules that diffuse into the surface are adsorbed onto glass atoms and the 

rest remain as free water molecules. This was true over the entire temperature range 

considered. The distinction between the different oxygens is important because the 

structure of the free water molecules is very different from the adsorbed water molecules.  

 

(VII)  Structure of water in the confined space. 

Structural modifications to the silica network in the presence of water has been 

studied by the authors in an earlier work. In this work we try to understand the 

modifications in the structure of water. The O-O pair distribution function provides 

ample information about the local arrangement of water molecules and the significance of 

the various peaks has been explained by Cho et al [35]. In short, water molecules form 

stable hydrogen bonded clusters with a central water molecules hydrogen bonded to four 
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other surrounding water molecules resulting in a tetrahedron. The structure of silica is 

also similar  as it forms SiO4 clusters with a central silicon and 4 oxygens forming a 

corner shared tetrahedron.  

Figure 5 shows the pair distribution function of oxygen atoms (OO-pdf) in bulk 

water and a comparison of this with the OO-pdf’s of various sections of the glass-water 

system for the 298K sample. NMR studies have revealed the structure of confined water 

([20] and references therein) and the proper way to interpret the experimental results. 

Since, in MD simulations, marking and counting atoms of different species is much 

easier than in experiment, we have been able to study the OO-pdf and OH-pdf in different 

thin sections of the sample. Based on the concentration profiles, reference points were 

chosen at the sample interface and far away from interface and the pair distribution 

functions were measured for sections of sample that were 3Å thick. For ease of 

comparison, all the pdf values were normalized with respect to the densities of the 

section. The 3Å sections were chosen starting at 20Å, 21Å, 22Å, 23Å, 26Å and 35Å in z 

corresponding to 0, 1Å, 2Å, 3Å, 6Å and 15Å from the interface.  In case of 298K data, 

the values were averaged with pdf data from the corresponding sections at the opposite 

(high-z) interface also. 

The prominent structural modification seemed to be the increase in the number of 

O-O (which are indicative of molecular positions) neighbors at under 4Å distance which 

is a behavior observed in water at high temperatures[24] as well as high pressures [36]. 

The O-O neighbors at 4.5Å which form the “non-H-bonded” second shell neighbors to 

the oxygen at the center of the tetrahedral cage changing to hydrogen bonded neighbors 

at 3.4Å at higher pressures is a phenomenon used as a premise in explaining the various 
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anomalous properties of water by Cho et. al. A similar phenomenon is observed here also 

in that the second O-O peak at 4Å disappears and there is a rise in the number of 

neighbors at closer distances. There is some redistribution of the 4.5Å peak over longer 

distances also as we can see that the third peak which is at around 7A for bulk water is 

also shifted to shorter distances for the layer closest to the interface. We also observe that 

the first O-O peak is observably lower in the section closest to the indicating that some of 

the first neighbors also have migrated to farther distances. This behavior is contrary to the 

what happens at higher pressure where the first peak increases with increasing pressure 

and is more akin to behavior of O-O pdf with increasing temperatures [37]. The 

difference between temperature and pressure effects in water is explained in [38]. Thus, 

the reduction in the first peak could be a result of some of hydrogen bonded, first 

neighbor water molecules being shifted to farther distance by bending or breaking of 

hydrogen bonds in the presence of the corner sharing tetrahedral structure of glass. These 

shifted water molecules accumulate near the original tetrahedral cage resulting in the 

shoulder at around 3.3Å, and possibly resulting from the absence of second shell 

neighbors at 4.5Å which causes the disappearance and redistribution of  O-O peak at that 

distance. As we move away from the interface, this phenomenon is reversed and the O-O 

pdf starts resembling that of bulk water.   

The O-H pdf for bulk and the different sections is shown  figure 6 and also 

compares well with experimental results in [20]. One prominent difference between the 

bulk water structure and any of the sections in the water-glass film is the reduction in the 

intensity at around 1.75Å which is the hydrogen bonding distance. The curve is also 

shifted to lower distances in the 2.4-3.2Å and 1.8-2.4Å range suggesting that some of the 
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hydrogen bonds that were at the shorter distances have moved to the longer distances. 

These long hydrogen bonded pairs seem to manifest as a distinct shoulder in 

experimental results [20] and the change in hydrogen bonded structures is also observed 

in apolar environments [8]. The effect of disappearance of the second shell at 4.5Å in the 

O-O pdf  is also felt in the O-H pdf’s at 4.5Å which is reduced in the sections close to the 

interface. Hydronium formation at the water-silica interface was reported in our previous 

work[23] and we did observe some hydroniums at the interface. However, the numbers 

were not significant enough to make an impact on the structure of water.  

Comparison of the O-O and O-H pdf’s of various sections in the system was done 

for the 348K run also and the graphs are in figures 7 and 8. Increasing temperature in 

bulk water has the effect of reducing the second shell neighbors at 4.5Å, increasing the 

first minima of the O-O pdf and decreasing the first maxima. Again, this has been 

explained as being caused by redistribution of the second shell neighbors to form a high 

density shell closer to the first shell neighbors of the water tetrahedron without a major 

distortion [38] to the first tetrahedral shell. This effect is noticed in our simulations of 

bulk water at different temperatures [24] as well as in the present case. The increased 

temperature has lowered the second peak, but the presence of the confining environment 

at the interface has effected the second peak to an even greater extent and we notice little 

change in the intensity of the curve in the 4.5Å region for the interface section with 

increasing temperature. Accumulation of molecular neighbors at around the 3.4Å without 

the disappearance of the 4.5Å peak, similar to the temperature effect has also observed in 

simulations of water confined in cylindrical pores[39], mesoporous Vycor™ glass[40] 

[41] and zeolite silicates[42] and has been explained as distortion of hydrogen bond 
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network. Thus, the structural differences between confined water at the interface and in 

the interior of the water film reduces with increasing temperature as has been 

experimentally observed [43] as an increased thermal expansion coefficient of confined 

water.  Experimental studies by NMR spectroscopy and dielectric measurements also 

indicate the presence of complex disordered phases in interfaces in mesoporous silica and 

Vycor™ glass[6, 12, 15].  The existence of a different phase of water at the interface with 

different equations of state has also been observed in other simulations[44], [7] and, as 

seen in the current results, the region of water closest to the interface, including 

penetrated water seem to indicate a different phase behavior from bulk water. This super 

cooled phase of water has a structure similar to low density water at high temperatures.  

(VIII)  Water diffusion in bulk and at interface. 

Experimental studies and simulations reveal slower vibrational dynamics of 

confined water which has been explained as due to the trapping of water molecules in 

cages caused by increasing density or pressure[13], [16], [45], [20], [11], [3] and resulting 

in increased relaxation times. It has also been shown that confined water has a higher 

diffusion rate than bulk ice[6]. Spohr et. al have [19] have indicated the possibility that 

short time diffusion coefficients in fully hydrated confined water being higher than that 

of bulk water.  

In the present case, we measure the self diffusion coefficient, D of water based on 

the mean square diffusion of oxygen atoms that are associated with free water molecules 

only. The  distinction between free water and attached water was that the free water 

molecules were at least 2.1Å away from any silicon. This ensured that neither the 

structure, nor the diffusion coefficients were severely modified by attached silanols or 
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adsorbed water. Since 3 dimensional diffusion was being considered, we chose 6Å 

sections starting at 20Å, 21Å, 22Å, 23Å, 26Å and 35Å distances in z, corresponding to 0, 

1Å, 2Å, 3Å, 6Å and 15Å from the interface to measure mean square diffusion. Figure 8 

shows the mean square diffusion of the different layers. While we do not observe the 

explicit flattening of the MSD curve indicating the onset of as seen elsewhere[45], 

possibly because we are considering larger sections of water to calculate the three 

dimensional diffusion. However, we do observe that the MSD curve of the section closest 

to the interface flattens at longer times indicating the slowing of diffusion of the 

molecules into the sample. The self diffusion coefficient was calculated as the slope of 

the MSD curve after the onset of steady state indicated by a constant slope region of the 

MSD curve. A plot of the diffusion coefficients at different temperatures and different 

sections of the film is given in figure 9. Clearly we observe that the diffusion coefficient 

is an order of magnitude lower in the section closest to the interface at all the 

temperatures and this is consistent with other simulations[19]. There are significant 

inaccuracies in the values of D because the number of diffusing atoms decreases with 

increasing time and atoms that escape the section are not accounted for once they leave 

the section. This results in greater inaccuracies at higher temperature but we do observe 

the trend of diffusion to be in the right direction and the values being reasonably 

consistent with experiments.  

(IX)  Conclusion. 

MD simulation of hydrated slits in vitreous silica shows significant reactions 

between water and silica resulting in formation of silanols at the interface. Water 

molecules also penetrate into the silica layers to the extent of about 10Å causing the 
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formation of sub surface silanols. Observation of the structure of water at different 

sections near the interface shows that, near the interface, water forms a structure that has 

features similar to both high pressure as well as high temperature water. This section of  

water also has a diffusion coefficient much lower than that of bulk water or even water at 

the interior of the film. Based on the intensity and shape of the first peak of O-O pdf, we 

can conclude that water molecules in this section of water have a lower density of first 

neighbor shell than bulk water, which is akin to the density modification in higher 

temperature water. Another characteristic observed in the structure of this layer was the 

disappearance of the second shell of neighbors seen in bulk water. As expected, the 

structure of water in the interior of the film bears a closer resemblance to that of bulk 

water. This interfacial region of water, thus is seen to exhibit properties different from 

that of bulk water and thus can be classified as separate phase of water with a lower order 

as compared to bulk water. Presence of this slow moving, intermediate layer results in a 

slight accumulation of water at the interface. Sections of water closer to the interior of the 

film undergo a gradual transformation to bulk water, indicating that the transformation is 

akin to glass transitions. Since the glassy phase of water is present only closer to the 

interface, for larger pores or slits, the contribution to average properties of water by this 

phase is expected to reduce thus explaining many of the anomalous properties of water 

confined to restricted geometries.  
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Table 1: Silanol and adsorbed water density after 9ps. 

 

Temperature SiOH/nm2 Si2OH/nm2 SiOH2/nm2 

283 4.80 0.58 0.42 

293 4.97 0.58 0.37 

298 4.95 0.57 0.38 

313 5.23 0.66 0.18 

323 5.20 0.57 0.18 

333 5.06 0.69 0.25 

348 5.22 0.73 0.17 
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Fig1: Schematic arrangement and dimensions of system.  
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Fig 2: Pair distribution functions of O-O,Si-O and Si-Si for the glass. The number of first 

neighbours were 4 each for Si-Si and Si-O pairs and 6 for O-O pairs. 
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Fig3a: Concentration profiles at 298K 
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Fig 3b: Concentration profiles at 348K. The density has lowered and there is less 

difference between the interface and interior of the water. 
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Fig4: O-O pdf at 298K Comparision of various layers. 
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Fig5: O-H pdf at 298K 
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Fig6: O-O pdf at 348K. 
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Fig7: O-H pdf at 348K 
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Fig 8: MSD curve at 298K 
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Fig 9: graph of D vs T. 
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