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On the Scalability of Ad Hoc Wireless Networks
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Professor Dipankar Raychaudhuri

This dissertation considers the problem of scaling ad hoc wireless networks now being applied to ur-

ban mesh and sensor networks scenarios. Ad hoc networks involve multi-hop communication which

has inherent scaling problems in that throughput per node drops as the square root of the number

of nodes in the network. We investigate mechanisms for improving performance and scalability of

multi-hop wireless networks, with focus on system architecture and routing protocol aspects.

First we propose a generalized multi-tier hierarchical hybrid network with three tiers of radio

nodes: low-power end-usermobile nodes(MN) at the lowest tier, higher power radioforwarding

nodes(FN) that support multi-hop routing at intermediate level,and wired access points (AP) at

the highest level. We present an analytical model for the capacity of the proposed network and

identify conditions on transmission range and node densityfor scalability to be maintained. From

the derived upper and lower bounds, it is shown that the low-tier capacity increase linearly with the

number of FN’s, and the high-tier capacity grows linearly with the number of AP’s in the scaling

region.

The analytically obtained capacity results are validated with detailed system simulations for

dense network scenarios. The simulation study also examines the allocation of separate channels to

ii



avoid the increased protocol overhead which arises in the single channel case. A heuristic distributed

channel assignment algorithm is proposed to achieve conflict-free transmissions in the network.

Next, we investigate cross-layer adaptive routing as another type of scaling mechanism. An

adaptive routing framework, which allows introduction of adjustable parameters and programmable

routing modules, is described. The proposed framework can support various cross-layer mecha-

nisms including those based on integrated routing metrics that incorporate PHY and MAC informa-

tion.

We investigate a PHY/MAC aware routing metric (PARMA) whichincorporates physical layer

link speed and MAC congestion. Design and implementation ofPARMA are outlined, and simula-

tion results for typical multi-rate 802.11 ad hoc network scenarios show that PARMA helps improve

throughput and decrease congestion by selecting paths withhigh bit-rate links while avoiding MAC

congestion areas.
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Chapter 1

Introduction

Ad hoc wireless networks in which radio nodes communicate via multi-hop routing without wired

infrastructure have long been considered for military communications. Early work on ad hoc net-

works can be traced back to the early eighties, such as the HF Intra Task Force (ITF) network [1]

and the DARPA Packet Radio (PRNET) [2] and SURAN [3] programs. In the 1990’s, emergence of

commodity wireless local area network technology (e.g. theIEEE 802.11 [4]) led to new uses in ad

hoc and multi-hop applications. At the same time, there has been a lot of work in computer science

community on the problem of supporting mobility in the Internet [5], including scenarios such as

wireless hotspots, hybrid cellular, and emergency ad hoc technology.

Ad hoc radio techniques are currently migrating to commercial scenarios such as sensor net-

works, home computing, and public wireless LAN’s. Wirelessmesh networks [6] are being de-

ployed in cities to provide ubiquitous wireless coverage for the general population or in many in-

stances, as a network for common use by the different first responder agencies such as the police,

fire-fighters, or emergency medical services [7,8].

While ad hoc wireless networks offer important rapid deployment and cost benefits, it is impor-

tant that the network scales well when the node density and traffic load grow. However, the work

of Gupta and Kumar [9] shows that ad hoc networks have a scalability bottleneck, i.e., the capacity

of an ad hoc network tends to zero as the density of the nodes inthe network approaches to infinity.

This poses an important opportunity for research on ad hoc networking. With this motivation, our
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work is focused on the mechanisms which can be used to improvethe scaling properties of ad hoc

networks. Specially, this work concentrates on the system architecture and protocol design issues

involving the network and link layers (also including the physical layer), and the interactions be-

tween the network and the lower layers. We will go through thefundamental properties of ad hoc

networks, review research progress in the area, and outlineour approach to solve the scalability

problem in ad hoc networks.

1.1 Network Architecture

The default structure formed by the physical connectivity of nodes and links of the ad hoc network

is “flat”, where all nodes in the network have identical functionalities. Control functions such as

routing, when performed with respect to this flat network, have potential problems such as poor

scalability. These problems can be overcome by self-organizing ad hoc nodes into a certain structure

based on their physical connectivity. It has been shown thatself-organizing control structures help

increase network availability, reduce delay in respondingto changes in network state, and reduce

configuration errors [10]. Furthermore, changing topologyand shared wireless links, which are two

important properties of ad hoc networks, make cluster-based hierarchical structures a good approach

for ad hoc networking. With cluster-based structures, the physical network is transformed into a

virtual network of interconnected node clusters, based on which the performance of ad hoc networks

is improved through reduced sensitivity to small network state changes and localized control in

response to significant changes [10]. An early work proposeda distributed link cluster algorithm for

discovering the network connectivity for ad hoc networks [11]. Clustering also imposes hierarchy

on large ad hoc networks. Not limited to clustering, the hierarchical structure helps reduce the

routing overhead without sacrificing the routing quality, as demonstrated in [10].

The hierarchical architecture is also motivated by the scalability bottleneck which arises in flat
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Wired Infrastructure Network
(Internet)

Average number of hops ~ sqrt(n)

(a) 

Access 
PointRadio 

Nodes

Congested 
Region 

(b) 

Figure 1.1: Scaling issues in flat ad hoc wireless networks with different traffic models. (a) Uniform
peer-to-peer traffic model. (b) Major of traffic flows to/fromthe Internet.

ad hoc networks. Conventional mobile ad hoc network (MANET)architectures which use shared

medium access control protocols along with multi-hop routing such as DSR (Dynamic Source Rout-

ing) [12] or AODV (Ad hoc On-demand Distance Vector) [13] suffer from decreasing throughput per

node as node density increases. In particular, Gupta and Kumar’s well-known theoretical result [9]

for multi-hop wireless networks (illustrated in Figure 1.1(a)) indicates that achievable end-to-end

per-node throughput decreases in proportion to the square root of the number of radio devices.

When considering scalability, it is also important to note that most applications involve traffic

flows to and from the Internet in addition to peer-to-peer communication between radio nodes. In

this case, the scaling problem in flat networks becomes even more difficult due to traffic bottlenecks

around gateway nodes when a significant fraction of packets have to be routed to a correspondent

host within the wired Internet, as shown in Figure 1.1(b). This kind of scenario requires effective

integration of wired access points (AP’s) with the ad hoc wireless network.

The above considerations motivate a network with more than one tier of ad hoc radio nodes, in

which lower tiers aggregate traffic up to intermediate radiorelays, while continuing to use robust

ad hoc self-organization and routing protocols as in flat ad hoc networks. Several early papers

have appeared on MAC and routing protocols for hierarchicalradio networks [10, 14–16]. The
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Radio 
node

Access 
Point

Wired Infrastructure Network
(Internet)

(a) (b)

Cluster 
head

Figure 1.2: (a) MAC-layer “clustering”. (b) Concept of two-tier hierarchical hybrid network.

results reported in these papers tend to indicate that scalability can be improved by introducing

hierarchical structures in radio ad hoc networks. For instance, in [14], Gerla shows that a MAC-layer

“clustering” (shown in Figure 1.2(a)) can improve system capacity and performance by providing

a framework for code separation, channel access, and bandwidth allocation, making it possible

to introduce efficient channel access procedures and localize control in response to network state

changes. However, the performance gain achieved by the clustering might be limited.

Another approach is to introduce some proportion of wired orwireless “infrastructure” nodes

that serve to organize the network into a hierarchy with “short cut” paths for traffic that would

have required larger numbers of hops in a flat ad hoc network. Figure 1.2(b) depicts a “hybrid

network” with two hierarchical tiers (i.e. radio ad hoc nodes and wired access points). In a recent

paper, [17], Liu and Towsley proved that linear scaling of throughput can be approached in a two-

tier hybrid network as long as the number of access points grows asymptotically faster than the

square root of the number of radio nodes. In addition, results of [18, 19] have also shown that

adding infrastructure nodes to ad hoc networks can effectively reduce the average number of end-

to-end hops and ultimately help achieve better performancethan flat ad hoc networks. All these

results demonstrate that ad hoc mesh networks benefit from a hierarchical “hybrid” wired/wireless
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architecture both in terms of scalability and effective integration with the Internet. However, we

note that with this two-tier architecture, wired infrastructure costs can be high, especially for dense

usage scenarios.

Therefore, we consider a multi-tier hierarchical hybrid wired/wireless architecture for ad hoc

networks, which is designed to provide significant improvements in capacity scaling and perfor-

mance relative to conventional “flat” ad hoc and two-tier “hybrid” networking approaches. The

self-organizing hierarchical network architecture is introduced next.

1.1.1 Multi-Tier Hierarchical Hybrid Wireless Network Arc hitecture

Based on the above considerations, we further generalize the two-tier hierarchy of the “hybrid net-

work” in [17] to a K-level hierarchy with(K − 1) tiers of radio nodes and a top tier of AP’s, as

shown in Figure 1.3. Multiple radio tiers can provide further performance improvements by facili-

tating shorter routes between distant nodes, improving MACefficiency via traffic aggregation and

less stringent transmit power constraints, while potentially reducing the required number of wired

AP’s relative to the two-tier hybrid network case. A key technology enabler for the generalized hier-

archical wireless network is the so-called “radio forwarding node” or “radio router” which has two

or more radio interfaces to permit it to handle packets goingto or from one layer of the hierarchy

to another. It is also observed that each radio tier can avoidinterfering with the layers above and

below by orthogonal assignment of frequencies if so desired.

Note that the proposed architecture does not have a strict hierarchy in the sense that all radio

nodes are allowed to access those which are more than one-tier above them; for example, a low-tier

radio node can directly connect to a nearby access point whenavailable. Also, (with the exception

of the lowest-tier) radio nodes at a given level of hierarchycan communicate via paths on the same

tier, or can go up and then down by one or more tiers, whicheveris considered to be preferable by the
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Figure 1.3: Concept of multi-tier hierarchical hybrid network.

routing algorithm. The restriction on the lowest-tier nodes is intended to avoid the need for multi-

hop routing functionality at end-user radio nodes, which may be expected to have both processing

and power constraints. Observe that lowest-tier nodes are allowed to associate with more than one

higher tier node at the same time (i.e. “dual homing” is permitted). Radio nodes at intermediate

tiers may in general have more than one radio in order to handle different bit-rate, coverage and

access control needs at each level of the hierarchy. For example, a hierarchical system with three

tiers may have IEEE 802.11b [4] radios at the lowest tier, dual 802.11b and 3G [20] cellular radios

at the intermediate tier, and 3G base stations at the top layer to create an integrated local-area/wide-

area hybrid network solution. This “network of wireless networks” architecture not only has the

potential to provide scalability and improve performance,but is also a very natural framework for

integrating emerging ad hoc wireless devices with existingnetwork infrastructure. The goal is to

design the system in such a way that ad hoc network advantagesof dynamic self-organization and

low routing overhead/complexity are retained at the lower tiers of the system, while providing the

capacity and scaling advantages of a hierarchical hybrid network structure.

The key system and protocol design problems arise in conjunction with the proposed architec-

ture include medium access control (MAC), discovery procedures, and multi-hop ad hoc routing,



7

and have been investigated in our group. In addition to the standard IEEE 802.11 which may be

used in ad hoc mode to build a hierarchical network, MAC enhancements such as IRMA proposed

in [21] can be used to improve performance via scheduling approaches that reduce MAC contention.

Discovery procedures such as BEAD proposed in [22] can be used by radio nodes to identify and

self-organize themselves into a network topology which considers not only connectivity but also

throughput, delay and energy requirements or constraints.For ad hoc routing, algorithms which take

into account the hierarchical nature, aggregated traffic and QoS requirements, as well as enhanced

routing metrics such as cross-layer aware “PARMA” proposedin [23] may also be appropriate in a

hierarchical network.

In this work, we focus on the system concept, capacity scaling, and network performance of

the proposed hierarchical wireless network. In particular, we give the system model and outline

its protocol architecture in the next section. We will analyze the capacity and scaling properties of

such a hierarchical network in Chapter 2, and verify the system performance with detailed system

simulations in Chapter 3.

1.1.2 Three-Tier System Model

As shown in Figure 1.4, a typical realization of the proposedsystem has three tiers of radio nodes:

low-power end-usermobile nodes(MN) at the lowest tier, higher powered radioforwarding nodes

(FN) that support multi-hop routing at the second level, andwired access points (AP) at the third

and highest level. The AP’s and FN’s use a self-organizing discovery protocol to form a multi-hop

routed wireless infrastructure network. MN’s in this system simply connect to the nearest available

(i.e. strongest signal) AP or FN in order to conserve power, and thus are not required to carry any

intermediate multi-hop routed traffic. This architecture is applicable to a number of emerging ad

hoc networking scenarios including hybrid cellular/ad hocnetworks, urban mesh networks, home

wireless networks, and large-scale sensor nets. In each of these scenarios, the introduction of a
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Figure 1.4: Proposed hierarchical hybrid wireless networkwith three tiers.

forwarding node (FN) as an intermediate radio router helps to scale network throughput and reduce

infrastructure deployment cost.

It is observed that the proposed hierarchical architectureis radio independent, in the sense that

different radio access technologies can be used for each tier depending on the specific scenario being

addressed. For example, in a wide-area “hot-spot” data service application, the low tier nodes can

use IEEE 802.11b WLAN radios, while the FN’s and AP’s (or basestations) can use a broadband

wide-area radio standard such as WCDMA/3G [20] or WiMax/IEEE 802.16 [24]. Alternatively, a

sensor net scenario could use a low-power access protocol such as Zigbee [25] for access from MN’s

and 802.11b for links between FN’s and AP’s. Of course, an all-802.11 solution is also possible for

application scenarios such as mesh WLAN’s for community networking. Note that when the lower

and upper tiers of the hierarchical network use different radio technologies, the forwarding node

must be equipped with multiple radio interfaces and be able to forward packets between them.

Each of the network entities in the proposed system are defined in further detail below:

• Mobile Node(MN), is a mobile end-user device (such as a sensor or a personal digital assis-

tant) at the lowest tier of the network. The MN attaches itself to one or more nodes at the

higher tiers of the network in order to obtain service using adiscovery protocol. For instance,
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the MN may use a single 802.11a, b or g radio operating in ad hocmode to communicate with

the point(s) of attachment. As an end-user node, the MN is notrequired to route multi-hop

traffic from other nodes, although it does participate in therouting protocol used by the net-

work as a whole. It is noted that as a battery-operated end-user device, the MN will typically

have energy constraints.

• Forwarding Node(FN), is a fixed or mobile intermediate radio relay node capable of routing

multi-hop traffic to and from all three tiers of the network’shierarchy. As an intermediate

node without traffic of its own, the FN is only responsible formulti-hop routing of transit

packets. An FN with one 802.11 radio interface uses the same radio to connect in ad hoc

mode to MN’s, other FN’s and the higher-tier AP’s defined below. Optionally, an FN may

have two radio cards, one for FN-MN transmissions and the other for intra FN and FN-AP

traffic flows (typically carried on different frequencies, as displayed in Figure 1.4). Specific

nodes that an FN will connect to at each of the three tiers are identified using a discovery

protocol that includes a distributed topology optimization algorithm. The FN is typically a

compact radio device that can be plugged into an electrical outlet, but in certain scenarios,

may also be a battery-powered mobile device. Thus, the FN is also energy constrained, but

the cost of power is typically assumed to be an order of magnitude lower than that of the MN

defined above.

• Access Point(AP), is a fixed radio access node at the highest tier of the network, with both

a radio interface (e.g. 802.11) and a wired interface to the Internet. The AP is capable

of connecting to any lower tier FN or AP within range but unlike 802.11 typical WLAN

deployments, it operates in ad hoc mode for each such radio link. The AP also participates

in discovery and routing protocols used in the lower tier FN’s and MN’s, and is responsible

for routing traffic within the ad hoc network as well as to and from the Internet. Logically,
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Figure 1.5: Three-tier 802.11-based network.

the AP-tier is no different from the FN-tier when routing internal ad hoc network traffic—the

wired links between AP’s are reflected in (generally) lower path metrics. Since the AP is a

wired node, it is usually associated with an electrical outlet and energy cost is thus considered

negligible.

Figure 1.5 displays a three-tier 802.11-based network which can be applicable to mesh network-

ing. In such a network, some nodes without power constraints(network elements or terminals) such

as laptops and hosts, either fixed or mobile, serve as forwarding nodes, to extend the 802.11 WLAN

coverage. End-user mobile nodes attach themselves to forwarding nodes to obtain service using a

discovery protocol. The links between higher-tier nodes (AP’s or FN’s) form ad hoc infrastructure,

and are chosen by the multi-hop routing protocol to transferpackets for end-user nodes. The system

evaluation of the capacity scaling and network performanceof the proposed hierarchical network,

presented in Chapter 3, is based on this three-tier 802.11-based network. We will show that the hi-

erarchical structure helps to achieve scalability, effective integration with the WLAN and Internet,

improved coverage, and saved power consumption at end-userradios.

Figure 1.6 depicts the protocol architecture along with control and data interfaces of an 802.11-

based network consisting of MN’s, FN’s, and AP’s defined above. The MAC layer in each of the

radio devices provides the capability of discovering otherad hoc nodes as well as of resolving



11

MN

IP

Ethernet 
MAC

Ethernet PHY

Ad hoc 
routing

802.11x MAC
802.11x PHY

AP FN

Discovery

802.11x PHY

Ad hoc routing

802.11x PHY

Ad hoc 
routing

802.11x PHY

Application

802.11x MAC 802.11x MAC
Discovery

802.11x MAC
Discovery

IP
Application

IP

Ethernet 
MAC

Ethernet PHY

Fixed Host

Figure 1.6: Protocol architecture of an 802.11-based hierarchical hybrid network.

contention between packets to be transmitted on the channel. Clearly, the PHY and MAC layers

are radio-specific: for an all-802.11 solution, the currentad hoc mode beaconing procedure in the

MAC layer needs to be modified to identify the type of node (MN,FN or AP) and its transmit power

level so that other nodes can execute a suitable distributeddiscovery protocol to determine network

connectivity. As shown in the protocol diagram, a radio-independent ad hoc routing protocol runs

between the MN, FN and AP nodes, with the AP providing a gateway between the wired IP network

and the ad hoc wireless subnet. Note that MN’s in this system implement a simplified client version

of the routing protocol in view of the fact that they typically connect to only a single FN or AP,

while FN’s and AP’s are required to maintain complete multi-hop routing tables.

Figure 1.7 shows the main concepts behind the self-organizing network protocols described

here. In particular, the system is based on augmented beacons which are periodically broadcasted

by every FN and AP. FN’s seek other FN’s and AP’s and then carryout a distributed topology

establishment algorithm that achieves a suitable balance between connectivity, throughput, delay,

and energy consumption. The newly connected FN then carriesout routing updates to those nodes

to which it has chosen to attach, thus becoming a part of the adhoc network’s routing tables. MN’s

which enter the system seek AP’s and FN’s by listening for beacons and then associate with one

or more nearby upper-tier nodes based on local optimizationcriteria. As a related work associated

with the proposed hierarchical architecture, the proof-of-concept prototype of an 802.11-based self-

organizing hierarchical ad hoc wireless network (SOHAN) ispresented in [26], and the details of



12

���������	
	�� �	
������
���
��	
���

� � �
��� �������� ���� !""�## $�%& �' ()*��#%�+"%+�� ,- ./01234567 89/:7 ;2</97 .=>?90>/7@/9A=1/ 10;0.=B=>=/CD

EF ./0123
,- @/9A=1/0GA/9>=@/H/3>4=3>2 <=9/G 3/>D

IJKLMNOPQNOOR STUVW ��VXYNNZ[\Y]O STU�W ���XPZM]\J^ M_KY]O STU�XPZM]\J^ M_KY]O S���XNOJK KY]Y
`/G?>=/9 90G=24/aba cdeaffgDB2<?>=/9 90G=24/aba cdeafhagD TZPiYPK\J^ UZKOQNOOR STUVW ��VXYNNZ[\Y]O STU�W ���XPZM]\J^ M_KY]O STU�XPZM]\J^ M_KY]O S���XjZPiYPK KY]Y
�k
�k �	�������	 TUlTU�TU�TU�

Figure 1.7: Schematic showing operation of self-organizing discovery protocol in the hierarchical
ad hoc network

the enhanced MAC protocol and the related discovery protocol are described.

1.2 Protocol Design

As shown in Figure 1.6, the main protocol stack consists of MAC, discovery, and routing. Therefore,

the key protocol design and evaluation problems of ad hoc networks are in these three functions.

1.2.1 Medium Access Control (MAC) and Discovery

A basic characteristic of the radio channel is its broadcastnature, which requires sharing the medium

among neighboring nodes resulting in interference betweentransmissions from different nodes.

Therefore, a multiple access protocol is needed to handle the resolution of transmission conflicts,

such as Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) [4, 27] or Time Di-

vision Multiple Access (TDMA) [28]. One of the important problems associated with ad hoc net-

works of current technology is the inefficient MAC in multi-hop transmissions. For instance, the

CSMA/CA mechanism used in the IEEE 802.11 [4] implies “exposed node” which cannot transmit

in parallel. This problem becomes more severe when the network gets larger.
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Therefore, efficient MAC and MAC enhancements are indispensable for efficient ad hoc network

operation. Although the standard IEEE 802.11 alone may be used in ad hoc mode, it is generally

possible to improve performance via scheduling approachesthat reduce MAC contention especially

at the higher layers of the hierarchical network which deal with aggregated traffic flows. For in-

stance, an integrated routing and MAC scheduling algorithm(IRMA) proposed in [21] eliminates

contention between radio nodes.

Another very important characteristic of a mobile ad hoc wireless network is its changing topol-

ogy [11, 29]. In particular, the network connectivity is affected by the nodes when they join, leave,

and move in the network. The topological changes may also be caused by fluctuating wireless link

quality and physical bit-rate adaptation [30, 31]. Under these circumstances, whether a node is a

“neighbor” or not depends on a set of physical layer parameters, instead of fixed connections as

in wired networks. The topological changes may be unpredictable and/or frequent, which makes

the architecture and protocol design of ad hoc wireless networks an important challenge. There-

fore, the multiple access protocol must include managementfunctions that discover and maintain

the network topology in spite of the network changes on connectivity and offered load, thus help

maximize the medium usage and achieve good throughput and system performance.

Through the discovery procedure, radio nodes become aware of each other’s presence and then

automatically create a wireless network via selection of appropriate radio frequencies and nodes to

associate with. The discovery process requires both protocol support (such as beacons for radio

nodes to identify themselves) and distributed algorithms for self-organization of the network topol-

ogy taking into account connectivity, throughput, delay, and energy requirements or constraints.

Given as an example, the BEAD proposed in [22] is a beacon-assisted discovery mechanism for the

proposed self-organizing hierarchical ad hoc networks. Furthermore, by making a subset of wireless

links available to routing, the discovery protocol createsan efficient topology and reduces burden
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on routing and routing overhead.

1.2.2 Ad Hoc Routing

The routing algorithm is used to generate a decision-makingprocedure for each node to select one

or more of its neighbors to forward a packet on its way to the correct destination. Most ad hoc

routing protocols are based on ideas from routing methods inconventional wired computer net-

works. Two of the most popular routing algorithms in computer networks aredistance vectorand

link staterouting [32]. Distance vector routing algorithms maintaina table in each router which

gives the best known distance to each destination and the link to use to get there. Pure distance

vector algorithms such as distributed Bellman-Ford [27] donot perform well in mobile networks

because of slow convergence and count-to-infinity problem.Thus these algorithms need to be mod-

ified and enhanced when used in ad hoc network scenarios, and the resulting example protocols

are Destination Sequence Distance Vector (DSDV) [33] and Adhoc On-demand Distance Vector

(AODV) [13]. In link state routing algorithms, each router discovers its neighbors and measures

the link cost to each of them, and then distributes the link state information to all other routers and

finally computes the shortest path to every other router. Optimized Link State Routing (OLSR) [34]

falls into this category. Compared to link state routing, distance vector routing has the advantage

of more efficient computation, and is easier to implement andrequires less storage space. But link

state routing records the entire path and enables nodes to gather more link state information which

facilitates route selection corresponding to different criteria.

Ad hoc routing protocols may also be categorized asproactive(or table-drivene.g. DSDV) and

reactive(or on-demande.g. AODV and Dynamic Source Routing (DSR) [12]) routing protocols,

and combinations thereof (e.g. Zone Routing Protocol (ZRP)[35]). Proactive routing protocols con-

tinuously compute routes to all nodes so that a route is already available when a packet needs to be

sent to a particular node; while on-demand routing protocols start a route computation process only
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when a packet needs to be sent to some other node. On-demand routing protocols avoid periodic

route advertisements and hence save bandwidth and power consumption in mobile environments,

but data packets may experience larger delay than using proactive routing protocols [36].

Location information may improve routing performance. Forexample, as an extension of DSR,

Location-Aided Routing (LAR) [37] sends location information in all packets to decrease the over-

head of a future route discovery.

In addition to the above ad hoc routing protocols which are extended from wired networks,

there are some other routing approaches specifically designed for dense sensor networks, of which

directed diffusion[38] is an example. Directed diffusion incorporates attribute-based naming, data-

centric routing, and application-specific procession inside the network. In particular, each node in

the sensor network names data that it generates with one or more attributes, and other nodes may

express interests based on these attributes. Then each nodedisseminates interests based on the

contents of the interest, and the path of interest propagation sets up a reverse data path for data that

matches the interest.

Another routing approach designed for ad hoc networks is geographic routing. Geographic rout-

ing identifies nodes by their locations and uses these coordinates to forward packets (if possible) in

a greedy manner towards the destination. This type of routing only keeps local information thus it

scales well. The challenge of geographic routing is how to get through dead-ends when greedy rout-

ing fails. Greedy Perimeter Stateless Routing (GPSR) [39] solves this problem by routing around

the perimeter of such regions.

While there are many results on specific classes of ad hoc routing protocols, no single routing

protocol performs well across the full range of parameters associated with a complex real-world

environment. Meanwhile, the potential scaling problem associated with ad hoc routing, i.e., the

routing overhead would increase as node density grows, is still an open problem. Therefore, we do
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not restrict our investigation to particular ad hoc routingalgorithms such as AODV or DSR. Also, in

order to generalize our scalability mechanisms, we do not confine to any routing algorithm designed

for specific applications, e.g. directed diffusion and location-aware routing. What interests us is how

to ensure the routing quality as the node density increases.Therefore, the problem may be how to

adapt the routing protocol to changing network conditions while meeting different external service

needs. We also need to minimize the resource consumed by routing i.e. routing overhead as a key

measure of performance. Based on these considerations, we study an adaptive routing framework

in this dissertation.

Again, deployment of a hierarchical structure, by which an intrinsic routing aggregation benefit

is achieved, is a possible solution for the ad hoc routing scaling problem. In the hierarchical ad

hoc network, routing should take into account the hierarchical nature of the network, aggregated

traffic, and the QoS requirements for services such as VoIP and media streaming. Although popular

ad hoc routing protocols such as DSR and AODV can be used as a starting point, modifications to

routing metrics and update policies may be appropriate in a hierarchical network. In addition, there

is a need to better understand and exploit the dependencies between routing, MAC, and discovery

protocols. We will study the routing behavior in the hierarchical ad hoc network in Chapter 3, and

discuss an adaptive routing framework that supports enhanced routing metrics in Chapter 4.

1.2.3 Cross-Layer Adaptation

In ad hoc wireless networks, interdependencies between different layers are so prominent that a

holistic approach, i.e., taking a unified view across the stack of the OSI architecture, to network

design is unavoidable [29]. In this work we focus on the network (i.e. routing) layer and how

to jointly consider it with the lower layers. Since the physical, MAC, and routing protocols of

multi-hop wireless networks depend so strongly on one another, it makes good sense to optimize

them jointly. On the other hand, the interactions between them may be complex and software
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implementation would become more difficult than with a layered architecture. As explained in [29],

it is hard to tackle such a complex cross-layer optimizationproblem as a whole at once. Starting

with PHY/MAC aware routing is a simple and applicable way to gradually implement cross-layer

design while gaining insight towards global optimization across different layers.

The physical layer wireless link is the basis of network connectivity. As we know, whether the

wireless link is “on” or not depends on many physical layer parameters such as the transmission rate,

the transmission power, the modulation and coding scheme, and the channel characteristics. Among

them the transmission rate and the transmission power are two readily controllable parameters. That

is, we can very the network connectivity and ultimately benefit the network performance via rate

and/or power control.

It is noted that, when comparing power control with rate control, adjusting transmission power

would change the interference on neighboring nodes, while rate control does not affect the inter-

ference while transmitting. Meanwhile, rate control can beimplemented readily, such as auto-rate

fallback (ARF) [30] and receiver-based auto-rate (RBAR) [31] which are two schemes proposed

for the IEEE 802.11 devices [4]. Power control is related to energy efficiency [40, 41] which can

be an important design consideration in hierarchical ad hocnetworks. For simplicity, our work

is restricted to rate control for cross-layer adaptation, and we do not explicitly address the energy

efficiency issue.

In addition to the physical layer parameters, it is necessary to take into account the MAC layer

parameters in ad hoc routing design. The MAC protocol aims toresolve transmission conflicts

by controlling nodes to access the shared wireless channel.The busy medium in the proximity of

links with high load can also be sensed by the MAC. But the problem can not be totally solved by

the MAC even if the MAC is of some adaptive feature. However, the routing layer can utilize the

MAC information to guild the traffic to go around the busy region and maximize the traffic being
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accommodated by the medium.

A natural way to incorporate the lower layer parameters to routing is to use a PHY/MAC aware

routing metric, as routing metric provides a way to reflect the characteristics of wireless environ-

ment. Most conventional ad hoc routing protocols, including DSDV, AODV, and DSR, use the

minimum hop(MH) as the metric to make routing decisions. This is primarily a carry-over from

wired networks but may not produce optimal performance in wireless environment. Therefore, we

investigate a routing metric which takes into account the physical and MAC layer parameters such

as the PHY data rate and the MAC activity level. We expect thatwith this routing metric, packets

can choose the high rate links while also avoiding congestedareas in the network thus improv-

ing the system throughput and other performance metrics. Inparticular, we propose a PHY/MAC

aware routing metric, denoted PARMA, and study its performance with DSDV. PARMA can also

be deployed in the proposed adaptive routing framework.

One important issue in cross-layer design is the different time scales of the network and PHY/MAC

layer variations [42]. We must be careful not to degrade the routing performance when incorporat-

ing the PHY/MAC aware routing metric. We will discuss the mechanisms for such purpose in

Chapter 4.

1.3 Dissertation Outline

In this chapter, we have introduced the research status of adhoc networking, identified the chal-

lenges of scaling ad hoc networks, and presented some directions that could be taken to solve the

problem. Next, following these directions of research, we are going to investigate specific mech-

anisms for improving the scaling properties of ad hoc networks, with focus on system architec-

ture and routing protocol aspects including three-tier hybrid network model, dual radio forwarding
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nodes, separate allocation of frequency bands to each tier,adaptive routing framework, and cross-

layer routing.

Based on the conceptual system model of multi-tier ad hoc networks give in Section 1.1, a

general analytical model for the asymptotic capacity and scaling properties of the proposed three-

tier network is developed in Chapter 2. Based on this analytical model, we prove the asymptotic

throughput capacity, refine the linear scaling regime by providing an upper bound, and identify the

conditions on transmission range and node density for scalability to be maintained. We also study

the capacity of aRandom Aggregate Networkand the traffic distribution in such a network.

In Chapter 3, we verify the scaling properties of the three-tier network with detailed system

simulations (for dense network scenarios) and relate the experimental results obtained with the

analytical asymptotic results. The simulation model is implemented with realistic MAC and routing

protocols, and is also useful for providing insight into thechoice of system parameters such as the

ratio of mobile nodes to forwarding nodes and access points,the traffic pattern, and the channel

bandwidth allocation required for high and low tiers of the hierarchy. In addition, the simulation

study also examines the allocation of separate channels to avoid the increased protocol overhead

which arises in the single channel case. A heuristic distributed channel assignment algorithm is

proposed to achieve conflict-free transmissions in the network.

In Chapter 4, we propose a unified adaptive routing frameworkwhich allows introduction of

programmable routing modules and adjustable parameters. In this framework, protocol selection,

routing algorithm parameters, and/or routing metric can becontrolled in response to observed per-

formance and external service needs. We also study a cross-layer adaptive routing metric as an inte-

grated routing algorithm that can be deployed in the adaptive framework. The proposed PHY/MAC

Aware Routing Metric (PARMA) aims to minimize end-to-end delay that includes both transmis-

sion and access times. We study PARMA working with proactivedistance vector ad hoc routing
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protocols (such as DSDV), and specific enhancements to the routing protocol which is originally

designed working with the minimum hop routing metric. In addition, smoothing techniques for the

link portion of the proposed metric is introduced to adjust the different change variations between

the MAC layer and the network layer and also to improve route convergence.

Finally, Chapter 5 summarizes the main results of this dissertation and outlines the future direc-

tions of the research.
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Chapter 2

Capacity of Three-Tier Hierarchical Hybrid Wireless Networks

In this chapter, we develop a general analytical model for the asymptotic capacity and scaling prop-

erties of three-tier hierarchical hybrid wireless networks. First, we briefly review the relevant nota-

tion, the related work, and some useful results establishedin prior work.

2.1 Background and Notation

2.1.1 Interference Model

In this work, we use theProtocol Interference Model. The interference model describes the suc-

cessful reception of a transmission over one hop [9]. Let thecommon transmission range ber. A

transmission from nodeXi is successfully received by nodeXj if

• The distance betweenXi andXj is no more thanr, i.e., |Xi − Xj| ≤ r;

• For every other nodeXk simultaneously transmitting over the same channel, the distance

betweenXk andXj is no less than(1 + ∆)r, i.e.,|Xk − Xj | ≥ (1 + ∆)r,

where∆ > 0 defines the size of the guard zone.

Suppose nodeXi is transmitting to nodeXj and|Xi − Xj | ≤ r. If there is another nodeXk

that is transmitting in the same time slot and the distance satisfies|Xk − Xj | ≤ r, then there is a

collision at nodeXj andXj obtains no information about the transmitted packets.
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The nodes in the network can be organized into certain type ofgroups, e.g., sub-clusters or

clusters (they will be introduced later). Similar to [9], wedefine that two groups areinterfering

neighborsif there is a node in one group which is within a distance of(2 + ∆)r of a node in

the other group. Therefore, in the Protocol Interference Model, if two groups are not interfering

neighbors, a transmission from one group does not collide with a transmission from the other group,

i.e., simultaneous transmissions from these two groups areallowed.

2.1.2 Time Scheduling

In our wireless network model, time is divided into slots of fixed durations. A node is scheduled to

send data in each time slot on a wireless channel. A slotted packet scheduling is used to eliminate

transmission collisions and interference for nodes in the interfering neighborhood.

2.1.3 Feasible Throughput

A throughput ofλ(n) bits per second for each source node isfeasibleif there exists a spatial and

temporal scheme of transmissions, such that each source node can transmitλ(n) bits per second on

average to its destination node.

The throughput capacityof a wireless network is of orderΘ(f(n)) bits per second if there are

deterministic constantsc1 > 0 andc2 < ∞ such that

lim
n→∞

Prob (λ(n) = c1f(n) is feasible ) = 1,

lim
n→∞

Prob (λ(n) = c2f(n) is feasible ) < 1.

Theaggregate throughput capacityis measured as the sum of the throughputs furnished to the

nodes of a network (or cluster). Letλi(n) bits per second be the throughput of nodeXi. The

aggregate throughput capacity of a wireless network, i.e.
∑n

i=1 λi(n), is of orderΘ(f(n)) bits per
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second if there are deterministic constantsc1 > 0 andc2 < ∞ such that

lim
n→∞

Prob
(

n
∑

i=1

λi(n) = c1f(n) is feasible
)

= 1,

lim
n→∞

Prob
(

n
∑

i=1

λi(n) = c2f(n) is feasible
)

< 1.

2.2 Related Work

In [9], Gupta and Kumar obtain the capacity of multi-hop wireless networks withn identical ran-

domly located nodes, each capable of transmitting atW bits per second, using a fixed range and

under the Protocol Interference Model, which isΘ
(

W√
n log n

)

bits per second per node for randomly

chosen destinations.

Capacity scaling laws for two-tier hybrid wireless networks have been studied in [17–19,43,44].

Suppose a hybrid network consist ofn ad hoc nodes andm base stations (BS’s) or AP’s. In [17],

Liu and Towsley have proved that, for the deterministic routing strategy with regular placement of

BS’s for the Protocol Interference Model, the aggregate throughput capacity grows linearly withm

whenm = Ω(
√

n) and all bandwidth is allocated to the traffic that goes through the infrastructure.

When ad hoc nodes and AP’s are randomly distributed, a throughput capacity ofΘ
(

W
log n

)

can

be achieved, provided that the number of AP’s scales linearly with n [18]. In this work, the trans-

mission range depends onn andm, and ensures an optimal routing scheme in which each ad hoc

node is only one hop away from a certain infrastructure node.

The results on the capacity of hybrid networks obtained in [43] are similar to those reported

in [17], but a spatial-diversity scheme is used to achieve the maximum throughput which is fairly

shared among the ad hoc nodes.

Employing power control allows better scaling of capacity in wireless networks. In [45], the

authors show that a1/
√

n rate is achievable in flat ad hoc networks of randomly locatednodes.

In [44], it is shown that aΘ(1) throughput to someΘ(n) nodes can be guaranteed in a hybrid
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network.

Linear scaling of capacity can be achieved when
√

n
log n

. m . n
log n

in a hybrid network

with arbitrarily placed infrastructure nodes [19]. This scaling upper bound of n
log n

is similar to that

obtained in our work, but in [19] linearity is achieved by letting ad hoc nodes communicate directly

via infrastructure nodes thus requiring power control. However, we use a common power level with

regularly placed AP’s.

In order to facilitate system evaluations with practical model and realistic protocols, in our anal-

ysis we employ bandwidth partitioning and consider the Internet traffic and local traffic separately

(similar to [17]). This is because bandwidth partitioning can be implemented with the multi-channel

capability provided by current radio devices, and different traffic types have different scaling be-

haviors. As distributed power control is a complex design problem in wireless networks, we do not

consider it here. At the highest tier, multi-hop wireless transmissions are allowed between AP’s

and FN’s, which does not impose restrictions on transmission power as in [19]. Also, we do not

consider the capacity gain that could be achieved from node mobility [46], or other approaches such

as node cooperation and MIMO communication [47,48]. Generally, we use an analytical model that

is closely related to practical systems. Note also that the approach of bandwidth partitioning can be

easily applied to theK-tier hierarchical network withK > 3 that is introduced in Section 1.1.

It is observed that our results on the capacity of Random Aggregate Networks are similar to

those on the capacity of cluster networks [43]. However, theproof presented here is simpler and

by our approach we can derive the traffic distribution of sucha network (see Appendix A), which

provides a basis for designing scheduling algorithms to overcome the capacity bottleneck at the

hotspots in close proximity to aggregation nodes.
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2.2.1 Useful Results

Some useful results established in [17] are summarized here. In the two-tier hybrid network ofn

ad hoc nodes andm base stations (BS’s) [17], the regularly placed BS’s dividethe network into a

hexagon tessellation, in which each hexagon is called a cell. Assuming that each node can transmit

at W bits per second over the wireless channel, and further the channel is divided into two sub-

channels to carry intra-cell traffic and inter-cell traffic with bandwidthWa and Wi respectively.

Under the deterministic routing strategy and the Protocol Interference Model, the following lemmas

hold:

Lemma 2.1. If m = o(
√

n), the aggregate throughput capacity contributed by intra-cell traffic is

Ta = Θ
(

√

n

log(n/m2)
Wa

)

.

The aggregate throughput capacity is maximized whenWa/W → 1. And the corresponding

capacity is:

T = Θ
(

√

n

log(n/m2)
W
)

.

Lemma 2.2. If m = Ω(
√

n), the aggregate throughput capacity contributed by intra-cell traffic is

Ta = O(
√

n Wa).

The aggregate throughput capacity is maximized whenWi/W → 1. And the corresponding

capacity is:

T = Θ(m W ).

2.3 Analytical Model

We model the three-tier wireless network, which is introduced in Section 1.1.2, as follows.
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2.3.1 System Modeling

As shown in Figure 1.4, we suppose there arenA AP’s, nF FN’s, andnM MN’s (nA < nF < nM )

in a disk of unit area on the plane. MN’s are independently anduniformly distributed, while AP’s

and FN’s are placed in a regular pattern. Through the ad hoc network discovery procedure, each

MN is associated with the nearest FN via direct transmission(assuming there is always at least

one FN within its transmission range), and each FN is associated with its nearest AP via one-hop

or multi-hop transmissions. After associations, all nodesin the disk form clusters, each of which

consists of one AP, its associated FN’s, and their associated MN’s (as in Figure 1.4). Also each FN

and its associated MN’s form a sub-cluster. Note that lower tier nodes are only allowed to associate

with one higher tier node at a given time, i.e., “single homing” is deployed in the analytical model.

The wireless channel is divided into two sub-channels: one is carried on frequencyfL and

the otherfH . fL is used for transmissions to and from MN’s (denotedlow-tier transmissions);

fH is used for transmissions not involving MN’s (denotedhigh-tier transmissions). We assume

that each node, if working on frequencyfL (or fH), is capable of transmitting atWL (or WH)

bits per second (we simply state that these two sub-channelsare with bandwidthWL and WH

respectively). Each FN is equipped with two radios, and can thus participate in both low- and high-

tier transmissions using different radios. All nodes working on a frequency are assumed to have a

common transmission range, but the range could be differentfrom the transmissions on the other

frequency. Let the transmission range onfL andfH berL andrH respectively, and the guard zone

size be∆L and∆H respectively. The network model of a planar layout is shown in Figure 2.1.

AP’s are interconnected through an infrastructure networkof infinite capacity. We do not con-

sider the mobility of MN’s, and therefore there is no capacity improvement brought in by node

mobility as discussed in [46].
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Figure 2.1: Analytical system model.

2.3.2 Traffic Pattern

In the three-tier hierarchical network under consideration, MN’s are at the lowest tier and perform

end-user functions such as mobile computing or sensing/actuation. MN’s do not forward packets for

others but send out and receive their own packets. FN’s do nothave any traffic needs of their own,

but forward packets for other nodes and work as the relay tierbetween the MN-tier and AP-tier.

As discussed before, we need to consider both traffic to/fromthe Internet and peer-to-peer traffic.

Accordingly, we define theInternet trafficas traffic between MN’s and AP’s, and thelocal trafficas

traffic between MN’s.

2.3.3 Routing

We assume that the Internet traffic must go through the FN-tier, even if the MN is only one hop

away from the AP-tier. For the local traffic, depending on therelative locations of the communi-

cating pairs, it is either intra-cluster or inter-cluster traffic: it is intra-cluster traffic if the source

and destination MN’s are in the same cluster, otherwise it isinter-cluster traffic. We assume that

intra-cluster traffic is relayed by the FN’s of the same cluster via ad hoc mode transmissions; while

inter-cluster traffic always goes through the infrastructure using a mix of multi-hop wireless links

and wired infrastructure paths.



28

WH1 + WH2_inter

(a) (b) 

cluster

WH2_intra

Figure 2.2: High-tier transmissions in a cluster. (a) The Internet traffic and the inter-cluster local
traffic at the high-tier. (b) The intra-cluster local trafficat the high-tier.

2.3.4 Capacity Separation

Since low-tier and high-tier transmissions use different sub-channels, and there is no interference

between them, we can look at capacity contributed by transmissions at these two tiers separately

(denotedlow-tier capacityand high-tier capacityrespectively). Figure 2.1 shows a sub-cluster

and the low-tier transmissions in it. High-tier transmissions are illustrated in Figure 2.2, where

Figure 2.2(a) depicts a network of a cluster with the Internet traffic and inter-cluster local traffic at

the high-tier, and Figure 2.2(b) displays a network of a cluster with the intra-cluster local traffic at

the high-tier.

Before the capacity analysis, we model theRandom Aggregate Networkfor deriving the aggre-

gate throughput capacity of the network in Figure 2.2(a) andthe required transmission range.

2.4 Random Aggregate Networks: Randomly Located Nodes and Aggregate Traffic

Pattern

In a random aggregate network scenario,n source nodes are independently and uniformly dis-

tributed in a disk of unit area on the plane. We randomly placea node in the disk as the destination.
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Thus alln source nodes have a common destination, to which each of themwishes to transmit pack-

ets at rateλ(n) bits per second.1 We further assume that all nodes employ the same transmission

range or power, and are capable of transmitting atW bits per second. Also we use the Protocol

Model for interference.

Theorem 2.3. For a Random Aggregate Network ofn source nodes and one destination node on a

planar disk in the Protocol Interference Model, the order ofaggregate throughput capacity is

T = Θ(W ) bits per second. (2.1)

And the transmission ranger is chosen as

r =
80√
π

√

log n

n
.

Proof: Similar to [9], we use a Voronoi tessellation [49] of the planar disk to prove this theorem.

The Voronoi tessellation of a set of nodes in the disk is plotted in Figure 2.3. Assuming the edge

effects are ignored. It can be shown that the special properties of the Voronoi tessellations of the

surface of the sphere, described as Lemma 4.1 in [9], hold forthe planar disk here. The lemma can

be rewritten as follows:

Lemma 2.4. For everyǫ > 0, there is a Voronoi tessellation of the disk on the plane withthe

property that every Voronoi cell contains a disk of radiusǫ and is contained in a disk of radius2ǫ.

Let Rv =
√

100 log n
πn

. Lemma 2.4 implies that there exists a Voronoi tessellationVn such that

each Voronoi cellV ∈ Vn contains a disk of radiusRv and is contained in a disk of radius2Rv.

Defineadjacent cellsas the Voronoi cells that share a common point. Set the transmission range

r = 8Rv =
80√
π

√

log n

n
.

1In the “Random Networks” scenario [9], the destination is randomly chosen for each source node.
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XiXd

Li

Figure 2.3: A Voronoi tessellation of a set of nodes in the disk.

The following lemma on the properties of the constructed Voronoi tessellationVn has been proved

in [9]:

Lemma 2.5. For the chosenRv and r, the constructed Voronoi tessellationVn has the following

properties:

• Each Voronoi cell inVn contains at least one node (with probability approaching1 asn →

∞).

• Every node in a Voronoi cell is within a distancer from every node in its own cell or adjacent

cells.

• Every Voronoi cell inVn has no more thanc3 interfering neighbors, andc3 depends only on

the guard zone size△.

The first two properties of Lemma 2.5 imply that, there alwaysexists direct communication

between adjacent cells, and it is feasible to relay traffic from one Voronoi cell to one of its adjacent

cells.
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Now let Xd be the common destination node,Xi be a source node, andLi be the straight-line

segment connectingXi to Xd, for i = 1, . . . , n, as shown in Figure 2.3. We choose the routes to

approximate the straight-line segments, which intersect the Voronoi cells inVn. More specifically,

each packet is relayed from the source cell to thedestination cell(the Voronoi cell contains the

destination nodeXd, denotedCd) in a sequence of hops (as the 3-hop dotted lines in Figure 2.3).

According to Lemma 2.5, in each hop, the packet can be transferred from one Voronoi cell to an

adjacent cell along the straight-line segments. In the lasthop, the packet is sent to the destination

from an adjacent cell of the destination cellCd. The traffic generated at any source node that is

located withinCd is directly transferred to the destination. The above multi-hop relaying scheme is

feasible with probability one whenn is large.

Next we compute the mean number of routes served by the destination cellCd. SinceCd con-

tains the final destination node and each multi-hop route from the source to the destination is feasi-

ble, it follows

Prob(Li intersectsCd) = 1,

and therefore

E[number of lines in{Li}n
i=1 intersectingCd] = n.

Suppose each lineLi carries traffic of rateλ bits per second. Since the traffic handled by a

Voronoi cell is proportional to the number of lines passing through it, the rate at which the destina-

tion cell needs to serve isnλ.

From the vertex coloring of graphs [50], we know that a graph of degree no more thanD can

have its vertices colored by using no more than1 + D colors in such a way that no two adjacent

vertices have the same color. According to the third property of Lemma 2.5, all Voronoi cells in

Vn can be colored with no more than1 + c3 colors such that the colors of interfering neighboring
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are different. By equating time slots with colors, we can design a schedule for transmitting packets

in such a way that each Voronoi cell gets one time slot to transmit in every1 + c3 slots and no

transmission collisions occur. Thus the rate at which each Voronoi cell gets to transmit isW/(1+c3)

bits per second.

Note that the traffic can be accommodated if it is less than therate available. Based on the

scheduling scheme as described, the traffic handled by the whole network is restricted by the desti-

nation cellCd, i.e. n λ ≤ W/(1 + c3). Therefore, the rate per source node

λ ≤ W

(1 + c3)n
(2.2)

is feasible with probability one whenn is large. Equation (2.2) gives an achievable rate per source

node (i.e., the lower bound of the per source node capacity).On the other hand, sinceCd can only

handle data at rate ofW bits per second, the aggregate capacity is upper bounded byW . Therefore,

the order of the aggregate throughput capacity is given by

T = Θ(W ),

when the transmission range is chosen asr = 80√
π

√

log n
n

.

We note that the aggregate throughput capacity of the RandomAggregate Network given in

(2.1) has the same form as that of a single-hop random aggregate network, e.g. in a cell of a cellular

system in which all transmissions are between the base station and terminals and are single-hop.

This implies that the asymptotic capacity of a random network having the aggregation traffic is

independent of the number of hops required to reach the aggregation node as well as the location of

the aggregation node.

The result on capacity has the same expression as the achievable throughput of a randomly

deployed flat network using multi-hop transmission for any-to-one communication obtained in [51].
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In our analytical approach, the aggregation node can be randomly placed, and we can obtain not only

the asymptotic throughput capacity, but also the traffic distribution in the network (see Appendix A).

The traffic distribution could be helpful in designing scheduling algorithms for such a network.

The results on aggregate throughput capacity hold for the network in Figure 2.2(a), in which the

source nodes are regularly placed. This is because the multi-hop relaying scheme described before

is feasible in a deterministic manner. Note that for regularnetworks, the optimal transmission range

can be reduced as long as

r = Ω(1/
√

n) (2.3)

is satisfied for maintaining connectivity.

2.5 Capacity of Three-Tier Hierarchical Hybrid Wireless Networks

2.5.1 Low-Tier Capacity and Transmission Range

Low-tier transmissions use frequencyfL with bandwidthWL. The disk is divided intonF sub-

clusters, each of which consists of one FN and its associatedMN’s. Each MN communicates with

the nearest FN via one-hop transmissions, as shown in Figure2.1. We observe that all low-tier

transmissions have to go through the associated FN’s, and each FN can only handle data at rate of

WL bits per second at any time. Therefore, the per sub-cluster throughput capacity,ηL, is upper

bounded byWL. For the lower bound, since each MN is one-hop away from its associated FN,

there is a schedule for each MN to communicate with its associated FN in a round robin fashion,

resulting in a throughput ofWL. Hence, it follows

ηL = Θ(WL).

There may exist interference among sub-clusters. Note that, in the Protocol Interference Model,

if two sub-clusters are not interfering neighbors, transmissions in one sub-cluster do not interfere
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with transmissions in the other sub-cluster.

The regular placement of FN’s results in a hexagon tessellation with each hexagon correspond-

ing to the area of a sub-cluster. We can prove the following lemma.

Lemma 2.6. Each sub-cluster (or hexagon) has no more thancL interfering neighbors, andcL is a

constant that depends only on∆L, when the transmission range satisfies

rL = O(1/
√

nF ). (2.4)

Proof: Let b = c rL denote the length of each side of the hexagon. Since the disk is divided intonF

hexagons, we haveb = Θ(1/
√

nF ). Combined with the conditionrL = O(1/
√

nF ), it is implied

that

c = Ω(1). (2.5)

Under this setting, each hexagon contains a disk of radius
√

3
2

c rL and is contained by a disk of

radiusc rL.

Now, we consider a hexagonH. In the Protocol Interference Model, every interfering neighbor

of H has (at least) one point within a distance of(2+ ∆L)rL of some point inH. Therefore, all the

interfering hexagons ofH must be contained by a diskD of radius3c rL + (2 + ∆L)rL. Since the

area of each hexagon is larger than the area of the contained disk, the number of hexagons contained

in disk D is bounded by:

cL =
π
(

(3c + 2 + ∆L)rL

)2

π
(

√
3

2
c rL

)2

=
4

3

(

3 +
2 + ∆L

c

)2

.

Combining with (2.5), we have the desired result.
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According to the vertex coloring result of graph theory [50], there is a transmission schedule

such that each sub-cluster gets one time slot to transmit in every 1 + cL time slots. Therefore, the

aggregate throughput capacity contributed by low-tier transmissions, denotedTL, is given as

TL = Θ(nF ηL) = Θ(nF WL).

Suppose each MN carries traffic of rateλM bits per second on average, then

TL = nM λM = Θ(nF WL). (2.6)

It is observed that the aggregate throughput capacity contributed by low-tier transmissions in-

creases linearly with the number of FN’s, when the transmission range satisfiesrL = O(1/
√

nF ).

Traffic carried by MN’s instead of their exact number counts in (2.6), which implies that the sys-

tem’s scaling behavior does not depend on the number of ad hocnodes. This is a great improvement

upon flat and two-tier wireless networks, achieved by addingFN’s to aggregate traffic for ad hoc

nodes, especially when the density of ad hoc nodes is high. Italso suggests that we can increase

either the number of FN’s or the bandwidth allocated to low-tier transmissions to accommodate the

traffic of the network.

2.5.2 High-Tier Capacity and Linear Scaling Regime

We assume that the bandwidth allocated to the Internet traffic and the local traffic carried by high-

tier transmissions (denotedhigh-tier Internet trafficandhigh-tier local traffic) areWH1 andWH2,

respectively, andWH1 + WH2 = WH .

High-Tier Internet Traffic

The results of Random Aggregate Networks, given in Theorem 2.3, can be applied to each cluster

with the high-tier Internet traffic. Therefore, the per cluster throughput capacity contributed by the
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high-tier Internet traffic is given by

ηH1 = Θ(WH1),

whereWH1 is the bandwidth allocated to the high-tier Internet traffic.

There arenA clusters in the hierarchical network. Notice that the regular placement of AP’s

result in a hexagon tessellation with each hexagon corresponding to the area of a cluster. By apply-

ing Lemma 2.6, the number of interfering neighbors of each cluster is bounded by a constant which

depends only on∆H , if the high-tier transmission range satisfies

rH = O(1/
√

nA). (2.7)

Thus, there is a scheduling such that each cluster gets one slot to transmit in every constant

number of time slots. Therefore, the aggregate throughput capacity contributed by high-tier Internet

traffic is given by

TH1 = Θ(nA WH1). (2.8)

According to (2.3), the high-tier transmission range for regularly placed FN’s is chosen as

rH = Ω(1/
√

nF ). (2.9)

Equations (2.7) and (2.9) imply

nA = O(nF ), (2.10)

which, we will see later, is the upper bound of the scaling regime for the high-tier capacity to scale

linearly with the number of wired AP’s.

In case that FN’s are randomly placed, according to Theorem 2.3, the high-tier transmission

range has to be chosen as

rH =
80√
π

√

log nF

nF

. (2.11)
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And the corresponding upper bound is

nA = O(nF /log nF ). (2.12)

High-Tier Local Traffic

Suppose the bandwidth allocated to high-tier inter-cluster and intra-cluster traffic areWH2 inter and

WH2 intra respectively, andWH2 inter + WH2 intra = WH2.

(1) Inter-Cluster Local Traffic

Inter-cluster traffic is assumed to always go through the infrastructure. In particular, the inter-cluster

traffic enters the infrastructure at the source FN’s associated AP and leaves it at the destination FN’s

associated AP. Note that this may not be the optimal route. For instance, if the source and destination

FN’s are neighbors, it may be preferable to have direct FN-FNconnections rather than using the

infrastructure. However, under the uniform traffic assumption (destination node uniformly chosen

within the disk), the fraction of such local connections (source and destinations are close neighbors)

goes to zero when the number of FN’s goes to infinity. So in thiscase, the adverse effect of the

routing protocol is negligible asymptotically.

According to our routing assumption, in the wireless network, one inter-cluster communication

can be decomposed into two parts: one is from FN to AP in the source cluster, and the other is from

AP to FN in the destination cluster. Only one part is counted in the throughput capacity.

For each cluster, we can apply Theorem 2.3 and obtain the aggregate throughput capacity con-

tributed by high-tier inter-cluster local traffic as follows:

TH2 inter = Θ(nA WH2 inter), (2.13)

whenrH is chosen as in (2.7).

(2) Intra-Cluster Local Traffic
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Suppose AP’s do not participate in transferring this kind oftraffic. There arenA clusters in the

network, andnF /nA FN’s in each cluster. According to the scaling property ofnA with respect to

nF , there are two cases:nA = o(
√

nF ) andnA = Ω(
√

nF ). We apply Lemmas 2.1 and 2.2 to the

analysis below.

(i) nA = o(
√

nF ): In this case, according to Lemma 2.1, the aggregate capacitycontributed by

high-tier intra-cluster local traffic is given as

TH2 intra = Θ

(

√

nF

log(nF /n2
A)

WH2 intra

)

.

Taking into account (2.13) and applying Lemma 2.1 again, theaggregate throughput capacity

contributed by all high-tier local traffic is maximized whenWH2 intra/WH2 → 1. The achieved

capacity is given as:

TH2 = Θ
(

√

nF

log(nF /n2
A)

WH2

)

, (2.14)

whennA = o(
√

nF ). Hence in this case it is more beneficial to assign bandwidth to intra-cluster

traffic.

(ii) nA = Ω(
√

nF ): According to Lemma 2.2, in this case, the aggregate throughput capacity

contributed by high-tier intra-cluster local traffic is given as

TH2 intra = O(
√

nF WH2 intra).

WhenWH2 inter/WH2 → 1, the aggregate throughput capacity contributed by all high-tier local

traffic is maximized, and the achieved capacity is

TH2 = Θ(nA WH2), (2.15)

whennA = Ω(
√

nF ). This shows that it is more effective to allocate bandwidth to carry inter-cluster

traffic in this case, and the achieved capacity increases linearly withnA.
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Therefore, whennA = Ω(
√

nF ), the capacity improvement achieved by adding wired infras-

tructure nodes is significant. Note thatnA = Ω(
√

nF ) is the lower bound of the linear scaling

regime, while (2.10) gives the upper bound for the chosen transmission range.

Capacity of High-Tier Transmissions

From (2.8), (2.10), (2.14), and (2.15), the achieved aggregate throughput capacity contributed by all

high-tier transmissions, denotedTH , can be achieved as follows:

• FornA = o(
√

nF ),

TH = TH1 + TH2

= Θ
(

nAWH1

)

+ Θ
(

√

nF

log(nF /n2
A)

WH2

)

. (2.16)

• FornA = Ω(
√

nF ) andnA = O(nF ),

TH = Θ
[

nA(WH1 + WH2)
]

= Θ(nAWH). (2.17)

These results are obtained whenrH is chosen asrH = O(1/
√

nA).

Equation (2.17) reveals that the capacity improvement achieved by adding AP’s can be signif-

icant, if nA grows asymptotically faster than
√

nF but slower thannF , and the achieved capacity

has the linear relationship with the number of AP’s. This capacity is shared among the nodes whose

packets are routed through the infrastructure as determined by the defined routing scheme.

2.6 Conclusions and Discussions

In this chapter, we present an analytical model for the capacity of the proposed three-tier hierar-

chical hybrid wireless network, and identify conditions ontransmission range and node density for

scalability to be maintained. It is shown that in a three-tier network ofnA AP’s, nF FN’s andnM
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Figure 2.4: The asymptotic upper and lower bounds of the linear scaling regime.

MN’s, the low-tier capacity increases linearly withnF when the low-tier transmission range satis-

fiesrL = O(1/
√

nF ). Also, the high-tier capacity increases linearly withnA in the scaling regime

that satisfiesnA = Ω(
√

nF ) andnA = O(nF ), when the high-tier transmission range satisfies

rH = O(1/
√

nA). The asymptotic upper and lower bounds ofnA as a function ofnF is plotted in

Figure 2.4. Also note that the upper bound is closely relatedto the chosen transmission range, and

the linear scaling regime can be extended by reducing the transmission range when FN’s are regu-

larly placed. In this identified linear scaling regime, the capacity improvement achieved by adding

AP’s can be significant. The upper bound implies that furtherinvestments in the infrastructure do

not lead to improvement in capacity scaling.

It is observed that in the three-tier network, AP’s do not need to cover the whole area, thus the

network coverage is improved. The number of AP’s required isrelated to the number of FN’s rather

than that of ad hoc nodes (i.e. MN’s) for scalability to be maintained, and the system’s scaling

behavior does not depend on the number of ad hoc nodes. Therefore, compared to the two-tier

hybrid network model in [17], the same amount of traffic can beserved by adding a new tier of FN’s

and reducing the number of AP’s. Since the investment and recurrent wired access cost for AP’s or

BS’s is significantly higher than that for FN’s, system costscan be significantly reduced with the
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three-tier approach, especially when the density of ad hoc nodes is high.

By dividing wireless channels into sub-channels to carry the traffic of different tiers of the hi-

erarchy, the proposed analytical model can be generalized to a multi-tier hybrid wireless network

with more than one relay tiers. Under the deterministic routing strategy (i.e. strictly hierarchical

routing), the linear scaling regions of the capacities of higher tiers can be determined accordingly

in the generalized model.

The above asymptotic capacity and scaling regime are obtained by deploying a specific system

model and the deterministic routing approach, similar to the two-tier model in [17]. There are other

studies on two-tier hybrid networks, which use different system models and routing schemes, lead-

ing to different asymptotic bounds for different scaling regimes [18, 19]. However, these two-tier

hybrid networks have the same scaling behavior as that in [17] in terms of: first, infrastructure in-

vestments need to be high in order to obtain a significant capacity gain; second, the scaling regime

depends on the number of ad hoc nodes. It can be shown that the capacity improvement and infras-

tructure cost saving have similar properties when extending these results to our proposed three-tier

architecture.

Since both the low-tier and high-tier transmissions are involved in each traffic flow, numerically

low-tier capacity needs to be equal to high-tier capacity. Our analysis suggests that, when designing

the three-tier hierarchical network, we can adjustnA and nF (or WL and WH) such that FN’s

can accommodate network traffic and the scaling properties can be achieved by satisfyingnA =

Ω(
√

nF ) andnA = O(nF ). In the next chapter, we will study the scaling properties ofa three-tier

802.11-based network via detailed system simulations, andshow how protocol overhead affects the

system’s scaling behavior.
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Chapter 3

Three-Tier Hierarchical System Evaluation

The theoretical analysis presented in Chapter 2 gives the asymptotic capacity of the three-tier hier-

archical hybrid network. We note that the analytical results on capacity were obtained by assuming

perfect spatial and temporal scheduling and ignoring medium access and routing overhead. How-

ever, these assumptions are not true in practice. Taking theIEEE 802.11 specification as an exam-

ple, the backoff mechanism would cause idle times, and the virtual carrier sense mechanism (used to

overcome the hidden terminal problem) would result in some part of the space not being fully used.

The overhead of wireless medium access and routing control in system and protocol design can be

quite high and will generally tend to degrade system performance. Hence, we investigate the system

performance and scaling properties of the three-tier network system with MAC and routing proto-

cols typical of a real implementation. It would be of interest to see whether the analytically obtained

scaling relationships hold for system simulations with realistic protocol and traffic assumptions.

Meanwhile, the analytical results prove that the aggregatethroughput capacities of both tiers

have linear relationships with the allocated bandwidth. But they do not reveal explicitly how to

allocate system bandwidth to each tier of the transmissionsto accommodate network traffic in a

balanced way. In this chapter, we validate the analyticallyobtained capacity results and further

study system performance with detailed system simulations. For this purpose, we set up an 802.11-

based hierarchical hybrid network simulation model using the ns-2 network simulator [52]. The

example three-tier 802.11-based network consisting of mobile nodes (MN’s), forwarding nodes
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(FN’s), and access points (AP’s) is shown in Figure 1.5.

Firstly we compare the hierarchical system performance of dense network scenarios with a con-

ventional flat ad hoc network in order to estimate the potential performance improvement with the

three-tier hierarchy. As discussed in Section 2.6, the performance improvements and capacity gain

with the three-tier hierarchy come at the expense of increased investment in multi-radio forwarding

node hardware and total system bandwidth. This motivates usto next study the scaling behavior

of such a network as a function of key parameters such as relative node densities, traffic pattern,

and channel bandwidth allocation at each tier of the network. We also apply different ad hoc rout-

ing protocols with appropriate modifications to the hierarchical system and evaluate how different

routing protocols work in the hierarchical mode.

Combined with the analytical results, these experimental results are intended to provide a more

complete understanding on how hierarchy, infrastructure,and multi-channel capability help in the

design of a scalable network.

3.1 Methodology and Simulation Model

We assume a network in which all nodes use the IEEE 802.11 MAC protocol with Distributed

Coordination Function (DCF) [4]. A static discovery procedure pre-computes a well-balanced hi-

erarchical network topology, and also maintains and optimizes the topology in response to node

movements and varying network traffic. We consider different ad hoc routing protocols, including

Dynamic Source Routing (DSR) [12], Ad hoc On-demand Distance Vector (AODV) [13], and Des-

tination Sequence Distance Vector (DSDV) [33], which are modified appropriately for use in the

hierarchical network.
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3.1.1 Hierarchy Construction and Node Modeling

First, ad hoc nodes (i.e. MN’s) are randomly distributed in the network. Then FN’s and AP’s are

added to the network to form the cluster-based hierarchy. Inparticular, AP’s are placed in a regular

pattern. MN’s and FN’s are associated to a nearest AP based ontheir geographic distance from the

AP’s, assuming each node has the location information of itself and all the AP’s in the network. As

in the analytical model described in Section 2.3, each cluster consists of one AP and an arbitrary

number of FN’s and MN’s, and the AP works as the gateway of the cluster to the infrastructure;

“single homing” is used, i.e. any FN or MN can only belong to one cluster. This assumes that

the discovery protocol supports identification of gateway AP’s and association of related FN’s and

MN’s in each cluster.

As discussed in Section 1.1.1, the hierarchical system can be designed flexibly. Using an ap-

propriate discovery protocol with the MAC protocol, an “optimized” self-organizing hierarchical

topology can be maintained over time. For example, an optimized hierarchy may be achieved by

introducing dynamic node reassociations to balance workload and manage node mobility over clus-

ters. Under this assumption, we can simply implement the hierarchical network by dividing the

simulated site into a certain number of clusters, with a gateway AP located at the center of each

cluster and approximately the same number of nodes and same traffic load in each cluster. The

nodes in movement are assumed to be moving within the original cluster sites. In this way, simula-

tions can always be conducted over well-balanced hierarchical topologies.

MN’s are modeled as simple wireless nodes without routing capability offered to any other

node. FN’s offer multi-hop routing capability to the nodes of their own clusters. AP’s provide both

wireless and wired access, and are fully connected by100 Mbps high-speed wired links. The delay

caused by the wired link is defined as the packet transmit timeplus propagation delay, where the

former is the ratio of the packet size to the link bandwidth, and the latter is2 microseconds (µs)



45

(which is equivalent to a cable of length500 meters). Withns-2 wired-cum-wireless scenarios [52],

each communication between clusters goes through AP’s, as our analysis assumes.

We have implemented dual-radio nodes with two network interfaces, which allow simultaneous

transmissions over two non-interfering channels. In particular, two network interfaces with separate

protocol stacks of link layer, MAC layer, and PHY layer are created below the routing agent in the

“mobilenode” object ofns-2. The routing protocol decides the network interface by which each

data packet is transmitted. In order to disseminate routinginformation over the network, routing

messages are sent via both network interfaces.

Although the analysis suggests use of optimal transmissionrange by satisfying (2.4) or (2.7), for

simplicity we choose a common transmission range of250 meters (m) for both tiers. The interfering

range is550 meters.

3.1.2 Traffic Pattern

We consider both the Internet and local traffic, which have been defined in Section 2.3.2, and only

uplink is considered for the Internet traffic. Therefore, all traffic in the network is originated at the

MN’s. The relative proportions of these two types of traffic can be adjusted parametrically. For

example, in a sensor network scenario, 80% of the traffic is assumed to be bound for a server within

the Internet, accessed through an AP; the remaining 20% of MNtraffic is assumed to be routed to

other MN’s in the network, accessed via AP’s and/or FN’s.

At MN’s, traffic is generated according to an exponential on/off model [52], in which both the

“on” (burst) and “off” (idle) periods are taken from the exponential distribution with an average

of 500 milliseconds (ms). Packets are sent at a specific rate only during “on” periods, and this

packet generation rate per source node (in bits per second) is varied as an input parameter in order

to gradually increase the offered load to the network. The packet size is64 bytes. Each MN can



46

simultaneously support up to two traffic flows to different destinations.

3.1.3 Performance Metrics

We use the following performance metrics for system evaluation:

• Packet delivery fraction: measured as a ratio of the number of data packets delivered to their

eventual destinations and the number of data packets generated by sources.

• Average end-to-end delay: includes all possible delays before data packets arrive attheir

destinations.

• Normalized routing overhead: measured as the number of routing packets transmitted (in the

wireless network) per data packet delivered at destinations. Each wireless hop is counted as

one transmission for both routing and data packets sent overmulti-hop paths.

• System throughput: measured as the total number of bits of data received at destinations over

simulated time (in bits per second i.e. bps).

• MAC throughput: measured as the total number of bits of data sent by all nodesper second,

including forwarded bits. Only data packets delivered at destinations count. MAC throughput

is used as a measure of traffic load in Section 3.4.

The simulations are run for multiple independent replications [52] with different ad hoc node

placements or source-destination pair distributions. Each simulation result represents an average of

5 independent runs lasting550 seconds of simulated time.
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Table 3.1: Simulation parameters for baseline comparison

Simulation dimension 1000m×1000m
Number of clusters; AP’s; FN’s; MN’s 4; 4; 20; 100

Packet generation rate per source (Kbps)1,4,8,12,16,24,32
Packet size 64 bytes

Fraction of the Internet traffic 100%
Number of communication pairs 20/40/60

MAC 802.11b ad hoc mode
Radio data rate; Radio range 1 Mbps; 250 meters

AP-AP wired link speed 100 Mbps

3.2 Baseline Comparison

3.2.1 Simulation Parameters

Our baseline simulations are for an example dense sensor network deployed over a square geo-

graphical area with dimension1000m×1000m. We divide the coverage area into four500m×500m

smaller squares, each corresponding to a cluster with one APand several FN’s and MN’s. FN’s

and MN’s are randomly placed within the clusters with a nominal uniform density of 20 FN’s and

100 MN’s spread over the entire coverage area. FN’s move according to the random waypoint

model [12] with a randomly chosen speed (uniformly distributed between0 and1 m/s) and a pause

time of zero (i.e. FN’s do not stop during their journey). Half of the MN’s are static; the remaining

half move according to the same random waypoint model as FN’s. In order to measure the system

improvement achieved by the three-tier hierarchy, we use single radio FN’s for baseline comparison

as the single-frequency system may be considered as an imperfect type of dynamic allocation via the

MAC protocol. Also we only consider the Internet traffic here. The key parameters are summarized

in Table 3.1.

We assume that there are separate entries (i.e. AP’s) into the Internet, each of which serves some

set of MN’s. In the flat ad hoc network, each packet uses multi-hop wireless path to its assigned AP

without the help of infrastructure. Furthermore, there is no FN in the flat network, and MN’s deploy
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the same distribution and mobility pattern as in the hierarchical peer.

3.2.2 Results and Discussions

Simulations with DSR

From Figure 3.1(a) which shows throughput as a function of offered load from MN’s for40 com-

municating pairs with DSR, we see that the hierarchical system begins to saturate when the packet

generation rate per source reaches16 Kbps; while the flat system saturates at about4 Kbps. For the

802.11b bandwidth of1 Mbps used here, system capacities are found to be around320 Kbps for the

hierarchical case and about77 Kbps for the flat case, respectively.

It is observed that, for a specific network model with4 AP’s, the system capacity roughly in-

creases by a factor of4 if the proposed hierarchical architecture is adopted. Thisis a significant

scaling increase over the relatively low77 Kbps obtained with the flat network. The increase factor

is consistent with the number of AP’s deployed. We will look at different number of AP’s in Sec-

tion 3.3. Meanwhile, the average end-to-end delay, packet delivery fraction, and routing overhead

curves are illustrated in Figure 3.1(b), (c), and (d). The improvement of packet delivery fraction

shows that the three-tier hierarchy helps deliver packets in mobility scenarios. Figure 3.2 demon-

strates delay-throughput curves which summarize system capacity and performance as a whole. The

simulations have been repeated for two other cases corresponding to20 and60 communication pairs

and results similar to the40-pair case have been observed. This verifies that the system capacity is

independent of the number of MN’s, as the analytical result (2.6) implies.

In the cluster-based hierarchy, each MN communicates through a few FN’s and a gateway AP,

thus the infrastructure serves as shortcut for the traffic over long distance to reduce the average

number of hops required to reach the destination, which is the Internet where100% packets from

MN’s have their destinations here. In addition, MN’s do not join the full distribution of routing
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Figure 3.1: Baseline comparison. DSR case, 40 communication pairs. (a) System throughput. (b)
Average end-to-end delay. (c) Packet delivery fraction. (d) Normalized routing overhead.

messages, thus reducing routing overhead significantly. Ofcourse, the capacity increase comes at

the expense of increased hardware (FN’s and AP’s) relative to a flat network, and in that sense it is

not an “apples-to-apples” comparison.

Simulations with AODV

We replace DSR with AODV routing and repeat the simulations in order to study the impact of

routing protocols. Thens-2 AODV implementation is from Uppsala University [53]. We use the

same system model and parameters as for the DSR case described earlier. The simulation results

obtained are shown in Figure 3.3 and Figure 3.4.

From these curves it is observed that the system capacity andperformance improvement ob-

tained with AODV are comparable to those obtained with DSR. In particular, the throughput gain

is also approximately4. This is mainly because of the deployment of three-tier hierarchy and wired
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Figure 3.2: Baseline comparison. Delay vs. throughput. DSRcase, 40 communication pairs.

integration, as discussed in the DSR case.

When comparing the results, it is observed that the three-tier hierarchy provides about4 times

higher saturated throughput (capacity) as the flat network,and both have similar delay vs. offered

load characteristics. The capacity of AODV is found to be marginally higher, and the average

packet delays are also correspondingly lower. The AODV casedoes show a poorer fraction of

packets delivered, possibly due to higher rates of link delivery failure. Previous simulation studies

show that AODV generally has a higher routing load than DSR [54]. This is because DSR’s caching

is very efficient at low speed, which is our case here. AODV’s routing load is dominated by route

request packets. In the hierarchical network, MN’s do not join in the flooding of route requests, so

AODV can achieve a low routing overhead comparable to DSR. Atthe same time, fewer routing

packets decrease the chance of link delivery failure, whichresults in higher data packet delivery

fraction in the hierarchical mode.

We conclude that the performance and achievable throughputof the three-tier network are rel-

atively insensitive to the choice of routing protocol between DSR and AODV. AODV appears to

have marginally higher capacity and lower delay than DSR, but with lower packet delivery fraction

for the particular scenario and configuration parameters. The hierarchical system works well with
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Figure 3.3: Baseline comparison. AODV case, 40 communication pairs. (a) System throughput. (b)
Average end-to-end delay. (c) Packet delivery fraction. (d) Normalized routing overhead.

on-demand routing protocols with low mobility FN’s. We willlook at system performance with

another category of routing protocols, proactive routing protocols, taking DSDV as the example in

the next section.

3.3 Scaling Behavior: Impact of Node Density

Our experiments for example dense network scenarios with nominal parameters chosen above have

shown that the system throughput increases significantly with a scaling factor approximately equal

to the number of AP’s deployed. It is also verified that the system throughput is independent of

the number of ad hoc nodes. As identified by the analytical results given in Chapter 2, the precise

capacity scaling factor depends upon several factors including the topology, the spatial distributions

of FN’s and AP’s, the ratio of FN’s to AP’s, and the traffic pattern. Making the same assumptions

on the topology and the spatial distributions of FN’s and AP’s, we investigate the impacts of the
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Figure 3.4: Baseline comparison. Delay vs. throughput. AODV case, 40 communication pairs.

relative densities of FN’s and AP’s and the traffic patter on capacity scaling in this part of work.

3.3.1 Simulation Parameters

For the three-tier hierarchy under consideration, we observe that the core wireless network is formed

by FN’s and AP’s, while MN’s feed traffic into nearby FN’s or AP’s, as illustrated in Figure 3.5(a).

As a result, the key parameters for the system’s scaling behavior include the offered traffic load

density from MN’s (denotedλS , in bps/m2), the density of FN’s (denotedXFN ), and the density

of AP’s (denotedXAP ). Clearly, the numbers of FN’s and AP’s cannot be selected arbitrarily given

that FN’s and AP’s must cover the entire service area to ensure that all MN’s are reachable. Note

also that in the three-tier network, an AP represents a significantly higher investment than an FN,

so we adopt a heuristic approach of covering the entire service area with FN’s and then determining

the right number of AP’s necessary for the network to scale ina balanced way. We measure the

normalized system throughput (per unit area) as a function of the offered load densityλS while

varying the density of AP’sXAP , given a fixed value of the density of FN’sXFN , and obtain the

normalized system capacity as the maximum throughput.

We consider a square simulated region, where AP’s and FN’s are placed in a regular pattern.
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A: the area of network
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   s: MN’s offered load density
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Figure 3.5: Parameter definitions and the regular planar network topology. (a) FN’s and AP’s form
the ad hoc core network. (b) A grid topology consisting of 16 FN’s and 4 AP’s (MN’s are not given
in the plot). (c) A grid topology consisting of 36 FN’s and 2 AP’s.

Although this regular spatial model is expected to produce optimistic results relative to random

spatial model, it is considered useful for estimating the achievable capacity [55]. The distances

between neighboring FN’s are all200 meters. With the specified 802.11b transmission range of250

meters, this separation is likely to yield close to the maximum throughput [56], and this FN density

provides full coverage over the simulated region. We use twosimulation cases with dimension

of 1200m×1200m and800m×800m respectively in order to explore the sensitivity to physical

assumptions. With identical FN density, there are a total of16 FN’s for the800m×800m case and

36 FN’s for the1200m×1200m case, as depicted in Figure 3.5(b) and (c) (suppose4 AP’s in (b) and

2 AP’s in (c)), where MN’s are not plotted in the figures.

MN’s are randomly distributed in the network with an identical density. In order to investigate

the scaling behavior affected by the three-tier hierarchy,we use single radio for FN’s. The number

of AP’s is varied for each dimension to see how the hierarchical throughput changes with the ratio

of FN’s to AP’s. We consider with both DSR (as an on-demand routing protocol) and DSDV (as a

proactive routing protocol) for routing. The mobility pattern of MN’s and the traffic pattern are set

differently for each simulation and will be described separately in later sections. Table 3.2 lists the

key parameters. For other parameters please refer to Table 3.1.
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Table 3.2: Parameters for scaling simulations

Simulation dimension 1200m×1200m 800m×800m
Number of AP’s 1, 2, 3, 4, 6, 9, 12 1, 2, 4, 6
Number of FN’s 36 16
Number of MN’s 90 40

Packet generation rate (Kbps) 1, 4, 8, 12, 16, 24, 32, 40
Fraction of the Internet traffic 20%, 50%, 80%, 100%

Distance between neighboring FN’s 200 meters

3.3.2 Results and Discussions

Experiments with DSR

When DSR is used, MN’s move according to the same random waypoint model as in the baseline

comparison, and only the Internet traffic is considered.

Simulation results for the1200m×1200m case are shown in Figure 3.6. Figure 3.6(a) shows

that the normalized system throughput increases when the number of AP’s increases from1 to

9. Observe that once the number of AP’s reaches4, the system throughput tends to increase at a

slower rate. As expected, the highest capacity is obtained with 9 AP’s, since9 AP’s give almost

the full coverage over the simulated site in our model. When the number of AP’s is greater than

9, the overlapping of the coverage areas of the neighboring AP’s becomes a factor, which results

in interference between AP’s thus the normalized throughput begins to decrease. The normalized

throughput with12 AP’s is even less than that with4 AP’s for the light offered load, but it starts to

outperform others (except for the9 AP’s case) when the offered load increases. We also observe

that the average end-to-end delay decreases when the numberof AP’s increases.

Figure 3.6(b) summarizes the normalized capacity with different numbers of AP’s. We observe

that the achievable end-to-end throughput increases almost linearly before the number of AP’s in-

creases to4, while the curve saturates rather rapidly as the number of AP’s is increased further.

This saturation phenomena verifies that the achievable throughput grows linearly with the number
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Figure 3.6: Impact of AP density. DSR case, 100% Internet traffic,1200m×1200m field, 36 FN’s.
(a) Normalized throughput vs. normalized offered load. (b)Normalized capacity vs. the number of
AP’s. DSDV curve given for comparison purpose.

of AP’s only when AP’s are in the right proportion to FN’s. Clearly, the “knee” of this curve is

a good operating region for system designers because it achieves near-maximum network capacity

with a modest investment in wired AP’s. In this case, a systemdesigner should aim to provision the

network with about4–6 AP’s for a region that requires around36 FN’s for full coverage.

We repeat the experiments for the800m×800m case and observe similar results as shown in

Figure 3.7. In this case, the knee of the capacity curve is reached with about3–4 AP’s. It is also

observed that the normalized capacities of these two cases are comparable, as might be expected as

the simulated region grows larger.

Experiments with DSDV

For the DSDV case, we assume MN’s to be stationary. This setting is used to avoid the influence of

node movement, which would tend to degrade system performance in a proactive routing protocol.

We adjust the fraction of the Internet traffic to see the impact of traffic pattern, and assign local

traffic to be either inter-cluster or intra-cluster traffic with equal probability.

Figure 3.8 depicts the normalized throughput curves of different numbers of AP’s for different
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Figure 3.7: Normalized throughput vs. normalized offered load. DSR case, 100% Internet traffic,
800m×800m field, 16 FN’s.

Internet traffic fractions, and Figure 3.9 shows the achievable throughput vs. the number of AP’s

for different Internet traffic fractions. It is observed that the throughput grows as the Internet traffic

fraction grows from20% to 100% for the 2, 3, 4, 9, and12 AP’s cases, but it is reversed for the

1 AP case. The analytical result suggests that, for the local traffic, it is more effective to allocate

bandwidth to carry inter-cluster traffic for large number ofAP’s (i.e. whennA = Ω(
√

nF )), and to

carry intra-cluster traffic for small number of AP’s (i.e. whennA = o(
√

nF )). Since the Internet

traffic has the same scaling property as the inter-cluster local traffic, these simulation results are

consistent with the analysis in terms of the traffic pattern.

The capacity curves in Figure 3.9 have similar behavior as the DSR case given earlier, and all

the curves approach saturation in the region of4. When the number of AP’s is greater than9, the

throughput hardly increases any further. The saturation phenomena verify a linear scaling regime,

in whichnA cannot grow faster than some function ofnF for the linearity to be maintained. Other-

wise, the number of interfering neighbors of each AP would increase as the AP density increases,

invalidating the linearity. Moreover, a rough square-law relationship between the density of FN’s

and AP’s (i.e.XAP
∼=

√
XFN ) around the knees of the capacity curves may be inferred.
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Figure 3.8: Normalized throughput for different number of AP’s and different Internet traffic frac-
tions. DSDV case,1200m×1200m field, 36 FN’s. (a) 20% Internet traffic fraction. (b) 50% Internet
traffic fraction. (c) 80% Internet traffic fraction. (d) 100%Internet traffic fraction.

The analysis assumes transmission range chosen as in (2.4) or (2.7). Therefore, throughput is

expected to be improved by employing an optimal transmission power. Also, the saturation region is

expected to move to a larger number of AP’s provided that the transmission range is adjustable. The

analysis also assumes perfect medium access (including scheduling) and routing. But in practice,

the protocol overhead of medium access and routing would degrade system performance. These

factors cause deviations from the theoretical bound obtained earlier. Our experiment study provides

understanding on the design of hierarchical systems, and wedo not look for the exact knees.

Additionally, it is observed that the hierarchical system achieves higher throughput with the

on-demand routing protocol than with the proactive routingprotocol (see Figure 3.6(b)), as in the

flat ad hoc network [36]. This is because the routing overheadcan be reduced with the on-demand

routing protocol.
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3.4 Scaling Behavior: Impact of Channel Bandwidth Allocation

As proved in Chapter 2, the low-tier capacity grows linearlywith nF andWL, and the high-tier

capacity grows linearly withnA (in the region shown in Figure 2.4) andWH . Hence, we might

increase either the node density or channel bandwidth to improve capacity. Note that different AP

or FN densities require different optimal transmission ranges based on (2.4) or (2.7), which might

require an appropriate power control algorithm. As distributed power control is a complex problem

in wireless networks and would affect network topology, alternatively we may choose to allocate

dedicated frequency bands to different tiers of the network.

When considering the problem of bandwidth allocation, we note that the analytical results do not

explicitly reveal how to allocate system bandwidth to each tier of the transmissions to accommodate

network traffic. Therefore, we conduct some additional simulations to investigate this issue in this

part of work.
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Figure 3.10: Wireless transmissions at two tiers.

3.4.1 System Model and Bandwidth Allocation

Since both the low-tier and high-tier transmissions are involved in each traffic flow, numerically the

high-tier capacity is required to be equal to the low-tier capacity. This suggests that when the total

network bandwidth is given, it should be allocated in suitable proportions to each tier in order to

achieve a good system capacity.

Dual-Frequency System Model

In the analytical model, only FN’s are equipped with dual radios, while AP’s are assumed to have a

single radio. However, this assumption results in an avoidable system performance degradation due

to extra hops through FN’s (i.e. more wireless transmissions and higher medium access overhead)

even when direct MN-to-AP connections are possible. The above limitation of single radio AP’s

has been verified by simulations for the scenario in Section 3.3.2 showing that there is very little

gain from deploying two dedicated channels to two tiers of transmissions and doubling the total

system bandwidth. Therefore, we employ a system model whichdeploys dual radios at both FN’s

and AP’s.

In this model, the high-tier capacity is numerically equivalent to the low-tier capacity less any

traffic which does not go through the FN-tier. The wireless transmissions at the high-tier and the

low-tier are demonstrated in Figure 3.10, where the low-tier transmissions involve MN’s at one end
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and higher-tier nodes (either AP’s or FN’s) at the other end,and the high-tier transmissions do not

involve any MN’s. This dual-frequency system model has a useful feature that packets choose the

same routes as in the single-frequency system.

Bandwidth Allocation

Bandwidth should be allocated to two tiers in proportion to the traffic load at each of the two tiers of

the transmissions. The MAC throughput (or one-hop throughput in [56]) can be used as a measure of

traffic load, and is defined as the total number of bits of data sent by all nodes per second, including

forwarded bits. According to the definition, it can be obtained from the product of the end-to-

end throughput and the average hop count of data packets delivered at destinations. Therefore,

the bandwidth allocation depends on the ratio of average hopcount at two tiers. Note that the

dual-frequency system defined here chooses the same route for each packet as the single-frequency

system. Therefore, when using the average hop count as a measure of traffic load, we can obtain the

values of the average hop counts at two tiers of the dual-frequency system from the single-frequency

system.

According to the routing assumption, the low-tier transmissions are always one hop. So the

low-tier hop count is1 for the Internet traffic and is2 for the local traffic (see Figure 3.10). Suppose

the measured average hop count of a single-frequency systemis h̄, then in the corresponding dual-

frequency system, the average hop count at the high-tier ish̄−1 for Internet traffic and̄h−2 for local

traffic. If the Internet traffic fraction is80%, the average hop counts of the dual-frequency system at

the low and high tiers can be estimated as0.8+2∗0.2 = 1.2 andh̄−1.2, respectively. Considering

the single-frequency system scenario of the DSDV and80% Internet traffic case in Section 3.3.2

as an example, we measure its average hop count, and estimatethe average hop counts at two tiers

of the corresponding dual-frequency system with results given in Table 3.3. We have verified that

these estimated values are consistent with the measured values.
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Table 3.3: Average hop count at two tiers

The number of AP’s 1 2 3 4 9 12
High-tier average hop count1.35 1.1 0.4 0.35 0.06 0.0
Low-tier average hop count 1.2

Bandwidth 
allocation

Ratio of 
traffic load 
at two tiers

Average hop 
count in single-
freq system

Network size 
& AP density

Ratio of local 
and Internet 

traffic

Ratio of avg 
hop count at 
two tiers

Relative MAC 
throughput at 
two tiers

Dual-frequency system
Single-frequency system

Figure 3.11: Bandwidth allocation determined by the network configuration and the traffic pattern.

Therefore, the bandwidth allocation can be determined by the average hop count of the single-

frequency system and the ratio of the local and the Internet traffic, as summarized in Figure 3.11.

MAC Throughput

As a more direct illustration of traffic load, in Figure 3.12 we plot the MAC throughput at the

low and high tiers as a function of the number of AP’s in the network for the DSDV and80%

Internet traffic scenario used in Section 3.3.2. As expected, low-tier network throughput increases

with the number of AP’s due to increased direct MN-AP connections. We also observe the fact

that network throughput increases rapidly with just a few AP’s, and for the case with4 AP’s, the

high-tier throughput contributes quite nicely to the overall network throughput which is only a few

percentage points lower than the maximum system throughputobtained with9 AP’s. This justifies

the use of FN’s to replace wired AP’s as motivated by the analytical results obtained earlier.

The average hop count as a function of the offered load is plotted in Figure 3.13. It is observed

that the average packet hop count decreases when the number of AP’s grows from1 to 12. Also

when the offered load gets heavier, the average packet hop count decreases. This is because that,
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Figure 3.12: End-to-end throughput and MAC throughput. DSDV case,80% Internet traffic frac-
tion, 1200m×1200m field.

out of the packets delivered, the fraction of single-hop packets increases. Less the average hop

count, more packets the network can accommodate and larger end-to-end throughput the system can

achieve. Therefore, it implies that most of the bandwidth isused to carry packets over short distances

when the maximum throughput is achieved, resulting in shortaverage hop counts in Table 3.3. This

indicates some unfairness between traffic routed over different distances. In the case that most traffic

has to go though the gateway AP’s, it suggests that most of thebandwidth is used by the nodes in

close proximity to the infrastructure nodes.

3.4.2 Results and Discussions

Based on the estimated ratios of average hop count at two tiers, we define several possible bandwidth

allocation ratios between high and low tiers in Table 3.4. Single-frequency allocation to both high

and low tiers, which may be considered as an imperfect type ofdynamic allocation via the MAC

protocol, is also considered for comparison purposes.

Figure 3.14 shows the achievable system throughput for eachof the bandwidth ratios defined in

Table 3.4 and also for the single frequency cases (for channel bandwidth1 Mbps and2 Mbps). The
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Figure 3.13: Average packet hop count. DSDV case, differentInternet traffic fractions,
1200m×1200m field, 36 FN’s. (a) 20% Internet traffic fraction. (b) 50% Internet traffic fraction.
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Table 3.4: Dual-frequency channel bandwidth allocation schemes

Bandwidth allocation scheme index 0 1 2

High-tier bandwidth (Mbps) 1.5 1 0.5

Low-tier bandwidth (Mbps) 0.5 1 1.5

detailed throughput vs. offered load curves are displayed in Figure 3.15. From the results shown, we

first observe that the achievable throughput for the case with 1 AP and single frequency is limited

by access to the wired network, and there is very little gain from doubling the available bandwidth

from 1 to 2 Mbps. The throughput gain with increased bandwidth is better in the4 and9 AP single

frequency cases, but still not very significant even though the channel bandwidth has been doubled.

This can be attributed to the fact that 802.11 MAC involves significant and non-linear overhead for

MAC layer control and routing (both of which use the basic rate 1 Mbps) as data rate increases,

along with the fact that our sensor node traffic model uses relatively short64-byte packets. This



64

1 4 9
0

0.05

0.1

0.15

0.2

0.25

Number of APs

N
or

m
al

iz
ed

 a
ch

ie
va

bl
e 

th
ro

ug
hp

ut
 (

bp
s/

m
2 ) 1−freq, 1 Mbps

1−freq, 2 Mbps
2−freq, index 0
2−freq, index 1
2−freq, index 2

Figure 3.14: Impact of channel bandwidth allocation. DSDV case,80% Internet traffic fraction,
1200m×1200m field.

0 0.2 0.4
0

.05

.1

.15

.2

.25

Normalized offered load (bps/m2)

N
or

m
al

iz
ed

 th
ro

ug
hp

ut
 (

bp
s/

m
2 )

(a) 1 AP

Single−freqency (1 Mbps)
Single−freqency (2 Mbps)
BW index=0
BW index=1
BW index=2

0 0.2 0.4
0

.05

.1

.15

.2

.25

Normalized offered load (bps/m2)

(b) 4 APs

0 0.2 0.4
0

.05

.1

.15

.2

.25

Normalized offered load (bps/m2)

(c) 9 APs
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motivates allocation of separate frequency bands to high and low tiers of the network to avoid the

increased MAC layer overhead and scheduling inefficiency which arise in the single channel case.

Considering the two-frequency allocation cases shown in Figure 3.14, we observe that total

throughput can be increased further provided the right ratio of high-tier and low-tier bandwidth is

maintained. For the1 AP case, as expected, the gains are small irrespective of single frequency or

dual frequency assignment since the system is limited by theAP’s capacity to handle traffic to the

Internet. Figure 3.14 also shows that for the practically interesting (i.e. low cost, high performance)
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case with4 AP’s, dual frequency assignment with the right bandwidth allocation (i.e. bandwidth

allocation index1 and2) can provide significant gains (about30%) over the baseline. On the other

hand, when the number of AP’s is large (i.e. the9 AP case), system capacity does not benefit from

dual frequency assignment since most of the traffic goes directly between MN’s and AP’s (i.e. is at

the low-tier). We can observe that the throughput increasesas the low-tier bandwidth increases. All

of these verify our approach of bandwidth allocation based on the average hop count ratio described

before.

The above results show that, in a hierarchical system with realistic MAC and routing protocols,

the throughput of a single-frequency system does not increase linearly with bandwidth due to in-

creased MAC/routing overhead. This motivates another mechanism for scaling ad hoc networks, by

cross-layer adaptation, to reduce protocol overhead whichhas great impact on system scalability.

We will focus on cross-layer adaptation in the next chapter.

Meanwhile, in a dual-frequency system, the highest throughput is obtained when the bandwidth

is allocated according to the relative traffic load carried at two tiers. We have found that this load

ratio can be computed from the average number of hops of the single frequency system as well as

the ratio of local and Internet bound traffic. Since the average hop count of the single frequency

system can be roughly estimated from network size and AP density, this approach (as demonstrated

in Figure 3.11) can be used to allocate bandwidth to two tiersin a general and static way.

However, in a real system, the number of average hop count maybe expected to change with

variations in user density and traffic load. Thus, for more advanced and more accurate approaches,

a hierarchical network with dual radios and separate bandwidth allocation for high and low tiers

will need an adaptive algorithm to estimate parameters and allocate bandwidths accordingly. Spe-

cially, a network could be designed to have dynamic allocation of bandwidth between tiers, with

control of channel allocation according to the resource utilization at different tiers. The algorithm
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could be tied to inter-tier packet rates and relative queue lengths at the radio interfaces inside an

FN. Note that in 802.11 networks, allocation of bandwidth will correspond to approximate parti-

tioning of the channel space between high and low tiers with individual nodes selecting randomly

from the assigned set of channels. Smooth allocation of the right amount of bandwidth to each tier

of a hierarchical mesh network should become possible with future software-defined radios [57].

Additionally, multi-channel mesh, in which dedicated channels are assigned to wireless transmis-

sions to avoid interference and collisions, is another scaling approach. With Orthogonal Frequency

Division Multiplexing (OFDM) [58], variable bandwidth could provide enough sub-carriers for all

the nodes in an ad hoc network to transmit in a non-interfering matter. We will propose a simple

distributed channel assignment scheme based on two-hop edge coloring in Appendix B, that may

be of independent interest.

3.5 Conclusions

In this chapter, we have investigated the scaling properties and system design principles for a hierar-

chical hybrid network via simulations with realistic MAC and routing protocols. The performance

of an example three-tier 802.11-based network is evaluatedand significant improvements in per-

formance and system throughput relative to flat ad hoc networks are demonstrated. We have also

studied the impact of the relative densities of AP’s, FN’s, and MN’s as well as the traffic pattern

on the achievable throughput and compared our results with the analysis. The simulation results

demonstrate a well-defined saturation effect as the densityof AP’s is increased relative to a fixed

density of FN’s, thus leading to simple guidelines for determining the number of nodes at each tier

of the hierarchy. Additionally, we have investigated the impact of the relative channel bandwidth

allocated to two tiers on the achievable throughput of the dual-frequency hierarchical system. The

results verify that dedicated allocation of frequency bands to each tier of the network can further
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improve throughput provided that the bandwidth of high and low tiers is allocated according to the

relative traffic load carried at two tiers.

Our experimental study has given results in confirmation with our analysis in Chapter 2, and

shown that protocol overhead has great impact on system’s scaling behavior. Our simulation results

demonstrated that system throughput can be scaled by using the right proportions of FN’s and AP’s,

making it possible to design high-capacity, low-cost mesh networks with a moderate number of

radio FN’s and only a few wired AP’s.
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Chapter 4

Scaling via Cross-Layer Adaptive Routing

This chapter investigates cross-layer adaptive routing asanother mechanism to improve the system

performance and scaling properties of ad hoc wireless networks. We propose an adaptive routing

framework which allows introduction of adjustable parameters and programmable routing modules.

In this framework, routing metric, routing algorithm parameters, and/or protocol selection can be

controlled in response to observed performance and external service needs, and a global distributed

policy manager is responsible for the adaptive operations at the nodes of the network.

The proposed architecture can support two types of adaptivemechanisms: the first involves

switched selection between a set of routing protocols options or metrics, and the second is based

on an integrated routing algorithm which incorporates adaptation of key network state parameters

such as link speed or congestion. As integrated adaptive routing algorithms have the advantages of

reduced adaptation overhead and flexibility, we further investigate this kind of algorithm, taking a

cross-layer routing metric as an example.

The cross-layer routing metric is also motivated by the factthat cross-layer adaptation facilitates

global optimization across different layers, and reduces protocol overhead which has strong impact

on ad hoc network system scalability. The proposed PARMA (Phy/mac Aware Routing Metric for

Ad hoc networks) routing metric incorporates state variables including physical layer link speed

and MAC congestion. The PARMA routing metric is implementedwith a proactive ad hoc routing

protocol in thens-2 simulator. The simulation results show that PARMA helps increase network
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throughput and reduce network congestion by selecting paths with high bit-rate links while avoiding

areas of MAC congestion.

4.1 Policy-Based Adaptive Routing Framework

4.1.1 Introduction

In mobile ad hoc networks (MANET’s), the topology may changefrequently and unpredictably due

to node movement and fluctuating wireless link quality. These characteristics make the develop-

ment of dynamic routing protocols with good bandwidth and power efficiency an important design

challenge. While there are many results on specific classes of ad hoc routing protocols such as DSR,

DSDV, AODV, or Temporally-Ordered Routing Algorithm (TORA) [59], no single routing protocol

performs well in a complex real-world environment. For example, previous work [60] shows that

DSDV, as a proactive routing protocol, is preferable for latency-sensitive traffic; but DSR, as an

on-demand routing protocol, outperforms DSDV in high mobility environment.

The above considerations motivate the use of adaptive routing for ad hoc networks such that

routing can dynamically adapt to changing network topologyand external service needs. One ap-

proach is to combine proactive and reactive strategies. Forexample, the Sharp Hybrid Adaptive

Routing Protocol (SHARP) [61] is a hybrid routing protocol that automatically finds the balance

point between proactive dissemination and reactive discovery of routing information such that it

can dynamically adapt to changing network characteristicsand traffic behavior. Also a strategy

presented in [62] dynamically combines table-driven and on-demand routing and is adaptive to

node mobility. Tuning routing algorithm parameters can also help achieve adaptive behavior. The

adaptive zone routing protocol (AZRP) [63] is an example which uses variable zone radius and

controllable route update interval. Some channel adaptiverouting schemes suggest choosing routes

with high date rates [23,64].
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Figure 4.1: (a) Adaptive routing framework. (b) Distributed global policy manager.

Most prior work on ad hoc routing is specific to a certain routing protocol or approach. In this

work, we focus on system design and propose a unified adaptiverouting framework, in which vari-

ous adaptive mechanisms can be deployed. We also investigate the use of adaptive routing policies

in ad hoc networks to achieve improved routing performance over conventional methods. Example

adaptive algorithms, in particular a cross-layer adaptiverouting metric and its implementation and

performance, are presented.

4.1.2 Adaptive Routing Framework

The architecture of the adaptive routing framework is shownin Figure 4.1(a). The architecture

implements self-adaptation by a control loop, which collects the information about routing states

from the system, makes decisions, and adjusts the system as necessary. The control loop consists

of two parts: the controlling part and the controlled part. The Global Policy Manager (GPM) is the

controlling part, which implements particular adaptationoperations such as selecting the routing

module, tuning the routing algorithm parameters, and adjusting the routing metric variables. The

routing modules and routing metrics are the controlled elements.

Several routing modules are available in the framework. Therouting module which would
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produce the best desired performance is selected by the GPM.The parameters of the selected routing

module can also be tuned by the GPM. According to service requirements and traffic behavior, the

GPM decides a routing metric and its variables.

In order to achieve global optimization, the GPM, when making decisions, needs not only local

information but also information from other nodes of the network. The control information, includ-

ing state variables and management information, is disseminated through the network. Thus the

GPM entities of all the nodes in the network construct a distributed system and perform the global

controlling functionalities, instead of being isolated, as shown in Figure 4.1(b).

4.1.3 Global Policy Manager (GPM)

Achieving global optimization in a distributed system is a complicated goal, especially when the

system conditions are under changes. As shown in Figure 4.2,in the GPM of each node, the con-

troller monitors local behavior (e.g. channel utilizationaround the node), interacts with information

from other nodes (via control messages), analyzes data based on routing policies, and decides con-

trol actions. Control instructions produced by the controller are sent to the controlled elements to

complete adaptation functions.
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The control information needed to form the global information could be sent either explicitly

or implicitly. If it is sent explicitly, extra control messages are necessary. If a consensus protocol

is used to achieve consensus over all the nodes in the networkon how to adjust their settings to

globally adapt to the network conditions, it can provide a way to transfer control information. If

the control information is sent implicitly, it can be piggybacked on the existing routing messages to

reduce adaptation overhead.

Routing Policy

A routing policy specifies the criteria that the GPM uses to accomplish a particular adaptation oper-

ation, designed as an algorithm to analyze data (e.g. routing state variables and service needs) and

produce control processes.

Routing State Variable

The routing state variables can be categorized as follows:

• Traffic behaviorwhich is dynamically changed and can be described by wireless medium

access delay and/or packet dropped rate. Medium access delay (or channel busy degree) can

be estimated by measuring the occupancy of the channel [23].Packet dropped rate is the

fraction of packets dropped due to full queues at nodes.

• Link characteristicswhich can be represented by link quality and link data rate. Link quality

can be measured as the expected number of transmissions using probes [65]. Link data rate

can be obtained from the link layer [23].

• Mobility metricswhich evaluate the relative difficulty of routing due to mobility in ad hoc

networks and is related to many factors such as the mobility pattern, movement speed, and
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thus is not easy to evaluate. The example mobility metrics areGeometric Mobility Metricand

Minimal Route-change Metric[66].

• Service needswhich can be obtained from the application profile, for example, latency-

sensitive and/or burst traffic.

• Other known network conditionswhich could be network size, stationary or moving nodes,

power sensitive requirement etc.

When the state variables are from layers other than the network layer, cross-layer adaptation can

be supported by the routing framework.

4.1.4 Adaptive Mechanisms

Corresponding to different controlled elements, the proposed architecture can support three adap-

tive mechanisms: (1) selecting routing module; (2) tuning routing algorithm parameters; and (3)

adjusting routing metric. These mechanisms are based on specified adaptive routing policies, and

can be used either individually or together with any others.In this section, after describing each

mechanism, we review some existing adaptive techniques anddiscuss how they can be supported

by the proposed adaptive routing framework.

Selecting Routing Module

When the routing service is initialized, the routing moduleis selected by the GPM according to

the application requirements (e.g. latency sensitive or real-time service) and the observed network

conditions. The routing module may be re-selected accordingly if the environmental conditions are

changed during run time; this is dynamic selection. In orderto accomplish routing module selection,

an additional distributed mechanism is required to reach a consensus.
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Switching routing module requires resetting and reconfiguring the routing service and may cause

service discontinuity, so it is preferred for long-time changes. Another approach is to use a hybrid

routing protocol combining several routing strategies into one protocol and dynamically balancing

the tradeoff among these parameters corresponding to the environment. The SHARP protocol is

such an example [61].

Tuning Routing Algorithm Parameters

Tuning of key routing algorithm parameters is another step towards designing an adaptive system.

When the optimal values of the parameters are related to the network conditions under changes

such as node movement speeds, it is preferred that these parameters can be dynamically adjusted

accordingly, rather than fixed to the predetermined values.

An example parameter is thecache timeoutof DSR [67]. In DSR, the routing information

stored in the cache can be used to avoid route rediscovery foreach individual packet. However, it

may be out-of-date information. To overcome this potentialdrawback, each link in the cache has

a timeout associated with it, to allow that link to be deletedif not used within this timeout. The

simulation studies in [66] show that this timeout value is closely related to the performance metrics,

and depends on complex factors including the mobility scenario, the node movement speed, the

contents of the cache, and the routing protocol’s reaction on it. Taken these factors as the state

variables, the cache timeout parameter can be adjusted in the proposed routing framework according

to the routing policy which is designed as a cache timeout algorithm.

Adjusting Routing Metric

The routing metric consists of path selection criteria . Theminimum hop routing metric, which is a

carry-over from the wired network, might not be suitable in wireless environments when bandwidth,

medium congestion or power usage are concerned. In wirelessnetworks, different routing metrics
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can be used to trade off among system performance metrics such as throughput, latency, and power.

For example, when power is considered, the energy cost [68] can be used as the link metric to

reduce power consumption at nodes by trading off against thethroughput. Therefore, according to

the requirement of power, the GPM can decide the routing metric for the routing module to be used.

The routing metric can also be switched between available metrics when service needs change.

Like re-selecting the routing module, the metric switch requires explicit control messages to reach

consensus and may cause service discontinuity. Adaptive routing metrics represent a different ap-

proach, which can provide adaptive features via routing metric variables that adjust to the dynam-

ically changing environment and traffic load. In particular, cross-layer adaptive routing metrics

incorporate parameters which reflect the observed network state changes (e.g. the link speed and

MAC congestion) such that the routes which would produce thebest system performance are cho-

sen.

4.1.5 Example Algorithms

According to the implementation of adaptation operations,the adaptive mechanisms can be classi-

fied into two types: one is switching between available routing modules or routing metrics, and the

other is implementing an integrated adaptive algorithm to control a particular routing element, such

as a routing metric or a routing algorithm parameter. For each of these two types, we give examples

of routing policies and adaptive algorithms that can be deployed in the routing framework.

Switching Routing Module

As an on-demand routing protocol, TORA can quickly create and maintain loop-free multipath

routing for packets, while reducing routing overhead [59].However, it is shown in [60] that TORA

would fail to converge because of congestion collapse when the number of communication pairs
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Table 4.1: Algorithm for switching routing module

1 Checkchannel busy degreeρ during run time
2 if ρ ≥ 0.6 && TORA then
3 Trigger the Consensus Protocol for switching to DSDV
4 else ifρ ≤ 0.4 && DSDV then
5 Trigger the Consensus Protocol for switching to TORA

increases, while DSDV has approximately consistent performance regardless of the number of com-

munication pairs. Based on these characteristics, we couldswitch the routing protocol from TORA

to DSDV when the number of communication pairs increases. Weassume that the offered traffic

load at each source node does not change over time, then MAC congestion can be used as a measure

as the increased number of communication pairs.

In particular, the channel utilization factor (orchannel busy degree, refer to Section 4.2.3),ρ,

is used as the state variable, and can be estimated at each node by sensing the occupancy of the

channel. In Section 4.2.3, Figure 4.7 shows that the networkbegins to saturate when the channel

busy degree approaches0.6. Since switching routing module is worth the overhead it brings only

when the change is long-term, we need to observe the channel busy degree for some period of time.

When we measureρ ≥ 0.6 for some period of time, the routing module is switched to DSDV;

whenρ ≤ 0.4, it switches back to TORA. Based on this policy, the adaptivealgorithm is given in

Table 4.1, which can be used to trigger a transition from one protocol to another.

Integrated Routing Metric

Integrated adaptive algorithms provide an approach in which the controlled and controlling parts

of the self-adaptation function are implemented together in a distributed algorithm. The control

information including time-varying state variables can bepropagated over the network by routing
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messages, and each node makes decision based on its local information without a consensus proto-

col. Therefore, the integrated adaptive algorithms are practically flexible to implement with reduced

adaptation overhead and do not involve service interruptions.

Integrated adaptive algorithms could be adaptive routing protocols (e.g. SHARP), adaptive rout-

ing parameters (e.g. the cache timeout of DSR) or adaptive routing metrics (e.g. PARMA). We will

focus on the PARMA routing metric as a cross-layer adaptive algorithm that could be applied to the

routing framework.

4.2 PARMA: A PHY/MAC Aware Routing Metric for Ad Hoc Wireless Networks

with Multi-Rate Radios

4.2.1 Introduction

Most conventional ad hoc routing protocols, including DSDV, AODV, and DSR, use the minimum

hop (MH) as the metric to make routing decisions. This is primarily a carry-over from wired net-

works where the transmission rate of a link does not dynamically change and the link rate is inde-

pendent of the physical transmission range. However, in case of wireless networks, the MH metric

tends to choose paths with fewer hops. And each hop in paths chosen by MH will tend to have

a longer physical span and also be associated with a lower bitrate than an alternative path with

more hops. In order to take advantage of the wireless multi-rate capability and make better use of

available network capacity, it is clear that transmission rate needs to be incorporated into the routing

metric.

In addition to the transmission rate, we observe that it is also possible to provide an awareness

of congestion at each node in order to avoid bottleneck regions with high link utilizations. The

wireless link is usually shared with other links in the same neighborhood, while in a wired network,

links operate independently of each other and channel access on one link has no effect on any of the



78

adjacent links. Thus, it makes sense to devise metrics that account for both congestion and rate in a

combined manner. For example, a link may provide for a high transmission rate, but could appear

congested because neighboring links have a high link utilization. Thus, if we account for only the

link rate, this link would show up as a “good” link but when combined with a congestion metric, it

may turn out to be just the reverse, which is a more accurate reflection of the PHY/MAC layer.

The above considerations motivate cross-layer adaptationfor better scaling, which is based on

a PHY/MAC aware routing metric and optimizes PHY, MAC, and routing jointly. In particular, this

integrated PHY/MAC aware routing metric is related to both the PHY bit-rate and MAC congestion

information. Taking DSDV as the routing protocol baseline,we study the distance vector routing

behavior under a multi-rate PHY, and with the PARMA metric. The problem is studied in detail

with anns-2 simulation model [52].

Related Work

A routing algorithm incorporating multi-rate PHY is investigated in [69], which proposes the Medium

Time Metric (MTM) to find paths such that the total transmission time is minimized. MTM is

a static solution which only handles the multi-rate capability and leaves out the wireless medium

access contention factor. A “full interference” assumption is used in its theoretical model.

De Coutoet al.observe that using the shortest path would result in poor throughput [70]. They

propose the expected transmission count metric (ETX) to incorporate the effects of link loss ratios

[71]. ETX introduces extra routing overhead of the dedicated link probe packets to measure the

delivery ratio. Also ETX is independent of network load and does not attempt to route around

congested links.

Incorporating both the link loss rate and the link speed, theExpected Transmission Time (ETT)

is used as the weight associated to each link [72]. The individual link weights are combined into a
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Figure 4.3: PHY and MAC information incorporated in cross-layer routing metric.

path metric called Weighted Cumulative ETT (WCETT) that explicitly accounts for the interference

among links that use the same channel which tends to choose channel-diverse paths. The WCETT

metric is proposed for multi-radio multi-hop wireless networks with stationary nodes, aiming to

provide high-throughput pathes for packet transfer.

The airtime link metric is specified in the IEEE 802.11s draft[6]. Note that after taken away the

constant factors such as the channel access overhead, the protocol overhead, and the packet size of

test frame, this metric leaves the link bit rate and the link error rate. Therefore, it is in fact equivalent

to ETT.

In [73], a path weight function, called Metric of Interference and Channel-switching (MIC),

is proposed to provide interference-aware and multi-channel/multi-radio aware load balancing for

mesh networks. In [74], the MAC layer utilization, which is averaged over a10-second period, is

used to adjust the behavior rather than metric of routing protocols.

The state variables collected from the PHY and MAC layers which can be incorporated into

the adaptive routing metric are demonstrated in Figure 4.3.In this work, we incorporate both the

PHY link speed and the MAC congestion, where the latter is notconsidered in any of the cross-

layer routing metrics discussed in this section. The channel access delay is estimated via short-term

measurements, and used to avoid the busy area without higherlayer congestion avoidance schemes.
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4.2.2 Rate-Adaptive PHY

The widely used IEEE 802.11x standard uses adaptive selection of physical layer bit rate as a func-

tion of observed channel quality. 802.11b radios can choosedifferent physical rate (1, 2, 5.5, 11

Mbps) while 802.11a/g radios select between6, 9, 12, 18, 24, 36, 48, or 54 Mbps as the physi-

cal channel rate. This automatic PHY bit-rate adaptation feature is considered to be useful in most

systems because it permits end-users to take advantage of good-quality short-range links when avail-

able. When such multi-rate radios are used to build ad hoc networks, the network topology and link

speed change more dynamically than in radio networks with a single mode radio with fixed bit rate

and range.

Figure 4.4 depicts the way in which an 802.11b radio device experiences different bit rates when

connecting to its neighbors at various distances. As shown in the figure, if a node wants to use rate

11 Mbps, only nodes in the inner-most circle can decode its frame correctly with sufficient Signal-

to-Noise Ratio (SNR). However, if it chooses to use the lower1 Mbps rate, the transmission range

would be much larger. The outer-most circle indicates the threshold of carrier sense in 802.11 MAC.

If there is a radio outside this circle, then the signal levelof this radio’s transmission received at the

central node is not large enough so that the central node would sense the channel as “idle”. Note

that in the above description, a two-ray path loss channel model [75] is assumed and the received

signal strength is simply compared to a series of fixed thresholds.

Networks may benefit from connections with multiple short-range, high-speed links relative to

a single low bit-rate hop that spans a longer distance. In Figure 4.5,10 stationary nodes are placed

in a straight line. Assume each node can reach its immediate neighbor with a fast11 Mbps link but

can only reach the node next to the immediate neighbor with a1 Mbps link. Therefore, for packet

transfer from node3 to node7, node3 can either choose a4-hop route3-4-5-6-7 with 11 Mbps rate

used for each hop, or a2-hop route3-5-7 with 1 Mbps each hop. This diversity of route selection will
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Figure 4.5: Chain topology and different links.

not occur in single-rate networks. With the simulation in Section 4.2.5, it will be demonstrated that

short high-speed links are actually better than long-rangeslow links under certain circumstances.

Auto Multi-Rate Mechanisms

The IEEE 802.11 standard does not specify how to choose PHY rate based on varying channel

conditions, leaving this as an implementation detail. Previous studies have proposed some schemes

to select rate adaptively. For instance, with the Auto Rate Feedback (ARF) scheme [30], a node

simply steps up to a new rate whenever10 consecutive transmissions succeed or no failure occurs

during a time interval, and steps down to a lower rate if one ormore ACK’s are missing. But the

ARF scheme only works when a sender communicates with one single receiver. Otherwise, the ARF

fallback would make wrong judgments of rates to different receivers. The Receiver Based Auto Rate

(RBAR) scheme is proposed to solve this problem [31]. Basically, a node first uses the lowest rate

to send an RTS frame to a receiver. Based on the measured signal strength, the receiver chooses
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an appropriate rate for the sender and piggybacks this information to the sender in a CTS frame.

Then the sender sends the DATA frame with the selected bit-rate. The RBAR scheme overcomes

the problem of ARF, but requires an RTS/CTS exchange before every DATA transmission.

When constructing an ad hoc network with muti-rate 802.11x or other similar radios, PHY

rate-adaptation can be applied on a packet-by-packet basisfor each communicating neighbor. This

can be implemented with a table at the MAC layer for recordingthe selected physical rate to each

neighbor, and the rate is based on the SNR measurements of thereceived packets. For each outgoing

packet, the device driver looks up the table for the next hop and obtains a suitable rate for it. Note

that continuous transmissions are required for maintaining up-to-date SNR measurements in the

rate-neighbor table. For the purpose of our research, we usethis SNR-based auto-rate scheme and

implement it in thens-2 model.

4.2.3 MAC Channel Congestion

The MAC channel congestion can be measured by the channel access delay. The channel access

delay correlates to the traffic at the MAC layer taking into account both the locally offered traffic

and that forwarded by neighboring nodes. Because the wireless medium is shared, whether a packet

can access the channel immediately is determined by not onlythe states of the two end nodes of the

link, but also the states of all neighboring nodes.

To measure this effect, a “virtual access delay” estimationbased on physical layer information

is introduced. In order to avoid unnecessary overhead introduced by periodic probes, we propose a

passive estimation method. Every node records every channel event (i.e. transmission) sensed from

the physical channel and makes an estimation of the “expected delay if a packet has to be sent”.

Suppose an M/M/1 queuing system [27] with the common channel as the server, where packets

arrive from the nodes in the neighborhood of the channel to obtain service (i.e. access the channel
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Figure 4.6: A14 by 11 grid with a3-hop flow.

and get transmitted). According to the results of queueing theory, the average waiting time in queue,

i.e., thechannel access delay, is given by

TW = TS
ρ

1 − ρ
, (4.1)

whereρ represents the utilization factor of server (i.e. thechannel busy degree), andTS is the service

time for the channel event, corresponding to the packet transmission time. Each node can estimate

ρ by sensing the occupancy of the channel. The estimatedTW is given to the routing protocol for

use in the routing metric.

To evaluate the above channel access delay estimation method, we use a grid topology having

154 nodes with spacing of350 meters between adjacent nodes, as shown in Figure 4.6. The carrier

sense range is1783 meters (slightly greater than a distance of5 nodes). We have a3-hop constant

bit rate (CBR) flow running in the center of the grid. The bit rate used for each hop is11 Mbps, and

the corresponding transmission range is399 meters. The channel busy degreeρ when simulated

with saturated load is shown in Figure 4.7. Obviously, the congested area is much larger than the

specific region through which the flow passes in this example.Nodes with highest busy degrees

actually lose the ability to support any flows further. Note that the maximum channel busy degree

shown in the figure is only around0.77.
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Figure 4.7: Channel busy degree across the grid.

We also plot the channel access delay, estimated at one specific node (shown as the square-

shaped node around the center of Figure 4.6), as a function ofthe offered load. Figure 4.8 shows

that the estimated access delay increases monotonically when the offered load is increased. However

when the network is congested, the access delay estimate does not increase any further but holds

at a steady level. This is because that queuing effects cannot be monitored by the physical layer.

Although the queuing delay will increase dramatically if the congestion is not eased, it cannot be

estimated from the channel access delay alone. We also compare the access delay estimates with

the corresponding measurements and find that the estimates are very close to the measurements1.

All these verify that the channel access delay obtained by the above estimation method represents

the expected waiting time for a packet to get transmitted at the MAC layer, and thus can be used as

a state variable from the MAC layer.

1A minor difference is that the access delay estimate is usually smaller than the actual measurements. There are some
additional delays introduced by the IEEE 802.11 MAC, such asSIFS, DIFS, and backoff intervals. As those delays cannot
be monitored, the delay estimate is expected to be an underestimate using the proposed method.
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Figure 4.8: Channel access delay estimated at the square-shaped node in the grid.

4.2.4 PHY/MAC Aware Route Selection

Routing Metric

Previous work has showed that in an ad hoc wireless network, minimizing the number of hops would

choose routes with a small number of links with relatively long physical span and hence lower bit-

rate and worse link quality in terms of packet error rate [69,70]. This motivates investigation of

routing metrics which take into account the PHY layer bit-rate and other MAC layer information.

We propose a routing metric which aims to optimize the packetend-to-end delay. The end-to-

end delay of a packet of sizeLpkt transversing a pathpi is calculated as

Delay pi
=

∑

∀links∈pi

(Ttransmit + Taccess + Tqueuing), (4.2)

whereTtransmit denotes the packet transmission time in the link,Taccess the medium access time

spent by the packet getting access to the link, andTqueuing the queuing time required for the packet

waiting before trying to access the channel.

The packet transmission time can be calculated as

Ttransmit = Ntransmit ×
Lpkt

Rs
, (4.3)

whereRs is the link speed, which would be one of the rates the multi-rate devices provide, and

Ntransmit is the number of transmissions, including retransmissions, needed for the packet to be
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received correctly. When the link quality is poor, packet retransmissions will be carried out by the

MAC protocol. With adaptive multi-rate PHY, around 90% of packets get transmitted successfully

in the first attempt [76]. HenceNtransmit can be set to 1 as an approximation.

The medium access time,Taccess, is used to indicate the medium busy level around the sending

node of the link. When the medium is busy, it takes a relatively long time for a packet to get

the chance to transmit. Incorporating the medium access time to the routing metric, the routing

algorithm can choose a route with light traffic load in addition to high speed links, thus spread the

traffic over the network to achieve load balance, avoid congestion, and increase effective bandwidth.

Note thatTW , the access delay estimated by the MAC layer, can not be directly used asTaccess. This

will be discussed later in Section 4.2.4.

A large access delay reflects a growing interface queue length when the network is congested.

When a system below saturation is considered,Tqueuing can be omitted2.

With the above assumptions and simplifications, the routingmetric computation can be summa-

rized as

Delay pi
=

∑

∀links∈pi

(

Lpkt

Rs
+ Taccess

)

. (4.4)

It is clear that this routing metric is both PHY rate-aware and MAC load-aware. In the follow-

ing, we study this kind of routing metric, in conjunction with the class of distance vector routing

algorithms, taking DSDV as a specific example. Our study alsoreveals potential problems in the

cross-layer design of ad hoc wireless networks.

Implementation

Our rationale for choosing DSDV as the routing protocol to study the proposed PHY/MAC aware

routing metric is as follows. The periodic routing updates in distance vector protocols can exchange

2Through the experiments we verify that the route selection is not affected if the queuing delay is taken into account
in the routing metric.
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PHY/MAC information via the metric, so that the dynamic network conditions can be known over

the network in a timely fashion. Thus packets can switch their routes whenever better routes are

available. For on-demand routing protocols, extra controlmessages have to be added in order to

initiate route discovery procedures to find a better route before the current one is broken. Moreover,

with distance vector routing, the SNR-based auto-rate scheme is facilitated by adjusting the physical

rates stored in the rate-neighbor table at the MAC layer according to the current SNR measurements

of the received periodic updates. The channel busy degree can also be measured through contin-

uously transmitting DSDV control messages, if necessary. With the above implementation, extra

routing overhead, for instance, that introduced by using probe packets to make measurements [71],

is minimized.

(1) DSDV Operation

DSDV uses a sequence number (SN) which is originated by the destination to indicate the freshness

of the routing information and prevent routing loops. In addition, each entry in the routing table is

associated with the weighted average settling time, which is the length of time between the arrivals

of the first route and the best route to a particular destination with the same SN. Since the routing in-

formation broadcasts are asynchronous, some fluctuation ofrouting updates can occur. To solve this

problem, and also reduce the number of rebroadcasts, advertisement of routes is delayed until the

route has stabilized, i.e., twice the average settling timehas passed since the first route is received.

With these two techniques implemented, the best routes are easy to achieve when the MH metric

is used. But problems arise when the best route is not the shortest one. This is because, in DSDV,

the time for a route from the destination to reach the other end depends on the settling time at each

intermediate node in the path. The more the number of hops transversed, the greater the total settling

time required. If the best route is not the shortest one, it islikely to arrive late, and even worse, it

may arrive later than some routes with a new sequence number.Without the correct settling time, it
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is difficult to get the best routes.

(2) Enhancement to Achieve Correct Settling Times

As discussed before, DSDV uses the delay-advertisement approach. Another approach, called the

delay-use, is proposed in [71]. In the delay-use approach, two routing tables are used at each node.

A route is not used until it is allowed to be advertised. Before the route can be used and advertised,

if there is a route to the same destination with the new sequence number arrived, the old route is

moved to the second table and the new route is stored in the current table. We use this modification

in our implementation. However, still, the correct settling time for each entry of the routing tables

is critical for both the delay-advertisement and the delay-use approaches.

We propose an approach to quickly adjust and achieve the correct settling time. In our approach,

the received routes with the last old sequence number are handled instead of being ignored as in the

current protocol. This avoids missing the best route when itarrives later than the first route of the

next new sequence number. In particular, a route with the last old sequence number is chosen if it has

a better metric than the one stored in the second table. Meanwhile, the average settling time of the

route to the same destination in the current table is updatedaccordingly. With this enhancement, the

settling time converges quickly and the best routes can be guaranteed before twice the settling time

has passed. Our simulations show that99% of the routes are the best ones with this enhancement,

while only one third are the best without this enhancement.

We note that the enhanced DSDV with two routing tables works well in small and medium

networks. When the network becomes large and the variationsof different route arrival times in-

crease, the overlap between routes to the same destination but with different sequence numbers will

increase. More routing tables are required to store the routing states and prevent missing the best

routes. In this sense, DSDV suffers from a scalability limitation when used with PHY/MAC aware

metrics.



89

0 τ
T

W
T

ac
ce

ss

Figure 4.9: A non-linear mapping fromTW to Taccess.

(3) Enhancement to Smooth Link Layer Changes

Because of the contention access nature of 802.11 MAC, the channel access delay is a random vari-

able. In order to accurately reflect the channel busy degree,a smoothing window is used to get the

average value over a time duration. Additionally, observing the non-linear behavior in Figure 4.8,

we propose a non-linear mapping between the estimatedTW andTaccess in the routing metric. In

particular, a time thresholdτ is defined according to the network condition. If the averaged access

delay estimate is less thanτ , it is used directly forTaccess; if it is greater thanτ , it is enlarged (e.g.,

ten times of its value) and then used forTaccess. If τ is chosen appropriately, the area with high busy

degree can be prevented from being chosen to support more traffic and congested. Figure 4.9 plots

an example of non-linear continuous mapping fromTW to Taccess, where the gradient is1 before

the threshold and is10 after the threshold.

Moreover, due to the different time scales of the network andPHY/MAC layer variations, we

must be careful not to degrade routing performance when incorporating the PHY/MAC aware rout-

ing metric. Note that if routing updates are too frequent, routing overhead is large and even worse,

route convergence might be hard to achieve; but if routing updates are too slow, route exchanges
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might not trace link changes. We propose that only significant changes, such as a delay having20%

increase, trigger routing updates; non-significant changes are advertised by periodic updates. Thus,

the number of triggered updates are reduced while significant link changes can be advertised over

the network. Such a cautious approach is required for this type of cross-layer design [42] in order

to balance factors such as settling time, overhead, and routing performance.

4.2.5 Simulation Results

The system performance with the proposed PARMA metric is compared with the MH and MTM

[69] metrics using thens-2 network simulator [52]. The performance is evaluated in terms of system

throughput, packet delivery ratio, and average end-to-enddelay.

Simulation Parameters

In our simulations with DSDV, the time period between two consecutive periodic updates is15

seconds, the minimum time between two consecutive triggered updates is1 second. An update must

be heard from each neighbor in every45 seconds, otherwise the neighbor is regarded as unreachable.

Our simulation study considers constant bit rate (CBR) as the traffic generation model [52].

Packets have a constant size of512 bytes and are sent at a deterministic rate. The sending rate is

varied as an input parameter to gradually increase the offered load to the network.

Multi-rate 802.11b is used with four rates:1, 2, 5.5, and11 Mbps. The transmission power

is fixed at15 dbm. RTS/CTS is disabled3. ACK’s are transmitted using the basic rate of1 Mbps.

The receiver thresholds and the corresponding effective distances are shown in Table 4.2, which are

obtained by using the two-ray ground reflection propagationmodel [52].

3The experiment results with RTS/CTS enabled are similar to those with RTS/CTS disabled, though with slightly
lower improvements. This is because the basic rate is used for sending the RTS and CTS frames, and this would increase
the MAC overhead, especially for high rate links.
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Table 4.2: Receiver thresholds and distances of multi-rateradio

Receiver threshold Distance
Carrier sense −108 dBm 1783 meters
1 Mbps rate −94 dBm 796 meters
2 Mbps rate −91 dBm 669 meters

5.5 Mbps rate −87 dBm 532 meters
11 Mbps rate −82 dBm 399 meters
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Figure 4.10: Throughput vs. offered load. Scenario I.

Scenario I: Chain Topology

First we try a simple topology with10 stationary nodes placed in a straight line with a distance of

350 meters between the neighboring nodes, as shown in Figure 4.5. In this linear scenario, a short

link with distance of350 meters can provide11 Mbps data rate, while a longer link with distance

of 700 meters only gives1 Mbps. There is one flow, originated from one node to the destination

which is1400 meters away. As observed, the MH metric tends to choose the shortest path with two

1 Mbps links, and the PARMA metric chooses the route with four11 Mbps links. The simulation

results are shown in Figure 4.10 and Figure 4.11.

The results show that in the chain topology, system performance improves with the PARMA

metric. In this scenario, there is a significant factor of2.5 times improvement in system throughput.

Also, the packet delivery ratio and the average end-to-end delay are improved. In this scenario with
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Figure 4.11: Simulation results of Scenario I. (a) Packet delivery ratio. (b) End-to-end delay.

one traffic flow, the PARMA metric has the same behavior as the MTM metric.

Scenario II: Grid Topology

A 6 by 7 regular grid topology is used as the second evaluation scenario. The distances between

neighboring nodes in both the horizontal and vertical directions are350 meters. There are three

possible rates in the topology:1, 5.5, and11 Mbps. All nodes are stationary. There are two traffic

flows in the network: flow1 is from node2 to node3, and flow2 is from node30 to node35, as

shown in Figure 4.12.

We choose flow1 to start transmitting packets earlier than flow2. The traffic generation rate of

flow 1 is fixed to be around3 Mbps in order to keep the medium around flow1 busy enough such

that the congestion can occur when flow2 is added; and the traffic generation rate of flow2 is varied

as the input parameter to gradually increase the offered load. As shown in Figure 4.12, node2 and

node32 are in the carrier sense range of each other, so there is interference between these two flows

if flow 2 takes a route including the link from node32 to 33. Then flow1 and flow2 will compete

for the medium when both have started. If flow1 is close to saturation and there is a congested area

around it, an ideal routing protocol will guide flow2 to go around this congested area and achieve
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Figure 4.12: Grid topology and two flows.

load balancing that prevents the whole system from becomingcongested.

We study how the system handles interfered flows and avoids the congested area when us-

ing three routing metrics: MH, MTM, and PARMA. Figure 4.13 shows how the total throughput

changes with time. In each run, flow1 and flow2 start at50 second and150 second respectively

after the simulation starts. Figure 4.13(a) and (b) imply that broken links exist for MH and MTM

due to interference, which results in packet drops. Figure 4.13(c) shows that with PARMA there

are metric changes when flow2 starts transmissions. After some period of settling, a new route

which avoids interference from flow1 has been used (an alternative route is shown in Figure 4.12)

and thereafter the system throughput starts to go up. Figure4.13(c) thus reflects the efficacy of our

algorithm under dynamic traffic conditions.

Figure 4.14 gives the throughput achieved using different routing metrics. The x-axis indi-

cates the offered load of flow2. We observe that using the MTM metric, system throughput drops

when the offered load is increased to550 Kbps. System throughput also drops for the MH met-

ric. However, the throughput curve of the PARMA metric keepsincreasing slowly, and is expected

to increase until the system becomes excessively congested. For flow 2, MH switches among the
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Figure 4.13: Total throughput vs. time.

possible3-hop routes, and MTM always chooses the5-hop horizontal path from node30 to 35. If

there is no interference, PARMA will work like MTM. But due tothe potential interference between

these two flows if flow2 takes any horizontal path, PARMA guides flow2 to avoid the congested

area, using routes with more hops or low rate links. Figure 4.14 also shows that the throughput of

flow 2 using the PARMA metric is lower than using the MTM metric, since low rate links are used

with PARMA.

The simulation results also show that PARMA can achieve the end-to-end delay comparable to
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Figure 4.14: System throughput vs. offered load.

MTM. But when the system is close to saturation, PARMA has slightly larger delay. This is because

PARMA helps improve the packet delivery ratio thus some packets finally arrive at their destinations

but with longer latency than the average value (i.e. more hops are used).

4.3 Conclusions

In this chapter, we have investigated adaptive routing as another type of scaling mechanism for ad

hoc networks. In particular, we have proposed an adaptive routing framework which is controlled

by a global distributed policy manager. Control information can be disseminated over the network

by flooding of control messages, or piggybacking on routing messages. While switching of routing

protocols and routing metrics results in extra overhead andservice discontinuity, introducing an in-

tegrated adaptive algorithm to a particular routing element such as routing metric is a more practical

alternative which can be implemented more easily with smaller overhead. By taking the PHY/MAC

information as state variables, the proposed framework cansupport cross-layer mechanisms includ-

ing those based on integrated routing metrics.

Next, we have studied a specific PHY/MAC aware routing metricworking with distance vector
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routing protocols such as DSDV. In order to make DSDV work well with the PHY/MAC aware rout-

ing metric, we have proposed specific enhancements to the routing protocol. In addition, smoothing

techniques for the link portion of the proposed metric are introduced to adjust the different change

variations between the PHY/MAC layer and the network layer and also to improve route conver-

gence. Our simulation results show that with both the PHY rate and the MAC occupancy level taken

into account in the routing metric, packets can choose high rate links while avoiding congested areas

in the network.
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Chapter 5

Conclusions and Future Directions

In this dissertation, we have investigated mechanisms for improving the system performance and

scalability of multi-hop wireless networks. We have studied some issues related to the system

architecture, protocol design, and performance evaluation of multi-hop wireless networks.

We have introduced the concept of a multi-tier hierarchicalhybrid wireless network, and then

developed a general analytical model for the asymptotic throughput capacity and scaling properties

of the proposed network. It has been proved that, in a three-tier hierarchical network withnA access

points,nF forwarding nodes, andnM mobile nodes, low-tier throughput capacity increases linearly

with nF , and high-tier throughput capacity increases linearly with nA whennA = Ω(
√

nF ) and

nA = O(nF ). Also, the transmission ranges are chosen asrH = O(1/
√

nA) andrL = O(1/
√

nF )

for the results to hold. In the scaling regime ofnA in terms ofnF , linear scaling of throughput

capacity can be achieved with a smaller number of AP’s relative to the two-tier network, and the

system’s scaling behavior does not depend on the number of adhoc nodes. The upper bound implies

that further investments in the infrastructure do not lead to improvement in capacity scaling.

We have investigated the scaling properties and system design principles for such a hierarchical

hybrid network via simulations with realistic MAC and routing protocols. The performance of

an example hierarchical ad hoc network with the IEEE 802.11bradios was evaluated usingns-2

simulations. It is shown that modified ad hoc routing protocols including DSR, DSDV, and AODV

seem to work well for the hierarchical network, and significant improvements in performance and
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system throughput relative to flat ad hoc networks have been demonstrated.

We have also studied the impact of the relative densities of AP’s, FN’s, and MN’s as well as

the traffic pattern on the achievable throughput in practical systems and compared the results with

those predicted by the analysis. The simulation results have demonstrated a well-defined saturation

effect as the density of AP’s is increased relative to a fixed density of FN’s, thus leading to simple

guidelines for determining the number of nodes at each tier of the hierarchy. Furthermore, we have

investigated the impact of the relative channel bandwidth allocated to the two tiers of transmissions

on the achievable throughput of the dual-frequency hierarchical system. The results verify that

dedicated allocation of frequency bands to each tier of the network can further improve throughput

provided that the bandwidths of high and low tiers are allocated according to the relative traffic load

carried at two tiers.

For more advanced channel assignment schemes, a network could be designed to have dynamic

allocation of bandwidth between tiers, with control of channel allocation according to the resource

utilization at different tiers. Additionally, multi-channel mesh, in which dedicated channels are

assigned to wireless transmissions to avoid interference and collisions, is another scaling approach.

We have proposed a simple distributed channel assignment scheme based on two-hop edge coloring

in Appendix B, as which may be of independent interest.

Our simulation results show that protocol overhead has great impact on system’s scaling be-

havior, and underscore the importance of designing efficient channel access and packet scheduling

protocols. Moreover, as extra wireless transmissions would degrade performance with inefficient

MAC, they should be avoided in multi-channel systems. Therefore, it is particularly important to

avoid contention effects at the MAC layer, and integrated scheduling and routing techniques such

as IRMA [21] may be considered as a possible solution. It may also be necessary to pay attention to

fairness issues because high network throughput tends to favor paths with shorter number of hops.
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Overall, this part of work on hierarchical architecture hasindicated that it is possible to scale

network capacity quite well with a mix of several (lower-cost) radio FN’s and just a few wired AP’s.

Both the analytical and simulation results have demonstrated the value of adding FN’s to improve

scaling behavior and reduce the required number of AP’s relative to the two-tier case. We believe

that these results are particularly relevant for emerging mesh and sensor network deployments where

reducing the number of wired access points is a priority.

As another important scaling mechanism, cross-layer adaptive routing has also been explored.

We have proposed an adaptive routing framework, which is controlled by a global distributed policy

manager. Control information can be disseminated over the network by flooding of control mes-

sages, or piggybacking on routing messages. In this framework, routing metric, routing algorithm

parameters, and/or protocol selection can be controlled inresponse to observed performance and

external service needs. The framework supports various adaptive mechanisms, among which the

integrated cross-layer routing metric incorporates adaptation of key state parameters such as link

speed and congestion and is practically flexible to implement with reduced adaptation overhead and

without involving service interruptions.

We have proposed a new cross-layer routing metric that takesinto account both the physical bit-

rate as well as the estimated medium congestion level. We have studied the proposed PHY/MAC

Aware Routing Metric (PARMA) working with proactive distance vector ad hoc routing protocols

such as DSDV. In order to make DSDV work well with the PHY/MAC aware routing metric, we

have proposed specific enhancements to the routing protocol. In addition, smoothing techniques for

the link portion of the proposed metric has been introduced to adjust the different change variations

between the MAC layer and the network layer and also to improve route convergence. Our simula-

tion results for typical multi-rate 802.11 ad hoc network scenarios have shown that routing metrics

which only consider the number of hops may not achieve high throughput in multi-rate networks.



100

Using a metric only based on the medium transmission time would have the effect of guiding traffic

to high speed links but this could cause MAC layer congestionin some area. With both the PHY

rate and the MAC congestion taken into account in the routingmetric, packets can choose the high

rate links while also avoiding congested areas in the network thus improving throughput and de-

crease network congestion. It is also shown that, in cross-layer adaptation, careful design is needed

to handle different change variations between different layers and avoid unintended effects.

5.1 Future Work

Both the analytical and experimental results have demonstrated that hierarchical system throughput

can be scaled by using the right proportions of FN’s and AP’s,making it possible to design high-

capacity, low-cost mesh networks with moderate number of radio FN’s and only a few wired AP’s.

In this section, we will discuss possible algorithms for further work that could be designed explicitly

for and be incorporated with hierarchical networks to further improve system throughput and other

performance.

In our proposed architecture, the middle-tier (FN’s) provides more economical scaling regimes

for the growth of infrastructure nodes (AP’s). Meanwhile, by aggregating the traffic of ad hoc

nodes, the packet flows demonstrate a regular and localized manner of aggregation within each

cluster, which could provide further gains by making it possible to design algorithms explicitly for

the hierarchy, for instance, packet aggregation.

• Routing Optimization

First, routing optimization could be applied in the hierarchical network. Prior work has shown

that the on-demand routing protocol is more scalable than the table-driven routing protocol.

For instance, suppose a flat multi-hop wireless network withn ad hoc nodes, the overhead

of DSDV grows asO(n2) [77], while the overhead of AODV is linear withn [77, 78]. Our
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simulations also have demonstrated that the system performance in terms of throughput and

routing overhead is better with on-demand routing protocols. Meanwhile, although a strict

hierarchical routing algorithm is used in the study of this work, by designing a more advanced

routing protocol and incorporating an appropriate topology discovery procedure, a non-strict

hierarchy can be used to provide flexibility for improving performance. For example, a non-

strict hierarchical routing allows radio nodes at a given tier communicating via paths on the

same tier, or going up and then down by one or more tiers. Routing optimization also allows

for direct transmissions between neighboring FN’s even if they do not belong to the same

cluster.

• Packet Aggregation: Combine-and-Forward

It is noted from the dual-frequency system model (as in Section 3.4.1) that system perfor-

mance is degraded as the number of wireless transmissions increases as more wireless trans-

missions cause more interference and higher medium access overhead. Suppose the total

number of packets delivered in the system isK, with a constant packet size ofS bits per

packet, and the average packet hop count ish̄. For simplicity, only the successfully deliv-

ered packets count, and the MAC overhead only counts once foreach hop of data transmis-

sion. Then the network traffic due to MAC overhead grows asO(Kh̄). Note that the system

throughput is given asO(KS). This also shows that system throughput can be improved by

decreasing the number of wireless transmissions.

The above observations and considerations motivate a “combine-and-forward” mechanism

to improve system throughput. It is an approach of combiningseveral packets, which may

come from different sources and/or target to different destinations, to one single packet in the

network layer, as long as they have the same next hop and the combined packet size does

not exceed the packet size limitation. In the IEEE 802.11, a packet with a size exceeding
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the limit, which is 2346 bytes defined bydot11FragmentationThreshold, would cause MAC

Service Data Unit (MSDU) fragmentation [4]. In the hierarchical network, most packet flows

are transferred in a regular manner within the cluster: upstream or downstream to or from the

gateway AP. In this case, the benefit of combining packets would be greater than that of a flat

network.

The “combine-and-forward” mechanism benefits not only in scenarios where small packet

traffic tends to dominate, but also when system bandwidth is increased to accommodate in-

creased traffic. From Figure 3.14 we observe that the throughput does not double when the

total bandwidth doubles. When the bandwidth is increased, given the constant packet size,

the number of packets that can be delivered at destinations increases. Note that the fraction of

bandwidth used to transmit useful data packets decreases asthe data rate increases [69]. The

increased number of packets delivered implies an increasedpenalty due to overhead. There-

fore, the throughput gain cannot achieve linearity with bandwidth. Combine-and-forward can

improve the efficiency of bandwidth utilization.

In the wired Internet, “car pooling” as an aggregation mechanism for combining small pack-

ets to the same destination into a larger packet has been proposed in [79]. In the wireless

environment, we need to trade off throughput against delay according to the application char-

acteristics and service needs while designing appropriateaggregation mechanisms.
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Appendix A

Traffic Distribution in the Random Aggregate Network

In the Random Aggregate Network, the destination node is notnecessarily located at the center of

the disk. For simplicity, we place the destination at the center of the disk and compute the mean

number of routes served by each Voronoi cell. LetO denote the center of the planar disk, andDV

denote the outer disk of radius2Rv which contains a given Voronoi cellV ∈ Vn \ {Cd}, whereCd

is the destination cell. We bound the probability that a segmentLi intersectsV by computing the

probability thatLi intersects its outer diskDV .

Lemma A.1. For segmentLi and Voronoi cellV ∈ Vn \ {Cd},

Prob(Li intersectsV ) ≤ c4

x

√

log n

n
(1 − πx2), (A.1)

wherex is the distance of the center ofDV fromO, the center of the disk.

Proof: Suppose Voronoi cellV lies at a distancex from O. Let α denote the angle subtended at

O by DV andA(α) be the area of the sector formed byα. As shown in Figure A.1, the geometric

property implies that

α ≤ c5

x

√

log n

n
and A(α) ≤ c6α

2π
,

wherec5 andc6 are constants.DV is inscribed in this sector and divides the sector into threeparts:

one is the disk itself, the second is the area close toO, and the third is the area to the other side
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Figure A.1: Voronoi cellV .

of O. If nodeXi lies in the third part of the sector, the segmentLi which connectsXi andO will

intersectDV , as shown in Figure A.1.

The sum of the areas of the first two parts are greater than the area of a sector of radiusx. Thus

the area of the third part is no more than the area of the whole sector subtracted by the area of the

sector of radiusx, i.e., c6α
2π

(1 − πx2). Therefore, it gives (A.1).

There aren lines {Li}n
i=1, each of which connectsXi with O, for i = 1, . . . , n. SinceXi

is independently and uniformly distributed (i.i.d.) in thedisk, the mean number of lines passing

through a Voronoi cell which is at a distancex from O and not the center cell is bounded as

E[Number of lines in{Li}n
i=1 intersecting V]

≤ c4

x

√

n log n(1 − πx2).

It is observed that the mean number of lines intersecting a given Voronoi cell is the function of

the distance of this cell from the center, and the lines passing through get denser when the Voronoi

cell is closer to the center. The traffic handled by a Voronoi cell is proportional to the number of

lines passing through it.

For Voronoi cells close to the center,x ≪ (1/
√

π) holds, thus1 − πx2 ∼= 1. Then we have,
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whenx ≪ (1/
√

π),

E[Number of lines intersecting V] ≤ c4

x

√

n log n. (A.2)

It is implied from (A.2) that the number of traffic handled by aVoronoi cell that is close to the

aggregation node is proportional to the reciprocal of its distance from the aggregation node. In order

to maximize the capacity of a Random Aggregate Network, it suggests that the resource allocated

to each Voronoi cell has the relationship as (A.2). Therefore, when the infrastructure is used as a

shortcut for traffic that needs to traverse a long distance, infrastructure nodes would become traffic

hotspots. In this sense, (A.2) provides a basis for designing scheduling algorithms to overcome the

capacity bottleneck at the hotspots in close proximity to infrastructure nodes.
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Appendix B

A Simple Distributed Channel Assignment Scheme

The theoretical results obtained in Chapter 2 show that the system capacity grows linearly with the

system bandwidth under the assumption of perfect MAC and routing. However, in a system with

practical MAC and routing protocols, the throughput gain with increased bandwidth is not linear

due to the significant and non-linear overhead involved for the MAC layer and routing control as

the system bandwidth increases (as discussed in Section 3.4). This motivates allocation of dedi-

cated channels to wireless transmissions to avoid increased MAC layer overheads and scheduling

inefficiency which arise in the single channel system.

Employing multiple orthogonal channels (or non-overlapping frequency bands) and multiple

radio cards at nodes is an important way to reduce packet collisions and improve scalability. For

example, the IEEE 802.11 physical layer specifications define multiple channels and allow the si-

multaneous and non-interfering use of some of these channels thus offering the opportunity to in-

crease the effective capacity. The future IEEE 802.11s standard [6] is also expected to support

multi-channel ad hoc network capability. A recent work in [80] has shown that in a static multi-

channel wireless networks, if we assign channels (to links)and radios (to channels) appropriately,

the maximum throughput can be achieved by fully utilizing all available channels.

Orthogonal Frequency Division Multiplexing (OFDM) could provide variable bandwidth and

enough sub-carriers to a multi-hop wireless network such that packets are transmitted in a non-

interfering manner.
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More recently, linear programming (LP) has been used to compute the optimal throughput of

a multi-hop wireless network, in which the multi-frequencyand/or multi-radio scenarios can be

included in the constraints [81–83]. However, this kind of approach requires a central controller

entity which may not be practicable in certain real world scenarios. The dynamically changing

topology as an input requires high computational effort to formulate. Therefore, heuristics are

attractive for actual protocol design.

These observations motivate this work of designing a simpleheuristic distributed channel as-

signment algorithm for multi-channel multi-radio wireless networks. First we briefly review the

relevant graph coloring background.

B.1 Graph Coloring

Let us look at a multi-hop ad hoc wireless network consistingof radio devices. Correspondingly

suppose we have a graphG = (V,E) whose nodes represent radio devices and whose edges repre-

sent that the two end nodes are within the transmission range. Let ∆(G) be the maximum degree of

G.

Vertex coloringof G is to assign a color to each vertex so that no two adjacent vertices have

the same color.Edge coloringof G is to assign a color to each edge so that no two adjacent

edges have the same color. For edge coloring, the smallest number of colors needed is theedge-

chromatic numberof G, denotedχ′(G). Vizing’s Theorem states that every graphG satisfies

∆(G) ≤ χ′(G) ≤ ∆(G) + 1 [50].

A highly utilized link is preferred to be assigned multiple channels. In this case, a multi-hop

wireless network could be amultigraph, which is defined as a graph with possibly multiple edges

between any two vertices. Themultiplicity of a multigraph is the maximum number of edges joining

two vertices, denotedM(G). According to the edge coloring result of graph theory [50],it is
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possible to color a multigraph with at most∆(G) + M(G) colors, i.e.χ′(G) ≤ ∆(G) + M(G).

B.2 Problem Modeling

In our model, there are multiple orthogonal channels in the network. Each node is equipped with

multiple radios (with half-duplex operation), which are operating at different channels to permit

simultaneous transmissions. Each radio is tuned to a specified channel on a demand basis: when

a source node wants to send packets to a destination, the routing function decides a path for each

packet, and then the channel assignment algorithm allocatechannels to the links along each path if

not being assigned yet. It is possible that a channel is takenback if the corresponding link is idle for

some period of time. Each radio operates on a single channel at a given time, and does not support

channel switching on a per-packet basis. Multiple channelsper link might be allowed in the model.

Suppose the number of orthogonal channels available is enough to allow non-interfering trans-

missions, and each radio device of the network is equipped with a sufficient number of radio cards

by which it can communicate with other nodes using differentchannels. Therefore, there are no

hardware constraints. Now we look at the interference-freeconstraints.

B.2.1 Interference Avoidance in Multi-Hop Wireless Networks

Based on the network connectivity and the interference avoidance requirements, a conflict-free

channel assignment problem can be formulated as a graph coloring problem by equating chan-

nels with colors. We also want to determine the minimum number of channels,K, required for a

conflict-free channel assignment.

In a multi-hop wireless network, the radios that are sufficiently close and cause interference to

one another must be assigned different channels, while onlythese radios that are distant enough that

there is no interference among them can share channels.
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In particular, interference could be caused by transmissions of neighboring nodes (i.e. nodes

that are one hop away); this is called direct interference. Interference or collisions can also be due

to hidden terminals, i.e., due to transmissions of nodes which are two hops away; this secondary

interference is also called hidden terminal interference [84,85].

A successful channel assignment should avoid both direct and hidden terminal interference, i.e.,

a link cannot share the same channel with other links which are within two hops. Therefore, the

channel assignment problem can be formulated as a two-hop edge coloring problem by equating

channels with colors.

B.3 Distributed Channel Assignment Algorithm

We design a distributed algorithm for the two-hop edge coloring problem. As the graph coloring

problem is NP-hard, this algorithm is based on a randomized,distributed edge coloring algorithm

proposed in [86], which has been proved to be extremely simple while can compute nearly optimal

coloring very quickly.

B.3.1 Background of One-Hop Edge Coloring Algorithm

In the randomized, distributed algorithm, initially each edge is given a list, orpalette, of a certain

number of colors. The computation proceeds in rounds. During each round, each uncolored edge,

in parallel, first picks a tentative color at random from its palette. If no neighboring edges picks the

same color, the color becomes final and the algorithm stops for that edge. Otherwise, the edge’s

palette is updated by removing the colors used by its neighbors, and a new attempt is performed in

the next round.

During each round, a node performs the above computation andexchanges information with its

neighbors in the graph. The complexity of the protocol is thenumber of rounds needed to get a
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valid edge coloring of the graph.

It has been proved that this algorithm is very simple and distributed, yet guarantees that the

number of colors used is a small multiplicative factor of theoptimal value.

B.3.2 Distributed Channel Assignment Algorithm

If the two-hop edge coloring algorithm is directly applied to the network of physical connectivity,

there may exist some idle links (links do not carry traffic) towhich channels are still allocated. Since

the computation complexity increases as the number of edgesneeded to be considered grows, it is

preferred to assign channels to the links being used. For this purpose, we define the status of each

link to be either “active” or “inactive”: when a link is chosen by the routing function to transfer

packets, it becomes “active”; when a link is idle for some period of time, it becomes “inactive”.

Note that in on-demand ad hoc routing protocols [12, 13], a route is removed from the routing

table when it is not used for a period of time. Therefore, the link status defined here can be updated

according to the routing information: a link becomes activewhen a route containing it is discovered,

and becomes inactive when all routes containing it are removed.

Now we consider a graphG = (V,E) based on the physical connectivity of the network. Sup-

pose the maximum degree is∆(G). We associate a palette ofN (N ≥ K, whereK is the minimum

number of channels required for a conflict-free channel assignment) possible colors to each edge.

Initially, the edge palettes are identical. The two-hop edge coloring algorithm repeatedly executes

the following steps for each active edge, until all active edges are colored.

• Step 1: Each uncolored edgee = uv ∈ E chooses uniformly at random a tentative color from

its associated palette.

• Step 2.a: Tentative colors of edgee are checked against the colors of direct neighboring edges

(edges that are incident on eitheru or v) for possible color collision. If a collision occurs, the
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edge rejects its tentative color.

• Step 2.b: Repeat Step 2 by checking against colors of edges that are two-hop neighbors (edges

that are incident on eitherN(u) or N(v), whereN(u) represents the set of neighbors of node

u) for possible color collision. If a collision occurs, the edge rejects its tentative color.

• Step 3: Edges that have chosen a valid color are marked colored, and their colors are removed

from palettes of direct and two-hop neighboring edges.

The algorithm is distributed provided information is exchanged up to two-hop neighbors. Its

complexity is the number of rounds needed to obtain a valid two-hop edge coloring.

If there is an edge becoming inactive, the algorithm executes the following:

• Step 4.a: Unmark the color(s) and put the color(s) in its associated palette.

• Step 4.b: The released colors are put in palettes of direct and two-hop neighboring edges.

Since removing a color from its edge would not create coloring conflicts with other edges,

the algorithm will execute without being affected until allactive edges in the graph are colored.

Additionally, it can be shown that this algorithm supports assigning multiple channels to a link.

In order to implement the channel assignment algorithm in a distributed manner, the information

generated by any node has to be propagated up to two hops away from the node, and may be carried

by a dedicated control channel. Channel assignment works closely with route selection. If the path

goes through a region where medium is busy, using this path would aggravate the congestion. Thus

we may consider them jointly to achieve optimal performance.

B.3.3 Example

There are30 nodes randomly distributed in an example network of dimension 1000mx1000m. Let

the common transmission range be250 meters. The obtained physical connectivity graphG =
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Figure B.1: Physical connectivity of a wireless network,G.

(V,E) is shown in Figure B.1. It is also known that the maximum degree is ∆(G) = 7, and the

edge number is|E| = 61.

Using our two-hop edge coloring algorithm,22 colors, i.e.,22 channels are required for conflict-

free transmissions. Note that only8 channels are needed if we only consider direct interference

avoidance.

Note that in this example, channel assignment is applied to the physical connectivity of all the

available links. The total number of channels required would be less if the channels are assigned on

a demand-basis, i.e., the channel is assigned to a link only when this link is chosen for data transfer.
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