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ABSTRACT OF THE DISSERTATION

On the Scalability of Ad Hoc Wireless Networks

By SULI ZHAO

Dissertation Director:
Professor Dipankar Raychaudhuri

This dissertation considers the problem of scaling ad hoel@ss networks now being applied to ur-
ban mesh and sensor networks scenarios. Ad hoc networkgenvailti-hop communication which
has inherent scaling problems in that throughput per nodpsdas the square root of the number
of nodes in the network. We investigate mechanisms for inipgoperformance and scalability of
multi-hop wireless networks, with focus on system architeeand routing protocol aspects.

First we propose a generalized multi-tier hierarchicalritynetwork with three tiers of radio
nodes: low-power end-usenobile nodegfMN) at the lowest tier, higher power radforwarding
nodes(FN) that support multi-hop routing at intermediate le\ad wired access points (AP) at
the highest level. We present an analytical model for thexciéyp of the proposed network and
identify conditions on transmission range and node deffigitgcalability to be maintained. From
the derived upper and lower bounds, it is shown that the lemetpacity increase linearly with the
number of FN’s, and the high-tier capacity grows linearlyhathe number of AP’s in the scaling
region.

The analytically obtained capacity results are validatetth wetailed system simulations for

dense network scenarios. The simulation study also exartieecallocation of separate channels to



avoid the increased protocol overhead which arises in tiiggeschannel case. A heuristic distributed
channel assignment algorithm is proposed to achieve cbfrifie transmissions in the network.

Next, we investigate cross-layer adaptive routing as amndiype of scaling mechanism. An
adaptive routing framework, which allows introduction df#stable parameters and programmable
routing modules, is described. The proposed framework oppast various cross-layer mecha-
nisms including those based on integrated routing metnasihcorporate PHY and MAC informa-
tion.

We investigate a PHY/MAC aware routing metric (PARMA) whidlcorporates physical layer
link speed and MAC congestion. Design and implementatioRARMA are outlined, and simula-
tion results for typical multi-rate 802.11 ad hoc networkrsarios show that PARMA helps improve
throughput and decrease congestion by selecting pathdigtttbit-rate links while avoiding MAC

congestion areas.
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Chapter 1

Introduction

Ad hoc wireless networks in which radio nodes communicadenwillti-hop routing without wired

infrastructure have long been considered for military camivations. Early work on ad hoc net-
works can be traced back to the early eighties, such as thentri-Task Force (ITF) network [1]

and the DARPA Packet Radio (PRNET) [2] and SURAN [3] programghe 1990’s, emergence of
commodity wireless local area network technology (e.glEteE 802.11 [4]) led to new uses in ad
hoc and multi-hop applications. At the same time, there leala lot of work in computer science
community on the problem of supporting mobility in the Imtet [5], including scenarios such as

wireless hotspots, hybrid cellular, and emergency ad hdutadogy.

Ad hoc radio techniques are currently migrating to comnakretenarios such as sensor net-
works, home computing, and public wireless LAN's. Wirelesssh networks [6] are being de-
ployed in cities to provide ubiquitous wireless coveragetii® general population or in many in-
stances, as a network for common use by the different firpbrager agencies such as the police,

fire-fighters, or emergency medical services [7, 8].

While ad hoc wireless networks offer important rapid depleyt and cost benefits, it is impor-
tant that the network scales well when the node density affictioad grow. However, the work
of Gupta and Kumar [9] shows that ad hoc networks have a staldiottleneck, i.e., the capacity
of an ad hoc network tends to zero as the density of the nodas metwork approaches to infinity.

This poses an important opportunity for research on ad htweanking. With this motivation, our



work is focused on the mechanisms which can be used to imphevecaling properties of ad hoc
networks. Specially, this work concentrates on the systexhitecture and protocol design issues
involving the network and link layers (also including theypital layer), and the interactions be-
tween the network and the lower layers. We will go throughftimelamental properties of ad hoc
networks, review research progress in the area, and ouin@pproach to solve the scalability

problem in ad hoc networks.

1.1 Network Architecture

The default structure formed by the physical connectivitpades and links of the ad hoc network
is “flat”, where all nodes in the network have identical fuantlities. Control functions such as
routing, when performed with respect to this flat networkyehpotential problems such as poor
scalability. These problems can be overcome by self-orgamiad hoc nodes into a certain structure
based on their physical connectivity. It has been showngblftorganizing control structures help
increase network availability, reduce delay in respondnghanges in network state, and reduce
configuration errors [10]. Furthermore, changing topolagd shared wireless links, which are two
important properties of ad hoc networks, make clusterdbhgrarchical structures a good approach
for ad hoc networking. With cluster-based structures, tmgsigal network is transformed into a
virtual network of interconnected node clusters, basedlunmthe performance of ad hoc networks
is improved through reduced sensitivity to small networktestchanges and localized control in
response to significant changes [10]. An early work propasdidtributed link cluster algorithm for
discovering the network connectivity for ad hoc networks][1Clustering also imposes hierarchy
on large ad hoc networks. Not limited to clustering, the dmehical structure helps reduce the

routing overhead without sacrificing the routing quality,demonstrated in [10].

The hierarchical architecture is also motivated by theadaikitly bottleneck which arises in flat
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Figure 1.1: Scaling issues in flat ad hoc wireless networkis different traffic models. (a) Uniform
peer-to-peer traffic model. (b) Major of traffic flows to/frdhre Internet.

ad hoc networks. Conventional mobile ad hoc network (MANEMGhitectures which use shared
medium access control protocols along with multi-hop myisuch as DSR (Dynamic Source Rout-
ing) [12] or AODV (Ad hoc On-demand Distance Vector) [13]feuffrom decreasing throughput per
node as node density increases. In particular, Gupta andaKsimell-known theoretical result [9]

for multi-hop wireless networks (illustrated in Figure (a)) indicates that achievable end-to-end

per-node throughput decreases in proportion to the sqoatef the number of radio devices.

When considering scalability, it is also important to ndiattmost applications involve traffic
flows to and from the Internet in addition to peer-to-peer camication between radio nodes. In
this case, the scaling problem in flat networks becomes ewa difficult due to traffic bottlenecks
around gateway nodes when a significant fraction of packats to be routed to a correspondent
host within the wired Internet, as shown in Figure 1.1(b)isTRind of scenario requires effective

integration of wired access points (AP’s) with the ad hoceleiss network.

The above considerations motivate a network with more thmntier of ad hoc radio nodes, in
which lower tiers aggregate traffic up to intermediate radiays, while continuing to use robust
ad hoc self-organization and routing protocols as in flat ad metworks. Several early papers

have appeared on MAC and routing protocols for hierarchiadlo networks [10, 14-16]. The
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Figure 1.2: (a) MAC-layer “clustering”. (b) Concept of tviier hierarchical hybrid network.

results reported in these papers tend to indicate thathsliglacan be improved by introducing
hierarchical structures in radio ad hoc networks. For mstain [14], Gerla shows that a MAC-layer
“clustering” (shown in Figure 1.2(a)) can improve systemamty and performance by providing
a framework for code separation, channel access, and bdtidaliocation, making it possible
to introduce efficient channel access procedures and ecatintrol in response to network state

changes. However, the performance gain achieved by theechg might be limited.

Another approach is to introduce some proportion of wireaviveless “infrastructure” nodes
that serve to organize the network into a hierarchy with fsleot” paths for traffic that would
have required larger numbers of hops in a flat ad hoc networgur€& 1.2(b) depicts a “hybrid
network” with two hierarchical tiers (i.e. radio ad hoc nedend wired access points). In a recent
paper, [17], Liu and Towsley proved that linear scaling abtlghput can be approached in a two-
tier hybrid network as long as the number of access pointegasymptotically faster than the
square root of the number of radio nodes. In addition, resnfiff18, 19] have also shown that
adding infrastructure nodes to ad hoc networks can efiggtreduce the average number of end-
to-end hops and ultimately help achieve better performdhnae flat ad hoc networks. All these

results demonstrate that ad hoc mesh networks benefit frderarthical “hybrid” wired/wireless



architecture both in terms of scalability and effectiveegriation with the Internet. However, we
note that with this two-tier architecture, wired infragtiure costs can be high, especially for dense

usage scenarios.

Therefore, we consider a multi-tier hierarchical hybridediwireless architecture for ad hoc
networks, which is designed to provide significant improeets in capacity scaling and perfor-
mance relative to conventional “flat” ad hoc and two-tier Bhy” networking approaches. The

self-organizing hierarchical network architecture isoduced next.

1.1.1 Multi-Tier Hierarchical Hybrid Wireless Network Arc hitecture

Based on the above considerations, we further generakzembrtier hierarchy of the “hybrid net-
work” in [17] to a K -level hierarchy with(K — 1) tiers of radio nodes and a top tier of AP’s, as
shown in Figure 1.3. Multiple radio tiers can provide furtiperformance improvements by facili-
tating shorter routes between distant nodes, improving M#iCiency via traffic aggregation and
less stringent transmit power constraints, while potéptiducing the required number of wired
AP’s relative to the two-tier hybrid network case. A key teotogy enabler for the generalized hier-
archical wireless network is the so-called “radio forwagdhode” or “radio router” which has two
or more radio interfaces to permit it to handle packets gaingr from one layer of the hierarchy
to another. It is also observed that each radio tier can anbtédfering with the layers above and

below by orthogonal assignment of frequencies if so desired

Note that the proposed architecture does not have a steacrbhy in the sense that all radio
nodes are allowed to access those which are more than oradbtiee them; for example, a low-tier
radio node can directly connect to a nearby access point avetable. Also, (with the exception
of the lowest-tier) radio nodes at a given level of hierarchg communicate via paths on the same

tier, or can go up and then down by one or more tiers, whichisvamsidered to be preferable by the
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Figure 1.3: Concept of multi-tier hierarchical hybrid netk:.

routing algorithm. The restriction on the lowest-tier nede intended to avoid the need for multi-
hop routing functionality at end-user radio nodes, whicly i@ expected to have both processing
and power constraints. Observe that lowest-tier nodesllaseeal to associate with more than one
higher tier node at the same time (i.e. “dual homing” is pé&ied). Radio nodes at intermediate
tiers may in general have more than one radio in order to katiffierent bit-rate, coverage and
access control needs at each level of the hierarchy. Forpmgaim hierarchical system with three
tiers may have IEEE 802.11b [4] radios at the lowest tier] 808.11b and 3G [20] cellular radios
at the intermediate tier, and 3G base stations at the top fayeeate an integrated local-area/wide-
area hybrid network solution. This “network of wirelesswetks” architecture not only has the
potential to provide scalability and improve performaneat, is also a very natural framework for
integrating emerging ad hoc wireless devices with existiatyvork infrastructure. The goal is to
design the system in such a way that ad hoc network advantéglymamic self-organization and
low routing overhead/complexity are retained at the lowanstof the system, while providing the

capacity and scaling advantages of a hierarchical hybtigar& structure.

The key system and protocol design problems arise in cotipmwith the proposed architec-

ture include medium access control (MAC), discovery proces, and multi-hop ad hoc routing,



and have been investigated in our group. In addition to thedstrd IEEE 802.11 which may be
used in ad hoc mode to build a hierarchical network, MAC eokarents such as IRMA proposed
in [21] can be used to improve performance via schedulingamhes that reduce MAC contention.
Discovery procedures such as BEAD proposed in [22] can be Imgeadio nodes to identify and
self-organize themselves into a network topology whichsaters not only connectivity but also
throughput, delay and energy requirements or constratatsad hoc routing, algorithms which take
into account the hierarchical nature, aggregated trafiic@oS requirements, as well as enhanced
routing metrics such as cross-layer aware “PARMA’ propdsd@3] may also be appropriate in a
hierarchical network.

In this work, we focus on the system concept, capacity sgalmd network performance of
the proposed hierarchical wireless network. In particulag give the system model and outline
its protocol architecture in the next section. We will azalyhe capacity and scaling properties of
such a hierarchical network in Chapter 2, and verify theesysperformance with detailed system

simulations in Chapter 3.

1.1.2 Three-Tier System Model

As shown in Figure 1.4, a typical realization of the proposgstem has three tiers of radio nodes:
low-power end-usemobile nodegMN) at the lowest tier, higher powered radmrwarding nodes

(FN) that support multi-hop routing at the second level, amed access points (AP) at the third
and highest level. The AP’s and FN'’s use a self-organizisgaliery protocol to form a multi-hop

routed wireless infrastructure network. MN'’s in this systeimply connect to the nearest available
(i.e. strongest signal) AP or FN in order to conserve powed, taus are not required to carry any
intermediate multi-hop routed traffic. This architectuseapplicable to a number of emerging ad
hoc networking scenarios including hybrid cellular/ad Inetworks, urban mesh networks, home

wireless networks, and large-scale sensor nets. In eadiesé tscenarios, the introduction of a
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Figure 1.4: Proposed hierarchical hybrid wireless netwuith three tiers.

forwarding node (FN) as an intermediate radio router helgcale network throughput and reduce
infrastructure deployment cost.

It is observed that the proposed hierarchical architedturadio independent, in the sense that
different radio access technologies can be used for eadtejieending on the specific scenario being
addressed. For example, in a wide-area “hot-spot” datacgeapplication, the low tier nodes can
use IEEE 802.11b WLAN radios, while the FN’s and AP’s (or bsisdions) can use a broadband
wide-area radio standard such as WCDMA/3G [20] or WiMax#EED2.16 [24]. Alternatively, a
sensor net scenario could use a low-power access protadobswzigbee [25] for access from MN’s
and 802.11b for links between FN’s and AP’s. Of course, aB@H.11 solution is also possible for
application scenarios such as mesh WLAN's for communityvoeting. Note that when the lower
and upper tiers of the hierarchical network use differediadaechnologies, the forwarding node
must be equipped with multiple radio interfaces and be abferivard packets between them.

Each of the network entities in the proposed system are dkfinirther detail below:

e Mobile Node(MN), is a mobile end-user device (such as a sensor or a pErdmital assis-
tant) at the lowest tier of the network. The MN attaches fitaebne or more nodes at the

higher tiers of the network in order to obtain service usimlsaovery protocol. For instance,



the MN may use a single 802.11a, b or g radio operating in adrfoate to communicate with
the point(s) of attachment. As an end-user node, the MN iseupiired to route multi-hop
traffic from other nodes, although it does participate inrthating protocol used by the net-
work as a whole. It is noted that as a battery-operated eeddevice, the MN will typically

have energy constraints.

Forwarding Nodg(FN), is a fixed or mobile intermediate radio relay node cépabrouting
multi-hop traffic to and from all three tiers of the networkigrarchy. As an intermediate
node without traffic of its own, the FN is only responsible foulti-hop routing of transit
packets. An FN with one 802.11 radio interface uses the sawfie to connect in ad hoc
mode to MN’s, other FN'’s and the higher-tier AP’s defined bel®ptionally, an FN may
have two radio cards, one for FN-MN transmissions and therdthr intra FN and FN-AP
traffic flows (typically carried on different frequencies displayed in Figure 1.4). Specific
nodes that an FN will connect to at each of the three tiersdemtified using a discovery
protocol that includes a distributed topology optimizatagorithm. The FN is typically a
compact radio device that can be plugged into an electrictéty but in certain scenarios,
may also be a battery-powered mobile device. Thus, the Fiédsemergy constrained, but
the cost of power is typically assumed to be an order of madaitower than that of the MN

defined above.

Access PoinfAP), is a fixed radio access node at the highest tier of thearkt with both
a radio interface (e.g. 802.11) and a wired interface to ttierhet. The AP is capable
of connecting to any lower tier FN or AP within range but urliB02.11 typical WLAN
deployments, it operates in ad hoc mode for each such radio Tihe AP also participates
in discovery and routing protocols used in the lower tier$-a&hd MN’s, and is responsible

for routing traffic within the ad hoc network as well as to anohfi the Internet. Logically,
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Figure 1.5: Three-tier 802.11-based network.

the AP-tier is no different from the FN-tier when routingemal ad hoc network traffic—the
wired links between AP’s are reflected in (generally) lowathpmetrics. Since the AP is a
wired node, it is usually associated with an electricaleiwthd energy cost is thus considered

negligible.

Figure 1.5 displays a three-tier 802.11-based networkwtem be applicable to mesh network-
ing. In such a network, some nodes without power constrémasvork elements or terminals) such
as laptops and hosts, either fixed or mobile, serve as fomgribdes, to extend the 802.11 WLAN
coverage. End-user mobile nodes attach themselves tortinganodes to obtain service using a
discovery protocol. The links between higher-tier nodeR’§%or FN's) form ad hoc infrastructure,
and are chosen by the multi-hop routing protocol to transéekets for end-user nodes. The system
evaluation of the capacity scaling and network performasfabe proposed hierarchical network,
presented in Chapter 3, is based on this three-tier 802a%é&ebnetwork. We will show that the hi-
erarchical structure helps to achieve scalability, eiffecintegration with the WLAN and Internet,

improved coverage, and saved power consumption at endadies.

Figure 1.6 depicts the protocol architecture along withtimdrand data interfaces of an 802.11-
based network consisting of MN'’s, FN's, and AP’s defined &bovhe MAC layer in each of the

radio devices provides the capability of discovering othdrhoc nodes as well as of resolving
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Figure 1.6: Protocol architecture of an 802.11-based tubieal hybrid network.

contention between packets to be transmitted on the cha@ie&rly, the PHY and MAC layers
are radio-specific: for an all-802.11 solution, the curr@shthoc mode beaconing procedure in the
MAC layer needs to be modified to identify the type of node (NHN, or AP) and its transmit power
level so that other nodes can execute a suitable distrilalisedvery protocol to determine network
connectivity. As shown in the protocol diagram, a radioeipendent ad hoc routing protocol runs
between the MN, FN and AP nodes, with the AP providing a gaydveéween the wired IP network
and the ad hoc wireless subnet. Note that MN’s in this systepl@ment a simplified client version
of the routing protocol in view of the fact that they typigattonnect to only a single FN or AP,

while FN’s and AP’s are required to maintain complete miatip routing tables.

Figure 1.7 shows the main concepts behind the self-organiaetwork protocols described
here. In particular, the system is based on augmented beaddoh are periodically broadcasted
by every FN and AP. FN’s seek other FN's and AP’s and then camtya distributed topology
establishment algorithm that achieves a suitable balaateden connectivity, throughput, delay,
and energy consumption. The newly connected FN then camieouting updates to those nodes
to which it has chosen to attach, thus becoming a part of theadetwork’s routing tables. MN’s
which enter the system seek AP’s and FN's by listening forcbea and then associate with one
or more nearby upper-tier nodes based on local optimizatiberia. As a related work associated
with the proposed hierarchical architecture, the proe¢aricept prototype of an 802.11-based self-

organizing hierarchical ad hoc wireless network (SOHANpriesented in [26], and the details of
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the enhanced MAC protocol and the related discovery prétmreodescribed.

1.2 Protocol Design

As shown in Figure 1.6, the main protocol stack consists ofVidiscovery, and routing. Therefore,

the key protocol design and evaluation problems of ad hagor&s are in these three functions.

1.2.1 Medium Access Control (MAC) and Discovery

A basic characteristic of the radio channel is its broadeasire, which requires sharing the medium
among neighboring nodes resulting in interference betwemamsmissions from different nodes.
Therefore, a multiple access protocol is needed to handlee$olution of transmission conflicts,
such as Carrier Sense Multiple Access with Collision Avaa (CSMA/CA) [4,27] or Time Di-
vision Multiple Access (TDMA) [28]. One of the important grlems associated with ad hoc net-
works of current technology is the inefficient MAC in multp transmissions. For instance, the
CSMA/CA mechanism used in the IEEE 802.11 [4] implies “exq@beode” which cannot transmit

in parallel. This problem becomes more severe when the mktyais larger.
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Therefore, efficient MAC and MAC enhancements are indisgiglesfor efficient ad hoc network
operation. Although the standard IEEE 802.11 alone may bd imsad hoc mode, it is generally
possible to improve performance via scheduling approatttaseduce MAC contention especially
at the higher layers of the hierarchical network which deghvaggregated traffic flows. For in-
stance, an integrated routing and MAC scheduling algoritfRVA) proposed in [21] eliminates

contention between radio nodes.

Another very important characteristic of a mobile ad hoaleiss network is its changing topol-
ogy [11,29]. In particular, the network connectivity isexdffed by the nodes when they join, leave,
and move in the network. The topological changes may als@bsetl by fluctuating wireless link
guality and physical bit-rate adaptation [30, 31]. Undegsth circumstances, whether a node is a
“neighbor” or not depends on a set of physical layer pararaetastead of fixed connections as
in wired networks. The topological changes may be unprelietand/or frequent, which makes
the architecture and protocol design of ad hoc wireless arésvan important challenge. There-
fore, the multiple access protocol must include manageffuentions that discover and maintain
the network topology in spite of the network changes on cotivity and offered load, thus help

maximize the medium usage and achieve good throughput atehsyperformance.

Through the discovery procedure, radio nodes become awasgh other's presence and then
automatically create a wireless network via selection giapriate radio frequencies and nodes to
associate with. The discovery process requires both gsbsapport (such as beacons for radio
nodes to identify themselves) and distributed algorithonsélf-organization of the network topol-
ogy taking into account connectivity, throughput, delayy &nergy requirements or constraints.
Given as an example, the BEAD proposed in [22] is a beacastedsliscovery mechanism for the
proposed self-organizing hierarchical ad hoc networkstheumore, by making a subset of wireless

links available to routing, the discovery protocol creadesefficient topology and reduces burden
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on routing and routing overhead.

1.2.2 Ad Hoc Routing

The routing algorithm is used to generate a decision-magiogedure for each node to select one
or more of its neighbors to forward a packet on its way to theemd destination. Most ad hoc
routing protocols are based on ideas from routing methodmnventional wired computer net-
works. Two of the most popular routing algorithms in compurtetworks arelistance vectoand
link staterouting [32]. Distance vector routing algorithms maintairtable in each router which
gives the best known distance to each destination and tkddimise to get there. Pure distance
vector algorithms such as distributed Bellman-Ford [27]ndb perform well in mobile networks
because of slow convergence and count-to-infinity problEnus these algorithms need to be mod-
ified and enhanced when used in ad hoc network scenarioshanggulting example protocols
are Destination Sequence Distance Vector (DSDV) [33] anchéd On-demand Distance Vector
(AODV) [13]. In link state routing algorithms, each routeiscbvers its neighbors and measures
the link cost to each of them, and then distributes the liakesinformation to all other routers and
finally computes the shortest path to every other routerindped Link State Routing (OLSR) [34]
falls into this category. Compared to link state routingstaince vector routing has the advantage
of more efficient computation, and is easier to implementraodires less storage space. But link
state routing records the entire path and enables nodeshergaore link state information which
facilitates route selection corresponding to differeitecia.

Ad hoc routing protocols may also be categorizegrasctive(or table-drivene.g. DSDV) and
reactive (or on-demande.g. AODV and Dynamic Source Routing (DSR) [12]) routingtpools,
and combinations thereof (e.g. Zone Routing Protocol (4R%]). Proactive routing protocols con-
tinuously compute routes to all nodes so that a route is@rasailable when a packet needs to be

sent to a particular node; while on-demand routing protstart a route computation process only
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when a packet needs to be sent to some other node. On-demaimdy nerotocols avoid periodic
route advertisements and hence save bandwidth and powsuroption in mobile environments,

but data packets may experience larger delay than usingtpm@aouting protocols [36].

Location information may improve routing performance. Egample, as an extension of DSR,
Location-Aided Routing (LAR) [37] sends location inforraat in all packets to decrease the over-

head of a future route discovery.

In addition to the above ad hoc routing protocols which arermked from wired networks,
there are some other routing approaches specifically desifpm dense sensor networks, of which
directed diffusior{38] is an example. Directed diffusion incorporates attt@based naming, data-
centric routing, and application-specific processiondaghe network. In particular, each node in
the sensor network names data that it generates with one rar attoibutes, and other nodes may
express interests based on these attributes. Then eachdizséeninates interests based on the
contents of the interest, and the path of interest propamgatits up a reverse data path for data that

matches the interest.

Another routing approach designed for ad hoc networks igiggxhic routing. Geographic rout-
ing identifies nodes by their locations and uses these auates to forward packets (if possible) in
a greedy manner towards the destination. This type of rguiily keeps local information thus it
scales well. The challenge of geographic routing is how tdlgeugh dead-ends when greedy rout-
ing fails. Greedy Perimeter Stateless Routing (GPSR) [8Bjs this problem by routing around

the perimeter of such regions.

While there are many results on specific classes of ad homgoptotocols, no single routing
protocol performs well across the full range of parametesoeiated with a complex real-world
environment. Meanwhile, the potential scaling problenpeisdéed with ad hoc routing, i.e., the

routing overhead would increase as node density growslliarsopen problem. Therefore, we do
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not restrict our investigation to particular ad hoc routahgorithms such as AODV or DSR. Also, in

order to generalize our scalability mechanisms, we do ndfilee to any routing algorithm designed

for specific applications, e.g. directed diffusion and taoaaware routing. What interests us is how
to ensure the routing quality as the node density increadesrefore, the problem may be how to
adapt the routing protocol to changing network conditiomsleymeeting different external service

needs. We also need to minimize the resource consumed higgaw. routing overhead as a key
measure of performance. Based on these considerationdugyean adaptive routing framework

in this dissertation.

Again, deployment of a hierarchical structure, by whichraninsic routing aggregation benefit
is achieved, is a possible solution for the ad hoc routindgirgggroblem. In the hierarchical ad
hoc network, routing should take into account the hieraadhnature of the network, aggregated
traffic, and the QoS requirements for services such as ValRraadia streaming. Although popular
ad hoc routing protocols such as DSR and AODV can be used ast@agtpoint, modifications to
routing metrics and update policies may be appropriate ieratchical network. In addition, there
is a need to better understand and exploit the dependerefesdn routing, MAC, and discovery
protocols. We will study the routing behavior in the hiefacal ad hoc network in Chapter 3, and

discuss an adaptive routing framework that supports emtarauting metrics in Chapter 4.

1.2.3 Cross-Layer Adaptation

In ad hoc wireless networks, interdependencies betwedéerelit layers are so prominent that a
holistic approach, i.e., taking a unified view across thekstaf the OSI architecture, to network
design is unavoidable [29]. In this work we focus on the nekw@e. routing) layer and how
to jointly consider it with the lower layers. Since the plogj MAC, and routing protocols of
multi-hop wireless networks depend so strongly on one ampthmakes good sense to optimize

them jointly. On the other hand, the interactions betweemtimay be complex and software
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implementation would become more difficult than with a lagearchitecture. As explained in [29],
it is hard to tackle such a complex cross-layer optimizaporsblem as a whole at once. Starting
with PHY/MAC aware routing is a simple and applicable way tadyally implement cross-layer

design while gaining insight towards global optimizatiamass different layers.

The physical layer wireless link is the basis of network amtivity. As we know, whether the
wireless link is “on” or not depends on many physical layeapaeters such as the transmission rate,
the transmission power, the modulation and coding schengdghe channel characteristics. Among
them the transmission rate and the transmission power arestdily controllable parameters. That
is, we can very the network connectivity and ultimately bgrthe network performance via rate

and/or power control.

It is noted that, when comparing power control with rate oantadjusting transmission power
would change the interference on neighboring nodes, whtke control does not affect the inter-
ference while transmitting. Meanwhile, rate control cariroplemented readily, such as auto-rate
fallback (ARF) [30] and receiver-based auto-rate (RBAR)][&hich are two schemes proposed
for the IEEE 802.11 devices [4]. Power control is relatedniergy efficiency [40, 41] which can
be an important design consideration in hierarchical adreieorks. For simplicity, our work
is restricted to rate control for cross-layer adaptatior we do not explicitly address the energy

efficiency issue.

In addition to the physical layer parameters, it is necgstatake into account the MAC layer
parameters in ad hoc routing design. The MAC protocol aimeesolve transmission conflicts
by controlling nodes to access the shared wireless chafhel busy medium in the proximity of
links with high load can also be sensed by the MAC. But the lpralcan not be totally solved by
the MAC even if the MAC is of some adaptive feature. HoweMee, iiouting layer can utilize the

MAC information to guild the traffic to go around the busy @giand maximize the traffic being
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accommodated by the medium.

A natural way to incorporate the lower layer parameters timg is to use a PHY/MAC aware
routing metric, as routing metric provides a way to refleet tharacteristics of wireless environ-
ment. Most conventional ad hoc routing protocols, inclgddSDV, AODV, and DSR, use the
minimum hop(MH) as the metric to make routing decisions. This is pritiyaai carry-over from
wired networks but may not produce optimal performance rel@ss environment. Therefore, we
investigate a routing metric which takes into account thgsyal and MAC layer parameters such
as the PHY data rate and the MAC activity level. We expect it this routing metric, packets
can choose the high rate links while also avoiding congeateds in the network thus improv-
ing the system throughput and other performance metricpaiticular, we propose a PHY/MAC
aware routing metric, denoted PARMA, and study its perfarogawith DSDV. PARMA can also

be deployed in the proposed adaptive routing framework.

One important issue in cross-layer design is the diffeliere scales of the network and PHY/MAC
layer variations [42]. We must be careful not to degrade thaimg performance when incorporat-
ing the PHY/MAC aware routing metric. We will discuss the maaisms for such purpose in

Chapter 4.

1.3 Dissertation Outline

In this chapter, we have introduced the research status bbadhetworking, identified the chal-
lenges of scaling ad hoc networks, and presented someidired¢hat could be taken to solve the
problem. Next, following these directions of research, wegoing to investigate specific mech-
anisms for improving the scaling properties of ad hoc netwiowith focus on system architec-

ture and routing protocol aspects including three-tierrtidybetwork model, dual radio forwarding
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nodes, separate allocation of frequency bands to eactatiaptive routing framework, and cross-

layer routing.

Based on the conceptual system model of multi-tier ad howorés give in Section 1.1, a
general analytical model for the asymptotic capacity aradirsg properties of the proposed three-
tier network is developed in Chapter 2. Based on this amalythodel, we prove the asymptotic
throughput capacity, refine the linear scaling regime byidiog an upper bound, and identify the
conditions on transmission range and node density for lsitiafato be maintained. We also study

the capacity of &®@andom Aggregate Netwoakd the traffic distribution in such a network.

In Chapter 3, we verify the scaling properties of the thiee4tetwork with detailed system
simulations (for dense network scenarios) and relate tiperemental results obtained with the
analytical asymptotic results. The simulation model islenmented with realistic MAC and routing
protocols, and is also useful for providing insight into ttieice of system parameters such as the
ratio of mobile nodes to forwarding nodes and access pdinésiraffic pattern, and the channel
bandwidth allocation required for high and low tiers of therarchy. In addition, the simulation
study also examines the allocation of separate channelgotd the increased protocol overhead
which arises in the single channel case. A heuristic digieidh channel assignment algorithm is

proposed to achieve conflict-free transmissions in the owtw

In Chapter 4, we propose a unified adaptive routing framewdrich allows introduction of
programmable routing modules and adjustable parameterthisl framework, protocol selection,
routing algorithm parameters, and/or routing metric cacdrgrolled in response to observed per-
formance and external service needs. We also study a agssddaptive routing metric as an inte-
grated routing algorithm that can be deployed in the adaftamework. The proposed PHY/MAC
Aware Routing Metric (PARMA) aims to minimize end-to-endalethat includes both transmis-

sion and access times. We study PARMA working with proacdtigance vector ad hoc routing
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protocols (such as DSDV), and specific enhancements to thiagoprotocol which is originally
designed working with the minimum hop routing metric. In éidd, smoothing techniques for the
link portion of the proposed metric is introduced to adji& different change variations between
the MAC layer and the network layer and also to improve roota/ergence.

Finally, Chapter 5 summarizes the main results of this dissen and outlines the future direc-

tions of the research.
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Chapter 2

Capacity of Three-Tier Hierarchical Hybrid Wireless Networks

In this chapter, we develop a general analytical model feraymptotic capacity and scaling prop-
erties of three-tier hierarchical hybrid wireless netvgrkirst, we briefly review the relevant nota-

tion, the related work, and some useful results establighpdor work.

2.1 Background and Notation

2.1.1 Interference Model

In this work, we use th@rotocol Interference ModelThe interference model describes the suc-
cessful reception of a transmission over one hop [9]. Lettiramon transmission range be A

transmission from nodg; is successfully received by nod¢; if
e The distance betweel; and X is no more tham, i.e.,|X; — X;| <,

e For every other node&X; simultaneously transmitting over the same channel, themte

betweenX; andX; is no less tharil + A)r, i.e.,| X} — X;| > (1 + A)r,

whereA > 0 defines the size of the guard zone.
Suppose nodg; is transmitting to nodeX; and|X; — X;| < r. If there is another nod&’;,

that is transmitting in the same time slot and the distantsfigs | X;, — X;| < r, then there is a

collision at nodeX; and X; obtains no information about the transmitted packets.
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The nodes in the network can be organized into certain typgrauips, e.g., sub-clusters or
clusters (they will be introduced later). Similar to [9], wlefine that two groups aieterfering
neighborsif there is a node in one group which is within a distance(dft+ A)r of a node in
the other group. Therefore, in the Protocol Interferenced®loif two groups are not interfering
neighbors, a transmission from one group does not collide aviransmission from the other group,

i.e., simultaneous transmissions from these two groupalkneed.

2.1.2 Time Scheduling

In our wireless network model, time is divided into slots a&fil durations. A node is scheduled to
send data in each time slot on a wireless channel. A slottekiepacheduling is used to eliminate

transmission collisions and interference for nodes in titerfering neighborhood.

2.1.3 Feasible Throughput

A throughput ofA(n) bits per second for each source nodéeigsibleif there exists a spatial and
temporal scheme of transmissions, such that each soureecaodransmit(n) bits per second on

average to its destination node.

Thethroughput capacityf a wireless network is of orded( f(n)) bits per second if there are

deterministic constants > 0 andcy; < oo such that

lim Prob (A(n) = c¢1f(n) is feasible ) = 1,

n—~o0

lim Prob (A(n) = cof(n) is feasible ) < 1.

n—~o0

Theaggregate throughput capacity measured as the sum of the throughputs furnished to the

nodes of a network (or cluster). Let(n) bits per second be the throughput of nadle The

aggregate throughput capacity of a wireless networkM.&., \;(n), is of order©(f(n)) bits per
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second if there are deterministic constants> 0 andcy < oo such that

lim Prob (Z Ai(n) = c1 f(n) is feasible ) = 1,

n—00 ;
=1

lim Prob (Z Ai(n) = caf (n) is feasible ) < 1.

n—oo =1
2.2 Related Work

In [9], Gupta and Kumar obtain the capacity of multi-hop wess networks witt identical ran-
domly located nodes, each capable of transmitting/abits per second, using a fixed range and
under the Protocol Interference Model, whictﬁé%) bits per second per node for randomly
chosen destinations.

Capacity scaling laws for two-tier hybrid wireless netwoHave been studied in [17-19,43,44].
Suppose a hybrid network consistofad hoc nodes andh base stations (BS’s) or AP’s. In [17],
Liu and Towsley have proved that, for the deterministic irmystrategy with regular placement of
BS’s for the Protocol Interference Model, the aggregateubhput capacity grows linearly witlh
whenm = Q(y/n) and all bandwidth is allocated to the traffic that goes thiotg infrastructure.

When ad hoc nodes and AP’s are randomly distributed, a thimutgcapacity of@(%) can
be achieved, provided that the number of AP’s scales lipegith »n [18]. In this work, the trans-
mission range depends anandm, and ensures an optimal routing scheme in which each ad hoc
node is only one hop away from a certain infrastructure node.

The results on the capacity of hybrid networks obtained B] Bre similar to those reported
in [17], but a spatial-diversity scheme is used to achieeenttaximum throughput which is fairly
shared among the ad hoc nodes.

Employing power control allows better scaling of capaciiywireless networks. In [45], the
authors show that &//n rate is achievable in flat ad hoc networks of randomly locatedes.

In [44], it is shown that @(1) throughput to som&(n) nodes can be guaranteed in a hybrid
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network.

Linear scaling of capacity can be achieved Wh?@og—n <m < 1o§n in a hybrid network
with arbitrarily placed infrastructure nodes [19]. Thiskeg upper bound o{o’g‘—n is similar to that
obtained in our work, but in [19] linearity is achieved bytilet) ad hoc hodes communicate directly

via infrastructure nodes thus requiring power control. ldeer, we use a common power level with

regularly placed AP’s.

In order to facilitate system evaluations with practicaldaloand realistic protocols, in our anal-
ysis we employ bandwidth partitioning and consider therhwetraffic and local traffic separately
(similar to [17]). This is because bandwidth partitionirapde implemented with the multi-channel
capability provided by current radio devices, and differeaffic types have different scaling be-
haviors. As distributed power control is a complex desigsbfgm in wireless networks, we do not
consider it here. At the highest tier, multi-hop wirelesmsmissions are allowed between AP’s
and FN'’s, which does not impose restrictions on transmispmwer as in [19]. Also, we do not
consider the capacity gain that could be achieved from naatlity [46], or other approaches such
as node cooperation and MIMO communication [47,48]. Gdlyerae use an analytical model that
is closely related to practical systems. Note also that pipecach of bandwidth partitioning can be

easily applied to thé(-tier hierarchical network withi > 3 that is introduced in Section 1.1.

It is observed that our results on the capacity of Random égmpe Networks are similar to
those on the capacity of cluster networks [43]. However,glaof presented here is simpler and
by our approach we can derive the traffic distribution of sagtetwork (see Appendix A), which
provides a basis for designing scheduling algorithms taemrae the capacity bottleneck at the

hotspots in close proximity to aggregation nodes.
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2.2.1 Useful Results

Some useful results established in [17] are summarized herdne two-tier hybrid network ofi

ad hoc nodes angh base stations (BS’s) [17], the regularly placed BS’s divitke network into a
hexagon tessellation, in which each hexagon is called as&sfuming that each node can transmit
at W bits per second over the wireless channel, and further thangh is divided into two sub-
channels to carry intra-cell traffic and inter-cell traffigthwbandwidth W, and W; respectively.
Under the deterministic routing strategy and the Protati@rference Model, the following lemmas

hold:

Lemma 2.1. If m = o(y/n), the aggregate throughput capacity contributed by intedl-traffic is

T, — @(, /m Wa>.

The aggregate throughput capacity is maximized wignw — 1. And the corresponding

capacity is:
n
7= gty ")
Lemma 2.2. If m = Q(/n), the aggregate throughput capacity contributed by intedi-traffic is
T, = O(v/n W,).

The aggregate throughput capacity is maximized whiériiw’ — 1. And the corresponding

capacity is:

T=0(mW).

2.3 Analytical Model

We model the three-tier wireless network, which is intraethan Section 1.1.2, as follows.
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2.3.1 System Modeling

As shown in Figure 1.4, we suppose there@ieAP’s, ng FN's, andnjy; MN's (n4 < ngp < npy)

in a disk of unit area on the plane. MN’s are independently @mitbrmly distributed, while AP’s
and FN’s are placed in a regular pattern. Through the ad htweonle discovery procedure, each
MN is associated with the nearest FN via direct transmis¢gmsuming there is always at least
one FN within its transmission range), and each FN is aswsatiaith its nearest AP via one-hop
or multi-hop transmissions. After associations, all noitkethe disk form clusters, each of which
consists of one AP, its associated FN’s, and their assaochid’s (as in Figure 1.4). Also each FN
and its associated MN’s form a sub-cluster. Note that loveemiodes are only allowed to associate

with one higher tier node at a given time, i.e., “single hogiiis deployed in the analytical model.

The wireless channel is divided into two sub-channels: eneairied on frequency; and
the otherfy. fr is used for transmissions to and from MN’s (denoted-tier transmissions
fm is used for transmissions not involving MN’s (denoteaigh-tier transmissionls We assume
that each node, if working on frequengy, (or fz), is capable of transmitting at/z, (or W)
bits per second (we simply state that these two sub-chammelsvith bandwidthiV;, and Wy
respectively). Each FN is equipped with two radios, and bas participate in both low- and high-
tier transmissions using different radios. All nodes wigkon a frequency are assumed to have a
common transmission range, but the range could be différent the transmissions on the other
frequency. Let the transmission range fonand fg ber; andrg respectively, and the guard zone

size beAr andAy respectively. The network model of a planar layout is shawhigure 2.1.

AP’s are interconnected through an infrastructure netvediikfinite capacity. We do not con-
sider the mobility of MN’s, and therefore there is no capaaimprovement brought in by node

mobility as discussed in [46].
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Figure 2.1: Analytical system model.

2.3.2 Traffic Pattern

In the three-tier hierarchical network under consideratidN’s are at the lowest tier and perform
end-user functions such as mobile computing or sensingidch. MN’s do not forward packets for
others but send out and receive their own packets. FN's dbanat any traffic needs of their own,
but forward packets for other nodes and work as the relaybgtween the MN-tier and AP-tier.
As discussed before, we need to consider both traffic to/tlwrinternet and peer-to-peer traffic.
Accordingly, we define thinternet trafficas traffic between MN'’s and AP’s, and tloeal traffic as

traffic between MN'’s.

2.3.3 Routing

We assume that the Internet traffic must go through the FRiNdigen if the MN is only one hop
away from the AP-tier. For the local traffic, depending on rékative locations of the communi-
cating pairs, it is either intra-cluster or inter-clusteaffic: it is intra-cluster traffic if the source
and destination MN’s are in the same cluster, otherwise irter-cluster traffic. We assume that
intra-cluster traffic is relayed by the FN’s of the same @usia ad hoc mode transmissions; while
inter-cluster traffic always goes through the infrastruetusing a mix of multi-hop wireless links

and wired infrastructure paths.
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Figure 2.2: High-tier transmissions in a cluster. (a) Thermet traffic and the inter-cluster local
traffic at the high-tier. (b) The intra-cluster local traffitthe high-tier.

2.3.4 Capacity Separation

Since low-tier and high-tier transmissions use differari-shannels, and there is no interference
between them, we can look at capacity contributed by tressoms at these two tiers separately
(denotedlow-tier capacityand high-tier capacityrespectively). Figure 2.1 shows a sub-cluster
and the low-tier transmissions in it. High-tier transmiss are illustrated in Figure 2.2, where
Figure 2.2(a) depicts a network of a cluster with the Intetredfic and inter-cluster local traffic at
the high-tier, and Figure 2.2(b) displays a network of ateluwith the intra-cluster local traffic at
the high-tier.

Before the capacity analysis, we model t&@ndom Aggregate Netwofdr deriving the aggre-

gate throughput capacity of the network in Figure 2.2(a)taedequired transmission range.

2.4 Random Aggregate Networks: Randomly Located Nodes andgygregate Traffic

Pattern

In a random aggregate network scenarosource nodes are independently and uniformly dis-

tributed in a disk of unit area on the plane. We randomly pkaoede in the disk as the destination.
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Thus alln source nodes have a common destination, to which each oflsmes to transmit pack-
ets at rate\(n) bits per second. We further assume that all nodes employ the same transmissio
range or power, and are capable of transmittingabits per second. Also we use the Protocol

Model for interference.

Theorem 2.3. For a Random Aggregate Networkm@&ource nodes and one destination node on a

planar disk in the Protocol Interference Model, the ordeagfregate throughput capacity is
T = ©(W) bits per second. (2.2)

And the transmission rangeis chosen as

_ 80 logn
S yrVon

r

Proof: Similar to [9], we use a Voronoi tessellation [49] of the @awmlisk to prove this theorem.

The Voronoi tessellation of a set of nodes in the disk is ptbih Figure 2.3. Assuming the edge
effects are ignored. It can be shown that the special priegeof the Voronoi tessellations of the
surface of the sphere, described as Lemma 4.1 in [9], holthéoplanar disk here. The lemma can

be rewritten as follows:

Lemma 2.4. For everye > 0, there is a Voronoi tessellation of the disk on the plane \ilith

property that every Voronoi cell contains a disk of radéusnd is contained in a disk of radi®s.

Let R, = /12" | emma 2.4 implies that there exists a Voronoi tessellaiprsuch that
each Voronoi cellV € V), contains a disk of radiu®, and is contained in a disk of radias?,,.

Defineadjacent cellsas the Voronoi cells that share a common point. Set the tigsgmn range

_ 80 logn
=7 —

r =8R,

1In the “Random Networks” scenario [9], the destination isd@mly chosen for each source node.
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Figure 2.3: A Voronoi tessellation of a set of nodes in thé.dis

The following lemma on the properties of the constructedo¥or tessellationV,, has been proved

in [9]:

Lemma 2.5. For the chosenRk, andr, the constructed Voronoi tessellatiaf, has the following

properties:

e Each Voronoi cell inV,, contains at least one node (with probability approachingsn —

00).

e Every node in a Voronoi cell is within a distanedérom every node in its own cell or adjacent

cells.

e Every Voronoi cell inV,, has no more thams interfering neighbors, ands depends only on

the guard zone siz&.

The first two properties of Lemma 2.5 imply that, there alwayssts direct communication
between adjacent cells, and it is feasible to relay trafboflone Voronoi cell to one of its adjacent

cells.
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Now let X, be the common destination nodg; be a source node, ard be the straight-line
segment connecting; to Xy, fori = 1,...,n, as shown in Figure 2.3. We choose the routes to
approximate the straight-line segments, which interdeeMoronoi cells inV,,. More specifically,
each packet is relayed from the source cell todestination cell(the Voronoi cell contains the
destination nodeX,, denotedC,;) in a sequence of hops (as the 3-hop dotted lines in Figude 2.3
According to Lemma 2.5, in each hop, the packet can be tramsgférom one Voronoi cell to an
adjacent cell along the straight-line segments. In thehapt the packet is sent to the destination
from an adjacent cell of the destination c€ll. The traffic generated at any source node that is
located withinCy; is directly transferred to the destination. The above rhdp relaying scheme is
feasible with probability one whemis large.

Next we compute the mean number of routes served by the dgstircellCy. SinceCy con-
tains the final destination node and each multi-hop routa fite source to the destination is feasi-

ble, it follows

Prol(L; intersecty’;) = 1,

and therefore

E[number of lines in L, }"_; intersectingCy] = n.

Suppose each ling; carries traffic of rate\ bits per second. Since the traffic handled by a
Voronoi cell is proportional to the number of lines passingtgh it, the rate at which the destina-
tion cell needs to serve is\.

From the vertex coloring of graphs [50], we know that a grapdemree no more thaP can
have its vertices colored by using no more thHa# D colors in such a way that no two adjacent
vertices have the same color. According to the third prgpeftLemma 2.5, all Voronoi cells in

V,, can be colored with no more thdr4 c3 colors such that the colors of interfering neighboring
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are different. By equating time slots with colors, we cangles schedule for transmitting packets
in such a way that each Voronoi cell gets one time slot to iréginm every 1 + c¢3 slots and no
transmission collisions occur. Thus the rate at which eacbnoi cell gets to transmit i8//(1+c3)
bits per second.

Note that the traffic can be accommodated if it is less tharrdke available. Based on the
scheduling scheme as described, the traffic handled by tbiewletwork is restricted by the desti-

nation cellCy, i.e.n A < W/(1 + c3). Therefore, the rate per source node

W
A e (2.2)

is feasible with probability one whemis large. Equation (2.2) gives an achievable rate per source
node (i.e., the lower bound of the per source node capacy)the other hand, sinag; can only
handle data at rate ¥ bits per second, the aggregate capacity is upper bound8d. Byherefore,

the order of the aggregate throughput capacity is given by
T=0W),

when the transmission range is chosem as%w flen,

O

We note that the aggregate throughput capacity of the Rantlggnegate Network given in
(2.1) has the same form as that of a single-hop random aggregtavork, e.g. in a cell of a cellular
system in which all transmissions are between the baserstatid terminals and are single-hop.
This implies that the asymptotic capacity of a random netwmaving the aggregation traffic is
independent of the number of hops required to reach the gatipa node as well as the location of
the aggregation node.

The result on capacity has the same expression as the dakigt@oughput of a randomly

deployed flat network using multi-hop transmission for &aoypne communication obtained in [51].
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In our analytical approach, the aggregation node can beralyplaced, and we can obtain not only
the asymptotic throughput capacity, but also the traffitrithstion in the network (see Appendix A).
The traffic distribution could be helpful in designing schklg algorithms for such a network.

The results on aggregate throughput capacity hold for theark in Figure 2.2(a), in which the
source nodes are regularly placed. This is because the-nogltrelaying scheme described before
is feasible in a deterministic manner. Note that for regoktworks, the optimal transmission range

can be reduced as long as

r=Q(1/vn) 23)

is satisfied for maintaining connectivity.

2.5 Capacity of Three-Tier Hierarchical Hybrid Wireless Networks

2.5.1 Low-Tier Capacity and Transmission Range

Low-tier transmissions use frequengy with bandwidth;. The disk is divided intovr sub-
clusters, each of which consists of one FN and its assochi¢d. Each MN communicates with
the nearest FN via one-hop transmissions, as shown in FRjre We observe that all low-tier
transmissions have to go through the associated FN's, arfdred can only handle data at rate of
W, bits per second at any time. Therefore, the per sub-clusteughput capacityyy,, is upper
bounded byi¥;. For the lower bound, since each MN is one-hop away from ¥®@ated FN,
there is a schedule for each MN to communicate with its aagattiFN in a round robin fashion,

resulting in a throughput df’z,. Hence, it follows

nL =6O(Wyr).

There may exist interference among sub-clusters. Noteithtite Protocol Interference Model,

if two sub-clusters are not interfering neighbors, trarssioins in one sub-cluster do not interfere
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with transmissions in the other sub-cluster.

The regular placement of FN’s results in a hexagon tesemilatith each hexagon correspond-

ing to the area of a sub-cluster. We can prove the followingnhe.

Lemma 2.6. Each sub-cluster (or hexagon) has no more tharnterfering neighbors, and;, is a

constant that depends only dxy,, when the transmission range satisfies

Proof: Letb = cry, denote the length of each side of the hexagon. Since thegiiikided inton
hexagons, we have= ©(1/,/nr). Combined with the condition;, = O(1/,/nF), itis implied

that
c=Q(1). (2.5)

Under this setting, each hexagon contains a disk of ra%gdsm and is contained by a disk of
radiuscry,.

Now, we consider a hexagdi. In the Protocol Interference Model, every interferingghdior
of H has (at least) one point within a distancg ®f Ay )r;, of some point inH. Therefore, all the
interfering hexagons aff must be contained by a didR of radius3cry, + (2 + Ap)rz. Since the
area of each hexagon is larger than the area of the contaisiedtte number of hexagons contained

in disk D is bounded by:

7T((3C + 2+ AL)TL)2

cr, =
m(ers)’
4 24+ A2
= —(3+ il L) :
3 c

Combining with (2.5), we have the desired result.
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According to the vertex coloring result of graph theory [SBlere is a transmission schedule
such that each sub-cluster gets one time slot to transmutaryé + ¢y, time slots. Therefore, the

aggregate throughput capacity contributed by low-tiendnaissions, denot€efi;, is given as

T, =0O(npnL) = O(np Wr).

Suppose each MN carries traffic of ratg; bits per second on average, then

T, = ny Ay = O(npWp). (2.6)

It is observed that the aggregate throughput capacity iboted by low-tier transmissions in-
creases linearly with the number of FN’s, when the trandonissange satisfies;, = O(1/,/nr).
Traffic carried by MN'’s instead of their exact number coumtg2.6), which implies that the sys-
tem’s scaling behavior does not depend on the number of addu®s. This is a great improvement
upon flat and two-tier wireless networks, achieved by ad#Ngs to aggregate traffic for ad hoc
nodes, especially when the density of ad hoc nodes is highlsdt suggests that we can increase
either the number of FN's or the bandwidth allocated to l@viransmissions to accommodate the

traffic of the network.

2.5.2 High-Tier Capacity and Linear Scaling Regime

We assume that the bandwidth allocated to the Internetdrafiil the local traffic carried by high-
tier transmissions (denotdugh-tier Internet trafficandhigh-tier local traffig are Wy, andWys,

respectively, andVy1 + Wy = Wy

High-Tier Internet Traffic

The results of Random Aggregate Networks, given in Theoré8ncan be applied to each cluster

with the high-tier Internet traffic. Therefore, the per ¢krghroughput capacity contributed by the
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high-tier Internet traffic is given by
a1 = O(Wr1),

whereWy;; is the bandwidth allocated to the high-tier Internet traffic

There aren 4 clusters in the hierarchical network. Notice that the ragplacement of AP’s
result in a hexagon tessellation with each hexagon cornelipg to the area of a cluster. By apply-
ing Lemma 2.6, the number of interfering neighbors of eaakter is bounded by a constant which

depends only od\ z, if the high-tier transmission range satisfies
rg = O(1/\/na). (2.7)

Thus, there is a scheduling such that each cluster gets onedransmit in every constant
number of time slots. Therefore, the aggregate throughgpadity contributed by high-tier Internet

traffic is given by
Ty = O(na Wh). (2.8)
According to (2.3), the high-tier transmission range fgularly placed FN’s is chosen as
rir = Q(1/\/ip). (2.9)
Equations (2.7) and (2.9) imply
na = O(np), (2.10)

which, we will see later, is the upper bound of the scalingmegfor the high-tier capacity to scale
linearly with the number of wired AP’s.

In case that FN’s are randomly placed, according to TheoréntBe high-tier transmission
range has to be chosen as

, 80 [lognpg
=7\ Tnp

(2.11)
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And the corresponding upper bound is

na = O(np/lognr). (2.12)

High-Tier Local Traffic

Suppose the bandwidth allocated to high-tier inter-clustel intra-cluster traffic ard’;o_inte and

Wha_intra YESpPectively, andVy 2 inter + Waa_intra = Wha.

(1) Inter-Cluster Local Traffic

Inter-cluster traffic is assumed to always go through thesifucture. In particular, the inter-cluster
traffic enters the infrastructure at the source FN’s assetiAP and leaves it at the destination FN'’s
associated AP. Note that this may not be the optimal routeinBtance, if the source and destination
FN’s are neighbors, it may be preferable to have direct FNeBhhections rather than using the
infrastructure. However, under the uniform traffic assuomp{destination node uniformly chosen
within the disk), the fraction of such local connectionsuig® and destinations are close neighbors)
goes to zero when the number of FN’s goes to infinity. So in ¢hse, the adverse effect of the
routing protocol is negligible asymptotically.

According to our routing assumption, in the wireless nekwone inter-cluster communication
can be decomposed into two parts: one is from FN to AP in thecearluster, and the other is from
AP to FN in the destination cluster. Only one part is countetihe throughput capacity.

For each cluster, we can apply Theorem 2.3 and obtain thegatgr throughput capacity con-

tributed by high-tier inter-cluster local traffic as follew

TH?-inter = @("I’LA WHZ_inter)a (213)

whenrg is chosen as in (2.7).

(2) Intra-Cluster Local Traffic
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Suppose AP’s do not participate in transferring this kindraffic. There aren, clusters in the
network, andnr/n4 FN’s in each cluster. According to the scaling property:afwith respect to
np, there are two cases.4 = o(,/nr) andny = Q(\/nr). We apply Lemmas 2.1 and 2.2 to the

analysis below.

(i) na = o(y/nF): In this case, according to Lemma 2.1, the aggregate capauityibuted by

high-tier intra-cluster local traffic is given as

ng
T intra — ) —— W, Zintra | -
H2_int < log(np/ni) H2_int )

Taking into account (2.13) and applying Lemma 2.1 againathigregate throughput capacity
contributed by all high-tier local traffic is maximized Wh&Wgo_iniro /W2 — 1. The achieved

capacity is given as:

nE
Tro = - 2.14
H2 @< Tog(nr/m%) WH2)> ( )

whenny = o(y/nF). Hence in this case it is more beneficial to assign bandwalihtta-cluster

traffic.

(i) ng = Q(y/nF): According to Lemma 2.2, in this case, the aggregate thraugtgpacity

contributed by high-tier intra-cluster local traffic is givas
THZ_intra = O(\/ nr WH2_intra)-

WhenW o inter /W2 — 1, the aggregate throughput capacity contributed by all-tigHocal

traffic is maximized, and the achieved capacity is
Tha = ©(naWha), (2.15)

whenny = Q(,/nr). This shows that itis more effective to allocate bandwidtbérry inter-cluster

traffic in this case, and the achieved capacity increaseadiynwithn 4.
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Therefore, whem 4 = Q(,/nF), the capacity improvement achieved by adding wired infras-
tructure nodes is significant. Note that, = Q(,/nF) is the lower bound of the linear scaling

regime, while (2.10) gives the upper bound for the chosarstréssion range.

Capacity of High-Tier Transmissions

From (2.8), (2.10), (2.14), and (2.15), the achieved agaeethroughput capacity contributed by all

high-tier transmissions, denot&d;, can be achieved as follows:

e Forny = 0(\/71_),

Ty =T + Tha

ng
= O(naWmn) + 6( IO Wis). (2.16)

e Fornyg = Q(/nr)andny = O(nr),

T = O [na(Wa1 + Wpz)| = O(naWg). (2.17)

These results are obtained wheqis chosen asy = O(1/\/na).

Equation (2.17) reveals that the capacity improvementexeki by adding AP’s can be signif-
icant, if n4 grows asymptotically faster thapn but slower tham, and the achieved capacity
has the linear relationship with the number of AP’s. Thisawty is shared among the nodes whose

packets are routed through the infrastructure as detedhiip¢he defined routing scheme.

2.6 Conclusions and Discussions

In this chapter, we present an analytical model for the dgpat the proposed three-tier hierar-
chical hybrid wireless network, and identify conditionsteansmission range and node density for

scalability to be maintained. It is shown that in a three-tietwork ofn 4 AP’s, np FN’s andn,
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Figure 2.4: The asymptotic upper and lower bounds of thalisealing regime.

MN’s, the low-tier capacity increases linearly with- when the low-tier transmission range satis-
fiesr, = O(1/,/nF). Also, the high-tier capacity increases linearly with in the scaling regime
that satisfiesiy = Q(,/nr) andns = O(nr), when the high-tier transmission range satisfies
rg = O(1/y/na). The asymptotic upper and lower boundsqof as a function of.r is plotted in
Figure 2.4. Also note that the upper bound is closely rel&agtie chosen transmission range, and
the linear scaling regime can be extended by reducing thertrssion range when FN'’s are regu-
larly placed. In this identified linear scaling regime, ttagacity improvement achieved by adding
AP’s can be significant. The upper bound implies that furtheestments in the infrastructure do

not lead to improvement in capacity scaling.

It is observed that in the three-tier network, AP’s do notcheecover the whole area, thus the
network coverage is improved. The number of AP’s requirgélated to the number of FN’s rather
than that of ad hoc nodes (i.e. MN'’s) for scalability to be m@ined, and the system’s scaling
behavior does not depend on the number of ad hoc nodes. dlerebmpared to the two-tier
hybrid network model in [17], the same amount of traffic carséeved by adding a new tier of FN’s
and reducing the number of AP’s. Since the investment andnmemat wired access cost for AP’s or

BS’s is significantly higher than that for FN’s, system casis be significantly reduced with the
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three-tier approach, especially when the density of ad bdesiis high.

By dividing wireless channels into sub-channels to cargyttaffic of different tiers of the hi-
erarchy, the proposed analytical model can be general@ednulti-tier hybrid wireless network
with more than one relay tiers. Under the deterministicirmustrategy (i.e. strictly hierarchical
routing), the linear scaling regions of the capacities ghbr tiers can be determined accordingly
in the generalized model.

The above asymptotic capacity and scaling regime are aatdig deploying a specific system
model and the deterministic routing approach, similar &tto-tier model in [17]. There are other
studies on two-tier hybrid networks, which use differerdteyn models and routing schemes, lead-
ing to different asymptotic bounds for different scalingimees [18, 19]. However, these two-tier
hybrid networks have the same scaling behavior as that inifilférms of: first, infrastructure in-
vestments need to be high in order to obtain a significantaigpgain; second, the scaling regime
depends on the number of ad hoc nodes. It can be shown thabeity improvement and infras-
tructure cost saving have similar properties when extenttiase results to our proposed three-tier
architecture.

Since both the low-tier and high-tier transmissions arelired in each traffic flow, numerically
low-tier capacity needs to be equal to high-tier capacityr &alysis suggests that, when designing
the three-tier hierarchical network, we can adjust andngz (or W;, and W) such that FN's
can accommodate network traffic and the scaling propertiesbe achieved by satisfying, =
Q(y/nr) andng = O(nr). In the next chapter, we will study the scaling propertiea tiiree-tier
802.11-based network via detailed system simulationsshoa how protocol overhead affects the

system'’s scaling behavior.
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Chapter 3

Three-Tier Hierarchical System Evaluation

The theoretical analysis presented in Chapter 2 gives §ma@stic capacity of the three-tier hier-

archical hybrid network. We note that the analytical ressati capacity were obtained by assuming
perfect spatial and temporal scheduling and ignoring mediacess and routing overhead. How-
ever, these assumptions are not true in practice. TakintEtBE 802.11 specification as an exam-
ple, the backoff mechanism would cause idle times, and tieaticarrier sense mechanism (used to
overcome the hidden terminal problem) would result in soare @f the space not being fully used.

The overhead of wireless medium access and routing contsylstem and protocol design can be
quite high and will generally tend to degrade system perémre. Hence, we investigate the system
performance and scaling properties of the three-tier nétwgstem with MAC and routing proto-

cols typical of a real implementation. It would be of intdrigssee whether the analytically obtained

scaling relationships hold for system simulations witHistia protocol and traffic assumptions.

Meanwhile, the analytical results prove that the aggretatsughput capacities of both tiers
have linear relationships with the allocated bandwidth.t ey do not reveal explicitly how to
allocate system bandwidth to each tier of the transmissioreccommodate network traffic in a
balanced way. In this chapter, we validate the analyticaliyained capacity results and further
study system performance with detailed system simulatibosthis purpose, we set up an 802.11-
based hierarchical hybrid network simulation model usimgrts2 network simulator [52]. The

example three-tier 802.11-based network consisting ofilmatodes (MN'’s), forwarding nodes
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(FN’s), and access points (AP’s) is shown in Figure 1.5.

Firstly we compare the hierarchical system performancesnéd network scenarios with a con-
ventional flat ad hoc network in order to estimate the poaéperformance improvement with the
three-tier hierarchy. As discussed in Section 2.6, theoperdince improvements and capacity gain
with the three-tier hierarchy come at the expense of inegas/estment in multi-radio forwarding
node hardware and total system bandwidth. This motivatds next study the scaling behavior
of such a network as a function of key parameters such asveeladde densities, traffic pattern,
and channel bandwidth allocation at each tier of the netw@fk also apply different ad hoc rout-
ing protocols with appropriate modifications to the hiehgral system and evaluate how different

routing protocols work in the hierarchical mode.

Combined with the analytical results, these experimerllis are intended to provide a more
complete understanding on how hierarchy, infrastructane] multi-channel capability help in the

design of a scalable network.

3.1 Methodology and Simulation Model

We assume a network in which all nodes use the IEEE 802.11 Méd@qol with Distributed
Coordination Function (DCF) [4]. A static discovery prouoeel pre-computes a well-balanced hi-
erarchical network topology, and also maintains and opgtsithe topology in response to node
movements and varying network traffic. We consider diffeshhoc routing protocols, including
Dynamic Source Routing (DSR) [12], Ad hoc On-demand Distaviector (AODV) [13], and Des-
tination Sequence Distance Vector (DSDV) [33], which areadified appropriately for use in the

hierarchical network.
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3.1.1 Hierarchy Construction and Node Modeling

First, ad hoc nodes (i.e. MN’s) are randomly distributedhia hetwork. Then FN’'s and AP’s are
added to the network to form the cluster-based hierarchgatticular, AP’s are placed in a regular
pattern. MN’s and FN’s are associated to a nearest AP bast#wmrgeographic distance from the
AP’s, assuming each node has the location information elfigsd all the AP’s in the network. As

in the analytical model described in Section 2.3, each etustnsists of one AP and an arbitrary
number of FN’s and MN'’s, and the AP works as the gateway of thster to the infrastructure;

“single homing” is used, i.e. any FN or MN can only belong teearuster. This assumes that
the discovery protocol supports identification of gatewdy/sfand association of related FN’s and

MN'’s in each cluster.

As discussed in Section 1.1.1, the hierarchical system eagtebigned flexibly. Using an ap-
propriate discovery protocol with the MAC protocol, an “iopized” self-organizing hierarchical
topology can be maintained over time. For example, an opéichhierarchy may be achieved by
introducing dynamic node reassociations to balance wadkiimd manage node mobility over clus-
ters. Under this assumption, we can simply implement theatghical network by dividing the
simulated site into a certain number of clusters, with awgayeAP located at the center of each
cluster and approximately the same number of nodes and saffie load in each cluster. The
nodes in movement are assumed to be moving within the otigiaster sites. In this way, simula-

tions can always be conducted over well-balanced hiereatttopologies.

MN's are modeled as simple wireless nodes without routingabdity offered to any other
node. FN's offer multi-hop routing capability to the nodddteir own clusters. AP’s provide both
wireless and wired access, and are fully connectetiObyMbps high-speed wired links. The delay
caused by the wired link is defined as the packet transmit filug propagation delay, where the

former is the ratio of the packet size to the link bandwidtihd ¢he latter i2 microsecondsy(s)
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(which is equivalent to a cable of lengih0 meters). Witns-2 wired-cum-wireless scenarios [52],

each communication between clusters goes through AP'sjraenalysis assumes.

We have implemented dual-radio nodes with two network faters, which allow simultaneous
transmissions over two non-interfering channels. In paldir, two network interfaces with separate
protocol stacks of link layer, MAC layer, and PHY layer areated below the routing agent in the
“mobilenode” object ofns2. The routing protocol decides the network interface bycWleach
data packet is transmitted. In order to disseminate routifaymation over the network, routing

messages are sent via both network interfaces.

Although the analysis suggests use of optimal transmissioge by satisfying (2.4) or (2.7), for
simplicity we choose a common transmission ranggsofmeters (m) for both tiers. The interfering

range is550 meters.

3.1.2 Traffic Pattern

We consider both the Internet and local traffic, which havenbgefined in Section 2.3.2, and only
uplink is considered for the Internet traffic. Therefore tffic in the network is originated at the
MN'’s. The relative proportions of these two types of traffandoe adjusted parametrically. For
example, in a sensor network scenario, 80% of the trafficsgrasd to be bound for a server within
the Internet, accessed through an AP; the remaining 20% oftrisffic is assumed to be routed to

other MN’s in the network, accessed via AP’s and/or FN'’s.

At MN’s, traffic is generated according to an exponentialo@vhodel [52], in which both the
“on” (burst) and “off” (idle) periods are taken from the exmmtial distribution with an average
of 500 milliseconds (ms). Packets are sent at a specific rate omipgltion” periods, and this
packet generation rate per source node (in bits per secend)ied as an input parameter in order

to gradually increase the offered load to the network. Thek@asize is64 bytes. Each MN can
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simultaneously support up to two traffic flows to differenstieations.

3.1.3 Performance Metrics

We use the following performance metrics for system evadnat

e Packet delivery fractionmeasured as a ratio of the number of data packets deliverieit

eventual destinations and the number of data packets deddrasources.

e Average end-to-end delayncludes all possible delays before data packets arrivbeit

destinations.

e Normalized routing overheadneasured as the number of routing packets transmitteti€in t
wireless network) per data packet delivered at destinati&@ach wireless hop is counted as

one transmission for both routing and data packets sentroutii-hop paths.

e System throughputneasured as the total number of bits of data received ahdaehs over

simulated time (in bits per second i.e. bps).

e MAC throughput measured as the total number of bits of data sent by all npelesecond,
including forwarded bits. Only data packets delivered atidations count. MAC throughput

is used as a measure of traffic load in Section 3.4.

The simulations are run for multiple independent replaadi [52] with different ad hoc node
placements or source-destination pair distributions hEsamulation result represents an average of

5 independent runs lastirigh0 seconds of simulated time.
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Table 3.1: Simulation parameters for baseline comparison

Simulation dimension 1000mx1000m
Number of clusters; AP’s; FN’s; MN'’s 4: 4; 20; 100
Packet generation rate per source (Kbps)1,4,8,12,16,24,32
Packet size 64 bytes
Fraction of the Internet traffic 100%
Number of communication pairs 20/40/60
MAC 802.11b ad hoc mode
Radio data rate; Radio range 1 Mbps; 250 meters
AP-AP wired link speed 100 Mbps

3.2 Baseline Comparison

3.2.1 Simulation Parameters

Our baseline simulations are for an example dense sensepnketleployed over a square geo-
graphical area with dimensiar®00mx 1000m. We divide the coverage area into faOmx500m
smaller squares, each corresponding to a cluster with onamiiPseveral FN's and MN’s. FN'’s
and MN’s are randomly placed within the clusters with a nahumiform density of 20 FN’s and
100 MN’s spread over the entire coverage area. FN’'s mover@diogpto the random waypoint
model [12] with a randomly chosen speed (uniformly distrdalibetweer® and1 m/s) and a pause
time of zero (i.e. FN’s do not stop during their journey). Hzflthe MN'’s are static; the remaining
half move according to the same random waypoint model as.Ahsrder to measure the system
improvement achieved by the three-tier hierarchy, we usgesradio FN’s for baseline comparison
as the single-frequency system may be considered as anfeéoiigpe of dynamic allocation via the
MAC protocol. Also we only consider the Internet traffic hefdne key parameters are summarized

in Table 3.1.

We assume that there are separate entries (i.e. AP’s) mtotérnet, each of which serves some
set of MN’s. In the flat ad hoc network, each packet uses molpi-wireless path to its assigned AP

without the help of infrastructure. Furthermore, theredd-iN in the flat network, and MN'’s deploy
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the same distribution and mobility pattern as in the hidraad peer.

3.2.2 Results and Discussions

Simulations with DSR

From Figure 3.1(a) which shows throughput as a function ferefl load from MN's for40 com-
municating pairs with DSR, we see that the hierarchicalesgdbegins to saturate when the packet
generation rate per source reache¥bps; while the flat system saturates at abblbps. For the
802.11b bandwidth of Mbps used here, system capacities are found to be akfnidbps for the

hierarchical case and abotit Kbps for the flat case, respectively.

It is observed that, for a specific network model witi\P’s, the system capacity roughly in-
creases by a factor df if the proposed hierarchical architecture is adopted. s significant
scaling increase over the relatively | Kbps obtained with the flat network. The increase factor
is consistent with the number of AP’s deployed. We will lodlddferent number of AP’s in Sec-
tion 3.3. Meanwhile, the average end-to-end delay, packiatety fraction, and routing overhead
curves are illustrated in Figure 3.1(b), (c), and (d). Therovement of packet delivery fraction
shows that the three-tier hierarchy helps deliver packetaadbility scenarios. Figure 3.2 demon-
strates delay-throughput curves which summarize systeacds and performance as a whole. The
simulations have been repeated for two other cases cordisygoto20 and60 communication pairs
and results similar to thé0-pair case have been observed. This verifies that the systpatity is

independent of the number of MN’s, as the analytical regu@)(implies.

In the cluster-based hierarchy, each MN communicates ¢fraufew FN’'s and a gateway AP,
thus the infrastructure serves as shortcut for the traffer dang distance to reduce the average
number of hops required to reach the destination, whichadrternet wherd00% packets from

MN'’s have their destinations here. In addition, MN’s do naihjthe full distribution of routing
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Figure 3.1: Baseline comparison. DSR case, 40 communicpads. (a) System throughput. (b)
Average end-to-end delay. (c) Packet delivery fractiopn Normalized routing overhead.

messages, thus reducing routing overhead significantlycoOifse, the capacity increase comes at
the expense of increased hardware (FN’s and AP’s) relatieefiat network, and in that sense it is

not an “apples-to-apples” comparison.

Simulations with AODV

We replace DSR with AODV routing and repeat the simulation®rder to study the impact of
routing protocols. Thes-2 AODV implementation is from Uppsala University [53]. Weauthe
same system model and parameters as for the DSR case dészzitier. The simulation results

obtained are shown in Figure 3.3 and Figure 3.4.

From these curves it is observed that the system capacityaridrmance improvement ob-
tained with AODV are comparable to those obtained with DS$Rpdrticular, the throughput gain

is also approximatelyt. This is mainly because of the deployment of three-tierdnigry and wired
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integration, as discussed in the DSR case.

When comparing the results, it is observed that the thexehterarchy provides abodttimes
higher saturated throughput (capacity) as the flat netwaonild, both have similar delay vs. offered
load characteristics. The capacity of AODV is found to be gmally higher, and the average
packet delays are also correspondingly lower. The AODV aises show a poorer fraction of
packets delivered, possibly due to higher rates of linkvaeji failure. Previous simulation studies
show that AODV generally has a higher routing load than DSR. [bhis is because DSR’s caching
is very efficient at low speed, which is our case here. AODVisting load is dominated by route
request packets. In the hierarchical network, MN’s do niot jo the flooding of route requests, so
AODV can achieve a low routing overhead comparable to DSRhatsame time, fewer routing

packets decrease the chance of link delivery failure, whishilts in higher data packet delivery
fraction in the hierarchical mode.

We conclude that the performance and achievable througifgghe three-tier network are rel-
atively insensitive to the choice of routing protocol beéneDSR and AODV. AODV appears to
have marginally higher capacity and lower delay than DSRwlih lower packet delivery fraction

for the particular scenario and configuration parameteh®e Hierarchical system works well with
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on-demand routing protocols with low mobility FN’s. We witiok at system performance with
another category of routing protocols, proactive routingtqcols, taking DSDV as the example in

the next section.

3.3 Scaling Behavior: Impact of Node Density

Our experiments for example dense network scenarios withimad parameters chosen above have
shown that the system throughput increases significantly avscaling factor approximately equal
to the number of AP’s deployed. It is also verified that thetaysthroughput is independent of
the number of ad hoc nodes. As identified by the analyticalli®given in Chapter 2, the precise
capacity scaling factor depends upon several factorsdimaithe topology, the spatial distributions
of FN’s and AP’s, the ratio of FN’s to AP’s, and the traffic gaitt. Making the same assumptions

on the topology and the spatial distributions of FN’s and sARVe investigate the impacts of the
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relative densities of FN’s and AP’s and the traffic patter apacity scaling in this part of work.

3.3.1 Simulation Parameters

For the three-tier hierarchy under consideration, we olesiiat the core wireless network is formed
by FN’'s and AP’s, while MN’s feed traffic into nearby FN'’s or APas illustrated in Figure 3.5(a).
As a result, the key parameters for the system’s scalingvimheclude the offered traffic load
density from MN’s (denoted\g, in bps/nt), the density of FN’s (denoted’»y), and the density
of AP’s (denoted¥, p). Clearly, the numbers of FN’s and AP’s cannot be selectbitrarily given
that FN’s and AP’s must cover the entire service area to ernthat all MN'’s are reachable. Note
also that in the three-tier network, an AP represents afgigntly higher investment than an FN,
so we adopt a heuristic approach of covering the entireseaiiea with FN's and then determining
the right number of AP’s necessary for the network to scala balanced way. We measure the
normalized system throughput (per unit area) as a functiche offered load densityg while
varying the density of AP’st4p, given a fixed value of the density of FN%g, and obtain the
normalized system capacity as the maximum throughput.

We consider a square simulated region, where AP’s and FM'placed in a regular pattern.
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Figure 3.5: Parameter definitions and the regular planavarkttopology. (a) FN’s and AP’s form
the ad hoc core network. (b) A grid topology consisting of NMsand 4 AP’s (MN’s are not given
in the plot). (c) A grid topology consisting of 36 FN’s and 2 '8P

Although this regular spatial model is expected to produgtnustic results relative to random
spatial model, it is considered useful for estimating thei@@ble capacity [55]. The distances
between neighboring FN’s are a0 meters. With the specified 802.11b transmission ran@sof
meters, this separation is likely to yield close to the maximthroughput [56], and this FN density
provides full coverage over the simulated region. We use ginwlation cases with dimension
of 1200mx1200m and 800mx800m respectively in order to explore the sensitivity to phgkic
assumptions. With identical FN density, there are a totalédfN’s for the800mx800m case and
36 FN'’s for the1200mx 1200m case, as depicted in Figure 3.5(b) and (c) (suppadse’s in (b) and

2 AP’s in (c)), where MN’s are not plotted in the figures.

MN’s are randomly distributed in the network with an ideatidensity. In order to investigate
the scaling behavior affected by the three-tier hieraraeleyuse single radio for FN’s. The number
of AP’s is varied for each dimension to see how the hieraattttroughput changes with the ratio
of FN's to AP’s. We consider with both DSR (as an on-demandimgyprotocol) and DSDV (as a
proactive routing protocol) for routing. The mobility path of MN’s and the traffic pattern are set
differently for each simulation and will be described sepally in later sections. Table 3.2 lists the

key parameters. For other parameters please refer to Tdble 3
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Table 3.2: Parameters for scaling simulations

Simulation dimension 1200mx1200m | 800mx800m
Number of AP’s 1,2,3,4,6,9,12 1,2,4,6
Number of FN’s 36 16
Number of MN'’s 90 40
Packet generation rate (Kbps) 1,4,8,12, 16, 24, 32, 40
Fraction of the Internet traffic 20%, 50%, 80%, 100%
Distance between neighboring FN's 200 meters

3.3.2 Results and Discussions

Experiments with DSR

When DSR is used, MN’s move according to the same random vistypmdel as in the baseline

comparison, and only the Internet traffic is considered.

Simulation results for thé200mx1200m case are shown in Figure 3.6. Figure 3.6(a) shows
that the normalized system throughput increases when thebe&of AP’s increases from to
9. Observe that once the number of AP’s reachethe system throughput tends to increase at a
slower rate. As expected, the highest capacity is obtaindd 9vAP’s, since9 AP’s give almost
the full coverage over the simulated site in our model. Whenrtumber of AP’s is greater than
9, the overlapping of the coverage areas of the neighboring B&omes a factor, which results
in interference between AP’s thus the normalized throughegins to decrease. The normalized
throughput with12 AP’s is even less than that withAP’s for the light offered load, but it starts to
outperform others (except for tfeAP’s case) when the offered load increases. We also observe

that the average end-to-end delay decreases when the nofrfieis increases.

Figure 3.6(b) summarizes the normalized capacity wittedifit numbers of AP’s. We observe
that the achievable end-to-end throughput increases aliearly before the number of AP’s in-
creases tal, while the curve saturates rather rapidly as the number o ARncreased further.

This saturation phenomena verifies that the achievableighqout grows linearly with the number
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of AP’s only when AP’s are in the right proportion to FN’s. @tly, the “knee” of this curve is
a good operating region for system designers because éeshnear-maximum network capacity
with a modest investment in wired AP’s. In this case, a systemigner should aim to provision the
network with abouti-6 AP’s for a region that requires aroud FN's for full coverage.

We repeat the experiments for t880mx800m case and observe similar results as shown in
Figure 3.7. In this case, the knee of the capacity curve isheshwith abouB—4 AP’s. It is also
observed that the normalized capacities of these two case®mparable, as might be expected as

the simulated region grows larger.

Experiments with DSDV

For the DSDV case, we assume MN'’s to be stationary. Thisigeitiused to avoid the influence of
node movement, which would tend to degrade system perfareniana proactive routing protocol.
We adjust the fraction of the Internet traffic to see the impmddraffic pattern, and assign local
traffic to be either inter-cluster or intra-cluster traffidlwequal probability.

Figure 3.8 depicts the normalized throughput curves oédifit numbers of AP’s for different
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Internet traffic fractions, and Figure 3.9 shows the aclikvéhroughput vs. the number of AP’s
for different Internet traffic fractions. It is observed thlae throughput grows as the Internet traffic
fraction grows from20% to 100% for the 2, 3, 4, 9, and12 AP’s cases, but it is reversed for the
1 AP case. The analytical result suggests that, for the loafld, it is more effective to allocate
bandwidth to carry inter-cluster traffic for large numbe®d's (i.e. whem 4 = Q(/nF)), and to
carry intra-cluster traffic for small number of AP’s (i.e. @in 4 = o(,/nr)). Since the Internet
traffic has the same scaling property as the inter-clustal lwaffic, these simulation results are

consistent with the analysis in terms of the traffic pattern.

The capacity curves in Figure 3.9 have similar behavior add8R case given earlier, and all
the curves approach saturation in the regiod.ofWhen the number of AP’s is greater thanthe
throughput hardly increases any further. The saturati@npimena verify a linear scaling regime,
in whichn 4 cannot grow faster than some functiomgf for the linearity to be maintained. Other-
wise, the number of interfering neighbors of each AP woutdease as the AP density increases,
invalidating the linearity. Moreover, a rough square-lalationship between the density of FN'’s

and AP’s (i.e.X4p = XFrn ) around the knees of the capacity curves may be inferred.
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tions. DSDV casel200mx 1200m field, 36 FN's. (a) 20% Internet traffic fraction. (b) 50%edmet
traffic fraction. (c) 80% Internet traffic fraction. (d) 1008ternet traffic fraction.

The analysis assumes transmission range chosen as in (Z2lYp Therefore, throughput is
expected to be improved by employing an optimal transnmsgamver. Also, the saturation region is
expected to move to a larger number of AP’s provided thatrtesinission range is adjustable. The
analysis also assumes perfect medium access (includireglsiing) and routing. But in practice,
the protocol overhead of medium access and routing wouldadegsystem performance. These
factors cause deviations from the theoretical bound obth@arlier. Our experiment study provides

understanding on the design of hierarchical systems, ardbwet look for the exact knees.

Additionally, it is observed that the hierarchical systeamiaves higher throughput with the
on-demand routing protocol than with the proactive roufingtocol (see Figure 3.6(b)), as in the
flat ad hoc network [36]. This is because the routing overloaabe reduced with the on-demand

routing protocol.
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fractions,1200mx1200m field, 36 FN’s.

3.4 Scaling Behavior: Impact of Channel Bandwidth Allocatbn

As proved in Chapter 2, the low-tier capacity grows lineaxiygh nx and Wy, and the high-tier
capacity grows linearly witln 4 (in the region shown in Figure 2.4) aiif;. Hence, we might
increase either the node density or channel bandwidth toowepcapacity. Note that different AP
or FN densities require different optimal transmissiongesbased on (2.4) or (2.7), which might
require an appropriate power control algorithm. As disiidol power control is a complex problem
in wireless networks and would affect network topologyemiatively we may choose to allocate

dedicated frequency bands to different tiers of the network

When considering the problem of bandwidth allocation, wie tieat the analytical results do not
explicitly reveal how to allocate system bandwidth to eaehdf the transmissions to accommodate
network traffic. Therefore, we conduct some additional $atmons to investigate this issue in this

part of work.
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3.4.1 System Model and Bandwidth Allocation

Since both the low-tier and high-tier transmissions arelired in each traffic flow, numerically the
high-tier capacity is required to be equal to the low-tigpamty. This suggests that when the total
network bandwidth is given, it should be allocated in suégtroportions to each tier in order to

achieve a good system capacity.

Dual-Frequency System Model

In the analytical model, only FN’s are equipped with duaioadwhile AP’s are assumed to have a
single radio. However, this assumption results in an al@aystem performance degradation due
to extra hops through FN’s (i.e. more wireless transmissemmd higher medium access overhead)
even when direct MN-to-AP connections are possible. Thealimitation of single radio AP’s
has been verified by simulations for the scenario in Secti8r23howing that there is very little
gain from deploying two dedicated channels to two tiers ahgmissions and doubling the total
system bandwidth. Therefore, we employ a system model wdegioys dual radios at both FN’s
and AP’s.

In this model, the high-tier capacity is numerically eqléve to the low-tier capacity less any
traffic which does not go through the FN-tier. The wirelessismissions at the high-tier and the

low-tier are demonstrated in Figure 3.10, where the lowttBnsmissions involve MN’s at one end
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and higher-tier nodes (either AP’s or FN’s) at the other exmd] the high-tier transmissions do not
involve any MN's. This dual-frequency system model has duldeature that packets choose the

same routes as in the single-frequency system.

Bandwidth Allocation

Bandwidth should be allocated to two tiers in proportionh® traffic load at each of the two tiers of
the transmissions. The MAC throughput (or one-hop throughp[56]) can be used as a measure of
traffic load, and is defined as the total number of bits of date. By all nodes per second, including
forwarded bits. According to the definition, it can be obgairfrom the product of the end-to-
end throughput and the average hop count of data packetemeli at destinations. Therefore,
the bandwidth allocation depends on the ratio of averagedoomt at two tiers. Note that the
dual-frequency system defined here chooses the same ro@acto packet as the single-frequency
system. Therefore, when using the average hop count as aireedsraffic load, we can obtain the
values of the average hop counts at two tiers of the dualt&egy system from the single-frequency
system.

According to the routing assumption, the low-tier transitiss are always one hop. So the
low-tier hop count idl for the Internet traffic and i2 for the local traffic (see Figure 3.10). Suppose
the measured average hop count of a single-frequency systernthen in the corresponding dual-
frequency system, the average hop count at the high-tter isfor Internet traffic and, —2 for local
traffic. If the Internet traffic fraction i80%, the average hop counts of the dual-frequency system at
the low and high tiers can be estimatedas+ 2+ 0.2 = 1.2 andh — 1.2, respectively. Considering
the single-frequency system scenario of the DSDV &bfd Internet traffic case in Section 3.3.2
as an example, we measure its average hop count, and edtiraaeerage hop counts at two tiers
of the corresponding dual-frequency system with resultergin Table 3.3. We have verified that

these estimated values are consistent with the measunasbval
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Table 3.3: Average hop count at two tiers

The number of AP’s 1 2 3 4 9 12
High-tier average hop count1.35| 1.1 | 0.4 | 0.35| 0.06 | 0.0
Low-tier average hop count 1.2

/ Single-frequency system \

Dual-frequency system Network size
Ratio of Relative MAC Ratio of avg R CHLN
traffic load throughput at hop count at
at two tiers two tiers two tiers Ratio of local

and Internet
traffic

. /

Figure 3.11: Bandwidth allocation determined by the neknammfiguration and the traffic pattern.

Therefore, the bandwidth allocation can be determined byatlerage hop count of the single-

frequency system and the ratio of the local and the Interaffid, as summarized in Figure 3.11.

MAC Throughput

As a more direct illustration of traffic load, in Figure 3.12wlot the MAC throughput at the
low and high tiers as a function of the number of AP’s in thewwek for the DSDV and’0%
Internet traffic scenario used in Section 3.3.2. As expedtedtier network throughput increases
with the number of AP’s due to increased direct MN-AP conioast We also observe the fact
that network throughput increases rapidly with just a fewsABnd for the case with AP’s, the
high-tier throughput contributes quite nicely to the oVlematwork throughput which is only a few
percentage points lower than the maximum system througtiptained with9 AP’s. This justifies
the use of FN’s to replace wired AP’s as motivated by the ditalyresults obtained earlier.

The average hop count as a function of the offered load isgqulabh Figure 3.13. It is observed
that the average packet hop count decreases when the nuimdBisagrows from1 to 12. Also

when the offered load gets heavier, the average packet hog decreases. This is because that,
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Figure 3.12: End-to-end throughput and MAC throughput. DS2se,80% Internet traffic frac-
tion, 1200mx 1200m field.

out of the packets delivered, the fraction of single-hopkp&s increases. Less the average hop
count, more packets the network can accommodate and larde¢pe=nd throughput the system can
achieve. Therefore, itimplies that most of the bandwidtlsisd to carry packets over short distances
when the maximum throughput is achieved, resulting in siigtage hop counts in Table 3.3. This
indicates some unfairness between traffic routed ovendiftalistances. In the case that most traffic
has to go though the gateway AP’s, it suggests that most dfahdwidth is used by the nodes in

close proximity to the infrastructure nodes.

3.4.2 Results and Discussions

Based on the estimated ratios of average hop count at tvgoterdefine several possible bandwidth
allocation ratios between high and low tiers in Table 3.hg&-frequency allocation to both high
and low tiers, which may be considered as an imperfect typdynémic allocation via the MAC

protocol, is also considered for comparison purposes.

Figure 3.14 shows the achievable system throughput for efatie bandwidth ratios defined in

Table 3.4 and also for the single frequency cases (for chéxamelwidth1 Mbps and2 Mbps). The
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Figure 3.13: Average packet hop count. DSDV case, diffedaternet traffic fractions,

1200mx1200m field, 36 FN’s. (a) 20% Internet traffic fraction. (b) 50%émntet traffic fraction.
(c) 80% Internet traffic fraction. (d) 100% Internet traffiadtion.

Table 3.4: Dual-frequency channel bandwidth allocatidrestes

Bandwidth allocation scheme index0 | 1| 2
High-tier bandwidth (Mbps) 1.5]1110.5
Low-tier bandwidth (Mbps) 05|1]15

detailed throughput vs. offered load curves are displagétdgure 3.15. From the results shown, we
first observe that the achievable throughput for the cade W&P and single frequency is limited
by access to the wired network, and there is very little ggamfdoubling the available bandwidth
from 1 to 2 Mbps. The throughput gain with increased bandwidth is baitthe 4 and9 AP single
frequency cases, but still not very significant even tholrghchannel bandwidth has been doubled.
This can be attributed to the fact that 802.11 MAC involvemiicant and non-linear overhead for
MAC layer control and routing (both of which use the basieratMbps) as data rate increases,

along with the fact that our sensor node traffic model usegtively short64-byte packets. This
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Figure 3.14: Impact of channel bandwidth allocation. DSA$&;,80% Internet traffic fraction,
1200mx 1200m field.
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Figure 3.15: Throughput vs. offered load. DSDV ca®¥} Internet traffic fraction]200mx1200m
field. ()1 AP. (b)4 AP’s. (c) 9 AP’s.
motivates allocation of separate frequency bands to highl@m tiers of the network to avoid the

increased MAC layer overhead and scheduling inefficiencichvarise in the single channel case.

Considering the two-frequency allocation cases shown gurei 3.14, we observe that total
throughput can be increased further provided the right maitihigh-tier and low-tier bandwidth is
maintained. For thé AP case, as expected, the gains are small irrespectivegieédmequency or
dual frequency assignment since the system is limited byAfie capacity to handle traffic to the

Internet. Figure 3.14 also shows that for the practicaltgresting (i.e. low cost, high performance)
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case with4 AP’s, dual frequency assignment with the right bandwidtbcaltion (i.e. bandwidth
allocation indexl and2) can provide significant gains (abai%) over the baseline. On the other
hand, when the number of AP’s is large (i.e. thAP case), system capacity does not benefit from
dual frequency assignment since most of the traffic goesttirbetween MN'’s and AP’s (i.e. is at
the low-tier). We can observe that the throughput increasdkle low-tier bandwidth increases. All
of these verify our approach of bandwidth allocation basethe average hop count ratio described

before.

The above results show that, in a hierarchical system witlistee MAC and routing protocols,
the throughput of a single-frequency system does not iseréaearly with bandwidth due to in-
creased MAC/routing overhead. This motivates another am@sim for scaling ad hoc networks, by
cross-layer adaptation, to reduce protocol overhead whéshgreat impact on system scalability.

We will focus on cross-layer adaptation in the next chapter.

Meanwhile, in a dual-frequency system, the highest thrpugis obtained when the bandwidth
is allocated according to the relative traffic load carrietha tiers. We have found that this load
ratio can be computed from the average number of hops of tigdesfrequency system as well as
the ratio of local and Internet bound traffic. Since the agerhop count of the single frequency
system can be roughly estimated from network size and APRitgletigs approach (as demonstrated

in Figure 3.11) can be used to allocate bandwidth to two tieesgeneral and static way.

However, in a real system, the number of average hop countbmaxpected to change with
variations in user density and traffic load. Thus, for moreaaded and more accurate approaches,
a hierarchical network with dual radios and separate badfttivallocation for high and low tiers
will need an adaptive algorithm to estimate parameters dodade bandwidths accordingly. Spe-
cially, a network could be designed to have dynamic allocatf bandwidth between tiers, with

control of channel allocation according to the resourckzation at different tiers. The algorithm
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could be tied to inter-tier packet rates and relative quengths at the radio interfaces inside an
FN. Note that in 802.11 networks, allocation of bandwidthi worrespond to approximate parti-
tioning of the channel space between high and low tiers widividual nodes selecting randomly
from the assigned set of channels. Smooth allocation ofighe amount of bandwidth to each tier
of a hierarchical mesh network should become possible witlré software-defined radios [57].
Additionally, multi-channel mesh, in which dedicated chels are assigned to wireless transmis-
sions to avoid interference and collisions, is anotherisgapproach. With Orthogonal Frequency
Division Multiplexing (OFDM) [58], variable bandwidth céiiprovide enough sub-carriers for all
the nodes in an ad hoc network to transmit in a non-intergenratter. We will propose a simple
distributed channel assignment scheme based on two-hapaadigring in Appendix B, that may

be of independent interest.

3.5 Conclusions

In this chapter, we have investigated the scaling propzeatnel system design principles for a hierar-
chical hybrid network via simulations with realistic MAC émnouting protocols. The performance
of an example three-tier 802.11-based network is evaluateldsignificant improvements in per-
formance and system throughput relative to flat ad hoc n&svare demonstrated. We have also
studied the impact of the relative densities of AP’s, FNisgl &N’s as well as the traffic pattern
on the achievable throughput and compared our results Wéglahalysis. The simulation results
demonstrate a well-defined saturation effect as the deobiyP’s is increased relative to a fixed
density of FN’s, thus leading to simple guidelines for detiging the number of nodes at each tier
of the hierarchy. Additionally, we have investigated thepaut of the relative channel bandwidth
allocated to two tiers on the achievable throughput of tha-frequency hierarchical system. The

results verify that dedicated allocation of frequency lsataleach tier of the network can further
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improve throughput provided that the bandwidth of high aowl fiers is allocated according to the
relative traffic load carried at two tiers.

Our experimental study has given results in confirmatiorhwitr analysis in Chapter 2, and
shown that protocol overhead has great impact on systerlingdehavior. Our simulation results
demonstrated that system throughput can be scaled by tmmght proportions of FN’'s and AP’s,
making it possible to design high-capacity, low-cost mestworks with a moderate number of

radio FN’s and only a few wired AP’s.
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Chapter 4

Scaling via Cross-Layer Adaptive Routing

This chapter investigates cross-layer adaptive routirgnagher mechanism to improve the system
performance and scaling properties of ad hoc wireless mksvdNe propose an adaptive routing
framework which allows introduction of adjustable paraengtand programmable routing modules.
In this framework, routing metric, routing algorithm paret@rs, and/or protocol selection can be
controlled in response to observed performance and exsgnace needs, and a global distributed

policy manager is responsible for the adaptive operativtizeanodes of the network.

The proposed architecture can support two types of adapieehanisms: the first involves
switched selection between a set of routing protocols aptir metrics, and the second is based
on an integrated routing algorithm which incorporates atagn of key network state parameters
such as link speed or congestion. As integrated adaptivegpalgorithms have the advantages of
reduced adaptation overhead and flexibility, we furtheestigate this kind of algorithm, taking a

cross-layer routing metric as an example.

The cross-layer routing metric is also motivated by the tlaat cross-layer adaptation facilitates
global optimization across different layers, and reducetogol overhead which has strong impact
on ad hoc network system scalability. The proposed PARMA/ffAhc Aware Routing Metric for
Ad hoc networks) routing metric incorporates state vadabhcluding physical layer link speed
and MAC congestion. The PARMA routing metric is implementgth a proactive ad hoc routing

protocol in thens2 simulator. The simulation results show that PARMA helpsréase network
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throughput and reduce network congestion by selectingspaith high bit-rate links while avoiding

areas of MAC congestion.

4.1 Policy-Based Adaptive Routing Framework

4.1.1 Introduction

In mobile ad hoc networks (MANET's), the topology may chafrgguently and unpredictably due
to node movement and fluctuating wireless link quality. Ehekaracteristics make the develop-
ment of dynamic routing protocols with good bandwidth andig@oefficiency an important design
challenge. While there are many results on specific clagsastwc routing protocols such as DSR,
DSDV, AODV, or Temporally-Ordered Routing Algorithm (TORf59], no single routing protocol
performs well in a complex real-world environment. For epdan previous work [60] shows that
DSDV, as a proactive routing protocol, is preferable foefaly-sensitive traffic; but DSR, as an

on-demand routing protocol, outperforms DSDV in high mibpgnvironment.

The above considerations motivate the use of adaptivengditir ad hoc networks such that
routing can dynamically adapt to changing network topolagy external service needs. One ap-
proach is to combine proactive and reactive strategies.ekample, the Sharp Hybrid Adaptive
Routing Protocol (SHARP) [61] is a hybrid routing protocbhhkt automatically finds the balance
point between proactive dissemination and reactive degowf routing information such that it
can dynamically adapt to changing network characteristios traffic behavior. Also a strategy
presented in [62] dynamically combines table-driven anedemand routing and is adaptive to
node mobility. Tuning routing algorithm parameters car dlslp achieve adaptive behavior. The
adaptive zone routing protocol (AZRP) [63] is an examplechkhiises variable zone radius and
controllable route update interval. Some channel adapbiueng schemes suggest choosing routes

with high date rates [23, 64].
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Figure 4.1: (a) Adaptive routing framework. (b) Distribdtglobal policy manager.

Most prior work on ad hoc routing is specific to a certain nogtprotocol or approach. In this
work, we focus on system design and propose a unified adaptiNemg framework, in which vari-
ous adaptive mechanisms can be deployed. We also investigatise of adaptive routing policies
in ad hoc networks to achieve improved routing performanas conventional methods. Example
adaptive algorithms, in particular a cross-layer adaptging metric and its implementation and

performance, are presented.

4.1.2 Adaptive Routing Framework

The architecture of the adaptive routing framework is shamvirigure 4.1(a). The architecture

implements self-adaptation by a control loop, which cafigbe information about routing states
from the system, makes decisions, and adjusts the systeecassary. The control loop consists
of two parts: the controlling part and the controlled patteTGlobal Policy Manager (GPM) is the

controlling part, which implements particular adaptatiperations such as selecting the routing
module, tuning the routing algorithm parameters, and éidgighe routing metric variables. The

routing modules and routing metrics are the controlled elas

Several routing modules are available in the framework. mhaing module which would
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Figure 4.2: The Global Policy Manager (GPM) at a node.

produce the best desired performance is selected by the GlihMparameters of the selected routing
module can also be tuned by the GPM. According to serviceiregents and traffic behavior, the
GPM decides a routing metric and its variables.

In order to achieve global optimization, the GPM, when mgldecisions, needs not only local
information but also information from other nodes of thewmk. The control information, includ-
ing state variables and management information, is diss#ed through the network. Thus the
GPM entities of all the nodes in the network construct a ithgted system and perform the global

controlling functionalities, instead of being isolated,shown in Figure 4.1(b).

4.1.3 Global Policy Manager (GPM)

Achieving global optimization in a distributed system isanplicated goal, especially when the
system conditions are under changes. As shown in FigureMtBe GPM of each node, the con-
troller monitors local behavior (e.g. channel utilizatamund the node), interacts with information
from other nodes (via control messages), analyzes data lbaseuting policies, and decides con-
trol actions. Control instructions produced by the coteroare sent to the controlled elements to

complete adaptation functions.
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The control information needed to form the global inforroatcould be sent either explicitly
or implicitly. If it is sent explicitly, extra control mesgas are necessary. If a consensus protocol
is used to achieve consensus over all the nodes in the netwohow to adjust their settings to
globally adapt to the network conditions, it can provide g w@transfer control information. If
the control information is sent implicitly, it can be piggytked on the existing routing messages to

reduce adaptation overhead.

Routing Policy

A routing policy specifies the criteria that the GPM uses wawplish a particular adaptation oper-
ation, designed as an algorithm to analyze data (e.g. pstate variables and service needs) and

produce control processes.

Routing State Variable

The routing state variables can be categorized as follows:

e Traffic behaviorwhich is dynamically changed and can be described by wseatesdium
access delay and/or packet dropped rate. Medium accegs(delzhannel busy degree) can
be estimated by measuring the occupancy of the channel R&tket dropped rate is the

fraction of packets dropped due to full queues at nodes.

e Link characteristicavhich can be represented by link quality and link data ratek quality
can be measured as the expected number of transmissiogspusives [65]. Link data rate

can be obtained from the link layer [23].

e Mobility metricswhich evaluate the relative difficulty of routing due to midgiin ad hoc

networks and is related to many factors such as the mobiitiepn, movement speed, and
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thus is not easy to evaluate. The example mobility metrie§S@ometric Mobility Metriand

Minimal Route-change Metri[&6].

e Service needsvhich can be obtained from the application profile, for exEmpatency-

sensitive and/or burst traffic.

e Other known network conditionshich could be network size, stationary or moving nodes,

power sensitive requirement etc.

When the state variables are from layers other than the mietexzer, cross-layer adaptation can

be supported by the routing framework.

4.1.4 Adaptive Mechanisms

Corresponding to different controlled elements, the psepoarchitecture can support three adap-
tive mechanisms: (1) selecting routing module; (2) tuniogting algorithm parameters; and (3)
adjusting routing metric. These mechanisms are based @ifisgdeadaptive routing policies, and
can be used either individually or together with any othérsthis section, after describing each
mechanism, we review some existing adaptive techniquedizodss how they can be supported

by the proposed adaptive routing framework.

Selecting Routing Module

When the routing service is initialized, the routing modideselected by the GPM according to
the application requirements (e.g. latency sensitive alrtime service) and the observed network
conditions. The routing module may be re-selected accglgifithe environmental conditions are

changed during run time; this is dynamic selection. In otd@cccomplish routing module selection,

an additional distributed mechanism is required to reaatnaensus.
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Switching routing module requires resetting and reconiiguithe routing service and may cause
service discontinuity, so it is preferred for long-time obas. Another approach is to use a hybrid
routing protocol combining several routing strategies iome protocol and dynamically balancing
the tradeoff among these parameters corresponding to thmement. The SHARP protocol is

such an example [61].

Tuning Routing Algorithm Parameters

Tuning of key routing algorithm parameters is another stegatds designing an adaptive system.
When the optimal values of the parameters are related todteork conditions under changes
such as node movement speeds, it is preferred that thesmqtara can be dynamically adjusted
accordingly, rather than fixed to the predetermined values.

An example parameter is thmache timeoubf DSR [67]. In DSR, the routing information
stored in the cache can be used to avoid route rediscovesafdr individual packet. However, it
may be out-of-date information. To overcome this poterdiawback, each link in the cache has
a timeout associated with it, to allow that link to be deletfiedot used within this timeout. The
simulation studies in [66] show that this timeout value @selly related to the performance metrics,
and depends on complex factors including the mobility seenghe node movement speed, the
contents of the cache, and the routing protocol’s reactiont.o Taken these factors as the state
variables, the cache timeout parameter can be adjusted praposed routing framework according

to the routing policy which is designed as a cache timeouwratgn.

Adjusting Routing Metric

The routing metric consists of path selection criteria . friieimum hop routing metric, which is a
carry-over from the wired network, might not be suitable inekess environments when bandwidth,

medium congestion or power usage are concerned. In wiretdssrks, different routing metrics
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can be used to trade off among system performance metribsasutiroughput, latency, and power.
For example, when power is considered, the energy cost [@8]be used as the link metric to
reduce power consumption at nodes by trading off againghtiseighput. Therefore, according to

the requirement of power, the GPM can decide the routingiafeirthe routing module to be used.

The routing metric can also be switched between availableicaavhen service needs change.
Like re-selecting the routing module, the metric switchuiegs explicit control messages to reach
consensus and may cause service discontinuity. Adaptiutegometrics represent a different ap-
proach, which can provide adaptive features via routingimeariables that adjust to the dynam-
ically changing environment and traffic load. In particulaross-layer adaptive routing metrics
incorporate parameters which reflect the observed netwatk shanges (e.g. the link speed and
MAC congestion) such that the routes which would producebtst system performance are cho-

sen.

4.1.5 Example Algorithms

According to the implementation of adaptation operatidhs,adaptive mechanisms can be classi-
fied into two types: one is switching between available rauthodules or routing metrics, and the
other is implementing an integrated adaptive algorithmolttiol a particular routing element, such
as a routing metric or a routing algorithm parameter. Fohedi¢hese two types, we give examples

of routing policies and adaptive algorithms that can beagl in the routing framework.

Switching Routing Module

As an on-demand routing protocol, TORA can quickly creatd araintain loop-free multipath
routing for packets, while reducing routing overhead [F9wever, it is shown in [60] that TORA

would fail to converge because of congestion collapse whemumber of communication pairs
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Table 4.1: Algorithm for switching routing module

Checkchannel busy degreeduring run time
if p > 0.6 && TORA then
Trigger the Consensus Protocol for switching to DSDV
else ifp < 0.4 && DSDV then
Trigger the Consensus Protocol for switching to TORA

O~ WNPE

increases, while DSDV has approximately consistent perdoice regardless of the number of com-
munication pairs. Based on these characteristics, we @witdh the routing protocol from TORA
to DSDV when the number of communication pairs increases.a¥¥eme that the offered traffic
load at each source node does not change over time, then MAgestion can be used as a measure

as the increased number of communication pairs.

In particular, the channel utilization factor (channel busy degreeefer to Section 4.2.3),,
is used as the state variable, and can be estimated at eaetbp@nsing the occupancy of the
channel. In Section 4.2.3, Figure 4.7 shows that the netWedins to saturate when the channel
busy degree approachés. Since switching routing module is worth the overhead ihgsi only
when the change is long-term, we need to observe the chansyedegree for some period of time.
When we measure > 0.6 for some period of time, the routing module is switched to DSD
whenp < 0.4, it switches back to TORA. Based on this policy, the adapgilggrithm is given in

Table 4.1, which can be used to trigger a transition from agoéopol to another.

Integrated Routing Metric

Integrated adaptive algorithms provide an approach in kwthe controlled and controlling parts
of the self-adaptation function are implemented togethea distributed algorithm. The control

information including time-varying state variables cangoepagated over the network by routing
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messages, and each node makes decision based on its localatibn without a consensus proto-
col. Therefore, the integrated adaptive algorithms aretyally flexible to implement with reduced
adaptation overhead and do not involve service interroptio

Integrated adaptive algorithms could be adaptive routiot¢pgols (e.g. SHARP), adaptive rout-
ing parameters (e.g. the cache timeout of DSR) or adaptisingometrics (e.g. PARMA). We will
focus on the PARMA routing metric as a cross-layer adaptigerahm that could be applied to the

routing framework.

4.2 PARMA: A PHY/MAC Aware Routing Metric for Ad Hoc Wireless Networks

with Multi-Rate Radios

4.2.1 Introduction

Most conventional ad hoc routing protocols, including DSB@DV, and DSR, use the minimum
hop (MH) as the metric to make routing decisions. This is prity a carry-over from wired net-
works where the transmission rate of a link does not dyndiyichange and the link rate is inde-
pendent of the physical transmission range. However, ia oawireless networks, the MH metric
tends to choose paths with fewer hops. And each hop in patisenhby MH will tend to have
a longer physical span and also be associated with a loweateitthan an alternative path with
more hops. In order to take advantage of the wireless matki-capability and make better use of
available network capacity, it is clear that transmissate needs to be incorporated into the routing
metric.

In addition to the transmission rate, we observe that itde abssible to provide an awareness
of congestion at each node in order to avoid bottleneck nsgwith high link utilizations. The
wireless link is usually shared with other links in the sareghborhood, while in a wired network,

links operate independently of each other and channel s.coresne link has no effect on any of the
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adjacent links. Thus, it makes sense to devise metrics ticatat for both congestion and rate in a
combined manner. For example, a link may provide for a highamission rate, but could appear
congested because neighboring links have a high link atitim. Thus, if we account for only the
link rate, this link would show up as a “good” link but when ceimed with a congestion metric, it

may turn out to be just the reverse, which is a more accurfieztien of the PHY/MAC layer.

The above considerations motivate cross-layer adaptéirmpetter scaling, which is based on
a PHY/MAC aware routing metric and optimizes PHY, MAC, andtiog jointly. In particular, this
integrated PHY/MAC aware routing metric is related to baik PHY bit-rate and MAC congestion
information. Taking DSDV as the routing protocol baseline study the distance vector routing
behavior under a multi-rate PHY, and with the PARMA metricheTproblem is studied in detail

with anns-2 simulation model [52].

Related Work

A routing algorithm incorporating multi-rate PHY is invegdted in [69], which proposes the Medium
Time Metric (MTM) to find paths such that the total transmasstime is minimized. MTM is
a static solution which only handles the multi-rate capgbdnd leaves out the wireless medium

access contention factor. A “full interference” assumpi®used in its theoretical model.

De Coutoet al. observe that using the shortest path would result in pooutjiyput [70]. They
propose the expected transmission count metric (ETX) torparate the effects of link loss ratios
[71]. ETX introduces extra routing overhead of the dediddiek probe packets to measure the
delivery ratio. Also ETX is independent of network load amumes not attempt to route around

congested links.

Incorporating both the link loss rate and the link speedBkgected Transmission Time (ETT)

is used as the weight associated to each link [72]. The iddalilink weights are combined into a
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Figure 4.3: PHY and MAC information incorporated in croagdr routing metric.

path metric called Weighted Cumulative ETT (WCETT) thatlextly accounts for the interference
among links that use the same channel which tends to choesmehdiverse paths. The WCETT
metric is proposed for multi-radio multi-hop wireless netks with stationary nodes, aiming to

provide high-throughput pathes for packet transfer.

The airtime link metric is specified in the IEEE 802.11s dféft Note that after taken away the
constant factors such as the channel access overheadpthegbroverhead, and the packet size of
test frame, this metric leaves the link bit rate and the limkrerate. Therefore, itis in fact equivalent

to ETT.

In [73], a path weight function, called Metric of Interfe@nand Channel-switching (MIC),
is proposed to provide interference-aware and multi-chémulti-radio aware load balancing for
mesh networks. In [74], the MAC layer utilization, which igesaged over d0-second period, is

used to adjust the behavior rather than metric of routingognas.

The state variables collected from the PHY and MAC layersctvldan be incorporated into
the adaptive routing metric are demonstrated in Figure i 3his work, we incorporate both the
PHY link speed and the MAC congestion, where the latter isaooisidered in any of the cross-
layer routing metrics discussed in this section. The chleaweess delay is estimated via short-term

measurements, and used to avoid the busy area without Hayleercongestion avoidance schemes.
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4.2.2 Rate-Adaptive PHY

The widely used IEEE 802.11x standard uses adaptive ssieatiphysical layer bit rate as a func-
tion of observed channel quality. 802.11b radios can chdidferent physical ratel( 2, 5.5, 11
Mbps) while 802.11a/g radios select betwegrr, 12, 18, 24, 36, 48, or 54 Mbps as the physi-
cal channel rate. This automatic PHY bit-rate adaptatietufe is considered to be useful in most
systems because it permits end-users to take advantagedtgality short-range links when avail-
able. When such multi-rate radios are used to build ad haganks, the network topology and link
speed change more dynamically than in radio networks withglesmode radio with fixed bit rate

and range.

Figure 4.4 depicts the way in which an 802.11b radio devigeggnces different bit rates when
connecting to its neighbors at various distances. As shaoviine figure, if a node wants to use rate
11 Mbps, only nodes in the inner-most circle can decode its éranrrectly with sufficient Signal-
to-Noise Ratio (SNR). However, if it chooses to use the lowbtbps rate, the transmission range
would be much larger. The outer-most circle indicates thestiold of carrier sense in 802.11 MAC.
If there is a radio outside this circle, then the signal lefeahis radio’s transmission received at the
central node is not large enough so that the central nodedvwsmiise the channel as “idle”. Note
that in the above description, a two-ray path loss channelain@5] is assumed and the received

signal strength is simply compared to a series of fixed thmiesh

Networks may benefit from connections with multiple shamge, high-speed links relative to
a single low bit-rate hop that spans a longer distance. larEig.5,10 stationary nodes are placed
in a straight line. Assume each node can reach its immediadgginor with a fast 1 Mbps link but
can only reach the node next to the immediate neighbor wittvidops link. Therefore, for packet
transfer from nodé to node7, node3 can either choose4&hop route3-4-5-6-7 with 11 Mbps rate

used for each hop, orzahop route3-5-7 with 1 Mbps each hop. This diversity of route selection will
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not occur in single-rate networks. With the simulation irci8m 4.2.5, it will be demonstrated that

short high-speed links are actually better than long-rastge links under certain circumstances.

Auto Multi-Rate Mechanisms

The IEEE 802.11 standard does not specify how to choose PktYbased on varying channel
conditions, leaving this as an implementation detail. revstudies have proposed some schemes
to select rate adaptively. For instance, with the Auto Ratedback (ARF) scheme [30], a node
simply steps up to a new rate whenevérconsecutive transmissions succeed or no failure occurs
during a time interval, and steps down to a lower rate if onenore ACK'’s are missing. But the
ARF scheme only works when a sender communicates with ogkegieceiver. Otherwise, the ARF
fallback would make wrong judgments of rates to differecereers. The Receiver Based Auto Rate
(RBAR) scheme is proposed to solve this problem [31]. Balgicanode first uses the lowest rate

to send an RTS frame to a receiver. Based on the measured siggragth, the receiver chooses
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an appropriate rate for the sender and piggybacks thisnv#ton to the sender in a CTS frame.
Then the sender sends the DATA frame with the selected tat-fBhe RBAR scheme overcomes

the problem of ARF, but requires an RTS/CTS exchange befag ®ATA transmission.

When constructing an ad hoc network with muti-rate 802.1fther similar radios, PHY
rate-adaptation can be applied on a packet-by-packet tmmssch communicating neighbor. This
can be implemented with a table at the MAC layer for recordiregselected physical rate to each
neighbor, and the rate is based on the SNR measurementsret#ieed packets. For each outgoing
packet, the device driver looks up the table for the next mapabtains a suitable rate for it. Note
that continuous transmissions are required for maintginip-to-date SNR measurements in the
rate-neighbor table. For the purpose of our research, wéhis&NR-based auto-rate scheme and

implement it in thens-2 model.

4.2.3 MAC Channel Congestion

The MAC channel congestion can be measured by the chanredsadelay. The channel access
delay correlates to the traffic at the MAC layer taking intc@amt both the locally offered traffic

and that forwarded by neighboring nodes. Because the wi#r@edium is shared, whether a packet
can access the channel immediately is determined by notloalstates of the two end nodes of the

link, but also the states of all neighboring nodes.

To measure this effect, a “virtual access delay” estimatiased on physical layer information
is introduced. In order to avoid unnecessary overheaddoted by periodic probes, we propose a
passive estimation method. Every node records every chanaset (i.e. transmission) sensed from
the physical channel and makes an estimation of the “expaittay if a packet has to be sent”.
Suppose an M/M/ queuing system [27] with the common channel as the servesravpackets

arrive from the nodes in the neighborhood of the channel taioiservice (i.e. access the channel
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Figure 4.6: Al4 by 11 grid with a3-hop flow.

and get transmitted). According to the results of queudiegty, the average waiting time in queue,

i.e., thechannel access delais given by

Tw =Ts (4.1)

wherep represents the utilization factor of server (i.e. thannel busy degrgeandTy is the service
time for the channel event, corresponding to the packesinégsion time. Each node can estimate
p by sensing the occupancy of the channel. The estinifgeds given to the routing protocol for

use in the routing metric.

To evaluate the above channel access delay estimation dhetieouse a grid topology having
154 nodes with spacing df50 meters between adjacent nodes, as shown in Figure 4.6. Tier ca
sense range 5783 meters (slightly greater than a distance>afodes). We have 3hop constant
bit rate (CBR) flow running in the center of the grid. The bierased for each hop i Mbps, and
the corresponding transmission range&$9 meters. The channel busy degreahen simulated
with saturated load is shown in Figure 4.7. Obviously, thegasted area is much larger than the
specific region through which the flow passes in this exampledes with highest busy degrees
actually lose the ability to support any flows further. Ndtattthe maximum channel busy degree

shown in the figure is only arour@77.
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Channel busy degree

Figure 4.7: Channel busy degree across the grid.

We also plot the channel access delay, estimated at ondispemile (shown as the square-
shaped node around the center of Figure 4.6), as a functitmeadffered load. Figure 4.8 shows
that the estimated access delay increases monotonicadly thie offered load is increased. However
when the network is congested, the access delay estimasendbéncrease any further but holds
at a steady level. This is because that queuing effects tdmenmonitored by the physical layer.
Although the queuing delay will increase dramatically i tbongestion is not eased, it cannot be
estimated from the channel access delay alone. We also certipmaccess delay estimates with
the corresponding measurements and find that the estimate®ry close to the measureménts
All these verify that the channel access delay obtained byatiove estimation method represents
the expected waiting time for a packet to get transmittel@MAC layer, and thus can be used as

a state variable from the MAC layer.

1A minor difference is that the access delay estimate is lyssialler than the actual measurements. There are some
additional delays introduced by the IEEE 802.11 MAC, suc8l&S, DIFS, and backoff intervals. As those delays cannot
be monitored, the delay estimate is expected to be an urniteads using the proposed method.
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Figure 4.8: Channel access delay estimated at the squapedimode in the grid.

424 PHY/MAC Aware Route Selection
Routing Metric

Previous work has showed that in an ad hoc wireless netwarlgmzing the number of hops would
choose routes with a small number of links with relativelgdghysical span and hence lower bit-
rate and worse link quality in terms of packet error rate [@), This motivates investigation of
routing metrics which take into account the PHY layer bterand other MAC layer information.
We propose a routing metric which aims to optimize the paeketto-end delay. The end-to-

end delay of a packet of sizg,;; transversing a patp; is calculated as

Dday pi — Z (Ttransmit + Taccess + Tqueuing)> (42)
Viinks€p;

whereTi,.nsmit denotes the packet transmission time in the lifik,..ss the medium access time
spent by the packet getting access to the link,’Bpgd,.:n, the queuing time required for the packet
waiting before trying to access the channel.

The packet transmission time can be calculated as

Ly
Ttransmit = Ntransmit X é t’ (43)
s

where R, is the link speed, which would be one of the rates the mulé-devices provide, and

Niansmat 1S the number of transmissions, including retransmissioegded for the packet to be
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received correctly. When the link quality is poor, packetaiesmissions will be carried out by the
MAC protocol. With adaptive multi-rate PHY, around 90% otcgats get transmitted successfully
in the first attempt [76]. Hencd;,..sm:t Can be setto 1 as an approximation.

The medium access timé,....s, is used to indicate the medium busy level around the sending
node of the link. When the medium is busy, it takes a relativehg time for a packet to get
the chance to transmit. Incorporating the medium access fiirrthe routing metric, the routing
algorithm can choose a route with light traffic load in adufitio high speed links, thus spread the
traffic over the network to achieve load balance, avoid cetigre, and increase effective bandwidth.
Note thatTyy, the access delay estimated by the MAC layer, can not betljitesed asl,ccess. This
will be discussed later in Section 4.2.4.

A large access delay reflects a growing interface queueHlemen the network is congested.
When a system below saturation is conside®g...,, can be omittet!

With the above assumptions and simplifications, the routieyic computation can be summa-

rized as

L
Delay pi — Z <%kt + Taccess) . (44)

ViinksEp; s

It is clear that this routing metric is both PHY rate-award &AC load-aware. In the follow-
ing, we study this kind of routing metric, in conjunction tithe class of distance vector routing
algorithms, taking DSDV as a specific example. Our study edseals potential problems in the

cross-layer design of ad hoc wireless networks.

Implementation

Our rationale for choosing DSDV as the routing protocol taigtthe proposed PHY/MAC aware

routing metric is as follows. The periodic routing updateslistance vector protocols can exchange

2Through the experiments we verify that the route selecsamok affected if the queuing delay is taken into account
in the routing metric.
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PHY/MAC information via the metric, so that the dynamic netlwconditions can be known over
the network in a timely fashion. Thus packets can switchrtraites whenever better routes are
available. For on-demand routing protocols, extra contmessages have to be added in order to
initiate route discovery procedures to find a better roufereehe current one is broken. Moreover,
with distance vector routing, the SNR-based auto-ratersehe facilitated by adjusting the physical
rates stored in the rate-neighbor table at the MAC layerraitg to the current SNR measurements
of the received periodic updates. The channel busy degrealsa be measured through contin-
uously transmitting DSDV control messages, if necessarith Yhle above implementation, extra
routing overhead, for instance, that introduced by usimdp@mackets to make measurements [71],

iS minimized.

(1) DSDV Operation

DSDV uses a sequence number (SN) which is originated by ttendéon to indicate the freshness
of the routing information and prevent routing loops. Iniéidd, each entry in the routing table is

associated with the weighted average settling time, whiitche length of time between the arrivals
of the first route and the best route to a particular destinatiith the same SN. Since the routing in-
formation broadcasts are asynchronous, some fluctuatimutihg updates can occur. To solve this
problem, and also reduce the number of rebroadcasts, edveent of routes is delayed until the

route has stabilized, i.e., twice the average settling iaepassed since the first route is received.

With these two techniques implemented, the best routesagyete achieve when the MH metric
is used. But problems arise when the best route is not théeshh@me. This is because, in DSDV,
the time for a route from the destination to reach the othdrdapends on the settling time at each
intermediate node in the path. The more the number of hopsweased, the greater the total settling
time required. If the best route is not the shortest one,lik&dy to arrive late, and even worse, it

may arrive later than some routes with a new sequence nuiitiout the correct settling time, it
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is difficult to get the best routes.

(2) Enhancement to Achieve Correct Settling Times

As discussed before, DSDV uses the delay-advertisemenbagp Another approach, called the
delay-use, is proposed in [71]. In the delay-use approasiraduting tables are used at each node.
A route is not used until it is allowed to be advertised. Beftire route can be used and advertised,
if there is a route to the same destination with the new semuenmber arrived, the old route is
moved to the second table and the new route is stored in thentdable. We use this modification
in our implementation. However, still, the correct setiliime for each entry of the routing tables

is critical for both the delay-advertisement and the delag-approaches.

We propose an approach to quickly adjust and achieve theat@ettling time. In our approach,
the received routes with the last old sequence number adddthimstead of being ignored as in the
current protocol. This avoids missing the best route whemrives later than the first route of the
next new sequence number. In particular, a route with th@ldsequence number is chosen if it has
a better metric than the one stored in the second table. Makmuhe average settling time of the
route to the same destination in the current table is updateardingly. With this enhancement, the
settling time converges quickly and the best routes can beagteed before twice the settling time
has passed. Our simulations show &ft; of the routes are the best ones with this enhancement,
while only one third are the best without this enhancement.

We note that the enhanced DSDV with two routing tables workd im small and medium
networks. When the network becomes large and the variatibdgferent route arrival times in-
crease, the overlap between routes to the same destinatiorith different sequence numbers will
increase. More routing tables are required to store thengstates and prevent missing the best
routes. In this sense, DSDV suffers from a scalability laidgn when used with PHY/MAC aware

metrics.
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(3) Enhancement to Smooth Link Layer Changes

Because of the contention access nature of 802.11 MAC, tireneth access delay is a random vari-
able. In order to accurately reflect the channel busy degremoothing window is used to get the
average value over a time duration. Additionally, obsagwime non-linear behavior in Figure 4.8,
we propose a non-linear mapping between the estimBtie@nd T, .. in the routing metric. In
particular, a time threshold is defined according to the network condition. If the avedagecess
delay estimate is less thanit is used directly fofl,...ss; if it is greater tharr, it is enlarged (e.g.,
ten times of its value) and then used for...ss. If 7 is chosen appropriately, the area with high busy
degree can be prevented from being chosen to support méfie énrad congested. Figure 4.9 plots
an example of non-linear continuous mapping frdin to T,...ss, Where the gradient i$ before

the threshold and i80 after the threshold.

Moreover, due to the different time scales of the network BRY/MAC layer variations, we
must be careful not to degrade routing performance whemnpocating the PHY/MAC aware rout-
ing metric. Note that if routing updates are too frequentifirey overhead is large and even worse,

route convergence might be hard to achieve; but if routingatgs are too slow, route exchanges
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might not trace link changes. We propose that only significaanges, such as a delay haviigs
increase, trigger routing updates; non-significant charmge advertised by periodic updates. Thus,
the number of triggered updates are reduced while signffigélhchanges can be advertised over
the network. Such a cautious approach is required for tpis tf cross-layer design [42] in order

to balance factors such as settling time, overhead, anchgopérformance.

4.2.5 Simulation Results

The system performance with the proposed PARMA metric ispamed with the MH and MTM
[69] metrics using thas-2 network simulator [52]. The performance is evaluateeimis of system

throughput, packet delivery ratio, and average end-toeetaly.

Simulation Parameters

In our simulations with DSDV, the time period between two serutive periodic updates i$
seconds, the minimum time between two consecutive triggapeates ig second. An update must

be heard from each neighbor in evdfyseconds, otherwise the neighbor is regarded as unreachable

Our simulation study considers constant bit rate (CBR) astttaffic generation model [52].
Packets have a constant size5¢® bytes and are sent at a deterministic rate. The sendinggate i
varied as an input parameter to gradually increase theeaffiead to the network.

Multi-rate 802.11b is used with four rates; 2, 5.5, and11 Mbps. The transmission power
is fixed at15 dom. RTS/CTS is disabléd ACK’s are transmitted using the basic rateldfibps.
The receiver thresholds and the corresponding effectstanites are shown in Table 4.2, which are

obtained by using the two-ray ground reflection propagatiaael [52].

3The experiment results with RTS/CTS enabled are similahtsé with RTS/CTS disabled, though with slightly
lower improvements. This is because the basic rate is usestfaling the RTS and CTS frames, and this would increase
the MAC overhead, especially for high rate links.
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Table 4.2: Receiver thresholds and distances of multired®

Receiver threshold Distance
Carrier sense| —108 dBm 1783 meters
1 Mbps rate —94 dBm 796 meters
2 Mbps rate —91 dBm 669 meters
5.5 Mbps rate —87dBm 532 meters
11 Mbps rate —82 dBm 399 meters
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Figure 4.10: Throughput vs. offered load. Scenario .

Scenario I: Chain Topology

First we try a simple topology with0 stationary nodes placed in a straight line with a distance of
350 meters between the neighboring nodes, as shown in Figurémtbis linear scenario, a short
link with distance o0f350 meters can providél Mbps data rate, while a longer link with distance
of 700 meters only gived Mbps. There is one flow, originated from one node to the dastin
which is1400 meters away. As observed, the MH metric tends to choose tireeshpath with two

1 Mbps links, and the PARMA metric chooses the route with foLiMbps links. The simulation

results are shown in Figure 4.10 and Figure 4.11.

The results show that in the chain topology, system perfoo@mamproves with the PARMA
metric. In this scenario, there is a significant factoR 6ftimes improvement in system throughput.

Also, the packet delivery ratio and the average end-to-efalychre improved. In this scenario with
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Figure 4.11: Simulation results of Scenario I. (a) Packévele ratio. (b) End-to-end delay.

one traffic flow, the PARMA metric has the same behavior as th&Nhetric.

Scenario Il: Grid Topology

A 6 by 7 regular grid topology is used as the second evaluation gocenghe distances between
neighboring nodes in both the horizontal and vertical dioes are350 meters. There are three
possible rates in the topology; 5.5, and11 Mbps. All nodes are stationary. There are two traffic
flows in the network: flowl is from node2 to node3, and flow2 is from node30 to node35, as

shown in Figure 4.12.

We choose flowl to start transmitting packets earlier than fIBwThe traffic generation rate of
flow 1 is fixed to be aroun@ Mbps in order to keep the medium around flovousy enough such
that the congestion can occur when fI2we added; and the traffic generation rate of fl»ig varied
as the input parameter to gradually increase the offeratl lda shown in Figure 4.12, nodeand
node32 are in the carrier sense range of each other, so there ifeirece between these two flows
if flow 2 takes a route including the link from node to 33. Then flow1 and flow2 will compete
for the medium when both have started. If fldws close to saturation and there is a congested area

around it, an ideal routing protocol will guide flo@vto go around this congested area and achieve
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Figure 4.12: Grid topology and two flows.

load balancing that prevents the whole system from becocuvngested.

We study how the system handles interfered flows and avoelsdhngested area when us-
ing three routing metrics: MH, MTM, and PARMA. Figure 4.13o8Is how the total throughput
changes with time. In each run, flolwand flow2 start at50 second and 50 second respectively
after the simulation starts. Figure 4.13(a) and (b) impbt throken links exist for MH and MTM
due to interference, which results in packet drops. Figui8(4) shows that with PARMA there
are metric changes when floRvstarts transmissions. After some period of settling, a nesuter
which avoids interference from flolvhas been used (an alternative route is shown in Figure 4.12)
and thereafter the system throughput starts to go up. FigaB{c) thus reflects the efficacy of our

algorithm under dynamic traffic conditions.

Figure 4.14 gives the throughput achieved using differenting metrics. The x-axis indi-
cates the offered load of flo& We observe that using the MTM metric, system throughpupsiro
when the offered load is increased 360 Kbps. System throughput also drops for the MH met-
ric. However, the throughput curve of the PARMA metric keepseasing slowly, and is expected

to increase until the system becomes excessively congeBtedlow 2, MH switches among the
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Figure 4.13: Total throughput vs. time.

possible3-hop routes, and MTM always chooses thhop horizontal path from nodg) to 35. If
there is no interference, PARMA will work like MTM. But due tioe potential interference between
these two flows if flon2 takes any horizontal path, PARMA guides fl@xo avoid the congested
area, using routes with more hops or low rate links. Figutd 4lso shows that the throughput of
flow 2 using the PARMA metric is lower than using the MTM metric,c@rlow rate links are used

with PARMA.

The simulation results also show that PARMA can achieve ttibte-end delay comparable to
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Figure 4.14: System throughput vs. offered load.

MTM. But when the system is close to saturation, PARMA haghsli larger delay. This is because
PARMA helps improve the packet delivery ratio thus some p&cknally arrive at their destinations

but with longer latency than the average value (i.e. moreslawp used).

4.3 Conclusions

In this chapter, we have investigated adaptive routing athan type of scaling mechanism for ad
hoc networks. In particular, we have proposed an adaptweng framework which is controlled
by a global distributed policy manager. Control informatican be disseminated over the network
by flooding of control messages, or piggybacking on routirggsages. While switching of routing
protocols and routing metrics results in extra overheadsandgce discontinuity, introducing an in-
tegrated adaptive algorithm to a particular routing eletnsenh as routing metric is a more practical
alternative which can be implemented more easily with ssnallerhead. By taking the PHY/MAC
information as state variables, the proposed frameworlsopport cross-layer mechanisms includ-

ing those based on integrated routing metrics.

Next, we have studied a specific PHY/MAC aware routing metacking with distance vector
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routing protocols such as DSDV. In order to make DSDV work wéth the PHY/MAC aware rout-
ing metric, we have proposed specific enhancements to thiaggarotocol. In addition, smoothing
techniques for the link portion of the proposed metric atmituced to adjust the different change
variations between the PHY/MAC layer and the network layat also to improve route conver-
gence. Our simulation results show that with both the PH¥ aaid the MAC occupancy level taken
into account in the routing metric, packets can choose lighlinks while avoiding congested areas

in the network.
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Chapter 5

Conclusions and Future Directions

In this dissertation, we have investigated mechanismsniiproving the system performance and
scalability of multi-hop wireless networks. We have stddsome issues related to the system

architecture, protocol design, and performance evaluationulti-hop wireless networks.

We have introduced the concept of a multi-tier hierarchiodirid wireless network, and then
developed a general analytical model for the asymptotmuiiinput capacity and scaling properties
of the proposed network. It has been proved that, in a theedierarchical network with 4 access
points,nr forwarding nodes, and;; mobile nodes, low-tier throughput capacity increaseslilye
with ng, and high-tier throughput capacity increases linearlyjhwiy whenn, = Q(,/nr) and
na = O(np). Also, the transmission ranges are chosen;as- O(1/,/n4) andry = O(1/\/nF)
for the results to hold. In the scaling regimerof in terms ofn g, linear scaling of throughput
capacity can be achieved with a smaller number of AP’s kaat the two-tier network, and the
system’s scaling behavior does not depend on the numberaf@dodes. The upper bound implies

that further investments in the infrastructure do not leadnprovement in capacity scaling.

We have investigated the scaling properties and systergrdpsinciples for such a hierarchical
hybrid network via simulations with realistic MAC and roati protocols. The performance of
an example hierarchical ad hoc network with the IEEE 802rktlios was evaluated using-2
simulations. It is shown that modified ad hoc routing protedocluding DSR, DSDV, and AODV

seem to work well for the hierarchical network, and significenprovements in performance and
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system throughput relative to flat ad hoc networks have beerodstrated.

We have also studied the impact of the relative densitiesRI§AFN’s, and MN’s as well as
the traffic pattern on the achievable throughput in pratgatems and compared the results with
those predicted by the analysis. The simulation resulte bamonstrated a well-defined saturation
effect as the density of AP’s is increased relative to a fixealsdy of FN’s, thus leading to simple
guidelines for determining the number of nodes at each fidreohierarchy. Furthermore, we have
investigated the impact of the relative channel bandwitlitated to the two tiers of transmissions
on the achievable throughput of the dual-frequency hiéreat system. The results verify that
dedicated allocation of frequency bands to each tier of éterork can further improve throughput
provided that the bandwidths of high and low tiers are atlied@ccording to the relative traffic load

carried at two tiers.

For more advanced channel assignment schemes, a netwddkoeodesigned to have dynamic
allocation of bandwidth between tiers, with control of chahallocation according to the resource
utilization at different tiers. Additionally, multi-chael mesh, in which dedicated channels are
assigned to wireless transmissions to avoid interferendecallisions, is another scaling approach.
We have proposed a simple distributed channel assignmeatrscbased on two-hop edge coloring

in Appendix B, as which may be of independent interest.

Our simulation results show that protocol overhead hast gng@act on system'’s scaling be-
havior, and underscore the importance of designing effickannel access and packet scheduling
protocols. Moreover, as extra wireless transmissions avdebrade performance with inefficient
MAC, they should be avoided in multi-channel systems. Tioeee it is particularly important to
avoid contention effects at the MAC layer, and integratdtedaling and routing techniques such
as IRMA [21] may be considered as a possible solution. It nfsy lse necessary to pay attention to

fairness issues because high network throughput tendsdogaths with shorter number of hops.
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Overall, this part of work on hierarchical architecture Inadicated that it is possible to scale
network capacity quite well with a mix of several (lower-jasdio FN’s and just a few wired AP’s.
Both the analytical and simulation results have demoreddriie value of adding FN's to improve
scaling behavior and reduce the required number of AP’¢ivelto the two-tier case. We believe
that these results are particularly relevant for emergieghmand sensor network deployments where

reducing the number of wired access points is a priority.

As another important scaling mechanism, cross-layer adamiuting has also been explored.
We have proposed an adaptive routing framework, which igrelded by a global distributed policy
manager. Control information can be disseminated over éteaork by flooding of control mes-
sages, or piggybacking on routing messages. In this framkewauting metric, routing algorithm
parameters, and/or protocol selection can be controllegsponse to observed performance and
external service needs. The framework supports variougtimdamechanisms, among which the
integrated cross-layer routing metric incorporates aatapt of key state parameters such as link
speed and congestion and is practically flexible to impleéméth reduced adaptation overhead and

without involving service interruptions.

We have proposed a new cross-layer routing metric that iak@gaccount both the physical bit-
rate as well as the estimated medium congestion level. We $tandied the proposed PHY/MAC
Aware Routing Metric (PARMA) working with proactive diste@ vector ad hoc routing protocols
such as DSDV. In order to make DSDV work well with the PHY/MA@ae routing metric, we
have proposed specific enhancements to the routing protiocadidition, smoothing techniques for
the link portion of the proposed metric has been introduoeatifust the different change variations
between the MAC layer and the network layer and also to imgroute convergence. Our simula-
tion results for typical multi-rate 802.11 ad hoc networkrsarios have shown that routing metrics

which only consider the number of hops may not achieve higbutshput in multi-rate networks.
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Using a metric only based on the medium transmission timddvuave the effect of guiding traffic
to high speed links but this could cause MAC layer congesticsome area. With both the PHY
rate and the MAC congestion taken into account in the routiedric, packets can choose the high
rate links while also avoiding congested areas in the ndtiars improving throughput and de-
crease network congestion. It is also shown that, in cragsrladaptation, careful design is needed

to handle different change variations between differeygia and avoid unintended effects.

5.1 Future Work

Both the analytical and experimental results have dematestithat hierarchical system throughput
can be scaled by using the right proportions of FN’s and Afaking it possible to design high-
capacity, low-cost mesh networks with moderate numberdibrBN’s and only a few wired AP’s.
In this section, we will discuss possible algorithms fotHier work that could be designed explicitly
for and be incorporated with hierarchical networks to farttmprove system throughput and other
performance.

In our proposed architecture, the middle-tier (FN's) pded more economical scaling regimes
for the growth of infrastructure nodes (AP’s). Meanwhilg, dggregating the traffic of ad hoc
nodes, the packet flows demonstrate a regular and localizethen of aggregation within each
cluster, which could provide further gains by making it pbkesto design algorithms explicitly for

the hierarchy, for instance, packet aggregation.

e Routing Optimization

First, routing optimization could be applied in the hiefdcal network. Prior work has shown
that the on-demand routing protocol is more scalable thanahle-driven routing protocol.
For instance, suppose a flat multi-hop wireless network wittd hoc nodes, the overhead

of DSDV grows asO(n?) [77], while the overhead of AODV is linear with [77,78]. Our
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simulations also have demonstrated that the system peafaenin terms of throughput and
routing overhead is better with on-demand routing protmcdlleanwhile, although a strict
hierarchical routing algorithm is used in the study of thizrky by designing a more advanced
routing protocol and incorporating an appropriate topgldgcovery procedure, a non-strict
hierarchy can be used to provide flexibility for improvingfeemance. For example, a non-
strict hierarchical routing allows radio nodes at a givem Gommunicating via paths on the
same tier, or going up and then down by one or more tiers. Rgwaiptimization also allows

for direct transmissions between neighboring FN's evehéfytdo not belong to the same

cluster.

Packet Aggregation: Combine-and-Forward

It is noted from the dual-frequency system model (as in 8rc3i4.1) that system perfor-
mance is degraded as the number of wireless transmissioreages as more wireless trans-
missions cause more interference and higher medium aceessead. Suppose the total
number of packets delivered in the system¥is with a constant packet size ¢f bits per
packet, and the average packet hop courit. i or simplicity, only the successfully deliv-
ered packets count, and the MAC overhead only counts ongeafur hop of data transmis-
sion. Then the network traffic due to MAC overhead grow®a& h). Note that the system
throughput is given a® (K S). This also shows that system throughput can be improved by

decreasing the number of wireless transmissions.

The above observations and considerations motivate a “c@yand-forward” mechanism
to improve system throughput. It is an approach of combimiegeral packets, which may
come from different sources and/or target to differentidaibns, to one single packet in the
network layer, as long as they have the same next hop and thkimed packet size does

not exceed the packet size limitation. In the IEEE 802.11aeket with a size exceeding
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the limit, which is 2346 bytes defined liptl1FragmentationThreshqglavould cause MAC

Service Data Unit (MSDU) fragmentation [4]. In the hieraoeth network, most packet flows
are transferred in a regular manner within the cluster:rapst or downstream to or from the
gateway AP. In this case, the benefit of combining packetdduoel greater than that of a flat

network.

The “combine-and-forward” mechanism benefits not only ienscios where small packet

traffic tends to dominate, but also when system bandwidthdseased to accommodate in-
creased traffic. From Figure 3.14 we observe that the thmmutgthoes not double when the
total bandwidth doubles. When the bandwidth is increasenghe constant packet size,
the number of packets that can be delivered at destinatimnedses. Note that the fraction of
bandwidth used to transmit useful data packets decreadhe data rate increases [69]. The
increased number of packets delivered implies an increpsedlty due to overhead. There-
fore, the throughput gain cannot achieve linearity withdwaidth. Combine-and-forward can

improve the efficiency of bandwidth utilization.

In the wired Internet, “car pooling” as an aggregation madra for combining small pack-
ets to the same destination into a larger packet has beeongadpn [79]. In the wireless
environment, we need to trade off throughput against dedagraing to the application char-

acteristics and service needs while designing appropaigdeegation mechanisms.
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Appendix A

Traffic Distribution in the Random Aggregate Network

In the Random Aggregate Network, the destination node isaotssarily located at the center of
the disk. For simplicity, we place the destination at theteenf the disk and compute the mean
number of routes served by each Voronoi cell. Oetlenote the center of the planar disk, abgt
denote the outer disk of radid@d?, which contains a given Voronoi céll € V,, \ {C;}, whereCj,

is the destination cell. We bound the probability that a segm; intersectsl” by computing the

probability thatL; intersects its outer disky, .

Lemma A.1. For segment; and Voronoi cellV € V,, \ {Cy},

: 1
Prob(L; intersectsl) < 0—4\/ Oin(l — mz?), (A1)

X

wherez is the distance of the center 6f, from O, the center of the disk.

Proof: Suppose Voronoi celV lies at a distance: from O. Let o denote the angle subtended at
O by Dy and A(«) be the area of the sector formed &by As shown in Figure A.1, the geometric

property implies that

cs [logn e

and A(a) <

@
~x n o’

wherecs andcg are constantsDy is inscribed in this sector and divides the sector into tipaats:

one is the disk itself, the second is the area clos@ tand the third is the area to the other side
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Figure A.1: Voronoi cellV.

of O. If node X; lies in the third part of the sector, the segméntwhich connectsX; andO will

intersectDy,, as shown in Figure A.1.
The sum of the areas of the first two parts are greater tharré¢lasoha sector of radius. Thus

the area of the third part is no more than the area of the wleal®issubtracted by the area of the

sector of radiug, i.e., %= (1 — nz?). Therefore, it gives (A.1). O

There aren lines {L;}?_,, each of which connectX; with O, fori = 1,...,n. SinceX;
is independently and uniformly distributed (i.i.d.) in tHesk, the mean number of lines passing

through a Voronoi cell which is at a distanecdrom O and not the center cell is bounded as

E[Number of lines in{ L; }\-_, intersecting VY

< “ nlogn(l — mz?).
x

It is observed that the mean number of lines intersectingengioronoi cell is the function of
the distance of this cell from the center, and the lines pgssirough get denser when the Voronoi
cell is closer to the center. The traffic handled by a Vorordi is proportional to the number of

lines passing through it.

For Voronoi cells close to the center,< (1/4/x) holds, thusl — 722 = 1. Then we have,
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whenz < (1//7),
E[Number of lines intersecting \ C—‘*anog n. (A.2)
x

It is implied from (A.2) that the number of traffic handled byaronoi cell that is close to the
aggregation node is proportional to the reciprocal of issatice from the aggregation node. In order
to maximize the capacity of a Random Aggregate Network, dgssts that the resource allocated
to each Voronoi cell has the relationship as (A.2). Therefarhen the infrastructure is used as a
shortcut for traffic that needs to traverse a long distamdfeastructure nodes would become traffic
hotspots. In this sense, (A.2) provides a basis for degigswheduling algorithms to overcome the

capacity bottleneck at the hotspots in close proximity foastructure nodes.
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Appendix B

A Simple Distributed Channel Assignment Scheme

The theoretical results obtained in Chapter 2 show thatyises capacity grows linearly with the
system bandwidth under the assumption of perfect MAC antinguHowever, in a system with
practical MAC and routing protocols, the throughput gaithwincreased bandwidth is not linear
due to the significant and non-linear overhead involved tier MAC layer and routing control as
the system bandwidth increases (as discussed in Sectipn 3¥s motivates allocation of dedi-
cated channels to wireless transmissions to avoid inalelsi®¥C layer overheads and scheduling

inefficiency which arise in the single channel system.

Employing multiple orthogonal channels (or non-overlagpirequency bands) and multiple
radio cards at nodes is an important way to reduce packesiook and improve scalability. For
example, the IEEE 802.11 physical layer specifications definltiple channels and allow the si-
multaneous and non-interfering use of some of these chautime$ offering the opportunity to in-
crease the effective capacity. The future IEEE 802.11sdatain[6] is also expected to support
multi-channel ad hoc network capability. A recent work i®]®as shown that in a static multi-
channel wireless networks, if we assign channels (to liake) radios (to channels) appropriately,

the maximum throughput can be achieved by fully utilizinggahilable channels.

Orthogonal Frequency Division Multiplexing (OFDM) couldgpide variable bandwidth and
enough sub-carriers to a multi-hop wireless network suelh plackets are transmitted in a non-

interfering manner.
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More recently, linear programming (LP) has been used to coenihe optimal throughput of
a multi-hop wireless network, in which the multi-frequenagd/or multi-radio scenarios can be
included in the constraints [81-83]. However, this kind ppebach requires a central controller
entity which may not be practicable in certain real worldnsreos. The dynamically changing
topology as an input requires high computational effortdorfulate. Therefore, heuristics are

attractive for actual protocol design.

These observations motivate this work of designing a sirhplaristic distributed channel as-
signment algorithm for multi-channel multi-radio wiretesetworks. First we briefly review the

relevant graph coloring background.

B.1 Graph Coloring

Let us look at a multi-hop ad hoc wireless network consisthgadio devices. Correspondingly
suppose we have a grapgh= (V, E') whose nodes represent radio devices and whose edges repre-
sent that the two end nodes are within the transmission rarege\ (G) be the maximum degree of

G.

Vertex coloringof G is to assign a color to each vertex so that no two adjacentcesrhave
the same color.Edge coloringof G is to assign a color to each edge so that no two adjacent
edges have the same color. For edge coloring, the smallagberuof colors needed is thezige-
chromatic numbenf G, denotedy’(G). Vizing’s Theorem states that every graphsatisfies
A(G) < X'(G) < A(G) + 1 [50].

A highly utilized link is preferred to be assigned multipleamnels. In this case, a multi-hop
wireless network could be multigraph which is defined as a graph with possibly multiple edges
between any two vertices. Thaultiplicity of a multigraph is the maximum number of edges joining

two vertices, denoted/(G). According to the edge coloring result of graph theory [50]s
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possible to color a multigraph with at ma&{G) + M (G) colors, i.e.X'(G) < A(G) + M(G).

B.2 Problem Modeling

In our model, there are multiple orthogonal channels in tssvark. Each node is equipped with
multiple radios (with half-duplex operation), which areeogting at different channels to permit
simultaneous transmissions. Each radio is tuned to a speéahannel on a demand basis: when
a source node wants to send packets to a destination, thiegdubction decides a path for each
packet, and then the channel assignment algorithm alleteatenels to the links along each path if
not being assigned yet. It is possible that a channel is ta&ek if the corresponding link is idle for
some period of time. Each radio operates on a single chahaajigen time, and does not support

channel switching on a per-packet basis. Multiple chanpetdink might be allowed in the model.

Suppose the number of orthogonal channels available isgbntmuallow non-interfering trans-
missions, and each radio device of the network is equippéd avsufficient number of radio cards
by which it can communicate with other nodes using differgmnnels. Therefore, there are no

hardware constraints. Now we look at the interference-f@estraints.

B.2.1 Interference Avoidance in Multi-Hop Wireless Netwoks

Based on the network connectivity and the interferencedavamie requirements, a conflict-free
channel assignment problem can be formulated as a graphingploroblem by equating chan-
nels with colors. We also want to determine the minimum nunabehannels, K, required for a

conflict-free channel assignment.
In a multi-hop wireless network, the radios that are suffitieclose and cause interference to

one another must be assigned different channels, whiletbege radios that are distant enough that

there is no interference among them can share channels.
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In particular, interference could be caused by transmissaf neighboring nodes (i.e. nodes
that are one hop away); this is called direct interferennéerference or collisions can also be due
to hidden terminals, i.e., due to transmissions of nodeghwhre two hops away; this secondary

interference is also called hidden terminal interferer@zk §5].

A successful channel assignment should avoid both direthatden terminal interference, i.e.,
a link cannot share the same channel with other links whiehwathin two hops. Therefore, the
channel assignment problem can be formulated as a two-hgg @uloring problem by equating

channels with colors.

B.3 Distributed Channel Assignment Algorithm

We design a distributed algorithm for the two-hop edge d¢otpproblem. As the graph coloring
problem is NP-hard, this algorithm is based on a randomidistiibuted edge coloring algorithm
proposed in [86], which has been proved to be extremely sinpiile can compute nearly optimal

coloring very quickly.

B.3.1 Background of One-Hop Edge Coloring Algorithm

In the randomized, distributed algorithm, initially eadige is given a list, opalette of a certain

number of colors. The computation proceeds in rounds. Queach round, each uncolored edge,
in parallel, first picks a tentative color at random from itdgtte. If no neighboring edges picks the
same color, the color becomes final and the algorithm stopth& edge. Otherwise, the edge’s
palette is updated by removing the colors used by its neighlamd a new attempt is performed in

the next round.

During each round, a node performs the above computatiomxecithnges information with its

neighbors in the graph. The complexity of the protocol is tlenber of rounds needed to get a
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valid edge coloring of the graph.
It has been proved that this algorithm is very simple andibistied, yet guarantees that the

number of colors used is a small multiplicative factor of tpgimal value.

B.3.2 Distributed Channel Assignment Algorithm

If the two-hop edge coloring algorithm is directly appliedthe network of physical connectivity,
there may exist some idle links (links do not carry trafficiieich channels are still allocated. Since
the computation complexity increases as the number of anggded to be considered grows, it is
preferred to assign channels to the links being used. Foiptivipose, we define the status of each
link to be either “active” or “inactive”. when a link is chaséoy the routing function to transfer
packets, it becomes “active”; when a link is idle for someigutiof time, it becomes “inactive”.
Note that in on-demand ad hoc routing protocols [12, 13], weras removed from the routing
table when it is not used for a period of time. Therefore, ihle $tatus defined here can be updated
according to the routing information: a link becomes actWw®n a route containing it is discovered,
and becomes inactive when all routes containing it are rexhov

Now we consider a grapy = (V, E) based on the physical connectivity of the network. Sup-
pose the maximum degreeAs GG). We associate a palette df (V. > K, whereK is the minimum
number of channels required for a conflict-free channelgasséent) possible colors to each edge.
Initially, the edge palettes are identical. The two-hopesdgloring algorithm repeatedly executes

the following steps for each active edge, until all activgesiare colored.

e Step 1: Each uncolored edge= uv € E chooses uniformly at random a tentative color from

its associated palette.

e Step 2.a: Tentative colors of edgare checked against the colors of direct neighboring edges

(edges that are incident on eitheor v) for possible color collision. If a collision occurs, the
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edge rejects its tentative color.

e Step 2.b: Repeat Step 2 by checking against colors of edgearthtwo-hop neighbors (edges
that are incident on eithe¥ (u) or N (v), whereN (u) represents the set of neighbors of node

u) for possible color collision. If a collision occurs, thegedrejects its tentative color.

e Step 3: Edges that have chosen a valid color are marked dplamd their colors are removed

from palettes of direct and two-hop neighboring edges.

The algorithm is distributed provided information is exabead up to two-hop neighbors. Its
complexity is the number of rounds needed to obtain a val@tap edge coloring.

If there is an edge becoming inactive, the algorithm exextite following:

e Step 4.a: Unmark the color(s) and put the color(s) in its @ased palette.

e Step 4.b: The released colors are put in palettes of direttvao-hop neighboring edges.

Since removing a color from its edge would not create cotpiionflicts with other edges,
the algorithm will execute without being affected until atitive edges in the graph are colored.
Additionally, it can be shown that this algorithm supporgsigning multiple channels to a link.

In order to implement the channel assignment algorithm iistailbuted manner, the information
generated by any node has to be propagated up to two hops mmayhie node, and may be carried
by a dedicated control channel. Channel assignment wookelgl with route selection. If the path
goes through a region where medium is busy, using this patidraaggravate the congestion. Thus

we may consider them jointly to achieve optimal performance

B.3.3 Example

There are30 nodes randomly distributed in an example network of dimr@ns00mx1000m. Let

the common transmission range 28 meters. The obtained physical connectivity graph=
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Figure B.1: Physical connectivity of a wireless netwaik,

(V, E) is shown in Figure B.1. It is also known that the maximum dedsA(G) = 7, and the
edge number i§E| = 61.

Using our two-hop edge coloring algorith@®, colors, i.e.22 channels are required for conflict-
free transmissions. Note that orfychannels are needed if we only consider direct interference
avoidance.

Note that in this example, channel assignment is appliedeghysical connectivity of all the
available links. The total number of channels required Wdnd less if the channels are assigned on

a demand-basis, i.e., the channel is assigned to a link amiynhis link is chosen for data transfer.
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