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ABSTRACT OF THE DISSERTATION

Investigation of Co-Channel Interference, Channel Dispersion, and
Multi-User Diversity in MIMO-Based Cellular Systems

by Rahul N. Pupala

Dissertation Directors: Prof. David G. Daut and Prof. Larry J. Greenstein

In recent years, Multiple-Input/Multiple-Output (MIMO) systems employing multiple anten-

nas at both ends of the wireless link have been shown to deliver high spectral efficiencies with

reasonable constellation sizes. A MIMO link is a special case of a Multi-Element Antenna

(MEA) link, wherein one or both ends use a multi-element array. Recently proposed 4G cel-

lular systems are being evaluated that combine MIMO with Orthogonal Frequency Division

Multiplexing (MIMO-OFDM) for use at the radio layer, while WiMAX 802.16e is considering

MIMO with Orthogonal Frequency Division Multiple Access (MIMO-OFDMA) for use on the

downlink. Multi-User Diversity (MuD) has also been shown to have important consequences in

the ever-increasing demand for higher spectral efficiency. A detailed study of MIMO, MIMO-

OFDM, and MuD is of utmost importance to understand how to maximize the performance

gains that can be realized from these promising technologies.

This thesis is broadly divisible into three parts. Part I investigates aspects of co-channel

interference (CCI) as they relate to MIMO channels. First, the throughputs attainable by

interference-limited cellular systems that employ MEA links are computed. The emphasis

in this study is on the system-level perspective. That is, determining the distribution of perfor-

mance over a coverage area, e.g., the cumulative distributive function (CDF) of throughput (TP)

over the randomness of user location and shadow fading, as well as and taking into account the

CCI produced by co-channel links in other cells. Using a general-purpose simulation platform

developed in this work, throughput statistics are obtained over several channel conditions and
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system-level design choices. In this study, particular interest is in understanding the gains that

accrue as a result of using excess receive antennas, and the effects of limiting the constellation

sizes to present-day implementations.

Using the simulation platform, an evaluation of alternative Transmit Diversity, and Spatial

Multiplexing systems has been carried out. The study incorporates costs/overhead incurred by

using a finite alphabet, limited channel coding, and imperfect channel estimation. Next, a noise-

like model for co-channel interference is postulated in the context of MIMO/MEA channels.

The validity of the noise-like model is demonstrated. The model is then used to derive an

analytical solution for throughput in CCI-limited MIMO systems. The analysis is shown to be

accurate and to permit extensive investigation without the need for lengthy simulations.

In Part II, the effects of both frequency selectivity and correlation among transmit-receive

antenna path gains on a single-carrier MIMO link are addressed. Degradations in system-level

throughput statistics are evident when these distortions are assumed to be present in addition

to CCI. This study includes the frequency-selective MIMO link when it uses non-dispersive

cancellation of cross-stream interference at the receiver. We extend this analysis to MIMO-

OFDM, and include the impact of dispersive effects which is the often ignored in such systems.

In Part III, the benefit of adding MuD to the MEA link is quantified. The three important

schedulers considered in the MuD implementation are: Maximal Throughput (MAX), Propor-

tional Fair (PF), and Equal Grade of Service (EGoS). Again, performance evaluation is at the

system-level, and over several important system design parameters, in particular, excess receive

antennas and finite constellation sizes. The main interest is to determine the tradeoff involved

in the number of receive antennas on the mobile device versus the number of users needed in

order to obtain a particular throughput.

Studying the many tradeoffs discussed above will enable design engineers to make well-

founded decisions in crafting link techniques; and will aid system engineers in estimating at-

tainable throughputs for particular designs. The results presented will be to the benefit of

operators and customers alike as MIMO, MIMO-OFDM, and MuD technologies are put into

service in support of new applications.
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Chapter 1

Thesis Roadmap

In this chapter, a brief tour of the many research problems considered in this study is pre-

sented. The particular format that has been adopted is to first state all problems explicitly and

definitively. Next, the reasons why the components of this study are timely and important are

discussed. Subsequent chapters offer a brief background and survey of current literature that

exists, as well as presenting the research contributions of this work. Each problem is discussed

in a separate chapter and a research agenda for ongoing and future work is also offered in the

concluding chapter. Acronyms are spelt fully when used for the first time, and a complete list

can be found in the beginning of this thesis. Definitions, and brief explanations are sometimes

presented in footnotes to maintain continuity of the material and repeated in the Appendix for

quick reference. An extensive reference list offers links to additional in-depth material for the

interested reader.

1.1 Problem Statements

Problem 1 : Evaluation of Co-Channel Interference Limited SISO/MEA Systems

Multiple-input/multiple-output (MIMO) links have been demonstrated to offer significant

spectral efficiencies, far beyond the capabilities of existing traditional single-input/single-output

(SISO) links. The main reason for the telecommunications industry’s interest in MIMO links is

their ability to offer high data throughputs with reasonable constellation sizes using the spatial

dimension, thereby obviating the need for additional bandwidth. In this study, we consider

the more general class of techniques involving a multi-element antenna array (MEA) at one

or both ends of the link (MIMO being the latter case). We quantify cell-wide mean through-

puts in an interference-limited SISO/MEA cellular system along various system-level design

dimensions, including: size of the transmit/receive MEAs1; frequency-reuse factor; antenna

1MIMO/MEA links are assumed to have n transmitters and m receivers. They are referred to here as
MIMO (n, m), or MEA (n, m), or simply (n, m).
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pattern (omni-directional or sectorized); degree of error protection (Shannon coding, no coding

or intermediate coding strategies); allowable constellation size; Rician K-factor; and transmit-

or receive-adaptation.

The main observations of this study are that the actual potential of MEA systems is obtained

by taking into consideration (i) average user experience (for example, cell-wide mean through-

puts); and, (ii) limited signal constellation sizes which are prevalent in practical present day

systems. Studies which ignore these concerns (e.g., by investigating MIMO in the high SINR

regime) often lead to very optimistic results and conclusions. Moreover, transmit-adaptation

systems are better equipped to combat channel distortions and cross-stream interference (XSI),

while receive-adaptation systems (with excess degrees of freedom) are better co-channel inter-

ference (CCI) suppressors. One particular intention of this research was to conduct investiga-

tions over a rich number of practical dimensions, laying the foundation for Problems 2, 3 and

consequently Problem 4.

Problem 2 : Evaluation of Practical MIMO/MEA Systems with Resource Overheads2

The advent of applications that need higher throughputs, motivates wireless service providers

and cellular operators to embrace newer technologies that can meet these demands. Multiple-

input/multiple-output (MIMO) systems have shown promise in their ability to deliver high

throughput per bandwidth with reasonable constellation sizes. Adding antennas at the base

station (BS) is practical due to reasons of size and cost amortization over many users. How-

ever, adding antennas at the mobile station (MS), which does not have similar advantages, needs

to be carefully evaluated. We therefore consider the more general class of techniques involving

a multiple-element antenna (MEA) at one or both ends of the link (MIMO corresponding to the

case of multiple antennas at both ends of the MEA link).

From a commercial standpoint, one needs to address the following questions: (i) What is the

benefit of a second antenna at the BS or the MS relative to the single-input/single-output (SISO)

case? (ii) What is the added value of a second antenna at both ends? (iii) If a second antenna

is indeed used at both ends, is spatial multiplexing (SM) or diversity (Div) the preferred mode

2This was a Summer internship assignment (2006) at Bell-Labs/Alcatel-Lucent Technologies - Whippany, NJ.
The work is in collaboration with Yifei Yuan and Qi Bi.
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of operation to use? Using (n, m) to denote a link with n BS transmit elements and m MS

receive elements, we compare the downlink throughput performance of the SISO link with that

of four MEA configurations: (1, 2), (2, 1), (2, 2) with Div, and (2, 2) with SM. Results obtained

indicate that, in the context of adaptive modulation with practical limits on constellation size,

(1, 2) is the preferred configuration. We also show this finding to be robust assumptions used

in the study.

While our previous studies were concerned only with spatial multiplexing systems, this

study also considers transmit diversity systems. Moreover, costs/overhead incurred from finite

alphabet, imperfect channel coding, channel estimation are taken into account. Lastly, the soft-

ware platform from Problem 1 was modified to simulate the standardized 3GPP2 environment.

Problem 3 : Investigating the validity of the Noise Model for Co-Channel Intererence for

MIMO/MEA Links

In the past a noise model has been used (in place of an exact treatment) for co-channel

interference (CCI) in order to simplify the performance analysis of communication systems. In

this model, the thermal noise floor, and the total multipath-averaged CCI power, are lumped into

a single interference-plus-noise term. The Central Limit Theorem (CLT) is invoked to justify

a Gaussian distribution for the interference-plus-noise term. Accuracy of the noise model has

been studied, but only in the context of SISO channels. For MIMO/MEA research, no effort

has been undertaken to question the validity of the noise model, or to arrive at a new model.

In this study, we examine the validity of the noise model for CCI for SISO and MEA

links. Using system simulations, we identify key conditions under which it continues to remain

accurate, and those under which it becomes inaccurate. Specifically, it is shown via simulations

that the noise-model can be used for MIMO channels when (a) Transmit Adaptation is used,

regardless of whether or not excess degrees of freedom exist3; (b) Receive Adaptation is used,

and excess degrees of freedom4 are few or none. The noise model is inaccurate otherwise. This

3Degrees of Freedom: the number of decomposable parallel SISO channels that can be created after array
processing. It equals the rank of the channel gain matrix H and is upper-bounded by min (n, m).

4Excess Degrees of Freedom: the excess number of receive elements over transmit elements, i.e., m−n. When
the receive array has at least as many antenna elements as the transmit array, we can receive all of the transmitted
streams at the receiver after array processing.
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is an important finding. In the past the noise model was accurate largely because it was used

for simplifying the analysis of SISO channels, which have no excess degrees of freedom.

Using results from previous research, an algorithm has been developed for evaluating through-

puts of Receive Adaptation systems when excess degrees of freedom exist. Finally, we discuss

how the noise model can lead to an all-analytical solution for cell-wide mean throughput (Prob-

lem 4), thereby replacing the need for lengthy simulations (Problem 1).

Problem 4 : Analysis of Co-Channel Interference Limited MIMO-Based Cellular Systems

Computation of cell-wide mean throughputs in cellular systems using multiple-input/multiple-

output (MIMO) links is a topic of interest to researchers, cellular operators and equipment

manufacturers. The validity of the noise model (in the MIMO context) for the co-channel inter-

ference (CCI) has been previously confirmed by the author, wherein multipath-averaged CCI

powers are added to the thermal noise power, that results in an overall interference-plus-noise

floor. This approximation simplifies throughput computation with only a minor loss of accu-

racy, while allowing the cell-wide mean throughput per user to be derived analytically. The

key to the analysis is (i) the invocation of the noise model for CCI, and (ii) the demonstration

that the overall CCI power has a distribution that is log-normal for any user distance from the

base station (BS). This enables us to use a previously developed analysis for the single-cell

(noise-only) systems, and apply it to interference-limited MIMO systems in order to analyze

per user cell-wide mean throughput. The analytical method is presented and its accuracy is

demonstrated.

Problem 5 : Evaluation of Single-Carrier MIMO Systems with Channel Dispersion and Path-

Correlation Impairment

Computation of cell-wide mean throughputs of multi-element antenna (MEA)-based cellu-

lar systems is of interest to researchers and commercial companies, primarily to discover the

actual extent of gains that may be realized by such systems. In a previous work, we quantified

cell-wide mean throughputs for the multi-cell case (noise plus co-channel interference (CCI)).

We have also examined the validity of a simple noise model for CCI in the context of MEA

links; and we have demonstrated how the noise model enables an assessment of the multi-cell
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case using analysis instead of simulation. Previous studies have considered rather idealized

channel behavior, notably in assuming flat fading (no channel dispersion) and i.i.d. path gains

(no correlations). These assumptions are relaxed in this study. We derive cell-wide throughputs

for a wide range of system-level design parameters, in single- and multi-cell scenarios, using

realistic models for channel dispersion, path-correlation, and CCI.

This study also includes the frequency-selective MIMO link when it uses non-dispersive, as

well as exact cancellation of cross-stream interference (XSI) at the receiver. It is concluded that

channel dispersion is a significant adversary: (i) MIMO-OFDM systems must use a sufficient

number of sub-carriers to maintain flat-fading in each tone (Problem 6) ; and, (ii) non-dispersive

cancellation is impractical even at very low levels of dispersion.

Finally, we also investigate the interplay between device size, number of antennas, path-

correlation (as dictated by the particular terrain profile via its AoA/AoD statistics), and carrier

frequency. The study reveals this interplay to be a very important consideration.

Problem 6 : Multi-Carrier Wideband MIMO (MIMO-OFDM) Systems

Most early investigations relating to MIMO capacity/throughputs assume a flat-fading model

(no channel dispersion). A more recent body of research proposes Orthogonal Frequency Di-

vision Multiplexing (OFDM) to “flatten” the dispersive channel in order to improve the design

and performance of the MIMO link. Consequently, MIMO-OFDM throughput analysis contin-

ues to use the flat channel assumption, ignoring the effect of channel dispersion arising from

inter-symbol interference (ISI), and cross-stream interference (XSI). It behooves us to study

MIMO-OFDM systems which do not make the flat-fading channel assumption.

Frequency-selective MIMO channels were previously analyzed (Problem 5), and evaluated

on a cell-wide mean throughput metric. In the study, the effect of channel dispersion (frequency

selectivity) leading to ISI and XSI was quantified under a wide range of system-level param-

eters. The observations were that: (i) for an ideal canceller with MMSE equalizer, the loss in

throughput by way of ISI is small, and that most of this performance loss occurs at very small

levels of dispersion; (ii) channel dispersion is a significant adversary because it smears XSI in

the time domain which is hard to mitigate without using a cross-dispersive canceller.

In MIMO-OFDM systems each tone may be considered to be a MIMO channel which will
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not be perfectly flat. OFDM will be able to minimize ISI by using an appropriate value for

guard time and incorporating a cyclic prefix. Moreover, XSI can also be removed completely

by careful system design. Nevertheless, it is instructive to study the effects of ISI and XSI,

since perfect removal of either ISI or XSI may be difficult for a variety of practical reasons

including synchronization and imperfect channel estimation. By investigating the effects due

to ISI and XSI for the two cases of optimal removal and no removal at all, we will be able to

bracket the throughput performance of all MIMO-OFDM systems.

This study quantifies the effects of channel dispersion including XSI and guard time (to mit-

igate ISI), on the throughputs of MIMO-OFDM systems. Moreover, this quantification is made

for several values of number of tones, and over several values of channel rms delay spread.

Problem 7 : Evaluation of Multi-User Diversity Systems

We quantify cell-wide mean throughputs of single-input/single-output (SISO), and multiple-

input/ multiple-output (MIMO)-based cellular systems, which employ multi-user diversity (MuD).

This study considers several practical and useful system-level design dimensions, including:

number of transmit/receive antennas; antenna-pattern (omni-directional or sectorized); degree

of error-protection (Shannon coding, no coding or intermediate coding strategies); allowable

constellation size; Rician κ-factor; number of users, and scheduling algorithm (Greedy or

Maximum Throughput (MAX), Proportional Fair (PF), and Equal Grade of Service (EGoS)) in

single-cell (noise-limited) and multi-cell (CCI-limited) environments.

The chief observation is that, although the various dimensions are important considerations

for SISO and MEA systems, the potential benefits need to be weighed in the context of limited

signal constellations that are prevalent in present day practical systems. For limited signal

constellation sizes, EGoS seemed a reasonable choice for the single-cell case, and PF seemed to

be a reasonable choice in the context of multi-cell scenarios when delay tolerance was allowed.

We also provide a comparison between single-user systems having excess receive anten-

nas (SU-EDoF), and multi-user diversity systems with no excess receive antennas (MuD-wo-

EDoF). Both strategies improve signal quality. Since economic costs of RF chains, mobile size

and form factor limit the number of antennas a mobile receiver can have, multi-user diversity

can be a more practical option.
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Here, among scheduler choices, it is clear that EGoS is not a viable candidate; that PF has

limitations in the number of excess receive antennas it can compete against in SU-EDoF based

systems; and, that MAX is the best option in terms of cell-wide throughput. In general, MuD

with only a few scheduled users, has comparable throughputs as single-user receivers with

excess receive antennas. By quantifying the average throughput gains that accrue from using

multi-user SISO- and MIMO-based cellular systems, this study serves the needs of system

operators in assessing these promising technologies within a practical context.

1.2 Why this Thesis is Important

1. The study is extremely practical, timely, and useful.

• The study is applicable to cellular operators, and equipment manufacturers, who

ultimately are interested in knowing the average impact of MEA links (cell-wide

mean throughput over location, shadowing and multipath).

• The study is timely, as new technologies such as MIMO, MIMO-OFDM, and MuD,

are currently being evaluated by researchers both in academia and industry.

2. The study is rich in the number of design dimensions considered.

• Size of the Transmit/Receive MEAs (with and without excess degrees of freedom)

• Frequency-Reuse Factor

• Antenna Pattern (omni-directional, or sectorized)

• Degree of Error Protection (Shannon Coding, No Coding, or Intermediate Coding

Strategies)

• Allowable Constellation Size

• Rician K-Factor

• Transmit- and Receive-Adaptation

• Diversity, and Spatial Multiplexing Systems

• Number of Users
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• Scheduling Algorithm (Greedy or Maximum Throughput (MAX), Proportional Fair

(PF), and Equal Grade of Service (EGoS))

• Narrowband (Flat Fading) and Wideband (Frequency Selective) Channels

• Channels having i.i.d. and Correlated Path Gains

• Exact- and Non-Dispersive Cancellation (for wideband channels)

• Carrier Frequency

• Single-Cell (noise-limited) and Multi-Cell (CCI-limited) Environments.

3. The study serves to guide future research investigations into newer ways of modeling CCI

for MEA links.

• This study specifically considers some important applicable situations [(a) trans-

mitter vs. receiver adaptation, and (b) availability (or lack) of excess degrees of

freedom], and also an algorithm for analyzing the impact of CCI. This effort should,

in our opinion, stimulate future detailed investigations.

4. The study underscores the true potential of practical MEA links.

• In contrast to link-level studies which are extremely theoretical, highly optimistic

in practice, and usually applicable only to high signal-to-noise-plus-interference

(SINR) scenarios, this study reveals the actual benefit realized by MEA systems for

the average user (over all SINRs).

• This study also considers the impact of limited constellation sizes (equivalently,

the maximum achievable C/I ratio). Important repercussions of this limitation are

emphasized. Since systems must ultimately be built, this issue must be addressed.

Most other studies fail to consider this important aspect.
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Part I

Co-Channel Interference
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Chapter 2

Evaluation of Co-Channel Interference Limited SISO/MEA
Systems

2.1 Introduction

Communication using multiple-input/multiple-output (MIMO) links has been recognized as

one of the most significant breakthroughs in modern digital communications. It has been shown

for the case of independent Rayleigh-faded path gains that link capacity increases linearly with

the minimum number of transmit-receive antenna elements (corresponding to the maximum

number of de-coupled channels that can be created by the link) [4]. For practical signal con-

stellations, this enables throughputs per bandwidth that traditional single-input/single-output

(SISO) links cannot achieve. MIMO systems utilize the space dimension for delivering these

higher throughputs.

A multi-element antenna (MEA) link employs a multi-element antenna array at one or both

ends. When only one end of the link uses an MEA, diversity can be achieved [5–7]; this im-

proves quality and thus enables higher throughput via larger signal constellations. When both

ends use an MEA, as is the case in MIMO, it is possible to enhance throughput via either diver-

sity (Div), as above; spatial multiplexing (SM), whereby the receiver can de-couple multiple

parallel streams sent by the transmitter [4,8–10]; or a combination of both [11,12]. Communi-

cation using MEA/MIMO links is a fairly mature field at this time [13, 14].

The laboratory implementation of the well-known vertical Bell-Labs layered space-time

architecture (VBLAST) demonstrated the feasibility of the MIMO concept, delivering spectral

efficiencies of 20–40 bps/Hz under indoor conditions [9]. Not surprisingly, MIMO’s potential

is being tapped for commercial wireless products and networks such as wireless local area

networks (WLANS), third-generation (3G) cellular networks, WiMAX, and future Internet-

intensive wireless networks (including 4G networks).

Previous Research: Every cellular network has the usual assortment of link impairment

conditions; co-channel interference (CCI) from other cells, multipath fading and thermal noise.
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Studies have shown that CCI, more than thermal noise, serves to limit the cell-wide aver-

age throughputs that can be achieved in practical cellular systems [15, Ch. 3], [16, Ch. 3],

[17, Chs. 5, 7].

CCI investigations have taken either impact-oriented (i.e., performance studies) or mitigation-

oriented approaches. The latter attempt to reduce CCI via frequency-reuse, sectorization,

micro-cells, and cell-splitting [15, 16]. More recent mitigation approaches include interfer-

ence avoidance, arising from multi-user diversity [18–20]; and total interference suppression,

made possible by base station coordination (“generalized beam forming”) [21–23].

This study is concerned with performance of SISO and MEA systems. In this regard, it

is noted that most MEA/MIMO performance studies take a link-level perspective, with the

focus only on the particular link between the transmitter and the receiver (corresponding to

a particular user) [4–14]. Performance measures such as bit error rate (BER) or throughput

(TP) are determined with signal-to-noise ratio (SNR) treated as a parameter and with external

factors such as CCI either being ignored, or indirectly treated using the signal-to-interference-

plus-noise ratio (SINR) in place of the SNR.

Some work has been reported, however, that takes a system-level perspective. This means,

for example, determining the distribution of performance over a coverage area, e.g., the cu-

mulative distributive function (CDF) of TP over the randomness of user location and shadow

fading, which jointly specify the SNR value. Furthermore, it also means taking into account the

CCI produced by co-channel users in other cells. We note, in this regard, the body of work by

Catreux who studied the single-cell case (noise only) and the multi-cell case (noise and CCI)

for a wide range of system and propagation parameters [1, 2, 24]. For the noise-only case, re-

sults for the cell-averaged TP were initially obtained via simulations. Then a purely analytical

method was developed and shown to be accurate [24]. For the noise-plus-CCI case, extensive

results were obtained via simulation only [1]. The work reported here extends Catreux’s work

in several respects, including steps towards an entirely analytical approach to dealing with CCI.

Contribution of this study: Here, we extend in particular the work of [1, 2]. First, we quan-

tify the attainable system-level throughputs of interference-limited SISO and MEA cellular sys-

tems along various design dimensions, i.e., size of the transmit/receive MEAs; frequency-reuse

factor; antenna pattern (omni-directional or sectorized); degree of error protection (Shannon
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coding, no coding or intermediate coding strategies); allowable constellation size; Rician K-

factor and transmit vs. receive-adaptation. We use the cell-wide mean throughput per user

as the primary metric. In a cell with many users, this closely approximates the average per-

formance any user can expect [1, 2, 24]. The treatment of reuse factor, and of transmit- vs.

receive-adaptation, extends the work reported in [1]. This study is rich in the number of design

dimensions considered, thereby creating a foundation for: (i) underscoring the true potential of

practical MEA links; and, (ii) validating the use of the noise model for CCI (Chapter 4).

2.2 The Narrowband SISO/MEA Simulation Platform

A system-level simulation platform has been developed for computing the throughputs of SISO

and MEA cellular systems. The platform discussed in this chapter is intended for narrowband

or flat channels. Both kinds of MIMO/MEA systems, i.e., Spatial Multiplexing, and Trans-

mit Diversity systems, have been simulated. Moreover, both Transmit- as well as Receive-

Adaptation Systems have been considered. The test-bed is sufficiently general so as to allow

for the detailed investigation of the several key system-level parameters, such as:

• Size of the transmit/receive MEAs (with, and without excess degrees of freedom)

• Frequency-reuse factor

• Antenna pattern (omni-directional, or sectorized)

• Degree of error protection (Shannon coding, no coding, or intermediate coding strategies)

• Allowable constellation size

• Rician K-factor

• Single-cell (noise-limited) and Multi-cell (CCI-limited) environments.

2.2.1 SISO/MEA System Model

In the cellular data environment considered in this study, a given cell, consisting of a serving

base station (BS) and a set of mobile stations (MS), is surrounded by one contiguous tier of six



13

Table 2.1: PARAMETER VALUES USED IN THE SYSTEM SIMULATIONS.

Cell Geometry Hexagonal Array with side R = 1000 m

Carrier Frequency fc = 2 GHz

System Bandwidth W = 5 MHz

Path Loss Exponent Γ = 3.7

Shadow Fading Lognormal, with Standard Deviation σ = 8 dB

Multipath Fading Rician, with K-factor = 0 (Rayleigh) or 10

Antenna Pattern Omnidirectional or Uniform over 120◦

Thermal Noise Density N0 = −174 dBm/Hz

Mobile Station’s Noise Figure NF = 8 dB

Transmit Power PT = 5 W

Median Cell-Boundary SNR ρ = 20 dB

cells. While the platform is quite general with respect to system and channel parameters, most

numerical results were obtained using the parameters detailed in Table 2.1.

The complex baseband channel gain between the jth transmit antenna of a given base sta-

tion and the ith receive antenna of a given user-terminal is modeled by

hij =

√
A

(
d0

d

)Γ

s

[√
K

K + 1
ejφ +

√
1

K + 1
zij

]
(2.1)

where,

• d is the link length, Γ is the path loss exponent, and A is the median of the path gain at

reference distance d0 (d0 = 100 m in the simulations).

• K is the Rician K-factor. Co-channel base stations, being relatively far, use K = 0.

• s = 10S/10 is a log-normal shadow fading variable, where S is a zero-mean Gaussian

random variable with standard deviation σ dB.

• φ = 2πd/λ is the phase shift of a line-of-sight (LOS) plane wave from the transmitter

to the receiver. We assume that for a given transmit-receive pair, all link-paths have the
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same length.

• zij represents the phasor sum of scattering components for the (i, j) path which are

assumed to be zero-mean, unit-variance, i.i.d. complex Gaussian random variables.

We assume a base station height of h = 30 m above ground. For receivers located close

to the ground, the direct path has a length d = [r2 + h2]1/2, where r is the distance along the

ground from the receiver to the base station. This implies that all Transmitter-Receiver (T-R)

distances are 30 m or greater. We use a loss exponent of 2.0 (free space loss) for distances

close to the base station (30 − 100 m), and 3.7 for distances beyond 100 m. We also incorpo-

rate shadow fading regardless of the T-R distance. This has been shown to be an empirically

reasonable model [25]. For antenna sectoring, perfect beams are assumed instead of shaped

antenna patterns.

2.2.2 System Model Assumptions

The assumptions often made in conjunction with MEA systems are also invoked here [4, 8]:

(i) narrowband signaling, (ii) quasi-static (block) fading, (iii) long burst interval, and (iv) inde-

pendently faded complex Gaussian path gains. This permits a mathematical representation for

the SISO/MEA cellular system as follows1

Y = HX + Z (2.2)

where X ∈ C7n,Y ∈ Cm, are transmit (serving as well as interfering) and receive signals,

H ∈ Cm×7n is the channel gain and Z ∈ Cm is thermal noise, that is Gaussian distributed with

zero-mean and one-sided power spectral density N0. Since the noise processes corrupting the

different receive antennas are independent, Z has an autocorrelation matrix N0I, with I being

the identity matrix.

Only one tier of interferers around the serving BS is assumed here. This assumption is made

to simplify the simulations and is slightly optimistic. However, the rapid decay of signal power

1With throughput as our metric, we can rank interference-limited Spatial Multiplexing systems having 1 or 3
antennas as (1, 1) < (3, 1) < (1, 3) < (3, 3), i.e., the performance of (3, 1) can be gauged from those for (1, 1) and
(1, 3). By extension, configurations with more transmit than receive antennas (n > m) can be excluded from the
family of Spatial Multiplexing systems, as their performances can be bracketed using results for m ≥ n. Such
systems must necessarily employ Transmit Diversity, and as such are grouped under that family of systems.



15

with distance makes this assumption reasonable. Moreover, we offset it with the pessimistic

assumption that all co-channel interferers are transmitting all the time.

An adaptive transmission algorithm is assumed. The algorithm perfectly adapts the modu-

lation (constellation size) on each transmit antenna according to the instantaneous radio channel

and interference conditions. Therefore, it is possible for different transmit antennas, in Spatial

Multiplexing systems, to choose different bit rates (constellation sizes); although all transmis-

sions operate at the same symbol rate. We note that, all transmit antennas must transmit at a

common rate for diversity systems. The procedure to compute the optimum size of the transmit

constellations is given in Section 2.2.4.

Since cell-site (macro) diversity has been shown to have minimal impact on mean through-

put calculations [1, 2], it is not used in the simulations. That is, for simplicity, we assume

that users communicate with the base station that is the nearest, not necessarily the strongest.

Finally, perfect channel estimation, T-R synchronization, and instantaneous feedback are also

assumed. These simplifications focus the problem onto the essential issues being investigated.

2.2.3 Array Processing Schemes

Depending on the availability of channel state information (CSI) at the transmitter, it is possible

to design two different array processing categories, namely, transmit-adaptation and receive-

adaptation. We examine singular valued decomposition (SVD) at the transmitter, and minimum

mean-square error (MMSE) reception, as representative examples of these categories. In either

case, total transmit power is kept constant regardless of n (the number of transmit antennas).

The SVD scheme performs spatial water-filling to optimally allocate power to the individual

transmit antennas, while MMSE uses uniform power allocation among transmit antennas.

There are more optimal approaches as well. At the transmit side, there is generalized beam

forming (of which SVD is a subset), that uses global CSI, meaning that path gains to each

receiver from all interferers are included. However, the practical difficulty of using global CSI

adaptation at the transmitter is too great to consider [21–23]. At the receive side, there are

variations of successive interference cancellation (SIC) [1,2,24], which also pose practical im-

plementation problems. Thus, the focus here is on the two techniques of SVD transmission and

MMSE reception, both of which represent excellent compromises between good performance
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and practical implementation.

Both, SVD and MMSE, are examples of Spatial Multiplexing systems. In this thesis, we

also consider the Alamouti Coding scheme as a representative example of Transmit Diversity

systems. Like the MMSE scheme, the Alamouti scheme also allocates equal power to the

transmit antennas.

The Singular Valued Decomposition (SVD) Transmit Scheme

With CSI available at the transmitter, it becomes possible to employ transmit filtering to pre-

compensate for the known distortions the channel will introduce [4]. This permits the creation

of several parallel (decoupled) SISO channels via Eigen-Beamforming. The SVD of the chan-

nel gain matrix provides the necessary filtering required at both ends of the link.

We assume that CSI is limited, that is each receiver knows only about paths leading to its

antennas. Being a transmit-adaptation system2, the transmitter cannot meaningfully exploit

knowledge of path gains from the interferers. Thermal noise and CCI are thus lumped into

a single interference-plus-noise term to simplify analysis, and diagonalization is attempted on

paths from the serving BS only. Moreover, like thermal noise, CCI is assumed to have Gaussian

statistics. This is a reasonable assumption given the central limit theorem, since there are

several interfering BSs, each having several paths to the MS. Thus, we have that

Y = HX + Z

= HsXs + HCCIXCCI + Z

= HsXs + ZI

where ZI = HCCIXCCI + Z; Xs and XCCI are respectively, the transmit and interfering

signals; and Hs and HCCI are, respectively, the gain matrices for the serving and interfering

BSs.

By the singular value decomposition theorem, it is possible to express any matrix Hs in the

form

Hs = UDV†

2Any transmit-adaptation system with limited CSI (in this instance, SVD) cannot attempt generalized beam
forming, and hence, is ineffective at suppressing co-channel interferers.
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where U, V are unitary matrices, and D is a diagonal matrix. Thus, Y can be rewritten as

Y = UDV†Xs + ZI.

Pre-multiplying both sides by U†, yields the filtering needed at the receiver, i.e.,

U†Y = DV†Xs + U†ZI.

Here V† operating on Xs has the effect of distorting (rotating) the transmitted signal before it

reaches the receiver. For our purposes, we may consider V†Xs to be the “transmitted signal”

and think of the channel as merely “scaling” the various signals on their way to the receiver

(via matrix D). Diagonalization is achieved using transmit-receive filtering as shown below

Ỹ = U†Y X̃ = V†Xs and Z̃ = U†ZI, (2.3)

Ỹ = DX̃ + Z̃. (2.4)

Alternatively, we can use V as the transmit filter, and transmit the signal VXs in place of Xs

(in this case X̃ in (2.4) becomes Xs). Equation (2.4) can be written, for each (de-coupled)

SISO channel, as

ỹj = hj x̃j + z̃j j = 1, 2, . . . , n. (2.5)

The hj’s are the diagonal elements of D and act as the channel gains for the decoupled SISO

channels. The transmit power applied to each antenna is determined from “water-filling” the

n (≤ m) SISO channels, subject to a total power constraint [4], i.e.,

Pj =
(
ν − σ̃j

2

h2
j

)+
n∑

j=1

Pj = P (2.6a)

σ̃j
2 = σ2 +

7n∑
k=n+1

CCIjk = N0 +
7n∑

k=n+1

CCIjk (2.6b)

where CCIjk is the instantaneous power from an interfering antenna k to receive antenna j and

the Pj’s are the respective transmit powers to be applied. From [26], the post-processing SINR

for each SISO channel can then be determined using

γj =
Pj |hj |2

σ̃j
2 . (2.7)
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The Minimum Mean Square Error (MMSE) Receiver Scheme

Receive-adaptation has long been used to improve the quality of the wireless link (conven-

tionally, to achieve diversity [17, Ch. 4], [27]). In the context of interference-limited MIMO

systems, the array processor needs to provide stream separation, while attempting diversity gain

and interference suppression as much as possible. One such array processor is the (linear) min-

imum mean-square error (MMSE) receiver [17, 27]. Other possible processors are successive-

interference-cancellation (SIC), ordered-SIC (OSIC) and OSIC-MMSE [2]. For purposes of

this work, employing the simpler MMSE scheme will suffice. The added benefits of OSIC-

MMSE are quantified in [2].

To evaluate the MMSE scheme, the analyst takes into account the path gains from all BSs,

both serving and interfering, in the channel gain matrix (H ∈ Cm×7n). Received data streams

are separated by computing a linear combination of the received signals using a set of weights

that achieves the minimum mean square error between the output estimate and the true signal

sample. Thus, we have

X̂ = WHY. (2.8)

The performance index for a given weight matrix is

ζ(WH) , E

 n∑
j=1

|εj |2
 = E

 n∑
j=1

|xj − x̂j |2
 (2.9)

where xj is the jth transmitted signal. The expectation in (2.9) is taken with respect to the

noise and the statistics of the data sequences. The weight matrix that yields the minimum mean

square error is the desired one. The quantity W is given as [2]

W = A−1H (2.10a)

A = HHH +
σ2

P/n
Im×m. (2.10b)

The post-processing SINR on the jth decoded stream can be shown to be [2, 24]

γj = (H)H
j R−1

j (H)j , j = 1, 2, . . . , n (2.11)

where

Rj =
7n∑

l=1, l 6=j

(H)l(H)H
l +

σ2

P/n
Im×m (2.12)

and (H)j is the jth column of H.
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Transmit Diversity via Alamouti Coding

The Alamouti scheme is an optimal transmit diversity scheme. It is optimal in the sense that

it offers the maximum code rate (r = 1) and does not suffer from any loss of performance

as compared to an MRC diversity scheme. Specific engineering aspects of this scheme are

detailed in [5].

Under the assumption that noise plus co-channel interference (CCI) can be treated as com-

plex Gaussian, the Alamouti scheme on a (2,m) link has the same performance as the (1, 2m)

MRC receiver at half the transmit power of the (2,m) MIMO configuration [5]. This enables

an easy computation of the signal-to-interference-plus-noise-ratios (SINRs) as follows

γi =
|hi0|2(P/2)

σ2 +
∑

k CCIik
, i = 1, 2, . . . , 2m (2.13)

γalamouti =
∑

i

γi, i = 1, 2, . . . , 2m (2.14)

where

• hi0 is the instantaneous signal gain from the serving BS to the ith receive antenna.

• P is the total transmitter power.

• CCIik is the instantaneous power from the kth interfering BS at the ith receive antenna.

• γi is the input SINR at the ith branch of the MRC receiver.

• γalamouti is the SINR at the receiver output.

Equation (2.14) is the well-known result that the SINR of an MRC receiver is equal to the sum

of SINRs of its individual branches.

2.2.4 Link Throughput Bounds

The instantaneous per-user data throughput is the sum of the instantaneous throughputs of the

sub-streams. The instantaneous throughput Tj of sub-stream j is determined for the following

two extreme cases:
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Ideally Coded Signals: The throughput is upper-bounded by the Shannon capacity

Tj = log2 (1 + γj) . (2.15)

Uncoded Signals: Assuming no coding, and error detection in each block, the throughput is

Tj(Mj) = (1−BLERj) log2(Mj) = (1−BERj)L log2(Mj) (2.16)

where log2(Mj) is the number of bits per symbol in stream j, and BLER is the corresponding

block error rate for L-bit blocks. In this study L = 500 bits, although the results are robust for

values of L over a wide practical range [2].

Figure 2.1: Mean throughput for various modulation levels as a function of SINR (from [1,2]).

It is desired to express (2.16) in the form of (2.15) for convenience of calculation. This

can be achieved as follows: Under the simplifying assumption of quasi-static block fading, it

is possible to regard the channel as AWGN conditioned on the instantaneous path gains. For

QAM modulation, we can then use for the symbol error rate (SER) the well-known equation

[28, Ch. 5] applicable to the Gaussian channel

SER = 4Q

(√
3Es

(M − 1)N0

)
(2.17)

where Q (·) is the complementary error function [28, Ch. 2], Es is the signal energy of the

transmitted symbol, M is the constellation size, and N0 is the noise power spectral density.

Then, in (2.16) we can employ the relationship

BER = SER/ log2(M). (2.18)
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Using the SINR and (2.15)–(2.18), we can plot (i) the uncoded throughputs for a given con-

stellation size M , and (ii) the upper-bound throughput, i.e., the Shannon capacity. Plotting the

uncoded throughputs for various constellation sizes, the family of curves shown in Fig. 2.1 is

obtained (cf. [1, 2, 24]). The upper-bound throughput is also shown in the figure.

For uncoded signals, it is clear that there exists an optimal constellation for a given SINR.

Over the range of SINRs, this optimal ‘envelope’ curve has a stair-like appearance. An asymp-

tote curve is shown in Fig. 2.1 that closely approximates the stair-like curve. There is a sepa-

ration of about 8 dB (10 log10(6.4)) between the upper-bound coding curve and the asymptote

for the uncoded case. The asymptote curve can thus be accurately approximated by

Tj = max Tj(Mj) ≈ log2

(
1 +

γj

6.4

)
. (2.19)

A variety of practical coding strategies can then be modeled by using shifts in SINR less than

8 dB.

2.3 Simulation Methodology

Throughput statistics of SISO/MEA configurations for various design options can be computed

as follows:

(1) Randomly place an MS within the cell and generate channel matrix H as given by (2.1).

(2) Compute post-processing SINR of substream j for SVD ((2.6)-(2.7)) and MMSE ((2.11)-

(2.12)).

(3) Compute throughputs for substream j ((2.15), (2.19)).

(4) Compute “MEA throughput” as the sum of the throughputs of the individual substreams.

This computation leads to instantaneous throughputs, for given values of MS location (path

loss), shadow fading, and instantaneous channel fades from serving and interfering BSs. Aver-

aging over all these leads to the cell-wide mean throughput per user.
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For the purpose of averaging, we distribute the MS with uniform randomness at 2500 lo-

cations over a given cell/sector. We allow an MS to experience 1000 different shadowing-

multipath fades for each location3. In this study, both limited and unlimited constellation sizes

are considered. For the limited case, modulation levels up to 16-QAM (leading to a symbol

rate of up to 4 bits/symbol) are considered. This maximum is practical for present-day cellular

implementations4.

At the beginning of each block-fade interval, the receiver determines array weights via

either adaptive search or channel estimation. The receiver then determines the constellation size

(M ) for each transmit antenna from the substream post-processing SINRs and communicates

this information to the transmitter. Adaptive modulators at each transmit antenna then quickly

select the corresponding optimal QAM constellation. This entire process (estimation-feedback-

adaptation) is assumed to occur before the channel can change appreciably (within the block

fade interval).

2.4 Numerical Results

For evaluating the performance of CCI-limited SISO/MEA cellular systems, the platform dis-

cussed in Chapter 2 is used. Figures 2.2 and 2.3 show the cell-wide average throughputs that

are offered by MMSE and SVD systems for the many dimensions that were considered. Only a

representative listing is shown5, instead of presenting throughputs over all dimensions, so as to

keep the presentation useful and concise. Our initial presentation refers to the case of Shannon

coding, a reuse factor of 1, a Rician K-factor of zero, omni-directional antennas, and unlimited

signal constellation sizes. Deviations from this baseline case are explained subsequently.

Effect of Degrees of Freedom: First we consider the MMSE scheme shown in Fig. 2.2.

Neither the SISO (1, 1), nor the MIMO (3, 3) system have excess degrees of freedom. It is clear

that, although there is a substantial increase in mean throughput for the MIMO (3, 3) system as

compared to the SISO (1, 1) system, the increase cannot be expected to be three-fold despite the

3The 1000 realizations are sufficient to ensure statistical stability, even under Rayleigh fading.
4The state-of-art is 16-QAM for mobile wireless systems, and 64-QAM for fixed wireless systems.
5A comprehensive set of data appears in the Tables in Section 2.6
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Figure 2.2: Per-link average throughputs of MMSE systems for various design options: (1, 1),
(1, 3), (3, 3) and (3, 6) systems with Rician factor K = 0, for both Shannon coded and uncoded
systems, for Reuse factors 1 and 7. For a Reuse factor R = 7, the cell will have 1/7th the
number of channels as compared to the R = 1 case. Consequently, system throughputs (cell-
wide averages) will use 1/7th the per-link throughputs.

creation of three parallel de-coupled streams at the receiver. This is because users are typically

not in the high SINR regime, and the available degrees of freedom (receive antennas) are used

to combat cross-stream interference (XSI), even at the cost of noise enhancement. Also, each

transmit antenna in the (3, 3) system now uses only 1/3 the total transmit power as compared

to the SISO system.

By considering the (1, 3) and (3, 6) MEA systems, it can be seen that adding excess degrees

of freedom can help better combat fading and CCI. Note however, that SIMO (1, m) is still

a single stream configuration, although much improved as compared to SISO. Hence, for the

most part, MIMO (n, n) systems with their multiple streams will fare better, and furthermore,

MIMO (n, m) with excess degrees of freedom will do even better.

Next, consider the SVD scheme shown in Fig. 2.3. It is observed that MIMO (3, 3) has

a greater throughput as compared to the MIMO (3, 3) with MMSE; throughput increase over

SISO (1, 1) is closer to a three-fold improvement. On the other hand, the throughput increase

brought about by excess degrees of freedom is modest, as evidenced by comparing SISO (1, 1)
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Figure 2.3: Per-link average throughputs of SVD systems for various design options: (1, 1),
(1, 3), (3, 3) and (3, 6) systems with Rician factor K = 0, for both Shannon coded and uncoded
systems, for Reuse factors 1 and 7. For a Reuse factor R = 7, the cell will have 1/7th the
number of channels as compared to the R = 1 case. Consequently, system throughputs (cell-
wide averages) will use 1/7th the per-link throughputs.

with SIMO (1, 3), or MIMO (3, 3) with MIMO (3, 6). These results show that SVD is better

than MMSE at combating XSI, and results in less noise enhancement. On the other hand, since

the transmitter has limited CSI and cannot exploit knowledge of path gains from the interferers,

it is unable to obtain significant gains when excess degrees of freedom exist.

Effect of Reuse Factor: Increasing the reuse factor to 7 pushes the interfering base sta-

tions farther away, and hence, improves per-link throughput. However, system throughput

(throughput per bandwidth per cell) reduces, since each cell now has 1/7 the number of avail-

able channels.

Effect of Antenna Sectorization: Using sectorized antennas and a reuse factor of 1 leads

to about a two-fold improvement in link throughput over the results for omni-directional an-

tennas. This is consistent with results from conventional systems (using three-sector antennas
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enables cellular planners to bring down the reuse factor from 12 to 7, which amounts to a sim-

ilar throughput increase [16, Ch. 3]). At a reuse factor of 7, the link throughput increase due

to sectorization is no longer two-fold. The higher reuse factor has already reduced CCI to a

point that sectorization can only bring about modest returns. Once again, per-link throughput

increases but system throughput per bandwidth decreases.

Effect of Rician K-Factor: In the presence of a strong specular component (K ∼ 10),

the mean throughput of MIMO-MMSE systems decreases by about 30–40%, while that of

MIMO-SVD systems decreases by 15%6, regardless of whether excess degrees of freedom

were available or not. This is consistent with our expectation, at least for the case of no excess

degrees of freedom. SVD with its transmit-receive processing is better equipped to combat

channel fading and XSI as compared to MMSE.

Since the LOS component has much more weightage (in terms of received power) than the

NLOS component, throughput improvements for both SVD as well as MMSE systems arising

from excess degrees of freedom are limited. Consequently throughput trends for both SVD and

MMSE systems for the case when excess degrees of freedom are available, mirror those when

excess degrees of freedom do not exist.

For SISO and SIMO systems, throughput of both schemes increases slightly (≤ 10%) at

K = 10 (see footnote 6). For SIMO systems, the percentage increase is less than for the SISO

system. This throughput behavior conforms to previous link-level expectations and proofs [8].

Effect of Limited Constellation Sizes: Whereas unlimited constellation size provides insight

to the potentially achievable throughputs the system can offer, it is also necessary to consider

values of throughput that practical systems can actually realize. Figure 2.4 offers some illus-

trative results. Limiting the transmit alphabet size to 16-QAM amounts to capping throughput

at 4n bps/Hz. The effect is to reduce the potential benefit from excess degrees of freedom,

higher reuse factors and antenna sectorization. Compared to the case of unlimited constellation

6The channel gain matrix can be regarded as a weighted combination of LOS and NLOS components of ranks
1 and n respectively (see (2.1)). Being a function of the rank, capacity contribution from the NLOS component
far exceeds that from the LOS component. A higher K-factor increases the weight of the LOS component, and
decreases the weight of the NLOS component, resulting in an overall decrease for n > 1.
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sizes, we notice a throughput loss of about 50% for both MMSE and SVD schemes for both

reuse factors (1 and 7). This observation has important implications for current state-of-the-art

systems that can support signal constellations only up to 16-QAM.

Figure 2.4: Comparison of per-link average throughputs of SVD and MMSE systems for vari-
ous design options: (1, 1), (1, 3), (3, 3) and (3, 6) systems, Rician factor K = 0, with no cod-
ing, 16-QAM and for Reuse factors 1 and 7. It is instructive to compare the SVD and MMSE
throughputs in this plot (for 16-QAM), with those in Figures 2 and 3 (for unlimited-QAM).

Effect of Coding: The reduction in throughput for transmitting uncoded signals relative to

Shannon coded signals is about 40–50% for a reuse factor of 1 and 20–30% for a reuse factor

of 7. The amount of reduction decreases with sectorization. Practical coding strategies will

perform in the interim range.

SVD vs. MMSE: Both schemes have identical performance for the SISO configuration since

it is a degenerate configuration. For configurations that do not have excess degrees of freedom

(e.g., MEA (3, 3)), SVD with its stream decoupling performs better. When excess degrees of

freedom exist (e.g. MEA (3, 6)), the improvement brought about by SVD is smaller than that

for MMSE. MMSE with its receive-adaptation is able to optimally combat interference (via

nulling) plus fading (via diversity), and hence, performs better. This result is clear from Figs.
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2.2, 2.3 and 2.4.

2.5 Conclusion

We have quantified the mean throughput of MEA systems along many system-level dimensions.

An important observation is that the actual potential of MEA systems is obtained by taking into

consideration (i) average user experience (cell-wide mean throughputs); and (ii) limited signal

constellation sizes which are prevalent in practical present day systems. Studies which ignore

these concerns, can lead to very optimistic results and conclusions. Another observation is

that, although excess degrees of freedom is an important consideration for MEA systems, the

potential benefits need to be weighed in the context of limited signal constellations that are

prevalent in practical present day systems.

The work reported in this study has ignored the costs arising from channel estimation, syn-

chronization, and finite-delay feedback, among other factors. Practical systems incorporating

such realistic considerations have been investigated in [29]. Extensions to this work currently

being investigated include dispersive channels and correlations among channel gain matrix el-

ements [30].
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2.6 Tabular Results for Co-Channel Interference Study

Per-link cell-wide average throughputs (in units of bps/Hz) of MIMO (1, 1) links employing

MMSE receivers. An exact model has been used for CCI. The simulation results are over

Reuse Factors (R), Rician K-factors, and Antenna-Patterns (Omni-directional or Sectorized).

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 2.5827 2.8707 6.4161 7.0239

Sectorized 5.3924 5.9199 7.9572 8.6972

Table 2.2: Infinite-QAM with Shannon coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 1.3568 1.5193 4.1902 4.6681

Sectorized 3.3628 3.7484 5.5245 6.1646

Table 2.3: Infinite-QAM with no coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 1.0689 1.1889 2.7146 2.9712

Sectorized 2.3218 2.5629 3.2301 3.4870

Table 2.4: 16-QAM with no coding.
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Per-link cell-wide average throughputs (in units of bps/Hz) of MIMO (1, 3) links employing

MMSE receivers. An exact model has been used for CCI. The simulation results are over

Reuse Factors (R), Rician K-factors, and Antenna-Patterns (Omni-directional or Sectorized).

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 5.5476 5.6894 9.3825 9.6004

Sectorized 9.8447 10.0873 10.7727 10.8370

Table 2.5: Infinite-QAM with Shannon coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 3.4413 3.5437 6.8111 7.0088

Sectorized 7.2472 7.4762 8.1418 8.1979

Table 2.6: Infinite-QAM with no coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 2.3929 2.4611 3.6142 3.6827

Sectorized 3.7093 3.7580 3.8330 3.8651

Table 2.7: 16-QAM with no coding.
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Per-link cell-wide average throughputs (in units of bps/Hz) of MIMO (3, 3) links employing

MMSE receivers. An exact model has been used for CCI. The simulation results are over

Reuse Factors (R), Rician K-factors, and Antenna-Patterns (Omni-directional or Sectorized).

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 6.0536 3.6245 15.4405 9.8127

Sectorized 12.4518 7.8081 19.8564 13.0161

Table 2.8: Infinite-QAM with Shannon coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 2.7526 1.3095 9.2321 4.9344

Sectorized 6.8826 3.5765 12.8915 7.2087

Table 2.9: Infinite-QAM with no coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 2.3244 1.1852 6.6512 4.0043

Sectorized 5.3770 3.0625 8.4724 5.6000

Table 2.10: 16-QAM with no coding.
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Per-link cell-wide average throughputs (in units of bps/Hz) of MIMO (3, 6) links employing

MMSE receivers. An exact model has been used for CCI. The simulation results are over

Reuse Factors (R), Rician K-factors, and Antenna-Patterns (Omni-directional or Sectorized).

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 11.2184 6.5712 23.3521 15.6724

Sectorized 21.9769 14.5215 27.9538 19.9981

Table 2.11: Infinite-QAM with Shannon coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 6.0993 2.9325 15.9538 9.3107

Sectorized 14.7013 8.3358 20.2108 12.9036

Table 2.12: Infinite-QAM with no coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 4.7392 2.4953 9.7232 6.8266

Sectorized 9.3484 6.3903 10.9061 8.6843

Table 2.13: 16-QAM with no coding.
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Per-link cell-wide average throughputs (in units of bps/Hz) of MIMO (1, 1) links employing

SVD receivers. An exact model has been used for CCI. The simulation results are over Reuse

Factors (R), Rician K-factors, and Antenna-Patterns (Omni-directional or Sectorized).

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 2.5827 2.8707 6.4161 7.0234

Sectorized 5.3924 5.9199 7.9572 8.6972

Table 2.14: Infinite-QAM with Shannon coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 1.3568 1.5193 4.1902 4.6681

Sectorized 3.3628 3.7484 5.5245 6.1646

Table 2.15: Infinite-QAM with no coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 1.0689 1.1889 2.7146 2.9712

Sectorized 2.3218 2.5629 3.2301 3.4870

Table 2.16: 16-QAM with no coding.
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Per-link cell-wide average throughputs (in units of bps/Hz) of MIMO (1, 3) links employing

SVD receivers. An exact model has been used for CCI. The simulation results are over Reuse

Factors (R), Rician K-factors, and Antenna-Patterns (Omni-directional or Sectorized).

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 3.8637 4.0271 8.3780 8.5694

Sectorized 7.3378 7.5030 10.1410 10.4115

Table 2.17: Infinite-QAM with Shannon coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 2.1936 2.3031 5.8893 6.0566

Sectorized 4.9712 5.1063 7.5389 7.7961

Table 2.18: Infinite-QAM with no coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 1.6506 1.7182 3.3581 3.4243

Sectorized 3.0431 3.1124 3.7327 3.7790

Table 2.19: 16-QAM with no coding.
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Per-link cell-wide average throughputs (in units of bps/Hz) of MIMO (3, 3) links employing

SVD receivers. An exact model has been used for CCI. The simulation results are over Reuse

Factors (R), Rician K-factors, and Antenna-Patterns (Omni-directional or Sectorized).

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 7.4417 6.2182 18.1434 14.7776

Sectorized 15.1222 12.1579 23.0185 18.9051

Table 2.20: Infinite-QAM with Shannon coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 3.9432 3.4295 11.8309 9.5481

Sectorized 9.4009 7.5646 15.9723 12.8322

Table 2.21: Infinite-QAM with no coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 3.1651 2.7198 7.7017 6.1965

Sectorized 6.5897 5.2307 9.3198 7.5586

Table 2.22: 16-QAM with no coding.
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Per-link cell-wide average throughputs (in units of bps/Hz) of MIMO (3, 6) links employing

SVD receivers. An exact model has been used for CCI. The simulation results are over Reuse

Factors (R), Rician K-factors, and Antenna-Patterns (Omni-directional or Sectorized).

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 9.7512 7.8443 22.5478 18.1592

Sectorized 19.1464 15.1958 27.8813 23.1879

Table 2.23: Infinite-QAM with Shannon coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 5.3391 4.4175 15.3582 11.9987

Sectorized 12.4474 9.6476 20.2154 16.2002

Table 2.24: Infinite-QAM with no coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 4.1462 3.4319 9.3432 7.4519

Sectorized 8.2101 6.4449 10.7417 9.0524

Table 2.25: 16-QAM with no coding.
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Chapter 3

Evaluation of Practical MIMO Systems with Resource Overheads

3.1 Introduction

Multiple-input/multiple-output (MIMO) systems have been recognized as a significant break-

through in modern digital communications due to their ability to deliver higher spectral effi-

ciencies with reasonable constellation sizes, as compared to single-input/single-output (SISO)

systems [4,8,13]. A laboratory implementation of the so-called vertical Bell Labs layered space

time architecture (VBLAST) demonstrated the feasibility of the MIMO concept, delivering

spectral efficiencies of 20–40 bps/Hz under indoor conditions [9]. Not surprisingly, MIMO’s

potential is being tapped for commercial wireless products and networks such as wireless lo-

cal area networks (WLANS), third-generation (3G) cellular networks, WiMAX, and future

Internet-intensive wireless networks (including 4G networks).

A multi-element antenna (MEA) link (of which MIMO is a special case) employs a multi-

element array at one or both ends. When only one end of the link uses an MEA, diversity can be

achieved; this improves quality and enables higher throughput via larger signal constellations.

When both ends use an MEA, corresponding to the MIMO case, it is possible to enhance

throughput via either diversity (Div), as above; spatial multiplexing (SM), whereby the receiver

can de-couple multiple parallel streams sent by the transmitter; or a combination of both [11].

This study compares the performance of SISO links and several kinds of MEA links. Appli-

cation type determines which aspect of performance matters most. For some applications (e.g.,

data), higher throughput, even if over intermittent connections or over smaller separation dis-

tances will be deemed as “good”, while other applications (e.g., voice, streaming) may prefer

to trade throughput for sustained connections and/or a wider coverage area. It is thus clear that

no single performance metric will suffice. Accordingly, we study the following metrics: (i) the

mean, over the cell, of the per-link throughput, and (ii) 30th percentile of the link throughput.

Mean throughput provides a measure of the data volume an operator can deliver, in that this

quantity times the number of channels per cell is a good approximation to the total throughput
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per cell. The 30th percentile of throughput is a useful measure of user perception, in that the

vast majority of users (70%) will experience this throughput or more. Hence, each metric has

value from one perspective or another.

The essential aim of this study is to decide the merit in modifying a SISO link with added

antenna elements at one or both ends. We denote a general downlink configuration by (n, m),

where n is the number of base station (BS) transmit elements and m is the number of mobile

station (MS) receive elements. Considering present-day technology and economics, we limit

our study to the possibility of at most two antenna elements at each end. Thus, we investigate

five configurations in all: (1, 1), which is SISO; (2, 1), MISO with transmit diversity; (1, 2),

SIMO with minimum-mean-square-error (MMSE) receiver1; (2, 2) with Div; and (2, 2) with

SM. Computing the performances of these configurations, based on the metrics cited above, the

differences can be used to decide whether (and where) addition of antenna elements is justified.

3.2 Simulation Platform

3.2.1 System Model

The platform used in this study is very similar to the one in Chapter 2. The system model,

assumptions, and array processing structures are as described therein; some system and prop-

agation parameters have been changed to incorporate aspects of the 3GPP2 environment, as

detailed in Table 3.1.

The complex baseband channel gain between the jth transmit antenna and the ith receive

antenna is modeled by

hij =
√

A(θ)

√
A

(
d0

d

)Γ

s

[√
K

K + 1
ejφ +

√
1

K + 1
zij

]
(3.1)

where θ is the (horizontal) azimuth angle between the antenna and the BS-MS link, and A(θ)

is the base station antenna pattern used for each sector, and

A(θ) = −min

[
12
(

θ

θ3dB

)2

, Am

]
dB, −180 ≤ θ ≤ 180. (3.2)

1For configuration (1, 2), we can employ either the maximal ratio combiner (MRC) or the minimum mean
square error (MMSE) receiver structure. Of the two, MMSE is higher performing, as it offers an optimal balance
between diversity and co-channel interference suppression, leading to higher throughput. MRC on the other hand
offers only a diversity benefit.
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Table 3.1: 3GPP2 SIMULATION PARAMETER SUMMARY.

1 Cell Geometry Regular array of hexagonal cells, with site-to-site
distance 2.5 km (i.e., cell radius of 1.4434 km)

2 Number of Cells 1 tier-ring, 3 sector system (21 sectors total)

3 Antenna Horizontal Pat-
tern (sectoring)

70◦ (–3 dB), with 20 dB front-to-back ratio

4 Antenna Orientation 0◦ azimuth is North (main lobe). No loss is as-
sumed on the vertical dimension.

5 Propagation Model 28.6 + 35 log10(d) dB, d in meters. Modified
Hata Urban Propagation Model @ 1.9 GHz (COST
231). Min. separation of 35 m between MS and BS

6 Shadowing Lognormal, with Standard Deviation σ = 8.9 dB

7 Base Station Correlation 0.5

8 Mobile Noise Figure 10 dB

9 Thermal Noise Density −174 dBm/Hz

10 Carrier Frequency 2 GHz

11 System Bandwidth 5 MHz

12 BS Antenna Gain 15 dB total from 17 dB BS gain; 2 dB cable loss

13 Other Losses 10 dB

14 Fast Fading Model Rician (see Table 3.2)

15 BS Maximum PA Power 20 W

16 Maximum C/I Achievable
(Power Control)

13 dB for typical IS-95 and cdma2000 1x systems
and 18 dB for 1xEV-DV and 1xEV-DO systems.

The random shadow fading xk between a MS and a BSk (whether serving or interfering)

is the weighted sum of a component z common to all cell sites and a component zk which is

independent of z and from one cell site to the next. Both components are Gaussian distributed

with zero-mean and standard deviation σ. Thus, xk = az+bzk, k = 0 . . . 6, where a2+b2 = 1.

In this study, we assume a2 = b2 = 1/2, meaning that xu and xv, u 6= v, are 50% correlated.

Using appropriate parameter values in (3.1), the path-loss portion of the channel gain for-

mula is made to follow the propagation model specified in Table 3.1 (Item 5). The Rician
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K-factor typically decreases as the MS moves farther away from the BS. The assumed varia-

tion of the K-factor with distance is given in Table 3.2.

Table 3.2: VARIATION OF RICIAN K-FACTOR AS A FUNCTION OF BS-MS SEPARATION

DISTANCE (PERCENTAGES SPECIFY THE DISTANCES RELATIVE TO THE CELL RADIUS).

Distance % 0-5 5-15 15-25 25-35 35-45 45-55 55-65 65-75 75-85 85-100

Rician K 10 9 8 7 6 5 4 3 2 0

3.2.2 Link Throughput

For AWGN channels, the instantaneous achievable throughput is upper-bounded by the Shan-

non limit

Tj = log2 (1 + γj) (3.3)

where Tj is the sub-channel throughput. The per-user data throughput is
∑

j Tj . As was de-

scribed in Chapter 2, there is a separation of about 8 dB (= 10 log10(6.4)) between the upper-

bound coding curve and the envelope for the uncoded case (2.19), which is repeated below for

convenience

Tj = max Tj(Mj) ≈ log2

(
1 +

γj

6.4

)
. (3.4)

Thus, practical coding strategies can be modeled by using shifts in SINR less than 8 dB.

For practical systems, it is known that link throughput can be approximated by using curves

shifted by SINR “offsets” from the Shannon curve [31]. The exact offset used (x dB in equation

(3.5) below) depends on the link configuration (SISO, MEA), the receiver structure, etc. We

can thus write

Tj = log2

(
1 +

γj

10x/10

)
. (3.5)

The authors in [31] report that a 3 dB offset from the Shannon curve is needed to take into

account finite alphabets and imperfect channel coding (especially when the block size is not

very large), as well as overhead. For the SISO configuration, the channel estimation SINR

penalty due to the overhead of the pilot signals and from non-ideal demodulation using the

noisy channel estimate is about 0.5 dB. This leads to an overall 3.5 dB offset for the SISO

configuration.
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Table 3.3: OFFSETS FROM THE SHANNON CURVE FOR THE CONFIGURATIONS UNDER CON-
SIDERATION.

Configuration (1, 1) SISO (2, 1) Div (1, 2) MMSE (2, 2) Div (2, 2) SM

Offset (dB) 3.5 4 4 5 6

When two transmit antennas are employed, the transmit power of the pilot has to be split

evenly between them; and when two receive antennas are employed, the operating point of each

receive antenna is lowered by 3 dB. In either case, the channel estimation penalty gets worse by

about 0.5 dB as compared to SISO. When two transmit and two receive antennas are employed,

the offset used is 1.5 dB, which is more than the cumulative effect of using either two transmit

antennas or two receive antennas. Moreover, in (2, 2) SM, there is an additional 1 dB penalty

relatad to channel estimation since the MMSE receiver needs to invert the channel gain matrix

as part of the channel estimation procedure. This leads to the offsets from the Shannon curve

as given in Table 3.3.

The SINR offsets given in Table 3.3 are used in our computations. To confirm the robustness

of these conclusions, we will also consider the case where all offsets are the same.

3.3 Simulation Methodology

We compute throughput statistics of the five configurations, using the steps outlined below:

(1) Distribute MSs in cell.

(2) Generate channel matrix H as given by (3.1). The size of H is given by (2.2).

(3) Compute post-processing SINR of substream j [(2.13) and (2.14) for Div, (2.11) and

(2.12) for SISO, MMSE and SM].

(4) Compute throughputs for substream j [(3.5) and Table 3.3].

(5) The “MEA throughput” is the sum of the throughputs of the individual substreams.

This computation leads to instantaneous throughputs for given values of MS location (path

loss), shadow fading, and instantaneous channel fades from serving and interfering BSs. Aver-

aging over all these results in the cell-wide mean throughput per user.
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For the purpose of averaging, we distribute the MS with uniform randomness at 1000 loca-

tions over a given sector. To accommodate the fact that shadow fading and multipath fading are

random, we allow each MS to experience 100 different shadow fades at a given location, and

100 different multipath fades for each location-shadowing combination.

At the beginning of each block-fade interval, pilot signals are transmitted to estimate the

receiver array weights. The receiver then determines the constellation size (M) from the sub-

stream post-processing SINRs, and communicates this information to the transmitter. Adaptive

modulators at each transmit antenna then quickly select the corresponding optimal QAM con-

stellation. The channel remains known throughout since estimation-feedback-adaptation occurs

within the block fade interval.

We computed throughputs of all five configurations, (1, 1) SISO; (2, 1); Div; (1, 2) MMSE;

(2, 2) Div; (2, 2) SM, both where the SINR offsets are non-uniform, as given by Table 3.3, and

where they are all the same. In the latter case, a 6 dB offset had been used.

Trying many possible combinations of offsets for the various configurations is too expensive

an undertaking for gauging the sensitivity of our conclusions with respect to the chosen SINR-

offsets. The search space is considerably reduced by investigating reasonable offsets that will

likely put our conclusions to the test. This is best brought about by using offset values that

benefit the (2, 2) configurations or degrade the performance of the others. A uniform 6 dB

offset for all configurations is one such example.

3.4 Simulation Results

In this study, only a small, discrete set of constellation sizes are considered. They include BPSK

and 4/8/16-QAM (corresponding, respectively, to symbol rates of 1/2/3/4 bits/symbol). These

sizes are practical for present-day cellular system implementations. We now address the main

questions motivating this study:

(i) What is the benefit of a second antenna at the BS or MS relative to the SISO case?

(ii) What is the added value of a second antenna at both ends?

(iii) If a second antenna is indeed used at both ends, thereby creating a MIMO (2, 2) system,

which mode of operation is the preferred one: SM or Div?
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Table 3.4: MEAN THROUGHPUT OBTAINED (IN UNITS OF bps/Hz) FOR THE VARIOUS CON-
FIGURATIONS.

System (1, 1) SISO (2, 1) Div (1, 2) MMSE (2, 2) Div (2, 2) SM

Diff. Est. Offsets (bps/Hz) 2.50 2.58 3.17 2.87 3.06

Unif. Est. Offsets (bps/Hz) 2.24 2.37 3.00 2.77 3.06

We shall answer these questions by measuring the performance realized by each configuration

with respect to the metrics defined earlier. The results are summarized next.

3.4.1 Metric 1: Mean Throughput

This metric gives the cell-wide average of the link throughput. Throughputs were obtained for

the both cases, differential SINR offsets, as well as uniform SINR offsets, as shown in Table

3.4.

From this table, we conclude the following:

• (1, 2) MMSE is the best configuration for the case of differential SINR-offsets, and is

very close to the best configuration for the case of uniform SINR-offsets. Hence, neither

(2, 2) configuration is attractive when considering receiver complexity and costs.

• (2, 1) Div is only slightly better than (1, 1), and is within approximately 0.6 bps/Hz of

(1, 2) MMSE.

• (2, 2) SM is slightly better than (2, 2) Div.

• The performance gap among configurations narrows for the more realistic case of differ-

ential offsets as compared to the case of uniform offsets.

3.4.2 Metric 2: 30th Percentile of User Throughputs Cell-Wide

This metric gives the multipath averaged throughput achieved or exceeded on 70% of all links,

taken over location and shadow fading state. Again, throughputs were obtained for the both

cases, differential SINR offsets, as well as uniform SINR offsets, as shown in Table 3.5. From
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Table 3.5: 30TH PERCENTILES OF THE MULTIPATH-AVERAGED THROUGHPUTS OBTAINED

(IN UNITS OF bps/Hz) FOR VARIOUS SYSTEM CONFIGURATIONS.

System (1, 1) SISO (2, 1) Div (1, 2) MMSE (2, 2) Div (2, 2) SM

Diff. Est. Offsets (bps/Hz) 0.64 0.66 1.60 0.97 0.52

Unif. Est. Offsets (bps/Hz) 0.43 0.47 1.26 0.83 0.52

this table, we draw conclusions similar to those above except that in this case (2, 2) Div has

slightly higher mean throughput than (2, 2) SM.

The (2, 2) SM configuration produces lower multipath-averaged throughputs for its 30th

percentile users than (2, 2) Div (Table 3.5), but produces higher mean throughput (Table 3.4).

Since both configurations experience the same set of users statistically, it is the receiver struc-

ture that results in these differences. The implication is that stream decoupling/cross-stream

interference (XSI) in SM works against a set of some users, while enhancing a favored set of

users. Div, on the other hand, attempts throughput improvement over all users. These differ-

ences will likely become exaggerated for higher-order MEAs.

Figure 3.1: Scatter plot of the five system configurations for Metrics 1 and 2. The cases for
both uniform (smaller markers) and differential offsets (larger markers) are shown.
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Figure 3.1 shows a scatter plot ranking all five configurations for both Metrics 1 and 2. The

plot enables us to see two perspectives simultaneously. From both perspectives, and for either

offset case, (1, 2) MMSE is more attractive than the others, confirming previous conclusions.

Figure 3.2 shows the mean throughputs realized within 10 concentric rings each of which

has an equal user population. Ring 1 consists of the 10% of users closest to the BS. The

throughput is averaged over multipath fading, shadowing, and user locations within the ring.

Examining Fig. 2, the following observations can be made:

Figure 3.2: Mean throughputs of 10 rings of equal user population with differential SINR
offsets.

• For users closest to the BS the (2, 2) SM system offers a high average throughput.

• For other users, all configurations except (1, 2) MMSE provide comparable performance,

with (2, 2) SM performing slightly better than (2, 2) Div for ring 10.

Figure 3.3 shows the same plot for the case of uniform SINR-offsets. As expected, the

curves diverge since higher-order MEAs benefit from a lower relative offset penalty. However,

the divergence is small. Moreover, except for populations closest to the BS, the (1, 2) MMSE

system remains the most attractive configuration.
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Figure 3.3: Mean throughputs of 10 rings of equal user population with uniform SINR offsets.

We have established that, although both SINR-offset cases result in minor differences in

throughputs among the various system configurations, the overall conclusions remain the same.

Therefore, the case of uniform SINR-offsets is dropped from further consideration. Instead, we

shall choose to use the more realistic case of differential SINR-offsets from this point on.

Figure 3.4 shows another throughput statistic: the distribution of multipath-averaged user

throughputs on a cell-wide basis. The following salient points should be noted:

• All configurations, with the exception of the (2, 2) SM system, operate with only one

transmit stream, and hence, have a peak rate of 4 bps/Hz. The (2, 2) SM system operates

with two streams, thus it can offer up to 8 bps/Hz.

• The (2, 2) SM system merits consideration only for throughput requirements exceeding

4 bps/Hz. In fact, for throughputs less than 4 bps/Hz, it is the worst system configuration.

• In the mid-region, the curves are about parallel to one another. It is for this reason that

the value of the percentile chosen (lowest 30th) for Metric 2 is somewhat arbitrary.
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Figure 3.4: Fast-fading-averaged cell-wide distribution of throughput for all five configurations
(differential offsets).

3.5 Conclusion

The objective of this study was to quantify and compare the throughput performance of five

link configurations involving one or two antenna elements at each end.

The results obtained indicate that, in the context of a limited number of constellation sizes,

and for the case of differential SINR-offsets, the (1, 2) MMSE system is the configuration of

choice for both metrics considered. The other four configurations are comparable in perfor-

mance with each other. The main reasons why the (1, 2) MMSE configuration scores best are:

relatively low channel estimation penalty, the absence of cross-stream interference at receive

antennas, and an excess receive antenna to suppress CCI.

For the case of uniform offsets, the throughput results change by small amounts, but the

main conclusions do not change from those noted for differential offsets. This result further

reinforces our conclusions and shows them to be robust to assumptions used in the study.

The MMSE receiver assumed here for (2, 2) SM is one example of the many receivers that

can decouple the SM streams. The ZF, SIC, OSIC, and OSIC-MMSE receivers are some others.

Since changing the particular receiver amounts to changing the SINR offset, for which our
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conclusions are found to be stable, we claim that the (1, 2) MMSE configuration is the preferred

configuration regardless of the particular receiver chosen by the (2, 2) SM configuration to de-

couple its streams.
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Chapter 4

Validity of the Noise Model for CCI for MIMO/MEA Links

4.1 Introduction

When analyzing communication systems, either for BER or throughput performance, a simple

Gaussian noise model is typically used for interference in place of an exact treatment. The

Gaussian noise model is fairly prevalent, and applicable under a variety of situations [32–34].

In the cellular context, a Gaussian distribution for the total CCI is justified by the application

of the central limit theorem due to the many interfering co-channel streams at the BS. The

resulting simplification summarizes the effect of thermal noise and CCI terms into a single

interference-plus-noise term, which also has Gaussian statistics and a total power equal to the

sum of the thermal noise and CCI powers. Whereas, the model is accurate for traditional SISO

links, its validity has not been examined for the newer MEA/MIMO links where the structure of

the CCI signals can be exploited to suppress them. Such an investigation forms an integral part

of this study. For the MEA/MIMO channel, the noise model can be extended in like manner,

adopting a vector instead of a scalar set of equations that need to be analyzed.

It will seen that the noise model for CCI is less accurate when interference suppression is

possible. We have remarked that, transmit-adaptive systems with limited CSI, as well receive-

adaptation systems which do not possess excess degrees of freedom, are not effective at CCI

suppression. Thus, we find it once again convenient to broadly classify SISO/MEA links ac-

cording to whether or not they have excess degrees of freedom (defined as the excess number

of receive elements over transmit elements). Likewise, communication systems shall also be

broadly classified into transmit- or receive-adaptation systems. This will facilitate investigation

of the noise model over a variety of situations.

We will also consider how the noise model permits the possibility of a tractable analysis of

MIMO systems for the multi-cell (CCI) case, that would obviate the need for extensive system

simulations.
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4.2 Approach

We proceed by identifying the search space over which the noise model should be examined.

(a) Noise Model for CCI: The system analyst ignores the instantaneous channel fading

and signal structure from interfering BSs. Interference contributions from interfering base sta-

tions are treated as additional noise. Specifically, the thermal noise floor is augmented with

the sum of multipath-averaged CCI values. For the vector channel, due to the averaging over

multipath fading, each receive antenna experiences the same noise-plus-interference power.

Moreover, the independence of fading among all interfering base-to-receiving antenna paths

results in mutually independent instantaneous noise-plus-interference values.

(b) Exact Model for CCI: In this model, the analyst uses knowledge of the instantaneous

channel fading from all BSs (serving and interfering) for the MMSE receiver, i.e., H ∈ Cm×7n.

For the SVD case, the analyst uses the different instantaneous values of noise-plus-interference1

power experienced by each receive antenna.

In arriving at a systematic evaluation of the noise model for MEA systems, some well-

known facts have been employed: (i) cross-stream interference (XSI) is potentially stronger

than CCI, since the MS is closer to its serving BS than the interferers. Although, due to various

combinations of shadow fading and multipath fading values, it is possible for CCI to be larger

than XSI at times; (ii) when excess degrees of freedom do not exist, the existing degrees of

freedom are used by the receiver to combat XSI; and, (iii) when excess degrees of freedom do

exist, it is not only possible to combat XSI, but CCI as well. Specifically, D excess degrees of

freedom can be used to gain diversity or suppress up to D interfering streams [27]. These facts

provide an intuitive justification for the simplification algorithm (given in Section 4.5) which is

used in conjunction with the noise model.

Thus, we will find it convenient to classify all wireless channels according to: (i) Type of

communication system — whether transmit- or receive-adaptation.

(ii) Excess Degrees of Freedom — whether or not they possess excess degrees of freedom2.

1Since the SVD cannot suppress co-channel users, we again combine CCI terms with thermal noise, only this
time we use instantaneous values.

2For receive-adaptation systems, CCI suppression is decided entirely by the availability (or lack) of excess
degrees of freedom.
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4.3 Simulation Platform and Methodology

Once again, the simulation platform discussed in Chapter 2 is used. The investigation of the

noise model for CCI is limited to the case of spatial multiplexing configurations. Transmit

diversity configurations have been excluded from consideration. The experiments conducted

(that is, the methodology followed) are also very similar to those performed in Chapter 2, with

the difference being that analyst now uses a noise model for the CCI. Section 4.5 details the

algorithm for evaluating throughputs using the noise model.

4.4 Numerical Results

Figure 4.1: Demonstrating the accuracy of the noise-like CCI model (and accompanying al-
gorithm) for various system sizes and design options: (1, 1), (1, 3), (3, 3) and (3, 6) MMSE
systems with a Rician factor K = 0, for unlimited constellation sizes, for Shannon coded and
uncoded cases. (Note change of scale: sectorized antennas now correspond to the lower part of
the bar).

Figure 4.1 compares throughputs obtained using the noise and the exact model for the

MMSE receiver with those obtained for various MEA configurations and several system design

options. Only a representative set of data are shown3 corresponding to the maximum error

3A comprehensive set of system performance data appears in the Tables in Section 4.8.
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between the exact and noise models. The error bars in Fig. 4.1, and for other values for the

dimensions under consideration, can be obtained by considering the appropriate (and corre-

sponding) entries from the tables in this chapter, as well as the tables presented in Chapter 2.

When excess degrees of freedom are few or nonexistent (configurations (1, 1), (1, 3) and

(3, 3)), the model is highly accurate for a reuse factor of 7, and is below 10% for a reuse factor

of 1. Accuracy does not vary appreciably for different Rician K-factors or coding schemes,

and improves for sectorized antennas and limited constellation sizes. Where several excess

degrees of freedom exist, as in (3, 6), the inaccuracy between and two models can be more

substantial, but is still no greater than 16%. Moreover, this amount of excess is not used in

practical scenarios.

Figure 4.2: Summarizing the validity of the noise model for co-channel interference for SISO
and MEA channels.

For the SVD scheme, the noise-like model is more accurate when compared to the MMSE

scheme. The percentage error never exceeds 10% over all the design options considered, even

for systems having excess degrees of freedom. Percentage error improves for higher order MEA

systems, higher reuse factors, higher Rician K-factors and antenna patterns. Furthermore, the

percentage error does not vary appreciably for intermediate or no coding, and clear trends are

not obvious for limited constellation sizes. The noise model is accurate since SVD is ineffective

at interference suppression, regardless of the availability (or lack) of excess degrees of freedom.
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Figure 4.2 presents a summary of the findings in this study.

4.5 Algorithm for Analyzing CCI Impact

There are two cases to consider.

Case 1 - No excess degrees of freedom (m = n):

(1) Obtain channel gain matrix H ((2.1)), incorporate paths from the serving BS only.

(2) Compute the kth interferer’s multipath averaged power CCIk, for the given MS position.

(3) Compute interference plus noise power (No + ΣCCIk) for the (complex Gaussian) Z

term.

(4) Compute system throughput (as explained in Section 2.3).

Case 2 - Excess degrees of freedom (m > n):

Excess degrees of freedom can be optimally expended toward gaining diversity or CCI sup-

pression or some of both. Effectively, we consider various combinations by “removing” one

antenna at a time from the MS and the strongest interferer. For MIMO (n, m), the combinations

of diversity gain, CCI suppression are: (m, 0), (m − 1, 1) . . . (n, m − n) or fewer if there are

insufficient interfering antennas. The process is then as follows:

(1) Evaluate the various combinations using the procedure in Case A. Antenna removal at

the MS is done by removing any one row of the H matrix. For the interfering BS, it

implies reducing the interferer’s power by the appropriate fraction.

(2) Select the choice that leads to the maximum throughput.

4.6 An Important Use of the Noise-Like CCI Model

In [2, 24], Catreux developed an analytical method for computing cell-wide mean throughputs

for the single-cell (noise-only) case, and showed it to be highly accurate by comparing the

analysis with extensive simulation results. She used the multipath averaged SNR at a distance r

from the BS, obtained the corresponding link throughput, and then averaged this throughput
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over shadow fading and path loss. Her approach had been greatly facilitated by the fact that

SNR at any distance r is log-normally distributed, since it is directly proportional to the shadow

fading term.

We propose adopting a similar strategy for the analysis of interference-limited systems.

That is, find the distribution of SIR (� SNR) at given distance r, compute and average the

throughput over this distribution, and then average over r. Fortunately, SIR is well-approximated

as a log-normal random variable at a given r since it is the ratio of a log-normal signal power to

a sum of log-normal interference power. Also, the sum of log-normal variables has been shown

to be log-normal itself [35,36]. Thus, an approach very similar to that in [24] for the single-cell

noise-only case can be used to estimate cell-wide throughput for the multi-cell CCI-limited

case. This forms the foundation for the analysis to be presented in the next chapter.

4.7 Conclusion

We have demonstrated that detailed channel modeling of the interferers has very limited value

to the analyst, particularly for systems which are ineffective at interference suppression. The

key feature of the noise-model for MEA systems is the treatment of interference as an additional

Gaussian noise, and an algorithm for evaluating those cases when excess degrees of freedom are

available. The impact of this contribution, particularly when the excess degrees of freedom are

few (e.g., one) or do not exist, is simplified system simulations at the cost of minor inaccuracy.

Moreover, by analyzing the multi-cell case in a manner similar to that done for the single-

cell case, the analysis of MIMO systems which had been previously difficult, has now been

successfully undertaken [37]. Analytical tractability follows from the observation that CCI

modeled as noise has a distribution that is log-normal for given user distance from the BS.

The results obtained here are for two specific MIMO techniques, namely SVD transmis-

sion and MMSE reception. In the case of more optimal but less practical approaches, such as

transmitter beam forming with global CSI or OSIC-MMSE at the receiver, the efficacy of the

noise-like CCI model in analyzing performance is less clear. This is a worthwhile topic for

further research. What we can say is that, just as in SISO systems, the noise-like CCI model
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works quite well for practical MIMO systems that cannot suppress CCI (for lack of either ex-

cess degrees of freedom or sufficient CSI), and works to some extent in those systems that

can.

We also note that the systems considered above were spatial multiplexing systems. Trans-

mit diversity systems, send dependent bit-streams over the transmit antennas, i.e., they use only

one degree of freedom. Moreover, they do not suppress CCI. We conjecture that the noise

model will also serve with reasonable accuracy in such systems.
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4.8 Tabular Results for Noise Model Study

Per-link cell-wide average throughputs (in units of bps/Hz) of MIMO (1, 1) links employing

MMSE receivers. The noise model has been used for CCI. The simulation results are over

Reuse Factors (R), Rician K-factors, and Antenna-Patterns (Omni-directional or Sectorized).

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 2.3680 2.6197 6.2144 6.7561

Sectorized 4.9873 5.5218 7.8665 8.5923

Table 4.1: Infinite-QAM with Shannon coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 1.2193 1.3462 4.0184 4.4280

Sectorized 3.0263 3.4070 5.4439 6.0673

Table 4.2: Infinite-QAM with no coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 0.9682 1.0798 2.6363 2.8859

Sectorized 2.1670 2.4102 3.1983 3.4582

Table 4.3: 16-QAM with no coding.
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Per-link cell-wide average throughputs (in units of bps/Hz) of MIMO (1, 3) links employing

MMSE receivers. The noise model has been used for CCI. The simulation results are over

Reuse Factors (R), Rician K-factors, and Antenna-Patterns (Omni-directional or Sectorized).

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 4.8357 5.0377 9.0455 9.1751

Sectorized 9.6328 9.9988 10.6634 10.6820

Table 4.4: Infinite-QAM with Shannon coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 2.8680 3.0042 6.4929 6.6048

Sectorized 7.0455 7.3851 8.0355 8.0457

Table 4.5: Infinite-QAM with no coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 2.1006 2.2003 3.5479 3.6009

Sectorized 3.6733 3.7640 3.8216 3.8540

Table 4.6: 16-QAM with no coding.
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Per-link cell-wide average throughputs (in units of bps/Hz) of MIMO (3, 3) links employing

MMSE receivers. The noise model has been used for CCI. The simulation results are over

Reuse Factors (R), Rician K-factors, and Antenna-Patterns (Omni-directional or Sectorized).

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 5.6818 3.3557 15.1495 9.5203

Sectorized 11.9654 7.3331 19.8365 12.7479

Table 4.7: Infinite-QAM with Shannon coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 2.5838 1.2135 9.0144 4.7636

Sectorized 6.5633 3.3184 12.8862 7.0023

Table 4.8: Infinite-QAM with no coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 2.1823 1.0987 6.5265 3.8522

Sectorized 5.1581 2.8435 8.4559 5.4953

Table 4.9: 16-QAM with no coding.
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Per-link cell-wide average throughputs (in units of bps/Hz) of MIMO (3, 6) links employing

MMSE receivers. The noise model has been used for CCI. The simulation results are over

Reuse Factors (R), Rician K-factors, and Antenna-Patterns (Omni-directional or Sectorized).

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 9.7444 5.5756 21.9140 14.5263

Sectorized 19.9610 13.2675 26.7837 18.6486

Table 4.10: Infinite-QAM with Shannon coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 5.1315 2.3677 14.6843 8.4054

Sectorized 12.9503 7.4136 19.1004 11.7158

Table 4.11: Infinite-QAM with no coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 4.0669 2.0537 9.2291 6.3227

Sectorized 8.6408 5.7745 10.6975 8.2170

Table 4.12: 16-QAM with no coding.
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Per-link cell-wide average throughputs (in units of bps/Hz) of MIMO (1, 1) links employing

SVD receivers. The noise model has been used for CCI. The simulation results are over Reuse

Factors (R), Rician K-factors, and Antenna-Patterns (Omni-directional or Sectorized).

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 2.3680 2.6197 6.2144 6.7561

Sectorized 4.9873 5.5218 7.8665 8.5923

Table 4.13: Infinite-QAM with Shannon coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 1.2193 1.3462 4.0184 4.4280

Sectorized 3.0263 3.4070 5.4439 6.0673

Table 4.14: Infinite-QAM with no coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 0.9682 1.0798 2.6363 2.8859

Sectorized 2.1670 2.4102 3.1983 3.4582

Table 4.15: 16-QAM with no coding.
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Per-link cell-wide average throughputs (in units of bps/Hz) of MIMO (1, 3) links employing

SVD receivers. The noise model has been used for CCI. The simulation results are over Reuse

Factors (R), Rician K-factors, and Antenna-Patterns (Omni-directional or Sectorized).

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 3.5593 3.6866 8.1855 8.3707

Sectorized 6.8368 7.0978 10.0490 10.1354

Table 4.16: Infinite-QAM with Shannon coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 1.9743 2.0490 5.7051 5.8662

Sectorized 4.5127 4.7330 7.4502 7.5245

Table 4.17: Infinite-QAM with no coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 1.5038 1.5663 3.3242 3.3902

Sectorized 2.9113 3.0080 3.7180 3.7601

Table 4.18: 16-QAM with no coding.
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Per-link cell-wide average throughputs (in units of bps/Hz) of MIMO (3, 3) links employing

SVD receivers. The noise model has been used for CCI. The simulation results are over Reuse

Factors (R), Rician K-factors, and Antenna-Patterns (Omni-directional or Sectorized).

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 7.1621 6.0540 17.9419 14.6046

Sectorized 14.7769 11.9418 22.9066 18.9821

Table 4.19: Infinite-QAM with Shannon coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 3.7680 3.3174 11.6505 9.4378

Sectorized 9.1075 7.3941 15.8729 12.9100

Table 4.20: Infinite-QAM with no coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 3.0210 2.6509 7.6514 6.1075

Sectorized 6.4698 5.1646 9.2860 7.5666

Table 4.21: 16-QAM with no coding.
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Per-link cell-wide average throughputs (in units of bps/Hz) of MIMO (3, 6) links employing

SVD receivers. The noise model has been used for CCI. The simulation results are over Reuse

Factors (R), Rician K-factors, and Antenna-Patterns (Omni-directional or Sectorized).

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 9.5292 7.6345 22.3117 17.9387

Sectorized 18.7143 14.8167 27.7026 23.0228

Table 4.22: Infinite-QAM with Shannon coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 5.1784 4.2730 15.1396 11.8147

Sectorized 12.0620 9.3421 20.0428 16.0534

Table 4.23: Infinite-QAM with no coding.

R = 1 R = 7

K = 0 K = 10 K = 0 K = 10

Omni 4.0327 3.3475 9.2793 7.3857

Sectorized 8.0676 6.3229 10.7157 9.0100

Table 4.24: 16-QAM with no coding.
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Chapter 5

Analysis of Co-Channel Interference Limited MIMO-Based
Cellular Systems

5.1 Introduction

Multiple-input/multiple-output (MIMO) links are an active area of research due to their demon-

strated ability to offer significant spectral efficiencies, far beyond the capabilities of existing

traditional single-input/single-output (SISO) links [8, 9, 11]. Computation of cell-wide mean

throughputs of MIMO-based cellular systems has been of interest to researchers, cellular op-

erators and equipment manufacturers primarily to know the actual extent of gains that MIMO

systems can offer.

Previous Research: A significant step in this direction is the work of Catreux, [1, 2, 24],

who developed an analytical method for computing cell-wide mean throughputs for the single-

cell (noise-only) case [2, 24], and showed it to be accurate by comparing her analysis with

extensive simulation results. Catreux’s approach is greatly facilitated by the fact that signal-

to-noise ratio (SNR) at any distance r from the base station (BS) is log-normally distributed,

since it is directly proportional to the shadow-fading term. For the multi-cell (interference)

case, Catreux had obtained results via simulations only [1].

Contribution of this study: The contribution of this study is to extend the analysis method

of [24] to the co-channel interference (CCI)-limited (multi-cell) case. Our approach rests on

two results. One is that the sum of the CCI components from other base stations can be treated

as additional Gaussian noise and added to the thermal noise. This result has been validated in

Chapter 4 (and in [38]), particularly for the case transmit and receive antennas have the same

number of elements. The second result is that the total CCI power at a mobile receiver, for a

given distance r from the serving base, is a log-normal variate over the shadow fadings of the

CCI components. This result, derived from findings in [35] and [36], is validated here. More-

over, signal-to-interference-ratio (SIR) (which is thus a ratio of two log-normals) continues to

be log-normal for given r, and we are able to use Catreux’s approach to obtain an analysis for
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the CCI case. The simulation platform used to assess the analytical predictions is described in

Chapter 2 (and in [38]) and is very similar to that used in [1, 2, 24].

5.2 Analysis

Step 1: The Zero-Forcing Assumption. We now use Catreux’s analysis [24], appropriately tai-

lored to our situation, which is focused on the CCI-limited case. At the outset, it is to be pointed

that her analysis is facilitated by assuming a zero-forcing (ZF) receiver (no cross-stream inter-

ference). However, that analysis holds for the minimum mean-square error (MMSE) receiver

as well, since SNRs in the noise-only scenario tend to be very high, leading to very simi-

lar results for ZF and MMSE receivers. In the interference-limited scenario considered here,

signal-to-interference-plus-noise ratios (SINRs) are no longer sufficiently high for this equiva-

lence to hold. Here the ZF assumption is again employed, so that the analysis will somewhat

underestimate the throughputs offered by an MMSE receiver.

Step 2: Invoking the Noise model. In Chapter 4 (and in [38]), it was established that

using a noise model for the CCI is most accurate for MIMO systems having an equal number

of transmit and receive antennas. This is also the most interesting kind of MIMO system,

since the physical size limitations discourage the use of excess receive antennas. Consequently,

analysis is limited to that particular case, i.e., n elements at each end, which we refer to as

MIMO (n, n), or simply (n, n). Following the detailed treatment and arguments presented in

Chapter 4 (and in [38]), we will treat CCI as a noise-like process with a Gaussian distribution.

Moreover, since we are operating in an interference-limiting environment, henceforth thermal

noise is ignored, SINR is replaced by SIR.

System Description Consider a MIMO (n, n) system, with a user (or mobile station,

MS) at ground distance r from the BS1. For the purposes of this study, a MIMO path gain

matrix H is assumed whose n × n elements are i.i.d. zero-mean, complex Gaussian random

variates over the multipath fading of the channel. Also, the squared magnitude of each in-

stantaneous path gain is proportional to d−Γs0|ζ|2, where Γ is the pathloss exponent; s0 is the

large-scale power fading due to shadowing; and ζ ∼ CN
(
0, 12

)
is the small-scale fading due

1The slant distance to the user is thus d =
√

r2 + h2, where h is the BS antenna height.
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to multipath. The dB value of s0 (denoted by S0) is a zero-mean Gaussian random variate

with standard deviation σ0. Likewise, we denote distances from co-channel base stations by

dCCI = [d1, · · · , d6]T as shown in Fig. 5.1, and shadow fading values on the corresponding

MS-CCIk link by sCCI = [s1, · · · , s6]T (k = 1, 6, for the six BSs surrounding the cell of in-

terest). The sk’s have the same distribution as s0, and are assumed to be independent of each

other.

Figure 5.1: Plot of the interference-limited (1, 1) system, showing the serving and co-channel
base stations. Regular hexagonal geometry with side R = 1000 m is assumed.

Step 3: Calculation of the Instantaneous Per User Throughput. Assuming instantaneous

adaptation of the transmissions to the signal fading condition, the instantaneous user throughput

Y (d, s0, ζ,dCCI, sCCI) in a given block at a given time is the sum of the throughputs of its n

transmit sub-streams [24]. Thus,

Y (d, s0, ζ,dCCI, sCCI) =
n∑

j=1

b ln
(
1 + aγj (d, s0, ζ,dCCI, sCCI)

)
(5.1)

where γj (d, s0, ζ,dCCI, sCCI) is the post-processing SIR of substream j for that data block;

b = 1/ ln 2; and a depends on the coding used. Under the most ideal condition (Shannon

limit), a = 1; and for the case of no coding, a = 1/100.8 ∼ 1/6.4.2 We obtain results for both

2It is shown in Section 2.2 (and in [1, 24]) that, for adaptive QAM in every substream, with no coding, the
throughput for an instantaneous output SNR (or SIR) of γ is closely approximated by log2

`
1 + γ

6.4

´
.
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extremes.

Step 4: Analyzing the (n, n) System in Terms of the (1, 1) System. In [24], Catreux shows

that the output (post-processing) SNR for a MIMO (n, n) link with a ZF receiver, is statistically

identical to 1/n times the output SNR for the (1, 1) scenario. Under our ZF receiver assumption,

we can thus write the output SIR for our MIMO (n, n) system as

γj (d, s0, ζ,dCCI, sCCI) =
1
n
· F (d, s0,dCCI, sCCI) · |ζj |2 (5.2)

where,

F (d0, s0,dCCI, sCCI) =
PA

(
d0

d

)Γ

s0

PA
∑6

k=1

(
d0

dk

)Γ

sk

. (5.3)

Here, P is the total transmitter power, ζj ∼ CN
(
0, 12

)
, and d0 is a reference distance (typi-

cally 100 m, cf. [25]). It is assumed that s0 and sk’s are i.i.d. log-normal variates whose dB

values have zero-mean and standard deviation σ0 (8 dB is used in subsequent numerical exam-

ples). Also, as seen in Fig. 5.1, the dk’s are uniquely specified by the MS location, which are

uniformly distributed over the serving cell. The task now reduces to that of averaging (5.1) over

the multipath fadings (ζ), the shadow fadings ([s0, sTCCI]), and the MS location( [d,dT
CCI]), us-

ing (5.2) and (5.3) for the γ’s. The result will then yield the cell-wide mean throughput per

user, Y .

Step 5: Averaging over Multipath using the Catreux-Greenstein Procedure. At a given

user position (as specified by [d,dCCI]), s0 and sCCI, the function F (d0, s0,dCCI, sCCI)

is a constant. Thus, γj (d, s0, ζ,dCCI, sCCI) is an exponential variable (since ζj is complex

Gaussian) with mean

γj (d, s0,dCCI, sCCI) = Eζ [γj (d, s0, ζ,dCCI, sCCI)]

=
1
n
· F (d, s0,dCCI, sCCI) (5.4)

where Eζ [·] denotes expectation over ζ. Using (5.4), and following the procedure in [24], we

can write the user spectral efficiency Y (d, s0,dCCI, sCCI) for a MIMO (n, n) system as

Y (d, s0,dCCI, sCCI) = nα1 ln
(

1 +
β1

a
γj (d, s0,dCCI, sCCI)

)
= α1n ln

(
1 +

β1

an
F (d, s0,dCCI, sCCI)

)
(5.5)
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where, α1 = 1.4 and β1 = 0.82 (cf. [2, 24]).

Step 6: Consolidating [d,dCCI] and [s0, sCCI]. At a given location, the randomness of

F is due to the presence of the s0 and sk terms. The numerator and denominator of F are the

multipath-averaged signal-power and the total interference-power at ground distance r, respec-

tively. The numerator is log-normal due to the shadowing variable s0. The denominator, being

a sum of independent log-normal variables, can be approximated by a single, and appropriately

chosen, “equivalent” log-normal variable. Works by Fenton [35], and Schwartz and Yeh [36]

suggest ways of obtaining this equivalent random variable. In our simulations, it was found

that the denominator (for any given r) was very nearly log-normal. This result is illustrated in

Fig. 5.2 for a representative distance (r = 200 m).

Figure 5.2: Probability (normal) plot of the SIR of the received signal at a distance of 200 m
from the BS. The dashed line shows a Gaussian pdf which closely matches that of the dB SIR,
confirming that the SIR has a distribution which is log-normal for given r.

By interpreting F as a ratio of two log-normal variables, it can be regarded as also log-

normal. Hence, being log-normal, F is specified by µ and σ2. From (5.3) it is obvious that

both µ and σ2 are functions of the MS location, as specified by the slant distance d and the

dk’s. Alternatively, we can use the distance along the ground r and θ to specify MS location,

θ being the angle between the transmit antenna horizontal azimuth and the direction of the
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serving link. From simulations (see Section 5.3 for details), it has been found that the effect

of θ on µ, σ2 and mean spectral efficiency (Y ) is extremely mild (≤ 3%). Discarding θ from

consideration substantially reduces computation with negligible compromise with respect to

accuracy. Figure 5.3 shows how µ and σ2 vary with r, and also shows the small influence of

user azimuth, θ. Consequently, it has been justified that

F (d, s0,dCCI, sCCI) ≈ F (d, s,dCCI)

≈ F (r, s, θ)

≈ F (r, s) (5.6)

where, we use the “overall” log-normal variable s to denote the randomness of the SIR at

given r. From (5.5) and (5.6) it follows that

Y (d, s0,dCCI, sCCI) ≈ Y (r, s) . (5.7)

Figure 5.3: Plot of the dB mean (µ) and dB standard deviation (σ) of the received SIR as a
function of the BS-MS distance d and azimuth angle θ. A total of 11 curves have been plotted
for each, with θ taking values from 0◦ to 60◦ in increments of 6◦. (Due to symmetry of the
cell geometry, it is not necessary to use θ values from 60◦ to 120◦). The near overlap of all
the curves demonstrates the very mild dependences on θ. Moreover, the results for σ (r) are
sufficiently constant that they can be approximated using a single value.

Step 7: Averaging over Shadow Fading. Integrating over the shadow fading variable, we
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Table 5.1: VALUES OF THE POLYNOMIAL COEFFICIENTS USED TO OBTAIN µ (r) AND I (µ′).
THE EXPONENTS ARE TO THE BASE 10. THE TABULATED ENTRIES ARE STRICTLY FOR

σ(r) = 9.5 dB (i.e., CONSTANT OVER ALL r).

Coefficient Curve: µ (r) Coefficient Curve: I (µ′)

p0 4.8113e1 q0 1.1386e0

p1 −1.8760e−1 q1 5.0000e−1

p2 3.5506e−4 q2 6.6438e−2

p3 −3.6323e−7 q3 −4.5733e−9

p4 1.4167e−10 q4 −4.4712e−4

p5 − q5 4.7705e−11

p6 − q6 1.6950e−6

obtain the expected throughput for ground distance r, that is

Y (r) =
∫

S
Y (r, s) pS (s) ds

=
∫ ∞

0
α1n ln

(
1 +

β1

an
F (r, s)

)
pF (s)|R (F (s) |r) dF (s) (5.8)

where we use pF (s)|R (F (s) |r) in place of pS (s) to emphasize the quantity over which aver-

aging is being carried out.

Let x′ (r, s) = 10 log10 F (r, s), so that, F (r, s) = ecx′(r,s), where c = (ln 10)/10. Then,

Y (r) =
∫ ∞

−∞
α1n ln

(
1 +

β1

an
ecx′(r,s)

)
pX′(s)|R

(
x′ (s) |r

)
dx′ (s) (5.9)

where pX′(s)|R (x′ (s) |r) ∼ CN
(
µ (r) , σ2 (r)

)
for µ, σ in dB.

In order to change to a standard normal pdf, let x′ (s, r) = µ(r) + σ(r)x (s, r). Then,

temporarily suppressing the dependence of µ and σ on r, we can write

Y (r) =
∫ ∞

−∞
α1n ln

(
1 +

β1

an
ecµ+cσx(r,s)

)
pX(s)|R (x (s) |r) dx (s)

=
∫ ∞

−∞
α1n ln

(
1 +

β1

an
ecµ+cσx

)
e−x2/2

√
2π

dx

= α1n

∫ ∞

−∞
ln
(
1 + eµ′+cσx

) e−x2/2

√
2π

dx (5.10)
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where

µ′ (r) = cµ (r) + ln
β1

an
(5.11)

µ (r) =
4∑

i=0

pi · ri 0 ≤ r ≤ 910 m. (5.12)

Figure 5.4: Plot of I(µ′) vs. µ′, demonstrating the near independence of I(µ′) (and conse-
quently, cell-wide mean throughput) with respect to the exact value of SIR standard deviation
σ (σ = 9.5 dB was used in the analysis, independent of the ground distance r between the BS
and the MS). A total of 9 curves have been shown, with σ taking on values from 4 dB to 12 dB
in increments of 1 dB. The inset figure shows a magnified view, with µ′ ranging from −10 dB
to 10 dB.

Step 8: Curve-Fitting. At this point, it is necessary to curve-fit the integral in (5.10).

However, rather than construct a function of both µ′ and σ, which will be computationally

expensive, a simplified approach is desired. From Fig. 5.3, and using many simulations, it was

determined that using a constant σ (that is 9.5 dB) does not change the obtained throughput

values significantly. Thus, we can curve-fit the integral in µ′ (r) only, i.e.,

Y (r) = α1n · I
(
µ′
)

(5.13)



71

Table 5.2: THROUGHPUTS (bps/Hz) FOR VARIOUS MIMO CONFIGURATIONS WITH A PATH

LOSS EXPONENT Γ = 3.7, σ0 = 8 dB AND OMNI-DIRECTIONAL BS ANTENNAS.

n Level of MMSE Simulation MMSE Simulation ZF Analysis

Coding Exact model for CCI Noise model for CCI Noise model for CCI

(1, 1) uncoded 1.36 1.22 1.27

coded 2.58 2.37 2.48

(2, 2) uncoded 2.10 1.93 1.91

coded 4.38 4.07 3.92

(3, 3) uncoded 2.75 2.58 2.41

coded 6.06 5.68 5.08

where

I
(
µ′
)

=


∑6

i=0 qi · (µ′)i µ′ < 10 dB

µ′ µ′ ≥ 10 dB.

(5.14)

We have assumed a polynomial model for curve fitting µ′ and I(µ′), Table 5.1. Further in-

vestigation of Fig. 5.4 demonstrates the near insensitivity of I(µ′) to variations of σ (and

consequently σ0).

Step 9: Averaging over Distance. Next, by averaging Y (r) over r, we obtain an expres-

sion for the average cell-wide spectral efficiency. A minor complication is that cells are typi-

cally modeled as hexagons, this model was employed in conducting simulations over the cell.

Proceeding as in [24], the analysis is facilitated by approximating the conventional hexagon

cell with maximum distance D by a circle having an effective radius of Def . The radius is

defined such that the areas of the hexagon and circle are the same. It is easy to show that

Def

D
=

√
3
√

3
2π
≈ 0.909. (5.15)

Assuming that users are uniformly distributed over a circular cell of radius Def , the pdf for r is

pR (r) =
2r

D2
ef

, 0 ≤ r ≤ Def . (5.16)
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Finally, the cell-wide mean spectral efficiency per user is easily determined by numerically

evaluating the finite integral

Y =
∫ Def

0
Y (r) pR (r) dr. (5.17)

5.3 Simulation Methodology and Results

The MS were distributed along the 0◦ azimuth over intervals of r = 10 m. A total of 1000

trials were conducted for each location. Each trial involving different values for shadow fading

and multipath. The number of trials is large enough to permit sufficient statistical stability even

under Rayleigh fading. SIR was confirmed to be nearly log-normal for each r, and µ(r) and

σ(r) were computed, resulting in the curves for µ(r) and σ(r) as shown in Fig. 5.3. The trials

were repeated for 10 other values of θ, ranging from 6◦ to 60◦ in increments of 6◦, and the

independence of both µ(r) and σ(r) over θ was noted.

Using (5.13)-(5.16), and the values in Table 5.1, we can evaluate (5.17) numerically, to

obtain the cell-wide mean spectral efficiency of a MIMO system. Table 5.2 demonstrates the

accuracy of the analysis by comparing the analytical results with those obtained using simu-

lation. Only the (1, 1) case with Shannon coding (i.e., Row 2 of Table 5.2) was analyzed, the

remaining five cases were obtained directly using appropriate values for n and a, without re-

sorting to simulation. All results are for D = 1 km and h = 30 m. It is important to note that

µ(r) and σ(r) are functions of system-level parameters, including, the path-loss exponent, and

the dB value of the standard deviation of shadow fading assumed by the BS-MS (both serving

and interfering) links. Similar agreements have been obtained for numerous other cases (i.e.,

different reuse factors, path loss exponents, limited constellation sizes, etc.).

5.4 Conclusion

In this study, we presented an analysis of interference-limited MIMO systems. Two important

concepts used in this work were (i) a noise-like model for CCI, and (ii) a log-normal model for

the CCI power. These constructs allowed us to analyze the multi-cell case in a manner similar

to that for the single-cell (noise-only) analysis found in [2, 24].

The approach used here does not lead to an explicit single formula which covers all system



73

design parameters. However, throughputs for any particular design option can be computed

using the method described above. In all design options, the overall framework remains the

same. Cases involving different choices for reuse factor, sectorization, path loss exponent, and

level of shadowing can be dealt with by obtaining µ (r) and σ2 (r) for each case via rapid

simulations. The analysis can also be generalized to the cases of correlated path gains in the

gain matrix H. The method described in this study is straightforward and produces numerical

solutions that are accurate, far less time-consuming than pure simulations, and more useful for

gaining an intuitive understanding of the impact that the different parameters have on overall

system performance.
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Part II

Channel Dispersion and Path

Correlation



75

Chapter 6

Evaluation of Single-Carrier MIMO Systems with Channel
Dispersion and Path Correlation Impairment

6.1 Introduction

The idea behind incorporating multiple antennas at both ends of the link is to use spatial re-

sources to reduce demand on frequency resources (system bandwidth). This produces higher

spectral efficiencies and permits narrower bandwidths. Under narrowband signaling, the chan-

nel frequency characteristic can be treated as flat, i.e., the channel is memoryless. As the push

for higher bit rates continues, designers are again pressed to stretch frequency or space re-

sources. The mobile device (and consequently the overall wireless link) for reasons of shape

and form-factor, cannot have too many antennas. Designers are thus forced to revisit the fre-

quency resource. As signal bandwidth increases, fading becomes frequency selective and inter-

symbol interference (ISI) comes into play. In addition, a variety of natural environment factors

result in correlations among the path gains of the multi-element antenna (MEA)1 channel. Both

elements, channel dispersion and path-correlation, can adversely affect channel capacity, and

our aim here is to analyze and quantify these influences.

Previous Research: Research in the area of MEA channels is very extensive, and is con-

sidered to be a well-developed body of work at this time [4–14, 39]. Early MEA research

analyzed narrowband signaling (flat channels). While much of this literature bears a link-level2

focus, works [1, 2, 24, 29, 38] offer a system-level3 perspective of MEA channel performance.

Later research on MEA systems attempted a better understanding of channel-dispersion, and

1MEA links are assumed to have n transmitters and m receivers. They are referred to here as MEA (n, m) or
simply (n, m).

2By link-level perspective is implied that performance measures such as bit error rate (BER) or throughput (TP)
are determined with signal-to-noise ratio (SNR) treated as a parameter, and external factors such as CCI ignored or
indirectly treated using the signal-to-interference-plus-noise ratio (SINR) in place as SNR.

3By system-level perspective is implied the distribution of performance over a coverage area, e.g., the cumulative
distribution function (CDF) of TP over the randomness of user location and shadow fading, which jointly specify
the SNR value; and taking into account the CCI produced by co-channel users in other cells.



76

path-correlation.

Research in the area of frequency-selective MEA channels, is focused primarily on MEA

links with multiple antennas at both ends (i.e., the multiple-input/multiple-output (MIMO)

channel). Channel modeling [40], channel estimation [41,42], space-frequency coding [43,44],

diversity-multiplexing tradeoff [45], capacity scaling [46], achievable throughputs [47], non-

coherent detection [48], and channel-access strategies [49] among other issues are addressed.

Orthogonal Frequency Division Multiplexing (OFDM) is typically employed to “flatten” the

dispersive channel, thereby improving the design and performance of the MIMO link (see

[50–52] for an excellent overview of MIMO-OFDM). MIMO-OFDM throughput analysis [47],

thus uses the flat channel assumption, thereby ignoring treatment of ISI.

Research in the area of path-correlation is primarily focused on the channel modeling

aspect. Numerous research articles have attempted to characterize the MIMO channel with

increasing levels of sophistication. Models have been developed for a variety of situations:

indoor-outdoor, macro-micro-pico, time varying/invariant, narrowband-broadband, single/ mul-

tiple bounce scattering, keyholes. Various physical channel models (deterministic ray-tracing,

geometry/ non-geometry based stochastic), analytical channel models (i.i.d., Kronecker, We-

ichselberger, finite scatterer, maximum entropy, virtual representation), and standardized chan-

nel models (3GPP SCM, COST 259 and 273, IEEE 802.11n) have been developed [53–58].

Again, as in the frequency-selective case, throughput analyses of channels with path-correlation

have been developed only for flat channels (either narrowband MIMO, or MIMO-OFDM)

[59, 60].

Contribution of this study: In much of the literature, the focus is on link-level performance.

To the best of our knowledge, there is no system-level throughput study to date, which truly

addresses co-channel interference (CCI), channel-dispersion, and path-correlation in a single

setting. Furthermore, no other work to our knowledge, has quantified the impact of ISI as the

signal band widens. Here, we address these issues for single-carrier MIMO systems, extending

the work in [1, 2, 24, 29, 38]. Specifically, we quantify the attainable cell-wide mean through-

puts of interference-limited frequency-selective MIMO cellular systems along various design

dimensions, i.e., size of the transmit/receive antenna arrays; level of dispersion; receiver adap-

tivity; antenna pattern (omni-directional or sectorized); degree of error protection (Shannon
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coding, no coding or intermediate coding strategies); and level of path-correlation. Both the

single- and the multi-cell scenarios are considered.

This study also evaluates the frequency-selective MIMO link when non-dispersive, as well

as exact cancellation of cross-stream interference (XSI) are implemented at the receiver. Our

aim is to see if the former, which is simpler, can be effective in a dispersive channel.

Moreover, simulations are performed for the two different carrier frequencies of 2 GHz

and 5 GHz4. Using fixed values for the physical lengths of the transmit and receive arrays, but

different numbers of antennas, and different carrier frequencies enables an investigation of the

interplay between: path-correlation; number of antennas; the physical sizes of the transmit and

receive arrays; and carrier frequency, for the case of frequency-selective channels.

6.2 The Single-Carrier Wideband MIMO Simulation Platform

Both a system-level and a link-level simulation platform have been developed for computing the

throughputs of MIMO-based cellular systems. The link-level platform computes link through-

puts over the range of values of input signal-to-interference-plus-noise ratio (SINR), multipath

fading, degree of channel-dispersion, and path-correlation. The system-level platform pro-

duces the distribution of input SINR for the mobile station over the entire cell via path-loss

and shadow-fading. Using the output SINR values from link-level lookup table, for the corre-

sponding input SINR values obtained in the system simulations, results in the throughputs of

dispersive-MIMO systems.

6.2.1 System-Level Description

In the cellular data environment considered here, a given cell consisting of a serving base

station (BS) and a set of mobile stations (MS), is surrounded by one contiguous tier of six

cells. The overall platform allows for the detailed investigation of the several system-level

dimensions noted earlier. While the platform is quite general with respect to system and channel

parameters, most numerical results were obtained using the parameters detailed in Table 6.1.

4We note that a 5 GHz carrier leads to more rapid path loss than that resulting from the use of a 2 GHz car-
rier. Accordingly, to ensure fair comparison, transmit power was recalculated so that median cell-boundary SNR
remained at 20 dB for both cases.
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We assume a base station height of h = 30 m above ground. For receivers located close to

the ground the direct path has a length d = [r2+h2]1/2, where r is the distance along the ground

from the receiver to the base station. This implies that all transmitter-receiver (T-R) distances

are 30 m or greater. A loss exponent of 2.0 (free space loss) is used for distances close to the

base station (30 − 100 m), and 3.7 is used for distances beyond 100 m. Shadow fading is also

applied regardless of the T-R distance. This has been shown to be an empirically reasonable

model [25]. The transmitting and receiving antenna arrays are assumed to be uniform linear

arrays. For antenna sectoring, perfect beams are assumed instead of shaped antenna patterns.

Table 6.1: PARAMETER VALUES USED IN THE SYSTEM SIMULATIONS.

Cell Geometry Hexagonal Array with side R = 1000 m

Carrier Frequency fc = 2 GHz and 5 GHz

System Bandwidth W = 5 MHz

Path Loss Exponent Γ = 3.7

Shadow Fading Lognormal, with Standard Deviation σ = 8 dB

Multipath Fading Rayleigh (K-factor = 0)

Antenna Pattern Omnidirectional, or Uniform over 120◦

Thermal Noise Density N0 = −174 dBm/Hz

Mobile Station’s Noise Figure NF = 8 dB

Transmit Power PT = 5 W for fc = 2 GHz

PT = 31.25 W for fc = 5 GHz

Median SNR at cell-boundary ρ = 20 dB

Transmit Antenna Array (BS) Length lBS = 3 m

Receive Antenna Array (MS) Length lMS = 0.1 m

AoD Statistics (at the Base Station) Laplacian Power Angular Spectrum with

Angular Spread σBS = 15◦ = π/12

AoA Statistics (at the Mobile Station) Laplacian Power Angular Spectrum with

Angular Spread σMS = 45◦ = π/4
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Only one tier of interferers around the serving BS is used in the simulations. This assump-

tion is made to simplify the simulations, and is slightly optimistic. However, the rapid decay of

signal power with distance makes this assumption reasonable. Moreover, we offset it with the

pessimistic assumption that all co-channel interferers are transmitting all the time.

Co-channel interference is treated as an additive noise component. Specifically, the thermal

noise floor is augmented with the sum of the multipath-averaged CCI values. This assumption

has been demonstrated to be quite reasonable [38], especially in the case m = n, as assumed

in the simulations.

Since cell-site (macro) diversity has been shown to have minimal impact on mean through-

put calculations [1, 2], it is not used in the simulations, i.e., for simplicity, it is assumed that

users communicate with the base station that is the nearest and not necessarily the strongest.

For this setup, the input SINR between any BS transmit antenna and any MS receive antenna

is

SINR =
PT

n
·A
(

d0

d

)Γ

s · 1
(
∑

k CCIk + No)
(6.1)

where,

• PT is the total transmit power, d is the link length, and Γ is the path-loss exponent.

• A is the median of the path gain at reference distance d0 (d0 = 100 m in the simulations).

• s = 10S/10 is a log-normal shadow-fading variable, where S is a zero-mean Gaussian

random variable with standard deviation σ dB.

• CCIk is the multipath-averaged power at the receiver, from co-channel base station k.

6.2.2 Link-Level Description

Figure 6.1 depicts a MIMO channel which models frequency-selective fading in its path gains.

For simplicity, we have shown, and used for our presentation a MIMO (2, 2) channel, although

the presentation can easily be extended to the general case of MIMO (n, m).

The dispersive-MIMO channel is characterized by a pair of co-dispersive [H11(f),H22(f)]

and cross-dispersive [H12(f),H21(f)] channel frequency response functions. For the initial

part of this study, all path gains are assumed to follow the same statistics, with no correlation
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Figure 6.1: The MIMO (2, 2) channel which models channel dispersion. The transmitter uses
M -QAM modulation and root-cosine-roll-off spectral shaping. The channel response functions
are slowly-varying during periods of multipath activity.

between the different delay taps of any path. This is the widely used uncorrelated-scattering

(US) assumption [61]. Moreover, for the initial part of this study, path gains are also i.i.d. The

second part of this investigation expands the scope of the study, generalizing the channel model

to include the case of correlation among path gains.

The transmitter operates in the Spatial Multiplexing (SM) mode [4, 8–10], using M -ary

Quadrature Amplitude Modulation (M -QAM) in its various transmit streams. The end-to-end

spectral shaping (excluding channel-dispersion and adaptive filtering) is cosine roll-off, with

roll-off factor α; and the shaping is evenly divided between the transmitter and the receiver.

The cross-dispersion canceller at the receiver linearly combines the received signals to remove

cross-stream interference (XSI). This is followed by fixed-filtering and adaptive-equalization

in each stream. Equalization is implemented via the minimum-mean-square-error (MMSE)

equalizer [28].

For this study, α = 0 (zero roll-off), in which case the spectral shaping is a unit rectangle on

the f -interval [− 1
2T , 1

2T ]. This simplification is justified by earlier findings that, over the prac-

tical range α ≤ 0.5, the roll-off factor has only a mild effect on the performance results [62].

Cross-stream interference is treated as a noise-like process.
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Figure 6.2: The receiver for a MIMO (2, 2) channel which models channel dispersion. The
receiver consists of a canceller, a root-cosine-roll-off-filter and an adaptive equalizer. The can-
celler functions adapt to the instantaneous channel response.

An adaptive transmission algorithm is assumed that perfectly adapts the modulation (con-

stellation size) on each transmit antenna according to the instantaneous radio channel and in-

terference conditions. It is thus possible for different transmit antennas to choose different

bit rates (constellation sizes) although all transmissions operate at the same symbol rate. The

procedure to compute the optimum size of the transmit constellations appears in Section 6.3.

Finally, perfect channel estimation, T-R synchronization, and instantaneous feedback are

assumed. These simplifications focus the problem on the essential issues that are investigated

in this study.

Channel Dispersion Modeling

The MIMO channel considered in this study is frequency-selective, but slowly varying. The

complex baseband channel impulse response between the jth transmit antenna of a given BS

and the ith receive antenna of a given MS is modeled by

hij(t) =
50∑
l=0

hl
ijδ

(
t− 0.1l

W

)
(6.2)

where W is the channel bandwidth, and hl
ij is the amplitude of the lth tap (l = 0 corresponds

to the tap (or multipath) with zero delay). Each tap is assumed to be comprised of a number of

individual rays, so that the hl
ij are complex Gaussian with zero-mean and variance distributed
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according to an exponential delay profile, i.e.,

hl
ij ∼ CN

(
0, σ2

l

)
, σ2

l =
1
τ

exp−θl/τ , θl =
0.1l

W
. (6.3)

The hl
ij are normalized, so that ∑

l

|hl
ij |2 = 1 (6.4)

where θl is the delay of the lth multipath, and τ is a delay profile parameter. Used in conjunction

with the channel bandwidth, τ determines the degree of dispersion present in the channel. Here,

Wτ = 0 corresponds to the case of a flat channel, while Wτ values ranging from 1
16 to 2

simulate channels that range from mildly to severely dispersive.

As can be seen, the channel model uses only one cluster for simplicity. More sophisticated

models employ 2 − 6 overlapping clusters, and combine overlapping taps from the different

clusters, so that they model the power delay profile accurately [63]. Moreover, (i) the impulse

response is allowed to extend (up to) five signal durations (resulting in a channel having a

memory of up to five symbol durations); and (ii) a factor of ten oversampling is employed

(resulting in taps which are spaced 0.1
W apart) so that only multipaths with negligible power are

discarded from consideration, even for the case of Wτ = 2 (which is a severely dispersive

channel).

In the frequency domain, the channel path from transmit antenna j to receive antenna i is

characterized by the Discrete Fourier Transform (DFT) of the channel impulse response

Hij (f) =
50∑
l=0

hl
ij exp−

j2πf0.1l
W . (6.5)

Channel Path-Correlation Modeling

Path-correlation is modeled as in [59, 63] using suitable parameter values for power angular

spectrum (PAS) shape, angular spread (AS)5, and array length, for both the transmit and the

receive ends. The procedure is detailed below.

Correlated channel gain matrices for the MIMO channel can be generated using

Hcorr (t) = Rrx (t)1/2Hiid (t)
(
Rtx (t)1/2

)T
(6.6)

5Analogous to the notions of power delay profile and delay spread in the time domain, we have the PAS and AS
in the spatial domain. PAS is the power density of the received signal over the range of angle-of-arrival/departure,
with rms value AS.
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where, Rtx (t) and Rrx (t) for a given tap t, are the transmit and receive correlation matrices,

respectively. Hiid (Hcorr) at a given tap, is a matrix of zero-mean, independent (correlated)

complex Gaussian random variables; Hiid (t) = [hij (t)].

The transmit and receive correlation matrices are given by

Rtx =
[
ρtx

ij

]
Rrx =

[
ρrx

ij

]
(6.7)

where ρtx
ij (ρrx

ij ) is the complex spatial correlation coefficient between the ith and jth transmit-

ting (receiving) antennas, and is independent of the antenna element used at the other end of

the link. Both ρtx
ij and ρrx

ij , can be obtained from the appropriate PAS shape, and the AS (i.e.,

σBS and σMS respectively, for computing ρtx
ij and ρrx

ij ). We assume that each tap has the same

PAS shape and AS value, [64], resulting in the same values of correlation matrices for all taps,

i.e., Rtx (t) = Rtx, and Rrx (t) = Rrx in (6.6).

For the uniform linear array, ρtx
ij is given by

ρtx
ij = Rxx (Dij) + jRxy (Dij) (6.8)

where Dij = 2πdij/λ, dij = |i − j|∆ and ∆ = lBS
n−1 . Also, dij is the distance between the

ith and jth antenna elements, and Rxx and Rxy are the cross-correlation functions between the

real parts and between the real and imaginary parts, respectively. Similar expressions can be

used for the receive end.

The cross-correlation functions are given by

Rxx (Dij) =
∫ π

−π
cos (Dij sinφ) · PAS (φ) dφ

Rxy (Dij) =
∫ π

−π
sin (Dij sinφ) · PAS (φ) dφ. (6.9)

The truncated Laplacian distribution is used to model the statistics of angle-of-arrival/departure

(this, then, is taken as the PAS shape) [59, 63]

PAS (φ) =
1√

2σPAS

e−|
√

2φ/σPAS | − π ≤ φ ≤ π (6.10)

where σPAS is the angular spread of the PAS under consideration (i.e., σPAS equals either σBS

or σMS of Table 6.1, depending on whether Rtx or Rrx is being calculated.).
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From (6.7)-(6.10) it is clear that
[
ρtx

ij

]
and

[
ρrx

ij

]
have a Toeplitz structure. To summarize,

frequency-selectivity (Hiid) is obtained using the procedure in Section 6.2.2, while frequency-

selectivity and path-correlation (Hcorr) are obtained using Hiid and spatial correlation matri-

ces (Section 6.2.2).

Canceller-Equalizer Structures

The cross-dispersion canceller at the receiver is characterized by a cross-network of functions.

Here, the gij are functions of frequency, and adaptively compensate for the channel functions

hij . In this investigation, two types of cross-dispersion cancellers are considered: the ideal

canceller and the optimal non-dispersive canceller.

The ideal canceller cancels all XSI in each stream at all frequencies. After cancellation,

each stream contains dispersive versions of the intended signal and noise, but no interfering

signals. Referring to Figs. 6.1 and 6.2, we see that this can be accomplished by requiring that

HG = D (6.11)

where H is the channel matrix comprising of hij’s (H equals either Hiid or Hcorr, depending

on whether frequency-selectivity, or frequency-selectivity-with-path-correlation is being inves-

tigated), G is the canceller matrix of gij’s, and D is a diagonal matrix (not necessarily the

identity matrix).

The optimal non-dispersive canceller uses functions which are independent of frequency,

and hence, attempts a best-effort minimization (but not entire removal) of the XSI in each

stream based on a mean-square error criterion. For the MIMO (2, 2) channel, we define the

optimal non-dispersive canceller by

g11 = 1; g12 = gopt. (6.12)

Since both the streams are statistically identical, it is necessary to analyze only one stream. In

(6.12), we are specifying the upper stream (i.e. stream 1). We postpone a derivation on the value

for gopt until the link-level analysis considered in Section 6.2.3. Extending the above derivation

to MIMO (n, n) channels is straightforward. This study does not consider MIMO (n, m) with

n 6= m. It is obvious that the ideal canceller is more agressive than the non-dispersive canceller
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in mitigating XSI. Our aim is to see if the latter, which is simpler, can be effective in a dispersive

channel.

At the receiver, the data stream from the canceller is fed to an MMSE equalizer. This

equalizer maximizes the ratio of the sampled signal half-distance to the total root-mean-square

(rms) distortion (thermal noise, XSI, and intersymbol interference).

6.2.3 Link-Level Analysis

Signal and Distortion at the Equalizer Output

For the purpose of link-level analysis, let P0 be the average received power in an M -QAM

signal in the absence of fading, and let N0 be the total power spectral density of CCI and

thermal noise at the input of the receiver. Then, the input SINR is defined here to be

SINR , P0T/N0 (6.13)

where T is the symbol duration and equals the reciprocal of the channel bandwidth, W . We

use SINR as an input parameter in the link-level simulations, and (6.13) allows us to compute

the corresponding P0 to be used. The analysis below closely follows the one in [34].

From Figs. 6.1 and 6.2, for an M-QAM signal, it can be seen that a data pulse at the output

of the canceller will have a Fourier transform of

S (f) =
√

P0

(
T
√

C (f)
)

A (f) (6.14)

where

A (f) = [H11 (f) G11 (f) + H21 (f) G12 (f)]. (6.15)

Note that (6.15) applies to a MIMO (2, 2) system. For a MIMO (n, n) system, we have

A (f) = [H11 (f) G11 (f) + H21 (f) G12 (f) + . . . + Hn1 (f) G1n (f)]. (6.16)

The noise-plus-CCI component at the output of the canceller will have a power spectral density

N (f) = N0Bn (f) (6.17)

where

Bn (f) = [|G11 (f) |2 + |G12 (f) |2]. (6.18)
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Again, for a MIMO (n, n) system,

Bn (f) = [|G11 (f) |2 + |G12 (f) |2 + . . . |G1n (f) |2]. (6.19)

The XSI at the canceller output will have a power spectral density

X (f) = P0T · C (f) Bc (f)

= N0 · SINR · C (f) Bc (f) (6.20)

where

Bc (f) = |H12 (f) G11 (f) + H22 (f) G12 (f) |2. (6.21)

In this treatment, the XSI is regarded to be noise like, so that the composite of the XSI, CCI

and thermal noise, hereafter referred to as total-interference, will have a power spectral density

N ′ (f) = N (f) + X (f)

= N0 [Bn (f) + SINR · C (f) Bc (f)] . (6.22)

The MMSE equalizer response can be shown to be [34]

Geq (f) =
A∗ (f)

Bn (f) + SINR · [Bc (f) + |A (f) |2]
; |f | ≤ 1

2T

= 0; elsewhere (6.23)

The data pulse following the equalizer will have a real, non-negative Fourier transform. Assum-

ing optimal carrier timing and recovery, we can show that the squared half-distance between

adjacent signal samples at the detector is [34, 65]

Ps =
[∫

S (f) Geq (f) df

]2

. (6.24)

The mean-squared intersymbol interference (ISI) at the sample times can be shown to be

Pi =
[

1
T

∫
|S (f) Geq (f) |2df − Ps

]
(6.25)

and the mean-squared total-interference is given by

Pn′ =
∫

N ′ (f) |Geq (f) |2df. (6.26)



87

Finally, the output SINR is given by

γ , Ps/ (Pi + Pn′) . (6.27)

From the output SINR, the link-throughput can be obtained for two cases of interest [1, 2, 24]:

Ideally Coded Signals and Uncoded Signals (to be explained shortly). Since all streams are

statistically identical, γ = γj , and all streams have the same average throughput. The link

throughput TP is therefore simply n times the average throughput per stream

TP = n · Tj . (6.28)

Having the analysis framework in place, we can now evaluate the system when an optimal

non-dispersive canceller is incorporated. The non-dispersive canceller uses the gopt which min-

imizes the mean XSI (over frequency). For MIMO (2, 2), gopt can be derived using (6.20) and

(6.21) as

gopt = −H∗
22 (f) H12 (f)

|H22 (f) |2
(6.29)

where the overbar denotes expectation over frequency. The derivation for (6.29) appears in the

Appendix in Section 6.6. Extension to MIMO (n, n) is straightforward.

Link Throughput Bounds

The instantaneous per-user data throughput is the sum of the throughputs of the sub-streams.

We determine the instantaneous throughput Tj of sub-stream j for two extreme cases:

Ideally Coded Signals: The instantaneous throughput is upper-bounded by the Shannon ca-

pacity

Tj = log2 (1 + γj) . (6.30)

Uncoded Signals: Assuming no coding, and error detection in each block, the instantaneous

throughput is

Tj(Mj) = (1−BLERj) log2(Mj) = (1−BERj)L log2(Mj) (6.31)

where log2(Mj) is the number of bits per symbol in stream j, and BLER is the corresponding

block error rate for L-bit blocks. In this study L = 500 bits is assumed, though the results are

robust for values of L over a wide practical range [2].
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We wish to simplify (6.31) to the form of (6.30) for convenience of calculation. Under

the simplifying assumption of quasi-static block fading, it is possible to regard the channel as

AWGN conditioned on the instantaneous path gains. For QAM modulation, we can then use

the procedure in [1, 2, 38] to bring this to the form

Tj = max Tj(Mj) ≈ log2

(
1 +

γj

6.4

)
. (6.32)

Thus the envelope curve, which closely approximates the exact curve for uncoded transmission,

is 8 dB (= 10 log10(6.4)) shifted from the curve for a perfectly-coded (Shannon) transmission.

A variety of practical coding strategies can then be modeled by using shifts less than 8 dB [29].

6.3 Simulation Methodology

At the link-level, link throughputs are computed for SINR’s ranging from [−6 . . . 30] dB in

increments of 3 dB, and Wτ ranges over the set [0, 1
16 , 1

8 , 1
2 , 1, 2]. A total of 1000 channel

realizations are used for each {SINR, Wτ} combination. Instantaneous output SINRs are

computed from (6.27) leading to instantaneous throughputs (for a given channel fading con-

dition) given by (6.30) or (6.32) (in conjunction with (6.28)). Averaging over the channel

realizations, creates a link-level lookup-table of average throughput values for each {SINR,

Wτ} combination.

Averaging the instantaneous throughputs over the ensemble of shadow fadings and path

loss will result in the cell-wide mean throughputs. For the purpose of averaging, system-level

simulations have been conducted, wherein the MS is distributed with uniform randomness at

1000 locations over a given cell/sector. Furthermore, the MS is made to experience 100 dif-

ferent shadow-fades for each location. This allows computation of SINRs for each {location,

shadow-fading} combination (using (6.1)). SINR is parameterized over a range of [−6 . . . 30]

dB which is practical for present-day cellular implementations6.

Using the link-level lookup-table for the distribution of SINRs obtained by the system-level

simulation results in stream throughputs of dispersive MIMO systems. Spline-interpolation is

used to obtain link throughputs for system SINR values for which exact link simulations were

6See Item 16 in Table 3.1.
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not conducted (e.g. SINR = 7.3 dB). The total MIMO throughput is given by the sum of the

throughputs of the individual streams (6.28). The statistical performance of the throughputs

was checked for robustness with respect to the number of realizations being conducted.

At the beginning of each block-fade interval, the receiver determines array weights via

either adaptive search or channel estimation. The receiver then determines the constellation

size (M ) for each transmit antenna from the substream post-processing SINRs and communi-

cates this information to the transmitter. Adaptive modulators at each transmit antenna then

quickly select the corresponding optimal QAM constellation. This whole process (estimation-

feedback-adaptation) is assumed to occur before the channel can change appreciably (within

the block fade interval).

6.4 Numerical Results

The simulation platform has been used to produce extensive numerical results for the single-

carrier frequency-dispersive MIMO channel, for Rayleigh fading (K-factor = 0), both i.i.d.

and correlated path-gains, and carrier frequencies of 2 and 5 GHz7. We report throughput

statistics of various MIMO systems over the many key design dimensions stated earlier.

Effect of Channel-Dispersion: As Wτ is increased from 0 to 2, the cell-wide mean through-

put decreases by about 15% for the ideal canceller as shown in Fig. 6.3. Throughput decrease

is to be expected, since a higher degree of dispersion implies higher ISI. The percentage de-

cline is relatively low, due to the fact that the ideal canceller removes the XSI perfectly (at all

frequencies) and the MMSE equalizer compensates for the ISI to the best of its ability.

Two important observations are to be highlighted: (1) Most of the throughput loss going

from Wτ = 0 to 2 happens fairly quickly, within Wτ = 0.5. This implies that even a small

amount of dispersion can significantly reduce throughputs; i.e., OFDM or MIMO-OFDM sys-

tems must have enough tones to avoid ISI in order to be able to reach its full potential. (2) The

15% drop is consistent across most dimensions (except non-dispersive cancellation). However,

7Although, we have performed exhaustive experiments over all combinations of the dimensions under con-
sideration, we present only a representative subset of the results, to keep the presentation useful and concise. A
comprehensive set of result data appears in the Tables in Section 6.7



90

Figure 6.3: Effect of channel dispersion. The figure is for channels with i.i.d. path gains,
with Co-channel interference (multi-cell case), with Shannon Coding, and employing the Ideal
Canceller.

at low output SINR (e.g. uncoded transmission in the multi-cell case) the drop is closer to 20%

and noise enhancement by the canceller begins to become significant.

Effect of Ideal vs. Non-Dispersive Cancellation: When the non-dispersive canceller is used,

a sharp percent drop is noticed in cell-wide mean throughputs (36%) even at a very low degree

of dispersion Wτ = 1
8 , as shown in Fig. 6.4. However, the drop in throughput going from

Wτ = 1
8 to Wτ = 2 is less severe at about 60% (for the range of Wτ under consideration).

At Wτ = 1
8 , the dispersion is relatively small, however there is residual XSI (at all frequen-

cies). This implies that XSI from interfering streams is significant. That is, channel dispersion

smears XSI in the time domain, which the non-dispersive canceller is unable to remove. We

conclude that non-dispersive cancellation is not suitable for use even at low degrees of channel

dispersion.

Effect of Array Size: Although MIMO systems can lead to throughputs which increase lin-

early in the number of antennas [4, 8], this is applicable for high SNR regimes only. When



91

Figure 6.4: Effect of receiver responsiveness as a function of channel dispersion. The figure is
for MIMO (2, 2) channels with i.i.d. path gains, with Co-channel interference (multi-cell case),
with Shannon Coding.

CCI comes into play, SINR << SNR, and the linear increase no longer holds. Accordingly,

in Fig. 6.5, we see that the ratio of the throughputs is nearly 2 : 3 : 4 for the single-cell

case8, whereas throughputs are comparable for the multi-cell case. For the CCI case, MIMO

(4, 4) will not have twice the throughput as MIMO (2, 2), despite the creation of four parallel

streams. This is because in the low SINR regime, the available antennas at the receiver are used

to combat XSI at the cost of noise enhancement (which now becomes significant). Moreover,

each transmit antenna now uses only 1/2 the available power as compared to the MIMO (2, 2)

system.

Effect of Co-Channel Interference and Antenna Sectorization: It is clear that the through-

put performances of the single-cell case (noise only, no interferers), and the multi-cell case

(omni-antenna, six interferers) bracket those of the sectorized antenna case (two interferers).

From the results shown in Fig. 6.5, we observe that the multi-cell throughput is about 30% that

8Note that SNRs were clipped to a maximum of 30 dB, even for the single-cell case. For a cell-boundary SNR
of 20 dB, this is reasonably severe. Without this limitation, the throughputs would have been closer to the actual
2 : 3 : 4 ratio.
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Figure 6.5: Effect of Co-channel interference and sectorization. The figure is for channels with
i.i.d. path gains, Wτ = 0, and employing the Ideal Canceller. Note that the shaded and full
portions of the bar refer to the uncoded and coded parts respectively. The abcissa scaling for
this figure is also different.

of the single-cell case; and using sectorized antennas leads to a two-fold improvement in link

throughput over omni-directional antennas. These results are consistent with those obtained

for the flat-channel case for limited constellation sizes (or equivalently by limiting maximum

achievable SINR) [24, 38]. The result continues to hold for dispersive channels over the entire

range of Wτ values that were considered. This follows from the facts that dispersion accounts

for a small loss as compared to flat-channels, and that loss is nearly independent of SINR at

15% to 20%.

Effect of Coding: The throughput curve for uncoded transmission is about 8 dB shifted from

that for perfectly-coded (Shannon) transmission. The reduction in throughput for transmitting

uncoded signals relative to Shannon-coded signals is about 40% for the single-cell case, 45%

for the sectorized antenna case, and 55% for the multi-cell case as seen in Fig 6.5.

Effect of Path-Correlation and Carrier Frequency: Correlations in path gains are created by

generating transmit and receive correlation matrices. These matrices are obtained by assuming
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Figure 6.6: Effect of channel correlation and carrier frequency. The figure is for channels with
Wτ = 0, with Co-channel interference (multi-cell case), with Shannon Coding, and employing
the Ideal Canceller.

suitable physical lengths for the BS and the MS, and assuming PAS shapes and AS values for

the AoD/AoA statistics, as in Table 6.1. The physical lengths of the BS and MS are assumed

constant, regardless of whether (2, 2), (3, 3) or (4, 4) configuration is used. This implies that

as the number of antennas increases, antenna spacing becomes smaller, and path gains are thus

more correlated. On the other hand, a higher carrier frequency results in a smaller wavelength,

and hence, a smaller decorrelation distance. The overall effect of operating in a higher band,

therefore, is reduced path correlation and higher transmit power.

From Fig. 6.6, we see that path-correlation has the effect of dramatically reducing the

throughputs of MIMO (4, 4), and that throughputs of MIMO (3, 3) are affected to a lesser

extent, while those of MIMO (2, 2) remain essentially unchanged. Increasing the number of

antennas does not result in automatic throughput increase since channel path-correlation can

lead to a reversal in the observed throughput trends. Using a carrier frequency of 5 GHz has

the effect of nearly restoring the throughputs of all MIMO configurations. By virtue of the base

station’s larger physical length the transmit correlation matrices are very nearly i.i.d. (identity

matrix) at both carrier frequencies. Thus, the observed influences of MIMO array size and

frequency band relate solely to the way they affect the receive correlation matrix.
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6.5 Conclusion

The cell-wide mean throughputs of dispersive MIMO systems have been quantified along sev-

eral system-level design dimensions. Following earlier work [38], it was decided to limit SINRs

to a maximum 30 dB (equivalently using limited signal constellation sizes) that are prevalent

in practical present day systems. From the results, we observe that the ideal canceller suf-

fers very little loss in throughput even for severely distorted channels, while the non-dispersive

canceller was deemed an impractical choice. The conclusion is that channel dispersion is a

significant adversary; it smears XSI in the time domain, which the non-dispersive canceller is

unable to mitigate. CCI, although also a source of throughput deterioration, it is less damaging

as compared to XSI.

The earlier conclusion can be used to gain another perspective into the working of a MIMO-

OFDM system. OFDM will successfully mitigate ISI. However, even small amounts of disper-

sion in any tone of such a system will greatly reduce its performance (via XSI). This implies

that MIMO-OFDM systems must use a sufficient number of sub-carriers to maintain flat-fading

in each tone.

Further, it is seen that channel path-correlation severely affects throughput performances

of devices with higher number of antennas (in particular, the case of MIMO (4, 4)). Channel

correlation is particularly the case at the user end, where device sizes are extremely limited.

Increasing number of antennas does not necessarily lead to better throughputs, as a result of

path-correlations. Use of a higher carrier frequency (5 GHz or greater) restores MIMO through-

puts at the cost of higher base station transmit power. It is clear that the nature of interaction

between the device size, number of antennas, path-correlation (as dictated by the particular ter-

rain profile via its AoA/AoD statistics), and carrier frequency, must be taken into account by

system designers and cellular operators.
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6.6 Appendix: Derivation of gopt

From (6.20) and (6.21), we have

X (f) = P0T · C (f) Bc (f)

= P0T · C (f)
[
|H12 (f) G11 (f) + H22 (f) G12 (f) |2

]
. (6.33)

Noting that C (f) is constant over
[
− 1

2T , 1
2T

]
, which is the signal band, our aim is to minimize

the average of X (f) (or equivalently, minimize the average of Bc (f)) over that band. For our

purposes, G11 (f) = 1, and G12 (f) = g, independent of frequency. Thus,

Bc (f) = |H12 (f) + H22 (f) g|2. (6.34)

Expanding this and taking the average over the frequency interval
[
− 1

2T , 1
2T

]
, we get

Bc (f) = |H12 (f) |2 + g∗H12 (f) H∗
22 (f) + gH22 (f) H∗

12 (f) + gg∗|H22 (f) |2. (6.35)

At this point, we differentiate with respect to g∗, treating g as a constant. Thus,

∂

∂g∗
Bc (f) = H12 (f) H∗

22 (f) + g|H22 (f) |2. (6.36)

Setting this to zero and solving, we obtain the desired gopt in (6.29).
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6.7 Tabular Results for Channel Dispersion and Path Correlation Study

Cell-wide mean throughputs (in units of bps/Hz) for the dispersive MIMO (2, 2) channel with

i.i.d. path gains. The throughputs are displayed as a function the dispersion level (Wτ ).

Wτ 0 1
16

1
8

1
2 1 2

Single-cell Ideal Cancellation 14.66 14.33 14.06 12.83 12.31 12.01

Non-Disp. Cancellation 14.66 10.67 7.88 3.95 2.94 2.51

Multi-cell Ideal Cancellation 3.98 3.88 3.79 3.42 3.29 3.22

Non-Disp. Cancellation 3.98 3.35 2.83 1.84 1.50 1.34

Sectorized Ideal Cancellation 8.34 8.13 7.96 7.20 6.91 6.74

Non-Disp. Cancellation 8.34 6.70 5.35 3.05 2.36 2.05

Table 6.2: Shannon coding.

Wτ 0 1
16

1
8

1
2 1 2

Single-cell Ideal Cancellation 9.72 9.43 9.16 7.97 7.46 7.17

Non-Disp. Cancellation 9.72 6.07 3.86 1.26 0.77 0.60

Multi-cell Ideal Cancellation 1.90 1.84 1.77 1.48 1.37 1.31

Non-Disp. Cancellation 1.90 1.42 1.05 0.48 0.34 0.28

Sectorized Ideal Cancellation 4.72 4.56 4.40 3.72 3.46 3.31

Non-Disp. Cancellation 4.72 3.32 2.32 0.90 0.58 0.47

Table 6.3: No coding.
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Cell-wide mean throughputs (in units of bps/Hz) for the dispersive MIMO (2, 2) channel with

correlated path gains, and 2 GHz carrier frequency. The throughputs are displayed as a function

of the dispersion level (Wτ ).

Wτ 0 1
16

1
8

1
2 1 2

Single-cell Ideal Cancellation 14.60 14.42 13.93 12.88 12.29 12.17

Non-Disp. Cancellation — — — — — —

Multi-cell Ideal Cancellation 3.94 3.90 3.74 3.44 3.31 3.27

Non-Disp. Cancellation — — — — — —

Sectorized Ideal Cancellation 8.29 8.19 7.87 7.22 6.91 6.84

Non-Disp. Cancellation — — — — — —

Table 6.4: Shannon coding.

Wτ 0 1
16

1
8

1
2 1 2

Single-cell Ideal Cancellation 9.66 9.50 9.05 8.01 7.43 7.31

Non-Disp. Cancellation — — — — — —

Multi-cell Ideal Cancellation 1.88 1.85 1.74 1.49 1.38 1.34

Non-Disp. Cancellation — — — — — —

Sectorized Ideal Cancellation 4.67 4.59 4.34 3.75 3.46 3.38

Non-Disp. Cancellation — — — — — —

Table 6.5: No coding.
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Cell-wide mean throughputs (in units of bps/Hz) for the dispersive MIMO (2, 2) channel with

correlated path gains, and 5 GHz carrier frequency. The throughputs are displayed as a function

of the dispersion level (Wτ ).

Wτ 0 1
16

1
8

1
2 1 2

Single-cell Ideal Cancellation 14.64 14.45 13.93 12.86 12.33 12.24

Non-Disp. Cancellation — — — — — —

Multi-cell Ideal Cancellation 3.85 3.81 3.64 3.35 3.24 3.22

Non-Disp. Cancellation — — — — — —

Sectorized Ideal Cancellation 8.06 7.95 7.62 6.99 6.72 6.67

Non-Disp. Cancellation — — — — — —

Table 6.6: Shannon coding.

Wτ 0 1
16

1
8

1
2 1 2

Single-cell Ideal Cancellation 9.69 9.52 9.05 7.99 7.47 7.37

Non-Disp. Cancellation — — — — — —

Multi-cell Ideal Cancellation 1.81 1.78 1.67 1.42 1.32 1.30

Non-Disp. Cancellation — — — — — —

Sectorized Ideal Cancellation 4.48 4.40 4.15 3.57 3.31 3.26

Non-Disp. Cancellation — — — — — —

Table 6.7: No coding.
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Cell-wide mean throughputs (in units of bps/Hz) for the dispersive MIMO (3, 3) channel with

i.i.d. path gains. The throughputs are displayed as a function of the dispersion level (Wτ ).

Wτ 0 1
16

1
8

1
2 1 2

Single-cell Ideal Cancellation 20.22 20.48 19.69 18.18 17.47 17.14

Non-Disp. Cancellation — — — — — —

Multi-cell Ideal Cancellation 4.99 5.14 4.93 4.51 4.36 4.28

Non-Disp. Cancellation — — — — — —

Sectorized Ideal Cancellation 10.86 11.08 10.62 9.72 9.36 9.18

Non-Disp. Cancellation — — — — — —

Table 6.8: Shannon coding.

Wτ 0 1
16

1
8

1
2 1 2

Single-cell Ideal Cancellation 13.05 13.24 12.52 11.03 10.35 10.03

Non-Disp. Cancellation — — — — — —

Multi-cell Ideal Cancellation 2.29 2.36 2.21 1.88 1.75 1.69

Non-Disp. Cancellation — — — — — —

Sectorized Ideal Cancellation 5.90 6.03 5.66 4.85 4.52 4.37

Non-Disp. Cancellation — — — — — —

Table 6.9: No coding.
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Cell-wide mean throughputs (in units of bps/Hz) for the dispersive MIMO (3, 3) channel with

correlated path gains, and 2 GHz carrier frequency. The throughputs are displayed as a function

of the dispersion level (Wτ ).

Wτ 0 1
16

1
8

1
2 1 2

Single-cell Ideal Cancellation 18.35 18.60 17.90 16.31 15.62 15.28

Non-Disp. Cancellation — — — — — —

Multi-cell Ideal Cancellation 4.20 4.34 4.15 3.74 3.60 3.53

Non-Disp. Cancellation — — — — — —

Sectorized Ideal Cancellation 9.49 9.71 9.30 8.40 8.05 7.88

Non-Disp. Cancellation — — — — — —

Table 6.10: Shannon coding.

Wτ 0 1
16

1
8

1
2 1 2

Single-cell Ideal Cancellation 11.43 11.62 10.98 9.42 8.77 8.46

Non-Disp. Cancellation — — — — — —

Multi-cell Ideal Cancellation 1.88 1.94 1.81 1.50 1.39 1.33

Non-Disp. Cancellation — — — — — —

Sectorized Ideal Cancellation 4.97 5.10 4.77 3.97 3.67 3.53

Non-Disp. Cancellation — — — — — —

Table 6.11: No coding.
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Cell-wide mean throughputs (in units of bps/Hz) for the dispersive MIMO (3, 3) channel with

correlated path gains, and 5 GHz carrier frequency. The throughputs are displayed as a function

of the dispersion level (Wτ ).

Wτ 0 1
16

1
8

1
2 1 2

Single-cell Ideal Cancellation 20.05 20.21 19.59 17.83 17.52 17.34

Non-Disp. Cancellation — — — — — —

Multi-cell Ideal Cancellation 4.76 4.86 4.70 4.31 4.27 4.22

Non-Disp. Cancellation — — — — — —

Sectorized Ideal Cancellation 10.34 10.48 10.14 9.19 9.07 8.97

Non-Disp. Cancellation — — — — — —

Table 6.12: Shannon coding.

Wτ 0 1
16

1
8

1
2 1 2

Single-cell Ideal Cancellation 12.90 13.00 12.40 10.72 10.40 10.20

Non-Disp. Cancellation — — — — — —

Multi-cell Ideal Cancellation 2.15 2.18 2.06 1.73 1.68 1.64

Non-Disp. Cancellation — — — — — —

Sectorized Ideal Cancellation 5.53 5.59 5.29 4.46 4.32 4.22

Non-Disp. Cancellation — — — — — —

Table 6.13: No coding.
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Cell-wide mean throughputs (in units of bps/Hz) for the dispersive MIMO (4, 4) channel with

i.i.d. path gains. The throughputs are displayed as a function of the dispersion level (Wτ ).

Wτ 0 1
16

1
8

1
2 1 2

Single-cell Ideal Cancellation 26.13 25.74 24.92 22.92 21.91 21.83

Non-Disp. Cancellation — — — — — —

Multi-cell Ideal Cancellation 6.16 6.13 5.90 5.46 5.24 5.22

Non-Disp. Cancellation — — — — — —

Sectorized Ideal Cancellation 13.60 13.43 12.95 11.88 11.38 11.33

Non-Disp. Cancellation — — — — — —

Table 6.14: Shannon coding.

Wτ 0 1
16

1
8

1
2 1 2

Single-cell Ideal Cancellation 16.70 16.34 15.54 13.58 12.62 12.53

Non-Disp. Cancellation — — — — — —

Multi-cell Ideal Cancellation 2.78 2.73 2.57 2.19 2.03 2.01

Non-Disp. Cancellation — — — — — —

Sectorized Ideal Cancellation 7.26 7.12 6.70 5.73 5.30 5.24

Non-Disp. Cancellation — — — — — —

Table 6.15: No coding.
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Cell-wide mean throughputs (in units of bps/Hz) for the dispersive MIMO (4, 4) channel with

correlated path gains, and 2 GHz carrier frequency. The throughputs are displayed as a function

of the dispersion level (Wτ ).

Wτ 0 1
16

1
8

1
2 1 2

Single-cell Ideal Cancellation 13.64 12.90 12.34 11.22 10.69 10.65

Non-Disp. Cancellation — — — — — —

Multi-cell Ideal Cancellation 2.12 1.98 1.91 1.77 1.72 1.72

Non-Disp. Cancellation — — — — — —

Sectorized Ideal Cancellation 5.67 5.31 5.10 4.67 4.49 4.48

Non-Disp. Cancellation — — — — — —

Table 6.16: Shannon coding.

Wτ 0 1
16

1
8

1
2 1 2

Single-cell Ideal Cancellation 6.84 6.26 5.78 4.72 4.28 4.21

Non-Disp. Cancellation — — — — — —

Multi-cell Ideal Cancellation 0.82 0.74 0.68 0.56 0.52 0.51

Non-Disp. Cancellation — — — — — —

Sectorized Ideal Cancellation 2.40 2.18 2.00 1.63 1.49 1.46

Non-Disp. Cancellation — — — — — —

Table 6.17: No coding.
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Cell-wide mean throughputs (in units of bps/Hz) for the dispersive MIMO (4, 4) channel with

correlated path gains, and 5 GHz carrier frequency. The throughputs are displayed as a function

of the dispersion level (Wτ ).

Wτ 0 1
16

1
8

1
2 1 2

Single-cell Ideal Cancellation 26.38 25.52 24.90 22.89 22.24 21.80

Non-Disp. Cancellation — — — — — —

Multi-cell Ideal Cancellation 6.00 5.77 5.63 5.27 5.13 4.99

Non-Disp. Cancellation — — — — — —

Sectorized Ideal Cancellation 13.19 12.71 12.37 11.42 11.09 10.83

Non-Disp. Cancellation — — — — — —

Table 6.18: Shannon coding.

Wτ 0 1
16

1
8

1
2 1 2

Single-cell Ideal Cancellation 16.87 16.11 15.51 13.57 12.91 12.51

Non-Disp. Cancellation — — — — — —

Multi-cell Ideal Cancellation 2.65 2.51 2.39 2.07 1.96 1.87

Non-Disp. Cancellation — — — — — —

Sectorized Ideal Cancellation 6.93 6.58 6.28 5.41 5.11 4.91

Non-Disp. Cancellation — — — — — —

Table 6.19: No coding.
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Chapter 7

Multi-Carrier Wideband MIMO (MIMO-OFDM) Systems

7.1 Introduction

In the past decade, multi-antenna links (multiple-input/multiple-out, or MIMO links in par-

ticular) have been the focus of much research in the area of wireless communications. As

newer and richer applications and services continue to become available at increasingly af-

fordable costs to the average consumer, systems designers are forced to push the frontiers of

research in an effort to attain better throughputs to match ever-increasing customer demands. At

the present time, MIMO links employing orthogonal frequency division multiplexing (MIMO-

OFDM) have been proposed as the most sophisticated and practical solution. Researchers and

system engineers continue to evaluate the attainable throughputs/capacities of MIMO-OFDM

systems, using ever more accurate techniques (or more accurate channel models) as they be-

come available. This study aims to advance the endeavor by removing a key assumption made

by analysts up to the present, namely that each tone is perfectly flat. Removing this assumption

will lead to more accurate throughput estimates.

Previous Research: Most investigations relating to MIMO capacity/throughputs have con-

sidered rather idealized channel behavior. Early research assumed the flat-fading (no channel

dispersion) i.i.d. path gain model for MIMO channels [4–14, 39]. Later research developed

more sophisticated channel models to incorporate path correlations and other effects (e.g., key-

holes) [40, 53–58], while continuing use of the flat-fading model [59, 60]. Current research

efforts propose more sophisticated modems that employ Orthogonal Frequency Division Mul-

tiplexing (OFDM) to “flatten” the dispersive channel [47, 50–52]. This strategy improves per-

formance of the MIMO link. However, it encourages systems analysts (attempting to estimate

throughputs of MIMO-OFDM systems) to continue using the flat channel assumption, thereby

continuing to ignore the effect of channel dispersion via inter-symbol interference (ISI), and

cross-stream interference (XSI).

Frequency-selective MIMO channels were previously analyzed (Chapter 6), and evaluated
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on a cell-wide mean throughput metric. In the study, the effect of channel dispersion (frequency

selectivity) leading to ISI and XSI was quantified under a wide range of system-level param-

eters. The observations were that: (i) for an ideal canceller with MMSE equalizer, the loss in

throughput by way of ISI is small, and that most of this performance loss occurs at very small

levels of dispersion; (ii) channel dispersion is a significant adversary because it smears XSI in

the time domain which is hard to mitigate without using a cross-dispersive canceller.

In MIMO-OFDM systems each tone may be considered to be a MIMO channel which will

not be perfectly flat. OFDM will be able to minimize ISI by using an appropriate value for

guard time and incorporating a cyclic prefix. Moreover, XSI can also be removed completely

by careful system design1. Nevertheless, it is instructive to study the effects of ISI and XSI,

since perfect removal of either ISI or XSI may be difficult for a variety of practical reasons

including synchronization and imperfect channel estimation. By investigating the effects due

to ISI and XSI for the two cases of optimal removal and no removal at all, we will be able to

bracket the throughput performance of all MIMO-OFDM systems.

Contribution of this study: The effects of (i) channel dispersion (particularly due to XSI);

and, (ii) signaling inefficiency as a result of guard time (indirectly, ISI) in MIMO-OFDM sys-

tems are quantified in this investigation. For simplicity, cosine roll-off pulse-shaping is not

used in the guard time. Rather, the guard time is regarded as a time gap, during which no signal

is transmitted. To a first order, the study evaluates the loss in throughput resulting from XSI

and signaling inefficiency, within a given signal bandwidth, over several different values of the

channel rms delay spread, and number of tones in the MIMO-OFDM system.

This study uses the cell-wide mean throughput per user as the primary metric. This metric

1In the dispersive MIMO systems considered in Chapter 6, the overall transmit-receive pulse shaping was an
ideal sinc waveform in the time domain. This choice was based on the design that would result in nearly zero ISI
at signal sampling instants [28, 65]. Channel fading distorts the signal, leading to XSI in MIMO systems which
is not possible to cancel completely unless an ideal canceller is employed. This is because the sinc pulse extends
indefinitely along time, and the XSI sample has terms from all symbols (i.e., ISI terms from other streams), which
cannot all be cancelled with just one tap.

In MIMO-OFDM systems, rectangular signaling pulses (rather than sinc pulses) are employed, which extend
only for a finite time interval. Consequently, ISI extends only for a finite duration, and it becomes possible to cancel
XSI perfectly, by requiring that the XSI be zero only at the signal sample instants. This cancellation is implicit
within the IFFT-FFT process. For Tg � τrms, XSI cancellation with a non-dispersive canceller will require several
taps, and XSI removal will be incomplete if just one tap is employed. When Tg � τrms, ISI becomes extremely
limited, and the XSI sample (comprising of ISI from other streams) may come from just the current symbol. In this
latter case, XSI can be cancelled with a non-dispersive canceller having a single tap.
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is obtained by averaging over all user locations (path loss), shadow fadings, and multipath. In

a system with many users, this metric closely approximates the average performance any user

can expect [1, 2, 24].

7.2 The Multi-Carrier Wideband MIMO (Dispersive MIMO-OFDM) Simula-

tion Platform

We continue to use the simulation platform presented in Chapter 6 since the system-level plat-

form, in particular, is identical. The link-level platform is only slightly different, and we discuss

the differences below.

Link-level Description: Figures 7.1 and 7.2 depict an equivalent system diagram for each

tone of an MIMO-OFDM system. The tones incorporate frequency-selective fading in their

path gains. For simplicity, we have shown, and used for illustrative purposes a MIMO (2, 2)

channel, although the discussion can easily be extended to the general case of MIMO (n, m).

Each tone of the MIMO-OFDM system is a dispersive-MIMO channel. Furthermore, as

in Chapter 6, each tone is characterized by a pair of co-dispersive [h11(f), h22(f)] and cross-

dispersive [h12(f), h21(f)] channel frequency response functions which are assumed to obey

the WSSUS model [61].

Figure 7.1: The equivalent system diagram for each tone of a MIMO-OFDM Transmitter.

The transmitter operates in the Spatial Multiplexing (SM) mode [4, 8–10] and uses M -ary

Quadrature Amplitude Modulation (M -QAM) in its various transmit streams. The transmit
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Figure 7.2: The equivalent system diagram for each tone of a MIMO-OFDM Receiver. The
canceller is non-dispersive.

pulse is rectangular with duration T ′, of which an interval of T (having voltage of unit ampli-

tude) is used for transmission, and an interval Tg is maintained for the guard spacing, i.e.,

T ′ = T + Tg. (7.1)

The transmit and receive pulse-shaping filters c(t) are matched to T . Hence, they are rectan-

gular with unit amplitude in the time interval [−T
2 , T

2 ]. These pulse-shaping filters are implicit

in the IFFT and the FFT processes of the MIMO-OFDM system. Thus,

C(f) F←→ c(t)

C(f) = sinc(fT ) (7.2)

where, we have omitted a scaling factor of T in C(f) and used it directly in the transmitter

configuration.

The IFFT-FFT circuits at the transmitter and the receiver respectively, can be considered to

be a combination of the spectral shaping circuit at the transmit end, the fixed-filters C(f), and

a non-dispersive cross-stream canceller2, which is comprised of a bridge network of functions

[G11(f), G12(f), G21(f), G22(f)].

2In this study, we use the single-tap solution. We use the math from Chapter 6 to compute the “impact of XSI”.
We follow this up with an investigation of the case of perfect removal of XSI (even with the single-tap solution,
since Tg � τrms). As explained earlier, by investigating the throughput performance curves for both cases, we
bracket the throughput performance of all other scenarios.
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The non-dispersive canceller does not cancel XSI at all frequencies, it does however min-

imize XSI in each stream based on a mean-square criterion. The optimal non-dispersive can-

celler is given by

G11(f) = g11 = 1; G12(f) = g12 = gopt (7.3)

and,

gopt = −|C(f)|4H∗
22 (f) H12 (f)

|C(f)|4|H22 (f) |2
(7.4)

where the overbar denotes expectation over frequency. Since both streams are statistically

identical, we are analyzing only the upper stream of the canceller. The derivation for (7.4) is

explained in Section 7.3. Extension to MIMO (n, n) is straightforward.

Channel Dispersion Modeling: Each tone of the MIMO-OFDM channel considered in this

study is frequency-selective, but slowly varying. The complex baseband channel impulse re-

sponse between the jth transmit antenna of a given BS, and the ith receive antenna of a given

MS is modeled by

hij(t) =
50∑
l=0

hl
ijδ (t− 0.02lT ) (7.5)

where T is the transmission period (excluding the guard interval), and hl
ij is the amplitude of

the lth tap (l = 0 corresponds to the tap (or multipath) with zero delay).

Each tap is assumed to be comprised of several individual rays such that the hl
ij are complex

Gaussian with zero-mean and variance distributed according to an exponential delay profile,

hl
ij ∼ CN

(
0, σ2

l

)
, σ2

l =
1

τrms
exp−θl/τrms , θl = 0.02lT. (7.6)

The hl
ij are normalized, so that ∑

l

|hl
ij |2 = 1 (7.7)

where θl is the delay of the lth multipath, and τrms is the rms delay spread of the tone. The

impulse response is allowed to extend over one signal duration, thereby resulting in a channel

having a memory of one symbol duration. Moreover, a factor of fifty (50) oversampling is

employed, which results in taps that are spaced 0.02 T apart.
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In the frequency domain, the channel path from transmit antenna j to receive antenna i is

characterized by the Discrete Fourier Transform (DFT) of the channel impulse response

Hij (f) =
50∑
l=0

hl
ij exp−j2πf0.02lT . (7.8)

In our system

Tg = 3 τrms. (7.9)

Moreover, T > Tg > τrms, so that only multipaths with negligible power are discarded from

consideration in (7.6).

7.3 Link-Level Analysis

Following a procedure similar to that employed in Chapter 6, we can derive the various rela-

tionships for the MIMO-OFDM transmitter-receiver, as described below.

For the purpose of link-level analysis, let P0 be the average received power in an M -QAM

signal in the absence of fading, and let N0 be the total power spectral density of CCI and

thermal noise at the input of the receiver. Then, the input SINR is defined here to be

SINR ,
P0 T ′

N0
(7.10)

where T ′ equals the reciprocal of the tone bandwidth, W
N , i.e.,

T ′ =
N

W
(7.11)

with W being the signal bandwidth, and N the number of tones in the system.

We use SINR as an input parameter in the link-level simulations, and (7.10) allows us to

compute the corresponding P0 to be used. Our analysis below closely follows the one in [34].

From Figs. 7.1 and 7.2, for an M -QAM signal, we can see that a data pulse at the output of the

canceller will have a Fourier transform of

S(f) =
√

P0 T C(f) A(f) (7.12)

where

A(f) = H11(f) C(f) g11 + H21(f) C(f) g12. (7.13)
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The noise-plus-CCI component at the output of the canceller will have a power spectral density

N(f) = N0 Bn(f) (7.14)

where

Bn(f) = |C(f) g11|2 + |C(f) g12|2. (7.15)

The XSI at the canceller output will have a power spectral density

X(f) = P0 T |C(f) H12(f) C(f) g11 + C(f) H22(f) C(f) g12|2

= P0 T |C(f)|4 Bc(f)

= N0 SINR
T

T ′ |C(f)|4 Bc(f) (7.16)

where

Bc (f) = |H12 (f) g11 + H22 (f) g12|2. (7.17)

In our treatment, we regard the XSI to be noise like so that the composite of the XSI, CCI and

thermal noise, hereafter referred to as total-interference, will have a power spectral density

N ′(f) = N(f) + X(f)

= N0[Bn(f) + SINR
T

T ′ |C(f)|4 Bc(f)]. (7.18)

Assuming optimal carrier timing and recovery, we can show that the squared half-distance

between adjacent signal samples at the detector is [34, 65]

Ps =
[∫
|S (f) | df

]2

. (7.19)

We assume that the mean-squared intersymbol interference (ISI) at the sample times is very

nearly zero as a result of the guard interval spacing, that is

Pi ≈ 0. (7.20)

The mean-squared total-interference is given by

Pn′ =
∫

N ′ (f) df. (7.21)

Finally, the output SINR is given by

γ ,
Ps

Pn′
. (7.22)
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From the output SINR, we can obtain the link-throughput for two cases of interest [1,2,24]: Ide-

ally Coded Signals and Uncoded Signals. Since all streams are statistically identical, γ = γj ,

and all streams have the same average throughput. The link throughput TPXSI (assuming

presence of XSI) is, therefore, simply n times the average throughput per stream

TPXSI = n · Tj . (7.23)

Adjusting for guard interval spacing, the signaling inefficiency results in an actual throughput

of

TPXSI, Tg =
T

T ′ TPXSI . (7.24)

For flat channels, τrms = 0, so that Tg is also zero. For this case, the non-dispersive canceller

is exact, and we have no XSI, i.e.,

TP = TPXSI = TPXSI, Tg when τrms = 0. (7.25)

In reality, for our design with Tg � τrms, even for dispersive channels, the single-tap non-

dispersive canceller can completely remove cross-stream interference, so that

X(f) = 0. (7.26)

In this case, the throughput for each tone can be obtained directly from the narrowband case

with a Tg overhead due to the guard interval

TPTg only =
T

T ′TP (7.27)

where, TP represents the throughput for the flat channel.

With the analysis methodology established, we can use (7.16) to obtain the expression for gopt

(Equation (7.4)) using the same procedure as presented in Section 6.6.

7.4 Numerical Results and Conclusions

We follow a simulation methodology similar to the one described in Chapter 6. Results for the

throughputs (in bps/Hz) achieved for various values of the channel rms delay spread, and the

number of tones used are as tabulated in Section 7.5.
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Figure 7.3: Throughputs in bps/Hz of the various schemes. For MIMO-OFDM signaling, the
data displayed are for N = 64.

Figure 7.3 displays the effect of channel dispersion leading to ISI and XSI for four cases,

namely: (i) when a wideband MIMO channel (single carrier, N = 1) is employed; (ii) when

multi-carrier signaling (MIMO-OFDM) with suboptimal XSI and ISI removal is employed

(TPXSI, Tg ); (iii) when multi-carrier signaling with optimal XSI but suboptimal ISI removal is

employed (TPTg only); and, (iv) when multi-carrier signaling with optimal XSI and ISI removal

is employed (TPopt Tg ). These curves were plotted by using data from the tables in Sections

6.7 and 7.5. For the multi-carrier case, the curves refer to the values for N = 64 tones.

From the plot, we observe that single-carrier signaling is a poor strategy to employ for

frequency-selective channels. Moreover, when multi-carrier signaling is employed, throughput

losses will lie between the performance curve for MIMO-OFDM with {XSI, Tg} and that for

the case of MIMO-OFDM with {Tg}. The case of MIMO-OFDM with {optimum Tg} is that of

a hyphothetical performance curve achievable by using an optimal guard spacing that attempts

to optimize the tradeoff between throughput inefficiency and impact of ISI3.

Figure 7.4 displays the amount of channel dispersion which can be tolerated by the MIMO-

OFDM scheme for different number of tones (N ) to achieve a signaling inefficiency less than

3See “Suggestions for Future Research” in Section 9.4
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Figure 7.4: The amount of channel dispersion which can be tolerated by the MIMO-OFDM
scheme for different number of tones (N ) to achieve a signaling inefficiency less than 20%.

20%. From the figure, it is obvious that increasing the number of tones increases our ability to

combat channel dispersion.
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7.5 Tabular Results for the MIMO-OFDM Study

Table 7.1: THROUGHPUTS IN BPS/HZ ACHIEVED (WITH ONLY SIGNALING INEFFICIENCY

PRESENT) FOR VARIOUS VALUES OF CHANNEL RMS DELAY SPREAD (NANOSEC), AND

NUMBER OF TONES (N).

N = 64 N = 128 N = 256 N = 512

0 ns 3.84 3.84 3.84 3.84

50 ns 3.81 3.82 3.83 3.84

100 ns 3.75 3.80 3.81 3.83

250 ns 3.63 3.73 3.77 3.81

500 ns 3.44 3.62 3.73 3.78

1000 ns 3.14 3.44 3.63 3.73

2500 ns 2.70 3.04 3.36 3.58

5000 ns X 2.70 3.03 3.36

10000 ns X X 2.70 3.04
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Table 7.2: PERCENTAGE LOSS RELATIVE TO THE FLAT-CHANNEL (WITH ONLY SIGNAL-
ING INEFFICIENCY PRESENT), FOR VARIOUS VALUES OF CHANNEL RMS DELAY SPREAD

(NANOSEC), AND NUMBER OF TONES (N).

N = 64 N = 128 N = 256 N = 512

0 ns 0.00% 0.00% 0.00% 0.00%

50 ns 0.78% 0.52% 0.26% 0.00%

100 ns 2.34% 1.04% 0.78% 0.26%

250 ns 5.47% 2.86% 1.56% 0.78%

500 ns 10.42% 5.73% 2.86% 1.30%

1000 ns 18.23% 10.42% 5.47% 2.86%

2500 ns 29.69% 20.83% 12.50% 6.77%

5000 ns X 29.69% 21.09% 12.50%

10000 ns X X 29.69% 20.83%
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Part III

Multi-User Diversity
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Chapter 8

Evaluation of Multi-User Diversity Systems

8.1 Introduction

Since the publication of seminal papers [4,8] a decade ago, multi-element antenna (MEA) sys-

tems have been an area of considerable interest to the wireless communications community.

Commercial interest in multiple-input/multiple-output (MIMO) systems, which employ multi-

ple antennas at both ends of the link, grew after the successful laboratory implementation of

the well-known vertical Bell-Labs layered space-time architecture (VBLAST) [9]. VBLAST

demonstrated the feasibility of the MIMO concept, delivering spectral efficiencies of 20–40

bps/Hz under indoor conditions. Later research demonstrated the different ‘modes’ of MIMO

systems, notably, Diversity and Spatial Multiplexing. The diversity mode improves signal qual-

ity using the spatial resources [5–7]; the multiplexing mode, a chief reason for the industry’s in-

terest in MIMO systems, increases the data rate that can be pumped through a given bandwidth.

By appropriate signal processing at the transmitter and/or the receiver, several de-coupled par-

allel single-input/single-output (SISO) channels can be created, which greatly enhances link

capacity of the MIMO channel [1, 2, 4, 8, 10, 24, 38]. A tradeoff between these modes has been

established [11], and linear codes that use a combination of both modes have been discov-

ered [12]. Relevant definitions pertaining to MIMO/MEA1 systems appear in the Appendix A.

Previous Research: In much of previous MEA/MIMO research, a link-level view, that of

point-to-point communication, is taken. More recently, a network-level view of a cellular sys-

tem has been adopted which permits a new form of diversity known as Multi-user Diversity

(MuD) [19, 20, 66–68]. MuD can be viewed as a form of selection diversity (SD), in which

the base station (BS) transmits to (or receives from) a mobile station (MS) with a good chan-

nel. Diversity is possible since all users are subject to independent fading, and in a system

with sufficient number of users, a ‘good’ user exists with high probability. MuD is suitable for

1MEA links are assumed to have n transmitters and m receivers. They are denoted as MEA (n, m) or simply
(n, m).
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delay-elastic applications, i.e., those applications that can tolerate reasonable delays, such as

data (but not voice). The implication of the network view was a paradigm shift in exploiting

MEA/MIMO techniques: the multi-antenna link could now be used in multiplexing mode to

extract maximal rate benefit, while diversity would come from the network itself [20, 69].

Most MuD performance studies (e.g., [3, 13, 14, 18, 20, 69]) focus only on a particular link

between the transmitter and the receiver. Performance measures such as bit error rate (BER) or

throughput (TP) are determined with signal-to-noise ratio (SNR) treated as a parameter, with

external factors such as co-channel interference (CCI) ignored or indirectly treated using the

signal-to-interference-plus-noise ratio (SINR) in place of the SNR. Some work on SISO/MEA

(but not MuD) systems has been reported, however, that takes a broader system-level view

(e.g., [1,2,24,38]). This work determines the distribution of performance over a coverage area,

e.g., the cumulative distributive function (CDF) of TP over the randomness of user location and

shadow fading, which jointly specify the SNR value. Furthermore, in the case of multi-cell

environments, it also means taking into account the CCI produced by co-channel users in other

cells.

Contribution of this study: In this study, we extend the system-level study of SISO/MEA

systems, to the multi-user scenario with scheduling. We quantify cell-wide mean through-

puts of SISO- and MIMO-based cellular systems which employ multi-user diversity, and this

is done over several useful system-level design dimensions: number of transmit/receive an-

tennas; antenna-pattern (omni-directional or sectorized); degree of error-protection (Shannon

coding, no coding or intermediate coding strategies); allowable constellation size; Rician κ-

factor2; number of users and scheduling algorithm (Greedy, Proportional Fair or Equal Grade

of Service) in single-cell (noise-limited) and multi-cell (CCI-limited) environments. In this

connection, we note that the greedy and the equal grade-of-service scheduling algorithms de-

fine upper and lower bounds on throughput that any useful scheduler can offer; the proportional

fair scheduler is considered owing to its popularity both in industry and in academic communi-

ties.

2Normally, K is used instead of κ, but, we use K here for the number of users sharing the channel.



120

We also provide a comparison between single-user systems having excess degrees of free-

dom (SU-EDoF) and multi-user diversity systems having no excess degrees of freedom (MuD-

wo-EDoF). Both mechanisms attempt to improve received signal quality, as measured by the

post-processing SINR. In SU-EDoF, a receiver does so by using excess receive antennas to ob-

tain diversity and/or null one or more interfering co-channel streams on an optimal basis [27].

By contrast, MuD-wo-EDoF improves signal quality by scheduling the user with the best signal

(and weakest interference), i.e., interference avoidance is an inherent feature. Since costs of RF

chains, mobile size, device form factor and other practical considerations limit the number of

antennas a receiver can have, multi-user diversity may be a more practical and cost-effective

option. Studying the tradeoffs between SU-EDoF and MuD-wo-EDoF enriches our ability to

make sound, well-founded engineering decisions, while designing practical systems that use

these promising technologies.

Metric: For single-user scenarios, cell-wide average throughput per-user is typically used

as a performance metric. For multi-user scenarios, wherein a channel is shared over many si-

multaneous users, a more appropriate metric is cell-wide average throughput per-channel. For

the single-user case, ‘channel’ and ‘user’ are synonymous, and the metric continues to remain

relevant3. We do not consider specific and precise metrics for fairness and stability. Even so,

these considerations do enter our presentation, since they are prevalent in the literature. Essen-

tially, when the throughput per-channel differences between the various scheduling algorithms

are small, a sub-optimal scheduling algorithm may be used, trading a small throughput loss for

greater ‘fairness’ or ‘stability’.

8.2 The SISO/MEA Multi-User Diversity Simulation Platform

A system-level simulation platform has been developed for computing the throughputs of mul-

tiuser SISO/MEA cellular systems which employ network scheduling. The test-bed is suffi-

ciently general to allow us to work with the several key system-level parameters noted earlier.

3The reader is cautioned against attempting conversion from the per-channel metric to an ‘equivalent’ per-user
metric (e.g., by dividing the per-channel metric by the number of users). MuD leads to gains that are logarithmically
proportional to the number of users. Since, the per-user metric normalizes this figure by the number of users, it will
cast multi-user diversity in poor light. We take the view that such a conversion is inappropriate, since multi-user
diversity applies only for delay-elastic applications. Users are willing to wait, and are scheduled only when a
channel becomes available.
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8.2.1 Network-Level Description: Base Station Viewpoint (MAC-layer)

Figure 8.1 shows a wireless system with a base station serving K downlink mobile stations.

Each user MS tracks its individual channel from the BS, and sends a measure of the channel

quality index (CQI) to the BS. The BS schedules any one user in a given time slot depending

on the present CQI, past transmissions to all users, and fairness/latency requirements.

Figure 8.1: A multiuser scheduling system with n transmit antennas at the BS and m receive
antennas at each MS. The scheduler can employ any user selection algorithm. In this study, the
Greedy (MAX), Proportional Fair (PF) and the Equal Grade of Service (EGoS) schedulers are
considered. (Figure taken from [3]).

In this study, substream-throughput is used as the (vector) CQI for that transmission inter-

val4; Perfect and instantaneous feedback of the CQI from each MS to the BS is assumed. Users

always have data to receive, and all transmissions are initiated at the start of the simulation (i.e.,

users cannot ‘enter’ or ‘leave’ a set of users being serviced by the BS). The three scheduling

algorithms considered in this study are the Greedy (MAX), Proportional Fair (PF) and Equal

Grade of Service (EGoS) algorithms.

Maximal Throughput Scheduling (MAX)

Schedules the user with maximum sum-CQI (SCQI) over all sub-streams. Thus,

k∗ (t) = arg max
k

SCQI(k, t) k = 1, 2, · · · ,K (8.1)

4We note that, although a single scalar quantity such as the total link-capacity would suffice as CQI information
for user scheduling, a vector CQI is needed for adaptive transmission reasons. See Section 8.3.
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where k∗ (t) denotes the link selected at time t. MAX is optimum from a throughput stand-

point in that no other algorithm can achieve more throughput. However, it ignores the past

transmission history of all users, and hence, is unfair and biased in that aspect.

Equal Grade of Service Scheduling (EGoS)

Schedules that user who has been relatively starved throughput-wise over a time-window that

extends to the indefinite past. Thus,

k∗ (t) = arg min
k

∑
t

TP (k, t) k = 1, 2, · · · ,K (8.2)

EGoS can be considered to be the ultimate throughput-fair scheduler, since it allows each user

to catch-up with other users, regardless of their channel conditions.

Proportional Fair Scheduling (PF)

All other schedulers will lead to performances that will be bracketed by the above two sched-

ulers. We use the well-known PF scheduler [19,67] as an example of one that attempts a better

balance between throughput performance and fairness. Thus,

k∗ (t) = arg max
k

SCQI(k, t)
TP (k, t)

k = 1, 2, · · · ,K (8.3)

where TP (k, t) is a measure of the mean throughput of link k over a window extending from t

back to the indefinite past5. TP (k, t) is updated using an exponentially weighted IIR filter as

TP (k, t + 1) = β ∗ TP (k, t) + δ(k∗, k) ∗ SCQI(k, t) (8.4)

where, δ is the Kronecker delta (sifting) operator, and β is the decay rate (or forgetting factor).

We use β = 0.98 in the simulations, corresponding to an effective averaging window of 50

transmissions. This is a reasonable number permitting an accurate evaluation of the mean.

We note that Round-Robin (RR) is another plausible scheduler. RR is a fair scheduler from

a service-time perspective. However, it is known that for users with i.i.d. fades, the benefit of

mulituser diversity is lost when RR is employed [69]. On the other hand, it is also known that

5Our averaging formula for TP (k, t) is slightly different from the formula introduced in [19, 67].
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Table 8.1: PARAMETER VALUES USED IN THE SYSTEM SIMULATIONS.

Cell Geometry Hexagonal Array with side R = 1000 m

Carrier Frequency fc = 2 GHz

System Bandwidth W = 5 MHz

Path Loss Exponent Γ = 3.7

Shadow Fading Lognormal, with Standard Deviation σ = 8 dB

Multipath Fading Rician, with κ-factor = 0 (Rayleigh), 10, or a function
of T-R distance (see Table 8.2)

Antenna Pattern Omnidirectional or Uniform over 120◦

Thermal Noise Density N0 = −174 dBm/Hz

Mobile Station’s Noise Figure NF = 8 dB

Transmit Power PT = 5 W

Median Cell-Boundary SNR ρ = 20 dB

Table 8.2: VARIATION OF RICIAN κ-FACTOR AS A FUNCTION OF BS-MS SEPARATION

DISTANCE (PERCENTAGES SPECIFY THE DISTANCES RELATIVE TO THE CELL RADIUS).

Distance % 0-5 5-15 15-25 25-35 35-45 45-55 55-65 65-75 75-85 85-100

Rician κ 10 9 8 7 6 5 4 3 2 0

PF best balances between the conflicting tradeoffs thereby offering service-time fairness to all

users (in the asymptotic sense), while optimizing user performance at the same time [19, 70].

8.2.2 Link-level Description: Mobile Station Viewpoint (PHY-layer)

While the simulation platform developed in this study is quite general with respect to system

and channel parameters, most numerical results were obtained using the parameters detailed in

Table 8.1. The various assumptions invoked in developing the platform are outlined here.



124

Channel Model

We consider three cases for Rician κ-factor, namely, κ = 0 (Rayleigh fading, i.e., only the

scatter component); κ = 10 (dominant specular component); and κ a function of distance. The

κ-factor typically decreases as the MS moves farther away from the BS, and the variation of κ

with distance assumed here for the third case is given in Table 8.2.

The complex baseband channel gain between the jth transmit antenna of a given base sta-

tion and the ith receive antenna of a given user-terminal is modeled by

hij =

√
A

(
d0

d

)Γ

s

[√
κ

κ + 1
ejφ +

√
1

κ + 1
zij

]
(8.5)

where,

• d is the link length, Γ is the path loss exponent, and A is the median of the path gain at

reference distance d0 (d0 = 100 m in the simulations).

• s = 10S/10 is a log-normal shadow fading variable, where S is a zero-mean Gaussian

random variable with standard deviation σ dB.

• κ is the Rician κ-factor for the given base-to-mobile path.

• φ = 2πd/λ is the phase shift of a line-of-sight (LOS) plane wave from the transmitter

to the receiver. We assume that for a given transmit-receive pair, all LOS paths have the

same length.

• zij represents the phasor sum of scattering components for the (i, j) path which are

assumed to be zero-mean, unit-variance, i.i.d. complex Gaussian random variables.

We assume a base station height of h = 30 m above ground. For receivers located close

to the ground, the direct path has a length d = [r2 + h2]1/2, where r is the distance along the

ground from the receiver to the base station. This implies that all Transmitter-Receiver (T-R)

distances are 30 m or greater. A loss exponent of 2.0 (free space loss) is used for distances

close to the base station (30 − 100 m), and 3.7 is used for distances beyond 100 m. Shadow

fading is also applied regardless of the T-R distance. This has been shown to be an empirically

reasonable model [25]. For antenna sectoring, perfect beams are assumed instead of shaped

antenna patterns.
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Simplifying System Assumptions

We invoke assumptions often made in conjunction with MEA systems [4, 8]: (i) narrowband

signaling, (ii) quasi-static (block) fading, (iii) long burst interval, and (iv) independently faded

complex Gaussian path gains. This permits a mathematical representation for the SISO/MEA

cellular system6 as follows

Y = HX + Z (8.6)

where X ∈ C7n,Y ∈ Cm, are transmit (serving and interfering) and receive signal vectors,

H ∈ Cm×7n is the channel gain matrix, and Z ∈ Cm is a thermal noise vector, that is Gaussian

distributed with zero-mean and one-sided power spectral density (PSD) N0. Since the noise

processes corrupting the different receive antennas are independent, Z has an autocorrelation

matrix N0I, with I being the identity matrix.

Only one tier of interferers around the serving BS is assumed. This assumption is made to

simplify the simulations and is slightly optimistic. However, the rapid decay of signal power

with distance makes this assumption reasonable. Moreover, we offset it with the pessimistic

assumption that all co-channel interferers are transmitting all the time. (In the single-cell case

co-channel interferers are not present, and H ∈ Cm×n).

An adaptive transmission algorithm is assumed that perfectly adapts the transmission on

each transmit antenna (via the constellation size) according to the instantaneous radio channel

and interference conditions. It is possible for different transmit antennas to choose different

bit rates (constellation sizes), although all transmissions operate at the same symbol rate. The

procedure to compute the optimum size of the transmit constellations appears in the Section

8.3.

Since cell-site (macro) diversity has been shown to have minimal impact on mean through-

put calculations [1,2], it is not used in the simulations, i.e., for simplicity, we assume that users

communicate with the base station that is the nearest, and not necessarily the strongest. Finally,

perfect channel estimation, T-R synchronization, and instantaneous feedback are also assumed.

These simplifications focus the problem on the essential issues we wish to investigate.

6Following explanation offered in the Introduction, configurations employing Transmit Diversity are not con-
sidered. Hence, configurations that have more transmit than receive antennas (n > m) are excluded from this
study.
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Array Processing

Depending on the availability of channel state information (CSI) at the transmitter, it is possible

to design transmit-adaptation (e.g. eigen-beamforming) and receive-adaptation (e.g., minimum

mean-square error) array processing strategies. Since we assume CQI feedback, but not CSI

feedback to the transmitter, only the receive-adaptation scheme is discussed here. The mini-

mum mean-square error (MMSE) scheme uses uniform power allocation among the m transmit

antennas. To analyze MMSE reception, the analyst takes into account the path gains from all

BSs, both serving and interfering, within the channel gain matrix (H ∈ Cm×7n). Received data

streams are separated by computing a linear combination of the received signals using a set of

weights that achieves the minimum mean-square error between the output estimate and the true

signal sample. Thus, we have that

X̂ = WHY. (8.7)

The performance index for a given weight matrix is

ζ(WH) , E

 n∑
j=1

|εj |2
 = E

 n∑
j=1

|xj − x̂j |2
 (8.8)

where xj is the jth transmitted signal. The expectation in (8.8) is taken with respect to the

noise and the statistics of the data sequences. The weight matrix W that yields the minimum

mean-square error is [2]

W = A−1H, (8.9a)

A = HHH +
σ2

P/n
Im×m. (8.9b)

The post-processing SINR on the jth decoded stream can be shown to be [2, 24]

γj = (H)H
j R−1

j (H)j , j = 1, 2, . . . , n (8.10)

where

Rj =
7n∑

l=1, l 6=j

(H)l(H)H
l +

σ2

P/n
Im×m (8.11)

and (H)j is the jth column of H. For the noise-only (single-cell) case, the summation will

have n terms, instead of 7n.
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Link Throughput Bounds

The instantaneous per-user data throughput is the sum of the instantaneous throughputs of the

sub-streams. The throughput Tj of sub-stream j is determined for the following two extreme

cases.

Ideally Coded Signals: The throughput is upper-bounded by the Shannon capacity

Tj = log2 (1 + γj) . (8.12)

Uncoded Signals: Assuming error detection in each block, the throughput is

Tj(Mj) = (1−BLERj) log2(Mj) = (1−BERj)L log2(Mj) (8.13)

where log2(Mj) is the number of bits per symbol in stream j, and BLER is the corresponding

block error rate for L-bit blocks. In this study L = 500 bits is assumed, though the results are

robust for values of L over a wide practical range [2].

We wish to simplify (8.13) to the form of (8.12) for convenience of calculation. Under the

simplifying assumption that the channel undergoes quasi-static block fading, it is possible to re-

gard the channel as AWGN conditioned on the instantaneous path gains. For QAM modulation,

we can then use the procedure in [1, 2, 38] to obtain the form

Tj = max Tj(Mj) ≈ log2

(
1 +

γj

6.4

)
. (8.14)

Thus, the curve for uncoded transmission is 8 dB (= 10 log10(6.4)) shifted from the curve for

perfectly-coded (Shannon) transmission. A variety of practical coding strategies can then be

modeled by using other shifts less than 8 dB [29].

8.3 Simulation Methodology

The intention in this study is to compute throughput statistics of several SISO/MIMO config-

urations in a multi-user scenario (employing network diversity scheduling) for various design

options. Highlights of the steps involved are as follows:

(1) Distribute K MSs in a cell (uniform random uncorrelated locations) and generate channel

matrices H1, · · · ,HK as given by (8.5).
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(2) For each user k, compute the post-processing SINR for each substream j, assuming

MMSE reception ((8.10)-(8.11)).

(3) For each user k, compute the throughput for each substream j ((8.12), (8.14)). This is

the vector CQI for user k.

(4) For each user k, compute SCQI =
∑

substreams CQI .

(5) Schedule user k∗(t) (Equations (8.1), (8.2), (8.3)), and update his cumulative throughput

(
∑

t TP (k∗, t)).

(6) Update the averages ((8.4)) of all users.

(7) Compute the average cell-wide multi-user throughput over 500 locations (each with log-

normal shadow fading) and 1000 multipath fades per location.

This computation leads to instantaneous throughputs, for given values of MS location (path

loss), shadow fading, and instantaneous channel fades from serving and interfering BSs. Aver-

aging over all these, results in the cell-wide mean throughput per channel. For the purpose of

averaging throughput over a cell, we conduct 500 trials in a simulation. In any given trial, K

users are distributed at random locations uniformly over the cell/sector. A given trial assigns a

location, shadow-fade combination to each user, and user locations are uncorrelated. In each

trial, users experience 1000 different multipath fades7. Thus, there are 500, 000 quasi-static-

block-fade transmission intervals in all. In this study, we consider both limited and unlimited

constellation sizes. For the limited constellation case, modulation constellation sizes up to

16-QAM (leading to a symbol rate of up to 4 bits/symbol) are considered. This maximum is

practical for present-day cellular implementations8.

At the beginning of each block-fade interval, pilot signals are transmitted to estimate the

receiver array weights. The receiver then determines the constellation size (M ) from the sub-

stream post-processing SINRs, and communicates this information to the transmitter. Based

on CQI, past transmission history, delay/latency constraints and the particular scheduling al-

gorithm in use, a particular user is selected for transmission. Adaptive modulations at each

7Since Rayleigh fading has significant density at the tail, 1000 realizations are needed for statistical stability.
8The state-of-art is 16-QAM for mobile wireless systems and 64-QAM for fixed wireless systems.



129

transmit antenna then quickly select the corresponding optimal QAM constellation. The chan-

nel remains known throughout, since estimation-feedback-adaptation occurs within the block

fade interval. By assumption, we exclude all overheads (pilot signaling, channel estimation at

receiver, feedback and signal-adaptation) from the throughput computation procedure.

8.4 Numerical Results

Figures 8.2–8.5 show the cell-wide average throughputs that are offered by MMSE systems for

the many dimensions we considered. We show only a representative listing, instead of present-

ing throughputs over all dimensions, to keep the presentation useful and concise9. Our initial

presentation refers to the case of a Rician κ-factor of κ = 0 and omni-directional antennas.

Any deviations considered from this baseline case appearing in subsequent paragraphs will be

carefully highlighted.

Figure 8.2: Mean throughput as a function of number of users for the (1, 1) system, single-
cell environment, κ = 0, and omni-directional antennas. Throughputs are plotted for all three
scheduling algorithms, for both unlimited constellation (with ideal coding) and limited constel-
lation size (16-QAM).

9A comprehensive set of result data appears in the Tables in Section 8.7
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Effect of Number of Users and Scheduling Algorithm: It is known that at the link-level,

multi-user diversity with network scheduling leads to gains that grow as O (log K). Referring

to Figs. 8.2–8.5, we see that this is also the case for system-level simulations for unlimited

constellation sizes (although the scalar multipliers, and lower order terms, are different for

different scheduling algorithms).

It is clear that MAX leads to higher gains with increasing K, while EGoS leads to limited

gains. In some cases (the multicell scenarios), EGoS leads to throughput loss rather than gain.

This is readily explained by the fact that EGoS is a “poor man’s” scheduling algorithm. It

penalizes users with better channels to allow users with poor channels to catch up. This leads

to a situation in which users with weak channels determine the overall scheduler performance.

The PF scheduler, in contrast to the EGoS scheduler, always leads to gains with increasing

number of users. It is also evident from the figures 8.2–8.5 that PF with β = 0.98 leads to

curves parallel to those for EGoS in the mid-to-high region of K. Different values of β can

lead to a range of ‘tunable’ PF schedulers, although, 0.90 ≤ β < 1.00 is a practical range10.

As explained earlier, MAX leads to very good gains as compared to EGoS and PF. How-

ever, it is a biased/greedy algorithm, which may not serve well for environments having quality

of service (QoS) requirements. EGoS attempts throughput fairness, while PF attempts to strike

a balance between cell-wide throughput and fairness. However, as will be seen shortly, EGoS

can also be useful under practical circumstances.

Effect of Co-Channel Interference: In the single-cell scenario, multi-user diversity improves

the signal (channel) quality, while in the multi-cell case, it has room to perform an additional

function: that of interference avoidance [19]. This means that better gains can be expected with

increasing K for the multi-cell case. This is indeed so, as evidenced by a comparison between

Fig’s. 8.2 and 8.3 or 8.4 and 8.5. Notice that the ratio of throughputs for K = 25 and K = 1

is greater for the multi-cell case.

SINRs in the single-cell case (20 dB to 60 dB) are much higher than those in the multi-cell

case (−5 dB to 25 dB), leading to correspondingly lower throughputs for the latter. MAX and

10With 0.90 ≤ β < 1.00, the effective averaging window is 10 transmissions or greater, which is sufficient for
averaging purposes. For β < 0.90, exponential averaging will have an extremely short memory.
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Figure 8.3: Mean throughput as a function of number of users for the (1, 1) system, multi-
cell environment, κ = 0, and omni-directional antennas. Throughputs are plotted for all three
scheduling algorithms, for both unlimited constellation (with ideal coding) and limited constel-
lation size (16-QAM).

EGoS curves display more or less similar trends for the single and multi-cell cases, except that

PF yields better gains (the PF curve moves away from EGoS, closer to the MAX curve) for the

multi-cell case.

Effect of Degrees of Freedom: In a (1, 1) system, multi-user diversity improves the operating

SINR. In a (3, 3) system, multi-user diversity improves both the operating SINR, as well as

the available degrees of freedom of the system. In other words, the entire channel subspace

structure (the number, as well as values of the eigen-space) is improved [20].

Note that neither the SISO (1, 1), nor the MIMO (3, 3) system have excess degrees of

freedom. It is clear that, although we see a substantial increase in mean throughput for the

MIMO (3, 3) system as compared to the SISO (1, 1) system, we cannot expect the increase to

be three-fold, despite the creation of three parallel de-coupled streams at the receiver. This is

because the available degrees of freedom (receive antennas) are used to combat cross-stream

interference (XSI), even at the cost of noise enhancement. Also, each transmit antenna in the

(3, 3) system now uses only 1/3 the total transmit power as compared to the SISO system.
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Figure 8.4: Mean throughput as a function of number of users for the (3, 3) system, single-
cell environment, κ = 0, and omni-directional antennas. Throughputs are plotted for all three
scheduling algorithms, for both unlimited constellation (with ideal coding) and limited constel-
lation size (16-QAM). (Note the change in the vertical scale relative to Figures 8.2 and 8.3).

Similar trends are seen for both single and multi-cell cases. Note the change in scale of the

y-axis for the (3, 3) configuration in Figs. 8.4 and 8.5 as compared to the (1, 1) configuration

shown in Figs. 8.2 and 8.3.

Effect of Antenna Sectorization: Antenna sectorization is an interference suppression tech-

nique. Co-channel interference is reduced by using antenna beam patterns and frequency col-

oring [15, 16]. In contrast, multi-user diversity is an interference avoidance technique, which

also improves channel subspace structure (by avoiding ill-conditioned channels). Since antenna

sectorization cannot improve channel structure, it is clear that multi-user diversity is the supe-

rior technique, particularly for a system with many users. Antenna sectorization and multi-user

diversity can be used in conjunction, since their goals are not necessarily conflicting. It stands

to reason that as the number of users increases, the combined gain will have diminishing benefit

with multi-user diversity playing an increasingly major role.

Using sectorized antennas and a reuse factor of 1 leads to about a two-fold improvement in

link throughput over the results for omni-directional antennas for the single-user case (K = 1).
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This is consistent with results from conventional systems (using three-sector antennas enables

cellular system planners to bring down the reuse factor from 12 to 7, which amounts to a similar

throughput increase [16, Ch. 3]). As the number of users is increased, the benefit due to antenna

sectorization gradually decreases for all three schedulers, as was expected. As a percentage,

sectorization leads to far more improvement in EGoS performance as compared to MAX and

PF (compare Figs. 8.6 and 8.7 with Fig 8.5).

Effect of Rician κ-Factor: It is known that, in the presence of a strong specular component

(κ ∼ 10) the mean throughput of SISO (1, 1) systems increases, whereas that of MIMO (3, 3)

systems decreases [1, 4, 13, 38]. Adding users and scheduling algorithms results in the follow-

ing changes: Mean throughput for the (1, 1) system increases slightly (∼ 3%) for the MAX

scheduler, decreases slightly (∼ 5%) for PF, and decreases moderately (∼ 9%) for EGoS, over

all K. Similar trends hold for the single and multi-cell cases.

Figure 8.5: Mean throughput as a function of number of users for the (3, 3) system, multi-
cell environment, κ = 0, and omni-directional antennas. Throughputs are plotted for all three
scheduling algorithms, for both unlimited constellation (with ideal coding) and limited constel-
lation size (16-QAM). (Note the change in the vertical scale relative to Figures 8.2 and 8.3).

For the MIMO (3, 3) system, going from κ = 0 to κ = 10 leads to a substantial decrease

in capacity [1, 4, 13, 38]. However, as the number of users is increased, the losses are reduced.
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This can be explained by the inherent property of multi-user diversity to choose the relatively

best channel. Loss reduction with increasing number of system users is the highest in MAX,

followed in order by the PF and EGoS schedulers.

Assuming Rician fading with κ-factor a function of distance (Table 8.2) leads to values that

are bracketed by κ = 0 and κ = 10, with mean throughput values closer to those obtained

using κ = 10.

Effect of Coding: For SISO (1, 1) and MIMO (3, 3) systems with K = 1, the reduction in

throughput for uncoded signals relative to Shannon coded signals is about 20% for the single-

cell case, and about 40 to 50% for the multi-cell case [38]. As the number of users is increased,

we experience a decrease in the throughput loss for uncoded transmission. Throughput loss is

about 15% for the MAX scheduler, 22% for PF and 25% for EGoS for the single-cell case at

K = 25. For the multi-cell case, the losses are about 25%, 45% and 50%, respectively. Thus,

there is an improvement for the MAX scheduler, but no improvement for the PF and EGoS

schedulers in the multi-cell case. Similar trends are observed for the MIMO (3, 3) system.

This can be explained as follows: Loss due to uncoded transmission depends on the oper-

ating SINR. For the single-cell case, the operating SINR is high, hence the throughput loss is

comparatively low, and comparable percentage losses are recorded by all three schedulers. On

the other hand, operating SINRs are significantly lower for the multi-cell case, hence through-

put losses are higher. Multi-user diversity has the inherent property of seeking users with good

SINRs; however, this applies to the MAX scheduler more than to the PF and EGoS schedulers.

Depending on past transmission history, PF and EGoS schedulers may not be able to choose

the best user. Hence, they lead to correspondingly less improvement. For sectorization, SINRs,

and hence losses observed, will be bracketed by the single-cell and multi-cell cases.

Effect of Limited Constellation Sizes: Whereas unlimited constellation size provides insight

to the potentially achievable throughputs the system can offer, it is also necessary to look into

throughputs that practical systems can actually realize. Figures 8.2–8.5 give some illustrative

results. Limiting the transmit alphabet size to 16-QAM amounts to capping throughput at

4n bps/Hz. The effect is to reduce the potential benefit from increasing number of users in the
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system, particular choice of scheduling algorithm, and antenna sectorization.

Compared to the case of unlimited constellation sizes, there is a substantial throughput loss

for both (1, 1) and (3, 3) systems. Throughput saturation (due to constellation size capping) is

almost immediate (K = 3) for the single-cell case. For the multi-cell case, throughput leveling

occurs at K = 7 for PF and EGoS, and the differences between the throughputs offered by the

scheduling algorithms are substantially reduced.

Since throughput per-cell differences between the various schedulers are negligible for the

single-cell case, and significantly reduced even for the multi-cell case, it becomes reasonable to

view these findings through the prism of other metrics. In this context, we note the following:

EGoS can be more suitable than MAX and PF for the single-cell case since it is the ultimate

throughput-fair scheduler; MAX may be unsuitable since it is biased, while PF may be unsuit-

able since it is not stable11 [71]. For the multi-cell case, PF may be a more suitable scheduler

than MAX, depending on QoS requirements. This observation has important implications for

current state-of-the-art systems that can support signal constellations up to 16-QAM.

8.5 Multi-User Diversity Systems with No Excess Degrees of Freedom vs. Single-

user Systems with Excess Degrees of Freedom

A brief comparison is now provided between single-user systems employing excess degrees

of freedom (SU-EDoF), and multi-user diversity systems having no excess degrees of freedom

(MuD-wo-EDoF). Both mechanisms attempt to improve received signal quality, as measured

by the post-processing SINR, and use of one technique does not preclude using the other (i.e.,

it is possible to combine multi-user diversity with excess degrees of freedom (MuD-EDoF)).

In SU-EDoF, a receiver uses excess antennas (n > m) achieving diversity to combat fad-

ing, or to suppress one or more co-channel interference streams, or a combination of both [27].

SU-EDoF is a radio-layer technique, and can be used for all application types (delay-elastic,

as in data applications, or delay-intolerant as in voice applications). In contrast, multi-user di-

versity schedules the user with the best signal quality, i.e., interference avoidance is inherently

11A stable algorithm always results in bounded queue lengths under any conceivable traffic scenario.
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Figure 8.6: Mean throughput as a function of number of users for the (3, 3) system, with un-
limited constellation sizes and ideal coding, multi-cell environment, κ = 0, and sectorized
antennas. Throughputs for all three scheduling algorithms are plotted. The upper horizon-
tal line is for the single-user MIMO (3, 6) system (no multi-user diversity), while the lower
horizontal line is for the single-user MIMO (3, 4) system

.

achieved. However, multi-user diversity (both MuD-EDoF and MuD-wo-EDoF) is applica-

ble only to delay-elastic applications, wherein the scheduler selects one user for transmission.

Viewed from this perspective, multi-user diversity may be considered as a cross-layer tech-

nique in which the radio (PHY)-layer continually educates the medium access control (MAC)-

layer. Since multi-user diversity is able to improve the channel subspace structure (by avoiding

ill-conditioned channels), a capability which SU-EDoF does not have, it can be the superior

technique, particularly in a system having many users.

We now explain how MuD-wo-EDoF may be used in lieu of SU-EDoF, thereby leading to

a reduction in the number of receive antennas, while offering comparable or greater through-

put12. We have seen previously that EGoS leads to small gains for the single-cell scenario and

moderate loss for the multi-cell scenario as a function of number of users K. Hence, EGoS

cannot be used as a scheduler in MuD-wo-EDoF to compete against SU-EDoF. Similarly, we

12Since there is a reduction in the number of receive antennas, there is considerable impact, since it affects all
mobiles.
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have seen that the PF scheduler has curves that are nearly parallel to those of EGoS with higher

multi-user diversity gains. This implies that the PF scheduler can be used with MuD-wo-EDoF

to compete against SU-EDoF wherein the excess degrees of freedom in SU-EDoF are few (e.g.

one). When excess degrees of freedom in SU-EDoF are many, e.g. MIMO (3, 6), the MAX

scheduler should be used.

Figure 8.7: Mean throughput as a function of number of users for the (3, 3) system, with lim-
ited constellation size (16-QAM), multi-cell environment, κ = 0, and sectorized antennas.
Throughputs for all three scheduling algorithms are plotted. The upper horizontal line is for the
single-user MIMO (3, 6) system (no multi-user diversity), while the lower horizontal line is for
the single-user MIMO (3, 4) system.

Figure 8.6 illustrates a representative example, where the upper horizontal line indicates the

performance of the single-user MIMO (3, 6) system, and the lower horizontal line indicates the

performance of the single-user MIMO (3, 4) system. These systems are able to suppress up to

3 and 1 interfering streams, respectively. We see that a MuD-wo-EDoF system incorporating

the MAX scheduler, with 2 or more users can offer equal or better performance than the single-

user MIMO (3, 4) system, while 4 or more users are needed to achieve performance equal to or

better than that for single-user MIMO (3, 6). With a MuD-wo-EDoF system incorporating a PF

scheduler, 10 or more users are needed to compete with a single-user MIMO (3, 4) system. A

PF-based MuD-wo-EDoF system cannot compete with a single-user MIMO (3, 6) system, no
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matter how large K is.

The above comparisons hold even for the case of limited constellation sizes, as seen in

Fig. 8.7. In this case, however, the differences, in terms of design choices and their conse-

quences, are markedly reduced.

8.6 Conclusion

The throughput performance of SISO and MIMO-based cellular systems have been evaluated

which employ multi-user diversity over several useful system-level design dimensions. By eval-

uating the performance of two extreme schedulers (MAX, EGoS), we have been able to obtain

a perspective on the performances realized by a variety of useful schedulers. The PF scheduler

was also considered as a representative and widely popular example. The chief observation is

that, although the various dimensions are important considerations for SISO and MEA systems,

the potential benefits need to be weighed in the context of limited signal constellations that are

prevalent in present day practical systems. Since per-channel throughput differences were neg-

ligible for the single-cell case, and dramatically reduced for the multi-cell case, other metrics

(fairness and stability) were employed to get another perspective on the findings. There, EGoS

was deemed a reasonable choice for the single-cell case, and PF was deemed reasonable in

multi-cell scenarios when delay tolerance was allowed.

We also compared single-user MIMO systems that use excess degrees of freedom (SU-

EDoF) and those that use multi-user diversity without excess degrees of freedom (MuD-wo-

EDoF). Here, among scheduler choices, it is clear that EGoS is not a viable candidate; that PF

has limitations in the number of excess receive antennas it can compete against in SU-EDoF

based systems; and, that MAX is the best option in terms of cell-wide throughput.

In general, for applications that are delay-tolerant, a MuD-wo-EDoF system with a large

number of users can deliver substantially higher throughputs than SU-EDoF links. This is espe-

cially the case when using SU-EDoF with only one extra antenna, but applies even to the case

of up to three. Finally, the amount of improvement using MuD-wo-EDoF instead of SU-EDoF

decreases with increasing limits on constellation size.
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8.7 Tabular Results for Multi-User Diversity Study

Per-link cell-wide average throughputs (in units of bps/Hz) of multi-user MIMO (1, 1) links

employing MMSE receivers, for Rayleigh fading (K = 0), in a single-cell environment. The

simulation results are for the various schedulers (MAX, PF, EGoS), and number of users.

MAX PF EGoS

3 12.5243 10.5347 9.8107

7 15.0832 11.0638 10.3017

15 16.7017 11.1100 10.3867

25 18.1247 11.1330 10.5554

Table 8.3: Infinite-QAM with Shannon coding.

MAX PF EGoS

3 9.8561 7.8995 7.2082

7 12.4063 8.4163 7.6747

15 14.0240 8.4614 7.7629

25 15.4467 8.4838 7.9218

Table 8.4: Infinite-QAM with no coding.

MAX PF EGoS

3 3.9808 3.8481 3.7272

7 4.0000 3.8944 3.8155

15 4.0000 3.9050 3.8138

25 4.0000 3.9048 3.8465

Table 8.5: 16-QAM with no coding.
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Per-link cell-wide average throughputs (in units of bps/Hz) of multi-user MIMO (1, 1) links

employing MMSE receivers, for Rayleigh fading (K = 0), in a multi-cell environment. The

simulation results are for the various schedulers (MAX, PF, EGoS), and number of users.

MAX PF EGoS MAX PF EGoS

3 5.1120 3.8264 2.5370 3 8.8171 7.1841 5.9869

7 7.6358 4.6025 2.2699 7 10.9068 7.7816 6.3262

15 9.4550 4.7908 2.2608 15 12.9696 8.2279 6.7114

25 10.9410 4.9077 2.3533 25 14.1837 8.3298 7.0611

Table 8.6: Infinite-QAM with Shannon coding. (Left - Omni antenna, Right - Sectorized an-
tenna)

MAX PF EGoS MAX PF EGoS

3 3.0205 2.0914 1.2520 3 6.2409 4.7615 3.7628

7 5.1294 2.6454 1.0835 7 8.2491 5.2790 4.0404

15 6.8269 2.7795 1.1006 15 10.2957 5.6992 4.4040

25 8.2805 2.8653 1.1666 25 11.5072 5.7886 4.6958

Table 8.7: Infinite-QAM with no coding. (Left - Omni antenna, Right - Sectorized antenna)

MAX PF EGoS MAX PF EGoS

3 2.2736 1.6584 1.0488 3 3.5962 3.0906 2.6308

7 3.3035 2.0039 0.9284 7 3.9499 3.3386 2.7933

15 3.8142 2.1038 0.9300 15 3.9992 3.4415 2.8989

25 3.9661 2.1563 0.9790 25 4.0000 3.4795 3.0393

Table 8.8: 16-QAM with no coding. (Left - Omni antenna, Right - Sectorized antenna)
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Per-link cell-wide average throughputs (in units of bps/Hz) of multi-user MIMO (1, 1) links

employing MMSE receivers, for Rician fading (K = 10), in a single-cell environment. The

simulation results are for the various schedulers (MAX, PF, EGoS), and number of users.

MAX PF EGoS

3 12.9220 10.4118 9.6339

7 15.3850 10.3747 9.7537

15 16.9475 10.4698 9.6173

25 18.3777 10.4685 9.6967

Table 8.9: Infinite-QAM with Shannon coding.

MAX PF EGoS

3 10.2501 7.7821 7.0336

7 12.7078 7.7439 7.1413

15 14.2697 7.8346 7.0178

25 15.6997 7.8335 7.0886

Table 8.10: Infinite-QAM with no coding.

MAX PF EGoS

3 3.9924 3.8259 3.7150

7 4.0000 3.8301 3.7532

15 4.0000 3.8498 3.7229

25 4.0000 3.8485 3.7440

Table 8.11: 16-QAM with no coding.
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Per-link cell-wide average throughputs (in units of bps/Hz) of multi-user MIMO (1, 1) links

employing MMSE receivers, for Rician fading (K = 10), in a multi-cell environment. The

simulation results are for the various schedulers (MAX, PF, EGoS), and number of users.

MAX PF EGoS MAX PF EGoS

3 5.3986 3.8253 2.2804 3 9.2286 7.2445 6.0652

7 7.5707 4.3937 2.1905 7 11.2131 7.6136 6.1948

15 9.9118 4.4738 2.0857 15 13.2223 7.9393 6.4402

25 11.2199 4.5505 2.0425 25 14.3977 8.0044 6.7198

Table 8.12: Infinite-QAM with Shannon coding. (Left - Omni antenna, Right - Sectorized
antenna)

MAX PF EGoS MAX PF EGoS

3 3.2562 2.0862 1.0786 3 6.6193 4.8087 3.8159

7 5.0496 2.4928 1.0260 7 8.5502 5.1235 3.9181

15 7.2716 2.5433 0.9918 15 10.5475 5.4304 4.1607

25 8.5556 2.5942 0.9728 25 11.7209 5.4841 4.3865

Table 8.13: Infinite-QAM with no coding. (Left - Omni antenna, Right - Sectorized antenna)

MAX PF EGoS MAX PF EGoS

3 2.3800 1.6580 0.9246 3 3.7224 3.1354 2.6780

7 3.3611 1.9039 0.8872 7 3.9722 3.2956 2.7548

15 3.8751 1.9560 0.8426 15 3.9998 3.3718 2.8154

25 3.9804 1.9884 0.8309 25 4.0000 3.4021 2.9387

Table 8.14: 16-QAM with no coding. (Left - Omni antenna, Right - Sectorized antenna)
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Per-link cell-wide average throughputs (in units of bps/Hz) of multi-user MIMO (1, 1) links

employing MMSE receivers, for Rician fading (K is a function of the distance from the base

station), in a single-cell environment. The simulation results are for the various schedulers

(MAX, PF, EGoS), and number of users.

MAX PF EGoS

3 12.8936 10.5914 9.9214

7 15.3664 10.7662 10.0074

15 17.0448 10.7781 10.0851

25 18.3703 10.8015 10.1281

Table 8.15: Infinite-QAM with Shannon coding.

MAX PF EGoS

3 10.2227 7.9560 7.3085

7 12.6893 8.1222 7.3874

15 14.3669 8.1328 7.4632

25 15.6923 8.1570 7.5046

Table 8.16: Infinite-QAM with no coding.

MAX PF EGoS

3 3.9911 3.8523 3.7613

7 4.0000 3.8843 3.7903

15 4.0000 3.8933 3.8079

25 4.0000 3.8879 3.8054

Table 8.17: 16-QAM with no coding.
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Per-link cell-wide average throughputs (in units of bps/Hz) of multi-user MIMO (1, 1) links

employing MMSE receivers, for Rician fading (K is a function of the distance from the base

station), in a multi-cell environment. The simulation results are for the various schedulers

(MAX, PF, EGoS), and number of users.

MAX PF EGoS MAX PF EGoS

3 5.2277 3.7997 2.4478 3 8.8995 7.0850 5.8702

7 7.8159 4.4168 2.2565 7 11.4118 7.8444 6.3168

15 9.9693 4.6262 2.2535 15 13.2617 8.1325 6.7224

25 10.9626 4.6875 2.1971 25 14.4375 8.1558 6.8418

Table 8.18: Infinite-QAM with Shannon coding. (Left - Omni antenna, Right - Sectorized
antenna)

MAX PF EGoS MAX PF EGoS

3 3.1212 2.0633 1.1741 3 6.3147 4.6730 3.6671

7 5.2911 2.4945 1.0701 7 8.7471 5.3453 4.0479

15 7.3309 2.6424 1.0829 15 10.5867 5.6038 4.3938

25 8.3012 2.6903 1.0596 25 11.7607 5.6266 4.5053

Table 8.19: Infinite-QAM with no coding. (Left - Omni antenna, Right - Sectorized antenna)

MAX PF EGoS MAX PF EGoS

3 2.2788 1.6245 1.0046 3 3.6458 3.0893 2.6087

7 3.3928 1.9336 0.9180 7 3.9768 3.3392 2.7654

15 3.8630 2.0369 0.9215 15 3.9997 3.4374 2.9381

25 3.9680 2.0654 0.9041 25 4.0000 3.4381 2.9673

Table 8.20: 16-QAM with no coding. (Left - Omni antenna, Right - Sectorized antenna)
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Per-link cell-wide average throughputs (in units of bps/Hz) of multi-user MIMO (3, 3) links

employing MMSE receivers, for Rayleigh fading (K = 0), in a single-cell environment. The

simulation results are for the various schedulers (MAX, PF, EGoS), and number of users.

MAX PF EGoS

3 33.2376 26.4754 24.0030

7 40.4361 27.5199 24.5161

15 45.3951 27.6345 24.8889

25 49.2249 27.6551 24.8752

Table 8.21: Infinite-QAM with Shannon coding.

MAX PF EGoS

3 25.2800 18.8153 16.4881

7 32.4152 19.7647 16.9876

15 37.3641 19.8723 17.3020

25 41.1920 19.8945 17.3133

Table 8.22: Infinite-QAM with no coding.

MAX PF EGoS

3 11.7667 10.6058 10.0901

7 11.9923 10.9310 10.1771

15 11.9999 10.9562 10.3230

25 12.0000 10.9457 10.3223

Table 8.23: 16-QAM with no coding.
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Per-link cell-wide average throughputs (in units of bps/Hz) of multi-user MIMO (3, 3) links

employing MMSE receivers, for Rayleigh fading (K = 0), in a multi-cell environment. The

simulation results are for the various schedulers (MAX, PF, EGoS), and number of users.

MAX PF EGoS MAX PF EGoS

3 11.4456 7.3378 4.4285 3 20.4776 15.0755 11.8178

7 17.5008 8.3252 4.0084 7 26.1538 15.7717 11.5199

15 22.9287 8.4930 3.5150 15 32.7410 16.4743 11.6655

25 25.9472 8.5190 3.5626 25 35.6843 16.5784 12.1074

Table 8.24: Infinite-QAM with Shannon coding. (Left - Omni antenna, Right - Sectorized
antenna)

MAX PF EGoS MAX PF EGoS

3 5.9718 3.4629 1.7337 3 13.2436 8.8809 6.3766

7 10.6377 4.0948 1.5640 7 18.3761 9.4041 6.1574

15 15.3774 4.2589 1.3602 15 24.7630 9.9902 6.3236

25 18.1546 4.2287 1.3779 25 27.6767 10.0552 6.6377

Table 8.25: Infinite-QAM with no coding. (Left - Omni antenna, Right - Sectorized antenna)

MAX PF EGoS MAX PF EGoS

3 4.9491 2.9202 1.5889 3 9.0486 6.6345 5.1274

7 7.8968 3.4429 1.4251 7 10.9739 7.0069 5.0153

15 10.0034 3.4745 1.2352 15 11.8759 7.2843 5.0776

25 11.0137 3.5000 1.2561 25 11.9739 7.3742 5.3168

Table 8.26: 16-QAM with no coding. (Left - Omni antenna, Right - Sectorized antenna)
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Per-link cell-wide average throughputs (in units of bps/Hz) of multi-user MIMO (3, 3) links

employing MMSE receivers, for Rician fading (K = 10), in a single-cell environment. The

simulation results are for the various schedulers (MAX, PF, EGoS), and number of users.

MAX PF EGoS

3 24.2226 18.7358 15.6947

7 30.9211 19.8147 16.1285

15 36.8879 20.2787 16.4411

25 40.3784 20.0080 16.3982

Table 8.27: Infinite-QAM with Shannon coding.

MAX PF EGoS

3 16.5940 11.8145 9.2538

7 22.9828 12.6943 9.5574

15 28.8752 13.1029 9.8396

25 32.3527 12.8500 9.8193

Table 8.28: Infinite-QAM with no coding.

MAX PF EGoS

3 10.3208 8.2666 7.0106

7 11.7137 8.7036 7.2279

15 11.9861 8.8983 7.3697

25 11.9995 8.8168 7.3309

Table 8.29: 16-QAM with no coding.
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Per-link cell-wide average throughputs (in units of bps/Hz) of multi-user MIMO (3, 3) links

employing MMSE receivers, for Rician fading (K = 10), in a multi-cell environment. The

simulation results are for the various schedulers (MAX, PF, EGoS), and number of users.

MAX PF EGoS MAX PF EGoS

3 6.8274 4.4702 2.6725 3 13.5019 9.5053 6.9659

7 10.7782 4.7109 2.3069 7 18.7151 10.1982 6.7030

15 14.5875 4.8792 2.2444 15 23.5926 10.6337 6.9390

25 18.0470 5.0205 2.3299 25 27.6641 10.7596 7.0129

Table 8.30: Infinite-QAM with Shannon coding. (Left - Omni antenna, Right - Sectorized
antenna)

MAX PF EGoS MAX PF EGoS

3 2.9105 1.7358 0.8148 3 7.3526 4.6708 2.9800

7 5.3148 1.8874 0.6767 7 11.5475 5.1567 2.8485

15 8.0774 1.9481 0.6618 15 15.8933 5.4424 2.9865

25 10.9049 2.0567 0.6956 25 19.7717 5.5528 3.0398

Table 8.31: Infinite-QAM with no coding. (Left - Omni antenna, Right - Sectorized antenna)

MAX PF EGoS MAX PF EGoS

3 2.5691 1.5799 0.7740 3 5.9533 3.9474 2.6802

7 4.5961 1.6924 0.6509 7 8.5942 4.3125 2.5665

15 6.6700 1.7366 0.6361 15 10.5661 4.5407 2.6893

25 8.4035 1.8169 0.6647 25 11.5086 4.5792 2.7227

Table 8.32: 16-QAM with no coding. (Left - Omni antenna, Right - Sectorized antenna)
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Per-link cell-wide average throughputs (in units of bps/Hz) of multi-user MIMO (3, 3) links

employing MMSE receivers, for Rician fading (K is a function of the distance from the base

station), in a single-cell environment. The simulation results are for the various schedulers

(MAX, PF, EGoS), and number of users.

MAX PF EGoS

3 27.2871 22.0372 19.8042

7 33.2002 22.8830 20.2107

15 38.5042 23.1242 20.7734

25 41.8953 23.3096 20.8774

Table 8.33: Infinite-QAM with Shannon coding.

MAX PF EGoS

3 19.4477 14.5761 12.5762

7 25.2111 15.3476 12.9393

15 30.4825 15.6629 13.4746

25 33.8662 15.8107 13.5851

Table 8.34: Infinite-QAM with no coding.

MAX PF EGoS

3 11.2560 9.7568 8.9746

7 11.9265 10.0676 9.1662

15 11.9982 10.1793 9.3420

25 11.9999 10.2161 9.3379

Table 8.35: 16-QAM with no coding.
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Per-link cell-wide average throughputs (in units of bps/Hz) of multi-user MIMO (3, 3) links

employing MMSE receivers, for Rician fading (K is a function of the distance from the base

station), in a multi-cell environment. The simulation results are for the various schedulers

(MAX, PF, EGoS), and number of users.

MAX PF EGoS MAX PF EGoS

3 7.9396 5.1855 3.3101 3 15.7105 11.5185 9.0196

7 11.7547 5.8029 3.0043 7 21.0054 12.6135 8.9403

15 15.8739 5.9556 2.8481 15 25.9357 12.9156 9.0139

25 19.3364 6.0851 2.8224 25 29.4335 13.1906 9.3453

Table 8.36: Infinite-QAM with Shannon coding. (Left - Omni antenna, Right - Sectorized
antenna)

MAX PF EGoS MAX PF EGoS

3 3.4932 2.0784 1.0939 3 9.0321 6.0012 4.2350

7 5.8934 2.3889 0.9705 7 13.4750 6.8159 4.2541

15 9.0472 2.4935 0.9180 15 18.0764 7.0379 4.3057

25 11.9842 2.5902 0.9226 25 21.4819 7.2509 4.5383

Table 8.37: Infinite-QAM with no coding. (Left - Omni antenna, Right - Sectorized antenna)

MAX PF EGoS MAX PF EGoS

3 3.1098 1.8792 1.0390 3 7.2284 5.0528 3.7644

7 5.1103 2.1724 0.9318 7 9.8450 5.6443 3.7516

15 7.3601 2.2433 0.8807 15 11.3632 5.7746 3.7889

25 9.0737 2.3131 0.8796 25 11.8098 5.9044 3.9653

Table 8.38: 16-QAM with no coding. (Left - Omni antenna, Right - Sectorized antenna)
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Chapter 9

Concluding Remarks and Suggestions for Future Research

9.1 Narrowband MIMO Channels

I. Evaluation of Co-Channel Interference Limited SISO/MEA Systems:

(1) SINRs typically range from −5 dB to 25 dB. This is not the high SINR regime. The

available degrees of freedom are used to combat cross-stream interference (XSI), even at

the cost of noise enhancement. Consequently, cell-wide mean throughputs do not scale

linearly in the number of degrees of freedom. A MIMO (n, n) link will not have n times

the throughput of a SISO (1, 1) link.

(2) Transmit-adaptation systems are better equipped to combat channel fading and XSI;

Receive-adaptation systems (with excess degrees of freedom) are better CCI suppres-

sors. In other words, Transmit-adaptation systems make better use of degrees of freedom,

while Receive-adaptation systems make better use of excess degrees of freedom.

(3) Excess Degrees of Freedom (EDoF) can potentially lead to significant improvement in

the throughputs of Receive-adaptation systems, and moderate improvement in Transmit-

adaptation systems.

(4) Higher Reuse Factors do not lead to an increase in throughput per bandwidth per cell.

(5) Although Antenna Sectorization (with a reuse factor of 1) improves per-link throughputs,

it does not improve the throughputs realized per sector.

(6) Uncoded streams lead to 40–50% reduction in throughput as compared to perfectly

(Shannon) coded streams. Throughputs of practical (and useful) coding schemes will

be bracketed by the above two extreme cases.

(7) A strong specular component (Rician K-factor of 10 or greater) significantly reduces

throughputs pf MIMO Receive-adaptation systems, but not so much MIMO Transmit-

adaptation systems. This follows from conclusion (I.2) above. For single transmitter
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systems, there is a slight increase in throughput.

(8) Limited Constellation Sizes dramatically alter the performance of MEA systems, wherein

the benefit from excess degrees of freedom (EDoF), antenna sectorization, and frequency

reuse, can be meager. This situation is prononced in practical systems that possess little

(if any) EDoF.

II. Evaluation of Practical MIMO/MEA Systems with Resource Overheads:

(1) In the context of a limited number of constellation sizes and for the case of differential

SINR-offsets the (1, 2) MMSE is the configuration of choice for both metrics consid-

ered (cell-wide mean throughput per link, and 30th percentile of the link throughput).

The other four configurations (i.e., SISO (1, 1), Div (2, 1), Div (2, 2), and SM (2, 2))

are comparable in performance with each other. The main reasons why (1, 2) MMSE

scores best are: (i) relatively low channel estimation penalty, (ii) absence of cross-stream

interference at receive antennas, and (iii) an excess receive antenna to suppress CCI.

(2) For the case of uniform offsets (6 dB), the throughput results change by small amounts.

However, the main conclusions do not change from those for differential offsets. This

reinforces findings of this study and shows them to be robust to assumptions that have

been used herein.

(3) The MMSE receiver assumed here for (2, 2) SM is one example of the many receivers

that can decouple the SM streams; ZF, SIC, OSIC, and OSIC-MMSE receivers are some

others. Since changing the particular receiver amounts to changing the SINR offset,

against which our conclusions are found to be insensitive, (1, 2) MMSE is the preferred

configuration regardless of the particular receiver chosen by (2, 2) SM to de-couple its

streams.

III. Investigating the Validity of the Noise Model for Co-Channel Intererence for MIMO/MEA

Links:

(1) For Transmit-adaptation systems, the noise model for CCI is accurate regardless of

whether or not excess degrees of freedom are available. This is because such systems

are not very effective at interference suppression. See also (I.2) above.
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(2) For Receive-adaptation systems, the noise model is accurate when excess degrees of

freedom are few or none. When several excess degrees of freedom are available, the

inaccuracy from the noise model can be substantial. This is because the latter systems

are very effective at interference suppression. See also (I.2) and (I.3) above.

(3) The systems considered thus far were spatial multiplexing systems. Transmit diversity

systems, send dependent bit-streams over the transmit antennas, i.e., they use only one

degree of freedom. Moreover, they do not suppress CCI. We conjecture that the noise

model will also serve with reasonable accuracy in such systems.

(4) Following (III.1)–(III.3) above, we claim that in most practical cases of interest, detailed

channel modeling of the co-channel interferers is of limited value to the analyst. Figure

4.2 summarizes the findings of this study.

(5) Finally, the noise model for CCI simplifies the analysis of co-channel interference lim-

ited MEA/MIMO based cellular systems. As such, it is the foundation upon which the

analytical treatment (Problem 4) is built.

IV. Analysis of Co-Channel Interference Limited MIMO-Based Cellular Systems:

(1) Use of the Zero-Forcing assumption for the MMSE receiver, the noise model for CCI,

and the single-cell analysis by Catreux, have served as a starting point for the analysis of

CCI-limited MIMO cellular systems.

(2) Using the log-normality result for the sum of log-normal variates, the independence of

the SIR over the exact angle between the 0◦ azimuth and the BS-MS alignment, and a

double curve-fitting technique, we were able to perform an accurate analysis.

(3) Following (III.2), the analysis was limited to the case of MEA systems with no excess de-

grees of freedom. Accuracy of the analysis was demonstrated for MIMO configurations

over several system-level design options.

(4) The approach used here does not lead to an explicit single formula which covers all

system design parameters. However, throughputs for any particular design option can

be computed using the same overall framework. Cases involving different choices for
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reuse factor, sectorization, path loss exponent, and level of shadowing can be dealt with

by obtaining µ (r) and σ2 (r) for each case via rapid simulations. The analysis can also

be generalized to the cases of correlated path gains in the gain matrix H.

(5) The method described in this study is straightforward and produces numerical solutions

that are accurate, far less time-consuming than extensive simulations, and more useful

for gaining an intuitive understanding of the impact that the different parameters have on

overall system performance.

9.2 Wideband (Single-Carrier and Multi-Carrier) MIMO Channels

V. Evaluation of Single-Carrier Wideband MIMO Systems with Channel Dispersion and Path-

Correlation Impairment:

(1) As in the narrowband MIMO case, cell-wide mean throughputs do not scale linearly in

the number of degrees of freedom.

(2) For the ideal canceller, frequency selectivity in the channel (leading to ISI only, since

XSI is completely cancelled) results in only a small loss in throughput. However, most

of this performance loss occurs at very small levels of dispersion.

(3) The non-dispersive canceller is impractical for use in real systems. Channel dispersion

is a significant adversary since it smears XSI in the time domain, which subsequently the

non-dispersive canceller is unable to mitigate. The MMSE equalizer keeps ISI low (see

V.2). CCI, although also a detractor, is less damaging as compared to XSI.

(4) Path correlation has a serious impact on performance; in some cases, increasing the num-

ber of antennas can lead to a decrease in observed throughput.

(5) The effect of path-correlation, as observable from the transmit and receive correlation

matrices, is more serious at the user end. This is to be expected since MS device sizes

are extremely limited.

(6) Use of a higher frequency carrier results in smaller path-correlations, which leads to

better performance; however, higher transmit power must be used to combat the faster
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path-loss.

(7) Overall, the interplay between: path-correlation; number of antennas; the physical sizes

of the transmit and receive arrays; and carrier frequency, must be carefully considered.

VI. Multi-Carrier Wideband MIMO (MIMO-OFDM) Systems:

Each tone in a MIMO-OFDM system is a MIMO system. Assuming each tone to be perfectly

flat, is an idealization that begs for further investigation. This study quantifies the effects of

channel dispersion (by way of XSI) and guard time (to mitigate ISI), in the throughputs of

MIMO-OFDM systems. Moreover, this quantification is made for several values of number of

tones, and over several values of channel rms delay spread. Important findings of this study are:

(1) Cross-stream interference (XSI) can be fully cancelled in a narrowband MIMO system

and in a MIMO-OFDM system (for reasons explained in their respective chapters). How-

ever XSI is always present in a wideband MIMO system (one which has frequency-

selective fading) unless an ideal canceller is explicitly employed (see V.2).

(2) Single-carrier signaling is a poor strategy to employ for frequency-selective channels.

Figure 7.4 displays the amount of channel dispersion which can be tolerated by the

MIMO-OFDM scheme for different number of tones (N ) to achieve a signaling inef-

ficiency less than 20%. From the figure, it is obvious that increasing the number of tones

increases our ability to combat channel dispersion.

9.3 Multi-User (Base Station Scheduled) MIMO Channels

VII. Evaluation of Multi-User Diversity Systems:

Multi-user diversity (i) improves signal (channel) quality in the single-cell case, (ii) additionally

peforms interference avoidance in the multi-cell case, and (iii) also improves available degrees

of freedom of the system in the MIMO case. In other words, the entire channel subspace

structure (the number, as well as values of the eigen-space) is improved [20]. From this study,

the important findings are listed below:



156

(1) As designed, MAX, PF, and EGoS were intended to offer throughput performance (gain)

per channel according to TPMAX > TPPF > TPEGoS . On the other hand, the fairness

performance was intended to be in the reverse order. For the multi-cell case, EGoS leads

to throughput loss rather than gain. Users with better channels are penalized in order

to allow users with poor channels to attain comparable throughput performance, thereby

determining the overall scheduler performance.

(2) Simulation experiments confirm that with increasing number of users K, multi-user gains

in the multi-cell scenario are better than that for the single-cell case (see known results

VII.(i) and VII.(ii) above).

(3) Again, as in the single-user MIMO case, throughput does not scale linearly in the number

of degrees of freedom. Even using the MAX scheduler does not place the system in the

high SINR regime and XSI continues to deteriorate system performance.

(4) Antenna sectorization suppresses interference, while multi-user diversity avoids interfer-

ence. Since sectorization cannot improve channel structure, MuD is the superior tech-

nique (particularly for a system with many users). Both techniques can be used in con-

junction with each other. It stands to reason that as the number of users increases, the

combined gain will have diminishing benefit with multi-user diversity playing an increas-

ingly major role. This is also confirmed by the simulation results obtained.

(5) The loss in throughput arising from a high Rician κ-factor can be improved by MuD,

with increasing number of users. (See known results VII.(i) and VII.(ii) above).

(6) Under the constraint of limited constellation sizes, per-channel throughput differences

were negligible for the single-cell case, and dramatically reduced for the multi-cell case.

Hence, other metrics (fairness and stability) were employed to obtain another perspective

on the findings. Consequently, based upon the other metrics, EGoS becomes a reason-

able choice for the single-cell case, and PF becomes a reasonable choise in multi-cell

scenarios when delay tolerance is allowed.

(7) SU-EDoF vs. MuD-wo-EDoF: EGoS leads to small gains for the single-cell scenario,

and moderate loss for the multi-cell scenario, as a function of number of users. PF
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offers limited network diversity gain. Thus, EGoS is not a viable candidate; PF has

limitations in the number of excess receive antennas it can compete against in SU-EDoF

based systems; and, MAX is the best option in terms of cell-wide throughput.

(8) For applications that are delay-tolerant, a MuD-wo-EDoF system with a large number of

users can deliver substantially higher throughputs than SU-EDoF links. This is especially

true when using SU-EDoF with only one extra antenna, but applies even to the case of up

to three. Finally, the amount of improvement using MuD-wo-EDoF instead of SU-EDoF

decreases with increasing limits on constellation size.

9.4 Suggestions for Future Research

(1) More Accurate Modeling of CCI for MEA Systems: In-depth detailed investigation of

the noise model and other possible models for co-channel interference for MEA systems,

both in the narrowband and wideband context.

(2) Analysis of CCI-Limited MuD Systems: Extending the analysis of single-user CCI-

limited systems to the multi-user case, with any generic scheduler, should be the next

step taken in conducting an investigation that continues the work of this thesis. The

research efforts reported in [3,18,69] provide relevant and extremely useful information.

(3) Optimum Guard Spacing in OFDM Systems: Increasing the guard time reduces ISI,

but also reduces (signaling) efficiency. Decreasing the guard time increases ISI, but also

increases efficiency. We conjecture the existence of an optimal guard spacing which

reduces ISI, while increasing efficiency. Finding this guard spacing is a worthwhile topic

to be investigated.
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Appendix A

Definitions of Terms

(1) A link-level perspective implies that performance measures such as bit error rate (BER)

or throughput (TP) are determined with signal-to-noise ratio (SNR) treated as a param-

eter, and external factors such as CCI ignored or indirectly treated using the signal-to-

interference-plus-noise ratio (SINR) in place as SNR.

(2) A system-level perspective implies the distribution of performance over a coverage area,

e.g., the cumulative distribution function (CDF) of TP over the randomness of user lo-

cation and shadow fading, which jointly specify the SNR value, as well as taking into

account the CCI produced by co-channel users in other cells.

(3) Array processor: the unit at the receiver, which attempts to separate the received streams

in the face of cross-stream interference (XSI) and co-channel interference (CCI) as opti-

mally as possible.

(4) Degrees of Freedom: the number of decomposable parallel SISO channels that can be

created after array processing. It equals the rank of the channel gain matrix H, and is

upper-bounded by min (n, m).

(5) Excess Degrees of Freedom: the number of receive elements that exceed the number of

transmit elements, i.e., m − n. When the receive array has at least as many antenna

elements as the transmit array, all of the transmitted streams can be accomodated at the

receiver after array processing.
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Appendix B

Simulation Platform Validation

In this thesis, a platform very similar to the standardized 3GPP2 platform has been employed

to obtain mean throughput performance of various MIMO systems. System parameter values

as given in Tables 2.1, 3.1, 3.2, 3.3, 6.1, 8.1, 8.2 are in close agreement with those that have

been observed by other investigations wherein actual measurements were obtained. Additional

points to establish validation of the simulation platform are presented below:

(1) The mean throughput performance values obtained in this study closely match mean

throughput values reported previously by Catreux [1, 2, 24] for all cases wherein system

configurations were similar.

(2) It is known that, in practice, the mean throughput values obtained for the multi-cell case

are about 60% lower than the corresponding mean throughputs obtained for the single-

cell case (from private communication with Dr. Larry J. Greenstein). The throughput

performance values reported in this study conform with those expectations.

(3) For the case of sectorized antennas with a reuse factor of 1, different frequencies are

employed for each sector (frequency coloring). It is known that the mean throughputs

for the sectorized case will have a two-fold improvement over the results for the case of

omni-directional antennas [16, Ch. 3]). This is indeed also the case for the data values

provided in the tables presented throughout Chapters 2–8.

(4) As a result of the many measurement-based studies performed by Bell-Labs/Alcatel-

Lucent Technologies, it is known that the ratio of mean throughputs of the Div (2, 1)

system to the SISO (1, 1) system is about 1.06. This is indeed the case with the simu-

lations (see Table 3.4), adding to our confidence that the throughput performance results

reported using the simulation platform closely follow the throughput trends that have

been observed in practice.
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