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ABSTRACT OF THE DISSERTATION

Contribution Tracking:

Participating in Task-Oriented Dialogue under Uncertainty

by David DeVault

Dissertation Director: Matthew Stone

The contribution of this dissertation is to show how interlocutors in dialogue can reason proba-

bilistically about natural language interpretation, dialogue state (context), and natural language

generation in a way that is consistent with three fundamental claims made by mainstream theories

of pragmatic reasoning in human-human dialogue:

1. interlocutors track and exploit the evolving context to coordinate their individual contributions;

2. the current context depends on what the previous utterances of both interlocutors have meant

(contributed);

3. what a speaker can recognizably mean (contribute) by a specific choice of words depends on

the current context.

Mainstream pragmatic theories depend on these assumptions to explain how a speaker can make

linguistic choices that the hearer will interpret as intended, but these theories do not lend themselves

to straightforward probabilistic reasoning. Engineering approaches to building dialogue systems im-

plement straightforward probabilistic reasoning, but sacrifice one or more (sometimes all) of these

fundamental aspects of pragmatic theory in order to do so. This dissertation shows how we can

achieve the robustness and data-driven methodology enjoyed by engineering approaches while keep-

ing our interlocutors on a sound theoretical footing, and thereby points the way toward a new class of

dialogue systems that are empirically driven, that are robust pragmatic reasoners, and that exhibit

human-like sensitivity to the ins and outs of language use in context.
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Chapter 1

Introduction

This dissertation is part of a project to develop a detailed and robust computational model of

natural language dialogue that clarifies and reconciles the linguistic and collaborative reasoning that

interlocutors need to perform in conversation. The project aims both for theoretical insights into

human pragmatic reasoning as well as an improved practical methodology for building dialogue

systems that understand and cooperate with their human interlocutors better.

The contribution of this dissertation is to show how interlocutors in dialogue can reason prob-

abilistically about natural language interpretation, dialogue state (context), and natural language

generation in a way that is consistent with three fundamental claims made by mainstream theories

of pragmatic reasoning in human-human dialogue:

1. interlocutors track and exploit the evolving context to coordinate their individual contributions;

2. the current context depends on what the previous utterances of both interlocutors have meant

(contributed);

3. what a speaker can recognizably mean (contribute) by a specific choice of words depends on

the current context.

Mainstream pragmatic theories depend on these assumptions to explain how a speaker can make

linguistic choices that the hearer will interpret as intended, but these theories do not lend themselves

to straightforward probabilistic reasoning. Engineering approaches to building dialogue systems im-

plement straightforward probabilistic reasoning, but sacrifice one or more (sometimes all) of these

fundamental aspects of pragmatic theory in order to do so. This dissertation shows how we can

achieve the robustness and data-driven methodology enjoyed by engineering approaches while keep-

ing our interlocutors on a sound theoretical footing, and thereby points the way toward a new class of

dialogue systems that are empirically driven, that are robust pragmatic reasoners, and that exhibit

human-like sensitivity to the ins and outs of language use in context.

Our approach to achieving this synthesis builds on a conception of dialogue as a series of collab-

orative contributions by the interlocutors (Clark, 1996). On this view, the individual contributions
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that make up a two-person dialogue are realized through action by both parties. First, a speaker

selects a signal to express their desired contribution, and then an addressee responds with their own

signal to indicate successful recognition of the contribution. Work in this tradition relies on detailed

assumptions about the alignment of the interlocutors’ mental states, in the form of mutual beliefs

or other mutual attitudes, in order to explain how a speaker can make linguistic choices that will

allow their contribution to be successfully recognized (Stalnaker, 1978; Clark and Marshall, 1981).

Further, the product of a successful contribution is conceptualized as a specific modification of the

two interlocutors’ common ground of mutual attitudes (Clark, 1996).

In this dissertation, we present a detailed computational model that is largely consistent with

this collaborative view of dialogue, but which organizes and explains an interlocutor’s collaborative

reasoning a little differently. We introduce the notion of contribution tracking as a process by which

an interlocutor may sometimes be willing to proceed without achieving mutual agreement about

which contributions have been made, even when (eventually) identifying the specific contribution

is important to the task at hand. During these periods of transient uncertainty, we show that an

interlocutor may nevertheless be able to keep talking collaboratively, by using their partial under-

standing of previous contributions to make linguistic choices that allow them to develop a reasonable

expectation that their follow-on contributions will be recognized acceptably.

Importantly, while it can be challenging to assign probabilities to mutual attitudes (DeVault and

Stone, 2006), the reasoning involved in contribution tracking is explicitly probabilistic. This offers a

number of practical and methodological advantages for building dialogue agents that will inevitably

face real-world uncertainties. As this dissertation will show, it enables a theoretically coherent,

intuitive, and methodologically workable notion of an agent’s uncertainty about what the current

context is. It allows system builders to explore more flexible and robust strategies to manage their

collaborative agents’ uncertainty in interpreting utterances. And finally, by providing a framework

within which collaborative agents can use their own dialogue experience to reduce their uncertainty

about which contributions their users are trying to make, it makes it possible to start thinking

about ways we can build agents that learn to speak collaboratively by talking to their users. In sum,

we will argue, contribution tracking significantly clarifies the methodological target of collaborative

language use in real-world dialogue systems.

We begin in Chapter 2 by developing a definition of contributive action in task-oriented, two-

agent dialogue. Our definitions characterize an action (or utterance) as contributive just in case it

is intended to advance the task, and the actor (or speaker) has a reasonable expectation that their

task partner will understand the action (utterance) as it is intended to be understood. Essentially,
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a contributive action is a public attempt to advance a two-agent task in a recognizable way. Our

definitions provide explicit room for an actor to exploit probabilistic reasoning in formulating an

expectation that their intended contribution will be recognized. We relate our definitions to alter-

native models of task-oriented collaboration, including models that select actions to optimize task

performance as well as models that narrate collaboration in terms of evolving mutual attitudes.

We proceed in Chapter 3 to define contribution tracking as a cognitive process in which an

agent acts contributively under uncertainty about which prior contributions have been made. We

illustrate contribution tracking using the COREF agent (DeVault and Stone, 2007, 2006; DeVault

et al., 2005), an implemented dialogue system that collaboratively identifies visual objects with

human users. We show that COREF uses contribution tracking as a computational substrate that

allows it to collaboratively refer to visual objects with its users. In particular, COREF tries to keep

track of the contributions that have been made previously, and to speak contributively, even when

it becomes uncertain about what the previous contributions have been.

Our implementation of contribution tracking in COREF also constitutes a precise computational

approach to pragmatic reasoning about tacit actions (Thomason et al., 2006; DeVault and Stone,

2006) that can affect both the current state of the task and the details of how subsequent utterances

should be formulated and interpreted. In particular, we argue, different domain tasks, such as

COREF’s object identification task, exhibit their own idiosyncratic patterns of tacit actions and

events which interlocutors recognize and exploit for efficient communication. More broadly, as

a modeling tool, tacit actions can serve to capture implicit shifts between the different tasks that

speakers take up in conversation. By identifying the tacit actions that would allow a public utterance

to be interpreted as making a coherent contribution, COREF is often able to derive domain-specific

implicatures both for its users’ utterances and for its own utterances. COREF therefore illustrates

that including tacit actions as part of a dialogue agent’s contribution tracking can help the agent to

identify rich communicative intentions in uncertain conversational situations.

In Chapter 4, we use a human user study to assess COREF’s use of contribution tracking as it

carries out its object identification game. We use this study to present several new qualitative and

quantitative capabilities that contribution tracking makes possible. Qualitatively, it allows COREF

to use flexible inference to identify contributions over time, to adopt a principled collaborative

strategy in formulating clarification questions, and to respond robustly to perceived uncertainty in

grounding and clarification subdialogues. Quantitatively, it allows us to describe COREF as acting

collaboratively to try to reduce its own uncertainty, and to quantify the agent’s ability to do so.

We also provide a proof of concept demonstration that COREF’s own experience in contribution
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tracking can be used to improve the probabilistic models it relies on to interpret utterances correctly.

We conclude in Chapter 5 with a discussion of some of the limitations of the work reported in

this dissertation, as well as some of the future directions this research suggests.

1.1 Motivation

The notion of contribution tracking that is developed in this dissertation is, in part, a way of

relating the contributions that speakers can make with their utterances to their uncertainty about

what contributions have been made previously. Most dialogue systems summarize the effects of all

the previous utterances or contributions in a single representation of the current dialogue state or

context. In this section, to help motivate our approach to modeling an agent’s uncertainty about

what context it is in, we review the roles that context representations play in implemented systems

and the research methodologies that support these roles.

Most dialogue systems try to solve a number of basic problems. These include recognizing

users’ communicative intentions correctly (natural language understanding), selecting an appropriate

system response (dialogue policy), and formulating acceptable system utterances (natural language

generation). At the level of multi-utterance subdialogues, we would like for the pattern of responses

our systems give to be coherent (dialogue modeling). We also generally have design goals at the

level of entire dialogues. For example, in task-oriented dialogue, we aim for our systems to have

sufficient conversational competence to help users complete the task (Sikorski and Allen, 1996; Rich

et al., 2001).

While context may be an important factor in all of these problems, getting a context represen-

tation “right” is not generally an explicit design goal. Instead, we aim — often implicitly — for

context representations to serve several related functions in our systems:

• performance. Context representations should support high-quality solutions to the basic

dialogue problems: NLU, dialogue policy, NLG, dialogue modeling, and task/system success.

• theoretical foundation. Context representations should relate a system’s behavior to a

theory of (boundedly) rational communication.

Further, as system builders, we are keenly sensitive to the immense scale of the representations and

reasoning that seem to be at play in human conversational competence. We thus have the additional

desideratum:
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• data-based techniques. Context representations should comport with powerful computa-

tional methods that tune system representations and behavior to fit real-world data.

From this perspective, we can describe the dialogue systems community as currently split roughly

into two camps: an “engineering” camp that aims for performance with context representations

determined by data-based techniques, and a “deep coherence” camp that also aims for perfor-

mance but instead uses context representations that reflect a strong theoretical foundation.

We include in the engineering camp most systems that characterize dialogue state as following

some trajectory through a probabilistically characterized state space such as a MDP (e.g. Levin and

Pieraccini, 1997; Levin et al., 1998), POMDP (e.g. Roy et al., 2000; Williams and Young, 2006,

2007; Rieser and Lemon, 2008), or the dynamic Bayesian networks of Horvitz and Paek (2001). This

kind of work generally aims to use observed dialogues and task data to learn both the probabilis-

tic parameterization of the state space and a dialogue policy that maximizes a task-based reward

signal. A chief motivation for the use of probabilistic state models is the need to overcome the

noise that characterizes current automatic speech recognition results. Importantly for our purposes,

this work tends to be very practical about what exactly goes into its dialogue state (i.e. context):

representations are simply “optimized” to support other design goals (DeVault and Stone, 2006). A

good example of the ethos of the engineering camp is Tetreault and Litman (2006), which aims to

decide which features to include in a state representation based on the impact those features have

on learned dialogue policies.

On the other side of the divide are deep coherence approaches, where researchers aim for good

performance using context representations that comport with received theories of rational language

interpretation in formal pragmatics (Stalnaker, 1974, 1978; Poesio and Traum, 1997), and with

general theories of coordinated activity (Lewis, 1969; Cohen and Levesque, 1991; Grosz and Kraus,

1996) as they apply to dialogue (Clark and Marshall, 1981; Grosz and Sidner, 1990; Lochbaum, 1998).

These theories all narrate a successful communicative act in terms of various nested or higher-order

beliefs that interacting agents may have about each other. Consequently, complex mental attitudes

such as mutual belief or mutual supposition have been seen as a central factor in determining

an agent’s context representations (Thomason, 1990; Poesio and Traum, 1997). Dialogue systems

research in this tradition includes (Traum, 1994; Matheson et al., 2000; Rich et al., 2001; Allen et al.,

2001b; Swartout et al., 2006).

What the dialogue systems community currently lacks, however, is a conceptual framework and

practical methodology that allows us to pursue all three goals simultaneously. That is, ideally



6

we would like to be able to use data-based techniques to develop context representations that

support good performance and also confer to the resulting dialogues a strong theoretical

foundation. Developing this framework and methodology is, in a nutshell, the project undertaken

in this dissertation.

The basic diagnosis for the present lack of such a methodology is easy to state. The problem is

that there is a substantial methodological tension between the standard theoretical foundation

and the use of data-based techniques. The tension has two main sources. The first is that

the complex aspects of user and system mental state that theoretical models of context depend on

are, in practice, methodologically inaccessible (DeVault and Stone, 2006). When we are building a

system, we often simply do not know whether some relevant bit of information – for example, that

a certain task step has been completed, or that a certain individual is under discussion – is (or will

be) mutually believed or mutually supposed between the system and its human user. The result

is that deep coherence models of context cannot draw on a large data set of “ground truth” about

what the context was, or should be, at each point to optimize their representation schemes. Instead,

context representations must be hand tailored to support intuitive system behavior in a way that

seems consistent with a theoretically sound formalism for coordinated communication in dialogue.

The second source of tension is that data-based techniques tend to be most naturally realized

in probabilistic models, but the standard theoretical foundation, which links context to mutual

beliefs between interlocutors, is hard to reconcile with the idea that a dialogue agent faces uncertainty

about what context it is in (DeVault and Stone, 2006). The end result is that, with respect to their

context models, deep coherence approaches tend to sacrifice data-based techniques to secure a

theoretical foundation.1

Conversely, the pragmatic attitude that the engineering camp takes toward representations of di-

alogue state can effectively amount to an abandonment of any clear theoretical foundation for

dialogue in favor of straightforward data-based techniques. For example, some researchers pur-

suing robust human-machine dialogue have found it practical to simply identify the overall dialogue

state with the user’s private state or goal (e.g. Roy et al., 2000; Horvitz and Paek, 2001; Williams

and Young, 2007). While this enables coherent, data-based probabilistic reasoning, it abandons the

theoretical role of context as a resource by which interlocutors with differing private perspectives

coordinate on the assignment of interpretations to utterances (Stalnaker, 1974, 1978).

This dissertation resolves this tension by showing that, contrary to the traditional theoretical

1Of course, dialogue systems that take a deep coherence approach to their system’s context representations may
still employ data-based methods to solve other dialogue problems such as NLU, NLG, etc. An example is the dialogue
architecture of (Swartout et al., 2006).
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arguments, a secure theoretical foundation does not require that a system’s context represen-

tations directly track complex aspects of the interlocutors’ mental states. Instead, we develop a

new theoretical foundation, based on a refined model of collaboration in dialogue, which ac-

commodates agents’ real-world uncertainty about prior contributions — and hence, about context.

The new framework is shown to be viable by examining the design and performance of an imple-

mented dialogue agent, COREF, and through a proof of concept demonstration that data-based

techniques can be used to improve the probabilistic models that COREF’s contribution tracking

depends on.

1.2 Relation to previous publications

The content of this dissertation overlaps that of several previous publications. The first publication

about COREF was DeVault et al. (2005), which presents a brief survey of how COREF’s design

approaches collaborative reference in terms of updates to an evolving information state.

Our methodological critique of mutual attitudes as the organizing principle of context represen-

tations began in DeVault and Stone (2006). We expand and clarify this critique in Chapter 2 of this

dissertation.

In Thomason et al. (2006), we present a computational model of context update for communica-

tive intentions involving tacit actions. The model of enlightened update developed there incorporates

the presence of tacit actions into an agent’s pragmatic reasoning, but maintains a theoretical com-

mitment to an incremental common ground model in which the context after each utterance is

understood in terms of mutual attitudes; see Section 2.3.2.3, below. Chapters 2 and 3 of this disser-

tation present a largely parallel treatment of pragmatic inference about tacit actions, but here we

change the setting of this reasoning by developing the theoretical concepts needed to see an agent as

acting contributively without narrating its decision-making in terms of incremental common ground.

We start to develop these new concepts in Section 2.5.

The COREF agent we discuss in this dissertation differs from the agents described in DeVault

et al. (2005), DeVault and Stone (2006), and Thomason et al. (2006) in that its design now fully

reflects our new theoretical view of contribution tracking under uncertainty. In particular, the agent

is no longer required to maintain incremental common ground with its users. Instead, COREF now

sometimes becomes uncertain about which of several contexts it is in.

The current agent is described in DeVault and Stone (2007). In comparison with that paper,

this dissertation includes a substantially expanded discussion of why we conceptualize COREF as
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a collaborative user of language. In particular, we crystallize out the new conceptual vocabulary of

contributive action and contribution tracking. This dissertation also presents COREF’s pragmatic

reasoning in more detail and with more examples, and includes a more thorough discussion of the

empirical results reported there. The work reported in Chapter 4 on using machine learning to

improve COREF’s probabilistic models is new here.

Finally, DeVault et al. (2006) explores the conditions under which a dialogue agent like COREF

could be said to speak meaningfully about objects and properties, as a function of the agent’s expe-

rience and its relation to its human users. We do not explore this theme further in this dissertation.
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Chapter 2

Contributing to two-agent, task-oriented dialogue under

uncertainty

The spectrum of social activities that agents engage in can be analyzed along various dimensions.

For example, (Clark, 1996, ch. 2) characterizes what he calls joint activities in terms of the degrees

to which they are scripted vs. unscripted, formal vs. informal, verbal vs. nonverbal, cooperative vs.

competitive, and egalitarian vs. autocratic, among other factors.

We cannot hope, in the present work, to provide computational models of all the various kinds

of social activities that humans and artificial agents might wish to engage in. This dissertation

attempts the more limited task of modeling what we shall call two-agent, task-oriented activities.

We shall be particularly interested in such activities when they lead to a dialogue in which the

participants interleave natural language utterances, addressed to their task partners, with other

kinds of non-verbal contributions to their task.

In this chapter, we develop a theoretical view of dialogue as a two-agent, task-oriented activity

in which agents try to make contributions under uncertainty. We use this theoretical view to define

a contributive action as a particular kind of public attempt to make a contribution to the task. We

show that our characterization of contributive action makes assumptions about an agent’s reasoning

that are not generally present in performance optimization approaches to task-oriented dialogue,

because it gives a special status to being understood by your partner. On the other hand, our model

makes weaker assumptions about an agent’s reasoning than are required in more theoretical models

that explain collaboration in terms of evolving mutual attitudes. We situate the reasoning involved

in contributive action as complementary to the kinds of reasoning that are involved in these existing

approaches to collaboration.

We begin by defining what we mean by the terms two-agent and task-oriented in Sections 2.1 and

2.2, respectively. In Section 2.3, we review several existing approaches to building computational

models of these kinds of activities. Section 2.4 motivates our new approach in relation to the

existing approaches. In Section 2.5, we develop our definition of contributive action, with a focus

on non-verbal motor actions. Section 2.6 extends this definition to verbal action in order to define
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contributive language use in a two-agent task. Section 2.7 discusses how contributive actions may

be interleaved with other kinds of actions in real-world tasks. In Section 2.8, we relate our model

of contributive language use to Gricean intentions and speech acts — two alternative theories that

connect language use more directly to interlocutor mental states. We conclude and discuss several

limitations and possible objections in Section 2.9.

Throughout this chapter, we focus on the problem-solving a would-be contributive actor faces at

a specific point in a dialogue. In particular, we characterize this problem-solving as one of selecting

a contributive action to perform. In the next chapter, we expand our perspective to include an

uncertain agent’s reasoning across multiple turns in dialogue. There, we treat contributive action

as a conceptual core in a reasoning process of contribution tracking that allows interlocutors to act

contributively despite transient uncertainties that may persist across several dialogue turns.

2.1 Two-agent activities

We shall use the term two-agent activity to refer to activities in which exactly two agents participate.

Participation will be understood to include three broad types of contributions agents can make to

activities. These are verbal contributions (utterances), non-verbal motor actions, and various kinds of

purely mental contributions (attention, decision-making, and other kinds of cognitive contributions).

We will describe all these kinds of contributions as actions ; thus our framework includes purely

mental actions as well as more traditional motor actions. The distinction between actions that are

publicly observable (such as utterances) and those that are not (such as purely mental contribu-

tions, or motor actions that one agent cannot perceive) will play an important role in our model of

contributions to task-oriented dialogue.

We limit our scope to activities with no more than two participants to avoid some of the additional

complexities that arise in modeling the different roles agents can play in multi-party activities. For

example, in multi-party dialogue, third parties may serve as additional addressees, side participants,

bystanders, or eavesdroppers (Clark, 1992). It would be interesting to investigate how the framework

developed in this dissertation might be adapted to multi-party activities, but we leave this question

to future work.

We limit our scope to activities with at least two participants because we are primarily interested

in coordination between agents. Thus any implications of this dissertation for modeling (apparently)

single-agent language use such as monologue or the composition of written text are indirect, and

will not be discussed further here.
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To summarize, we give a few examples to illustrate our notion of two-agent activities.

Activity 1. Agents A and B move a piano together.

Activity 2. Agents A and B paint a house together; A paints the bedrooms,

and B paints all the other rooms.

Activity 3. Agents A and B, old friends who have agreed to spend more time

together, meet at a café to do so.

2.2 Task-oriented activities

A substantial portion of dialogue systems research has focused on language use during task-oriented

activities (Allen et al., 2000, 2001a). This research has targeted a range of practical activities

in which agents work together to complete some relatively clear and concrete task such as ordering

merchandise, accessing information (travel, restaurants, weather, etc.), selecting furniture for a room,

or other kinds of relatively simple problem-solving. The motivation for this research focus is two-

fold. First, there is industrial demand for dialogue systems that can help human users efficiently

solve such practical tasks. Second, there is a hunch that developing computational techniques for

these kinds of practical tasks is a reasonable approach to making progress on the apparently harder

problem of replicating human-level dialogue competence in general (Allen et al., 2000). We share

this hunch, and therefore draw on a model of two-agent tasks to develop our general characterization

of contributive action under uncertainty in dialogue. We present our particular model of two-agent

tasks in this section.

It is possible to take a relatively narrow view of what constitutes a task-oriented activity. For

example, one might consider task-oriented activities to include only those in which two agents

cooperate toward the achievement of a single high-level goal; see (Perrault et al., 1978), for example.

By contrast, we shall adopt a relatively broad view of what makes a two-agent activity task-oriented.

At an intuitive level, we aim to require only that there be something the agents are trying to do by

taking actions that change the state of their activity. To keep our framework as general as possible,

we shall try to assume very little about the logical structure of what the agents are trying to do, or

about how agents represent their task internally. For example, we allow that what the agents are

trying to do might be modeled as a single action, as in move(piano) for Activity 1. Or it might be

modeled as taking a sequence of actions to achieve a specific goal state, as in isPainted(house) for

Activity 2.

To achieve this flexible view of tasks, we introduce a simple formalism in which a task takes
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insertBolts(ul)

attachNuts(ul)

rotate

insertDowels(ul)

placeShelf(top,ul)

s2s1s0

s8 s4 s3

s19s18s15

Figure 2.1: A bookcase assembly task.

the form T = 〈S, I, R, A, N, U〉. S is a set of possible task states. S may have a finite or infinite

cardinality. Some state I ∈ S is the designated initial state. R is a set of “roles” for the participants;

one agent will play each role, so |R| = 2.1 A is the set of actions that agents can take. The function

N : R× S → P(A) captures the alternative next actions (the agent in) each role could “coherently”

take from a given task state. (N is for next.) A partial function U : R × S × A → S captures the

state transition or “update” that occurs when the agent playing a given role takes a given action

from a given state.2

We will start by illustrating how this model can be applied to a simple two-agent task, and

then discuss several subtleties of our approach. We illustrate our model with the simple bookcase

assembly task depicted in Figure 2.1. This task is a simplified version of the assembly procedure for

the BILLY bookcase sold by IKEA3 circa 2005. In this task, the bookcase is incrementally assembled

1It is often convenient to conceptualize tasks in terms of roles rather than agents. However, we will sometimes find
it convenient and harmless to conflate agents with the roles they play in our discussions of tasks.

2That the update function is partial allows some incoherent or “illegal” combinations of states and actions to leave
the task in an undefined state.

3http://en.wikipedia.org/wiki/IKEA
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S = {s0, s1, s2, ..., sn}
I = s0

R = {A, B}
A = {insertDowels(Loc), insertBolts(Loc),

placeShelf(Shelf,Loc), attachNuts(Loc), ...}
N(r, s0) = {insertDowels(ul), insertBolts(ul), insertDowels(ll),

insertBolts(ll)} for r ∈ {A, B}
N(r, s1) = {insertBolts(ul)} for r ∈ {A, B}

N(r, s20) = {insertDowels(ul)} for r ∈ {A, B}
...

U(r, s0, insertDowels(ul)) = s1 for r ∈ {A, B}
U(r, s1, insertBolts(ul)) = s2 for r ∈ {A, B}
U(r, s0, insertBolts(ul)) = s20 for r ∈ {A, B}

...

Figure 2.2: A possible model of the bookcase assembly task of Figure 2.1.

from component parts, including side panels and shelves, that are secured together using wooden

dowels, bolts, and nuts. The figure sketches one sequence of actions that results in the successful

assembly of the bookcase.

One way we could model this task in our framework is given in Figure 2.2. We have a set

S = {s0, ..., sn} of task states, where each state corresponds to some configuration of the partially

assembled bookcase that can be reached by agent actions starting from the initial state s0, depicted

in Figure 2.1, in which the left panel lies flat. Some of these states are indicated in Figure 2.1, but

in general there will be many more possible states, since there are various other coherent routes to a

successfully assembled bookcase. In this model, we simply identify the roles R with the two agents,

which we label A and B. The actions include insertDowels(Loc) and insertBolts(Loc), in which

wooden dowels or bolts are inserted at a parameterized location, e.g. ul (upper end of left panel).

The“next state function”N : R×S → P(A) specifies the actions the agents can coherently take next

in each state. This model does not place any role-based constraints on who can act next; if an action

is a coherent next action from a given state, either agent can take it. Finally, the “update function”

U : R× S ×A→ S specifies the state that results when a specific agent takes a specific action from

a specific state. Note that this model does not make the result state for an action dependent on

which agent took the action.

There are a number of subtle issues at play in this approach to modeling tasks. These issues

include how task-oriented agents represent their tasks, the purpose or goal of a task, alignment of

agent goals in participating in a task, and what it means for an action to be “coherent” in a given
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task state. We now turn to our perspective on these important issues.

This formalism places minimal requirements on the internal representations employed by agents

that perform tasks, i.e. task-oriented agents. For example, to participate in such a task, an agent

might model the underlying task domain and actions with STRIPS-style operators (Fikes and Nils-

son, 1971) or with a similar planning model, but that degree of complexity is not required by our

definition of a task. For example, it is clear by inspecting Figure 2.2 that an agent could represent

this task with a simple look-up table or with a finite state model. In particular, this task formalism

does not require that “task-oriented agents” have the kind of productive planning and plan recog-

nition capabilities that have been a part of task-oriented dialogue systems research since Allen and

Perrault (1980). (Nor does it exclude agents with these capabilities.)

Also note that this formalization of tasks, as desired, does not require that there be an explicit

goal or purpose for the task. We could, for example, require that all “tasks” aim to achieve a

propositional goal. But not all tasks are most naturally characterized in terms of propositional goals

(e.g., Activity 3 above). So instead, we operationalize the notion of what the agents are trying to do

in the function N : R× S → P(A) that maps roles and states to coherent next actions. This allows

us to leave the factors that make a particular next action coherent as a task-specific detail. Simply

requiring that there be some set of coherent next actions at each point will turn out to be sufficient

for our characterization of contributive action with respect to a task.

An important caveat in thinking about “what the agents are trying to do” in performing a task is

that, in any specific interaction, there may of course not be any one thing the agents are trying to do:

the agents may be trying to do different things (Clark, 1996, ch. 2). Our approach to contribution

tracking, which we present in Chapter 3, supports certain kinds of differences in what tasks the

agents think they are performing at any given time. For now, note that by associating the coherent

set of next actions with the task and state, rather than with each individual agent’s view of the task

and state, our task model sidesteps this important issue (Pollack, 1986; Grosz and Sidner, 1990;

Chu-Carroll and Carberry, 1994). For now, we will simply say that an individual agent might try to

compute the set of coherent actions for the task and state it believes it is in by invoking a planner

on a goal state, by inspecting a look-up table, by exploring a finite state model of the task, or by

some other means.

It is important, however, that there be some limits to what next actions count as “coherent,” if

the activity is to reasonably be viewed as“task-oriented.” For example, consider a two-agent activity,

like Activity 3 above, in which A and B simply aim to “spend time together.” During their time

together, they will each take various actions, but there are relatively few constraints on what actions
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they can take at each point. As long as time passes and they are together, their two-agent activity

is probably on track. Without further details, describing such an activity as “task-oriented” seems

counterintuitive.4

By comparison, in our bookcase assembly task, the design of the bookcase places substantive

constraints on the coherent next actions at each step. For example, suppose the current task state is

s0 in Figure 2.1, and consider the immediate performance of action placeShelf(top,ul). Placing

the top shelf without first inserting the dowels and bolts is contrary to the design of the bookcase:

the top shelf will not be able to support any weight unless these parts are in place. So taking

this action immediately cannot lead to a successful bookcase assembly; the action will have to be

“undone” before success is possible. In this sense, performing this action in state s0 is a mistake,

and would not be a “coherent” next action for either agent to take.

The fact that the coherent next actions in bookcase assembly are relatively constrained is, we

propose, one of the reasons we are inclined to view bookcase assembly as a task.5 Our intuition is

that the more the structure and purpose of an activity constrains the possible paths to success, the

more natural it will be to describe the activity as a “task”. Our formalization of tasks can capture

this intuitive gradation in the relative permissiveness of the function N .

More generally, we suspect that there is no precise way to circumscribe all and only those two-

agent activities that could defensibly be called “task-oriented”. Henceforth, we shall focus our at-

tention on activities with a relatively intuitive task structure and purpose.

2.3 Background: computational models of two-agent, task-

oriented activities

So far, we have developed a characterization of two-agent, task-oriented activities, but we have

yet to say what it means for two agents to work together or coordinate on a task, as opposed

to simply doing it. Computer scientists and engineers have pursued a number of approaches to

building computational models of two-agent, task-oriented activities. In this section, we survey two

broad classes of computational models, and discuss the way they approach coordination and the

methodologies associated with each.

4A and B might choose to carry out some task-oriented activity as a way of spending time together, but this in
itself would not make “spending time together” a task-oriented activity.

5Compare the range of coherent actions in this related activity: Agents A and B spend time together, in the
presence of the parts of an unassembled bookcase. In such an activity, taking action placeShelf(top,ul) from state
s0 might well be perfectly coherent.
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2.3.1 Models that optimize task performance

One way to approach computational modeling of a two-agent task is to focus on some measure of

task performance. In the case of our bookcase assembly task, for example, task performance could

be measured in various ways: how long does it take, on average, for the two agents to assemble

the bookcase? how many mistakes (missing dowels, missing bolts, shelf placed backwards, etc.) are

present in the assembled bookcase, on average? on what percentage of bookcase assembly attempts

is the bookcase assembled without any mistakes? how many actions are taken, on average, in a

bookcase assembly attempt? Given such a quantitative performance measure, one can try to build

a computational model of an agent’s decision-making that tries to optimize the task performance.

The performance optimization approach to task-oriented dialogue is illustrated, for example, by

Levin and Pieraccini (1997) and Levin et al. (1998), who write (1997), “a dialog system is a machine

that tries to achieve an application goal in an efficient way through a series of interactions with the

user.” Levin and Pieraccini model a dialogue as a trajectory through a Markov Decision Process

(MDP), which allows them to treat performance optimization as a problem of identifying an optimal

policy in a reinforcement learning setting. In their travel information task, where one agent provides

requested information to the other, they define performance as a weighted sum of several factors

including expected number of turns in the interaction, expected amount of information retrieved

and presented to the user, and whether any information is eventually presented to the user.

The performance optimization approach also includes work that models dialogue as a Partially

Observable Markov Decision Process (POMDP), using hand-crafted rewards based on task perfor-

mance measures (e.g. Roy et al., 2000; Williams and Young, 2006, 2007). We discuss the POMDP

approach further in Section 3.1.3 (page 68). Another modeling choice is the dynamic Bayesian

networks of Horvitz and Paek (2001). In general, work in the performance optimization approach

characterizes dialogues and other two-agent, task-oriented interactions as following some trajectory

through a probabilistically characterized state space, and aims to use observed dialogues and task

data to learn both the probabilistic parameterization of the state space and an agent policy that

maximizes a task-based performance measure or reward signal. From our perspective, this approach

has three important methodological strengths:

1. the computational models employed are probabilistic and support inference under uncertainty;

2. free parameters in the computational models can be tuned to fit large data sets;

3. the approach supports objective evaluation of dialogue systems.
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On the other hand, in systems that optimize task performance directly, it can be difficult to isolate

any explicit reasoning that agents use to coordinate their independent contributions to the task.

Rather, coordination errors are controlled, to the extent that they affect task performance, and thus

can be “optimized out” of the agent’s action policy.

The lack of explicit attention to coordination is not intrinsic to performance optimization ap-

proaches, however. For example, one source of coordination errors is that one agent misunderstands

which action another agent has taken. Horvitz and Paek (2001) use a probabilistic dialogue model

to decide, following a user request about which the system is uncertain, whether requesting that the

user repeat the request, or another system action, would maximize expected utility. If utility tracks

task performance, this can be viewed as a performance optimization approach to coordination.

More generally, optimization approaches can be directly applied to achieving good coordination

in task-oriented interaction, but, to date, this is the exception rather than the rule. In tasks where

coordination is crucial to performance, a common approach is to hand-author domain-specific rules

(action policies), where needed, rather than rely on a general theory of coordination; see Tambe

(1997). We now turn to another class of models in which an agent’s reasoning is fundamentally

organized around an explicit theory of coordination.

2.3.2 Deep coherence models

In this section, we review several models that aim to achieve what we might call “deep coherence”

in an agent’s reasoning about coordination in non-verbal tasks as well as in task-oriented dialogue.

We begin with a discussion of several influential theoretical models that can be applied to various

kinds of tasks. We then discuss a view of dialogue in particular as a collaboration between the

interlocutors. We conclude with a discussion of the incremental common ground model, which is a

way of modeling coordination between interlocutors in dialogue.

2.3.2.1 Joint intentions, SharedPlan, and shared cooperative activity

System builders who attempt to implement a general theory of coordination often rely on elements

of several influential theoretical models that were developed beginning in the early 1990s. These

are the SharedPlan model (Grosz and Sidner, 1990; Grosz and Kraus, 1996; Lochbaum, 1998), the

joint intentions model (Levesque et al., 1990; Cohen and Levesque, 1991), and the shared cooperative

activity model (Bratman, 1992). In this section, we survey these theoretical models, emphasizing

the role that agent mental states play in the theories.
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Definition: A team of agents jointly intends, relative to some escape condition, to do an action
iff the members have a joint persistent goal relative to that condition of their having done the
action and, moreover, having done it mutually believing throughout that they were doing it.

Definition: A team of agents have a joint persistent goal relative to q to achieve p just in case

1. they mutually believe that p is currently false;

2. they mutually know they all want p to eventually be true;

3. it is true (and mutual knowledge) that until they come to mutually believe either that p is
true, that p will never be true, or that q is false, they will continue to mutually believe that
they each have p as a weak achievement goal relative to q and with respect to the team.

Definition: An agent has a weak achievement goal relative to q and with respect to a team to
bring about p if either of these conditions holds:

• The agent has a normal achievement goal to bring about p; that is, the agent does not yet
believe that p is true and has p eventually being true as a goal.

• The agent believes that p is true, will never be true, or is irrelevant (that is, q is false), but
has as a goal that the status of p be mutually believed by all the team members.

Mutual belief: The concept of mutual belief among members of a group will be taken to be
the usual infinite conjunction of beliefs about other agents’ beliefs about other agents’ beliefs and
so on to any depth about some proposition. Analogous to the individual case, we assume that
groups of agents correctly remember what their past mutual beliefs were.

Figure 2.3: Central concepts in the joint intentions model of (Cohen and Levesque, 1991).

In general, these models each introduce a number of technical concepts to try to capture some of

our intuitions about how agent mental states (beliefs, goals, intentions, etc.) evolve (or should evolve)

as two or more agents work together on a task. For example, (Cohen and Levesque, 1991) introduces

the concepts of joint intention, joint persistent goal, and weak achievement goal to characterize how

a multi-agent team can work together to perform an action or achieve some proposition p. These

concepts are defined in Figure 2.3. The intuitive concept of teamwork between agents is analyzed

as the presence of a joint intention, which reduces to various conditions on agent mental states.

For example, the agents must mutually believe that p is not already achieved. The agents must

also mutually know that they all want p to be true. Further, condition 3 in the definition of joint

persistent goal requires that the team continue to mutually believe that all the individual agents

either have p as a goal or else have the goal of conveying why p is no longer goal-worthy to the

other team members. Intuitively, this keeps the team“united” in its belief that the individual agents

will remain engaged in the team’s effort to bring p about. The joint intentions model has remained

influential in subsequent work on explicitly collaborative implemented systems; see e.g. Jennings
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(1995), Tambe (1997), and Nair and Tambe (2005).

The definitions of Figure 2.3 serve to illustrate some important features that are common to

all three models (SharedPlan, joint intention, and shared cooperative activity). First, these models

attempt to characterize with remarkable precision how the mental states of the various agents are

related as they work together on the task. For example, in Figure 2.3, the technical notions of mutual

belief and mutual knowledge each effectively ascribe an infinite set of beliefs to each agent in the

team at each point in the task. To see this, consider (2.1), which is one of the first and most widely

known definitions of mutual belief (Schiffer, 1972):

MBA,B p =def

BA p

∧ BB p

∧ BABB p

∧ BBBA p

∧ BABBBA p

∧ BBBABB p

...

(2.1)

The definition records an infinite, hierarchical interrelation between the private beliefs of agents A

and B about some proposition p. The modal operators BA and BB represent the beliefs of A and

B, respectively. The requirement of mutual belief makes the presence of teamwork dependent on a

remarkable number of fine-grained and detailed beliefs; for example, whether agent A believes agent

B believes agent A believes agent B believes that the goal p is already attained.

The basic rationale for requiring such mutual attitudes is that when mutual attitudes are not

guaranteed, coordination errors are possible (Lewis, 1969; Clark and Marshall, 1981). For example,

imagine that agents A and B both have as a goal that exactly one agent move into some grid location

(x, y). Suppose however that A doesn’t believe B has this goal, and nor does B believe A has this

goal. In this case, both A and B might move into grid location (x, y). Thus neither agent achieves

their common goal because discrepancies in their belief states lead to a coordination failure. To

some extent, we would be disinclined to describe their behavior as “coordinated”.

The standard line of reasoning (Clark and Marshall, 1981) concludes that agents should ensure

that they have mutual attitudes in order to avoid such coordination failures. Because multi-agent

task-oriented activities are generally ripe with potential for coordination errors, requirements that

agents have mutual attitudes pervade all three of these theoretical models of multi-agent coordi-
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nation. For example, the joint intentions model in Figure 2.3 places six separate requirements for

mutual belief or mutual knowledge on the team members. Similarly, SharedPlan (Grosz and Kraus,

1996) frames collaborative planning in terms of mutual beliefs, while shared cooperative activity

(Bratman, 1992) requires the stronger condition of common knowledge (Lewis, 1969).

A second commonality among these three models is an attempt to respond in very precise ways to

specific human intuitions about detailed collaborative scenarios. For example, Cohen and Levesque

(1991), in discussing their definition of a joint persistent goal, write:

Thus, if a team is jointly committed to achieving p, they mutually believed initially
that they each have p as an achievement goal. However, as time passes, the team members
cannot conclude about each other that they still have p as an achievement goal, but only that
they have it as a weak achievement goal; each member allows that any other member may
have discovered privately that the goal is finished (true, impossible, or irrelevant) and be in
the process of making that known to the team as a whole. If at some point, it is no longer
mutually believed that everyone still has the normal achievement goal, then the condition for
a joint persistent goal no longer holds, even though a mutual belief in a weak achievement goal
will continue to persist. This is as it should be: if some team member privately believes that
p is impossible, even though the team members continue to share certain beliefs and goals, we
would not want to say that the team is still committed to achieving p.

This means, for example, that if a group of seven soccer players is attempting to score via some

maneuver x which they have practiced many times, but one of the seven has decided it is impossible

to score with that maneuver and is in the process of signaling this judgment to the others, then

we can no longer describe these seven soccer players as jointly intending to score with maneuver

x. Suppose the other six players are too busy to notice the skeptical player’s signal, and somehow

manage to go ahead and score with maneuver x. (The skeptical player’s further participation turned

out not to be crucial.) Can we say that the seven players’ joint intention succeeded? The definitions

say no: the seven players did not technically have a joint intention at the time the success occurred.

Perhaps the definitions support the claim that the remaining six players had a joint intention that

succeeded, but this is somewhat unclear, since those six players thought their “team” comprised

seven players rather than six.

The point we want to emphasize here is that these models of coordinated interactions are very

subtle in their focus and implications, and consequently they formalize slightly different types of

social activities. For example, Bratman (1992)’s model of shared cooperative activity specifically

excludes any kind of coercion among the cooperating agents; further it must be common knowledge

among all the agents that no coercion is afoot. So a team that does have a joint intention may

not be engaged in a shared cooperative activity due to an element of coercion, or due merely to a

suspicion of coercion that prevents it being common knowledge that there is no coercion. Similarly,
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agents that have a SharedPlan may not have a joint intention, since the existence of a SharedPlan

depends only on mutual belief among the collaborating agents, while joint intention further requires

mutual knowledge of certain things.

2.3.2.2 Dialogue as a collaboration

This dissertation aims to advance the view that natural language dialogue between human speakers

is usefully viewed as a kind of collaborative activity. This perspective on dialogue is perhaps most

explicit in the work of Herb Clark and colleagues (e.g. Clark and Marshall, 1981; Clark and Wilkes-

Gibbs, 1986; Clark and Schaefer, 1989; Clark, 1996). Proponents of this perspective are motivated

by several lines of research that suggest that the linguistic choices human speakers frequently make

in dialogue have much in common with the decision-making that agents generally need to perform

to collaborate on more concrete tasks. More specifically, when examined closely, human-human

dialogues seem to have a detailed structure in which numerous subtasks are temporarily taken

up by the interlocutors. Further, detailed investigation of the behavior of interlocutors during

these subtasks suggests that the interlocutors themselves approach these subtasks as miniature

collaborative projects which they work together with their dialogue partners to solve.

For example, frequently in dialogue, a speaker needs to identify to their hearer some object

from their shared environment. Linguistically, this often shows up through the use of a referring

expression such as “the conference table”, “the long table”, or simply “the table”. Because there

are generally many alternative referring expressions that might suffice, a speaker has one or more

linguistic choices to make in selecting a particular expression to use on a particular occasion. While

a speaker could view these choices as unilateral and irrevocable, it turns out that, in practice, refer-

ence frequently plays out as a multi-utterance process in which both the original speaker and hearer

actively participate (Clark and Wilkes-Gibbs, 1986). For example, in the following dialogue, Clark

and Wilkes-Gibbs (1986) identify “Monday” as an other-corrected noun phrase:

B : How long y’gonna be here?

A : Uh- not too long. Uh just til uh Monday.

B : Til- oh yih mean like a week f’m tomorrow.

A : Yah

B : (continues)

Sometimes the hearer not only clarifies, corrects, or amends the speaker’s original noun phrase,
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but actually supplies the noun phrase for the speaker. For example, Clark and Wilkes-Gibbs (1986)

classify “uh” in the following dialogue as a proxy noun phrase, which is used to indicate that the

speaker faces a problem in generating an appropriate referring expression:

A : The tree has, uh, uh...

B : Tentworms.

A : Yeah.

B : Yeah.

As discussed further in Section 3.2.1 (page 70), Clark and Wilkes-Gibbs (1986) identify a number

of phenomena of this sort, in which successful reference involves the active participation of both the

initiator of the reference and the audience for the reference. When taken together, these phenomena

suggest that reference in dialogue looks very much like a collaborative subtask in which two inter-

locutors temporarily work together toward the goal of coming to an agreement about the identity

of an object that one of them intends to single out to the other.

In addition to reference, there are several other kinds of evidence that argue for a collaborative

view of some of the subtasks involved in natural language dialogue. For example, when interlocutors

refer repeatedly to the same object or property in dialogue, over time, they tend to eventually settle

on the same terms, i.e. to make the same lexical choices, to do so (Brennan and Clark, 1996). For

example, if A and B are talking at length about a certain long table, it is generally unlikely that

A will repeatedly refer to it as “the conference table” while B persists in referring to it as “the long

table” (unless there is a specific reason for their different lexical choices). Rather, their descriptions

will tend to converge, for example to “the long table” (Brennan and Clark, 1996). This phenomenon

of lexical entrainment seems to simplify the interpretation process for the hearer of a referring

expression. Intuitively, the use of agreed lexical items such as “long” and “table” enables more rapid

interpretation, with less risk of misinterpretation. The fact that, in human-human dialogue, both

interlocutors participate in lexical entrainment of each other’s terms suggests that they view their

lexical choices in a collaborative setting in which they are each trying to rapidly and accurately

single out specific objects or properties to each other.

A more explicitly collaborative set of phenomena in human-human dialogue fall under the heading

of grounding (Clark, 1996, ch. 8). The frequent occurrence of grounding utterances like right,

ok, what did you say?, did you say Barack will win?, and many others, suggests that human

interlocutors do a significant amount of explicit, interactive work to make sure they understand each
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other’s utterances as a dialogue progresses. It is natural to view grounding utterances as part of

a collaboration in which the interlocutors work together to achieve the goal of (sufficient) mutual

understanding about what has previously transpired in their dialogue (Clark and Schaefer, 1989).

Grounding will be discussed further in Section 2.3.2.3 (page 23) and in Chapter 4.

While many dialogue system builders view language use in dialogue as collaborative in various

ways, most dialogue systems do not implement a formal theory of collaboration or coordination such

as SharedPlan (Grosz and Sidner, 1990; Grosz and Kraus, 1996; Lochbaum, 1998), joint intentions

(Levesque et al., 1990; Cohen and Levesque, 1991), or shared cooperative activity (Bratman, 1992),

as discussed in Section 2.3.2. The main exception we are aware of is COLLAGEN (Rich et al.,

2001), which implements Lochbaum (1998)’s approach to interpreting discourse using the SharedPlan

framework. COLLAGEN agents aim to identify the hierarchical structure in a discourse, and to

associate discourse segments (Grosz and Sidner, 1986) with shared goals between the system and

user. COLLAGEN agents have generally accepted input in the form of menu selections which are

then interpreted using recipe-based plan recognition as contributions to solving open shared goals.

An agenda determines how the system itself should work towards solving open goals. Once a system

contribution is selected, a natural language utterance may be generated either through a template-

based system or by invoking a grammar-based generator that exploits the current discourse structure

to formulate a recognizable utterance (DeVault et al., 2004).

The COREF agent described in this dissertation is similar to a COLLAGEN agent in many ways,

especially in the definition of hierarchical task models for collaboration, the use of these task models

to interpret actions and utterances as specific contributions to ongoing tasks, and the commitment

to a theoretical view of dialogue as fundamentally collaborative. COREF differs from a COLLAGEN

agent, however, in that its architecture (presented in Chapter 3) is designed to support pervasive

probabilistic reasoning. This includes probabilistic reasoning about natural language understanding,

dialogue state, and natural language generation. This dissertation can be viewed, to a large extent,

as building on the insights embodied in COLLAGEN, but telling a new story that shows how an

agent can assimilate these kinds of representations and reasoning into a probabilistic framework.

2.3.2.3 Incremental common ground models

Most dialogue systems in the deep coherence tradition (see e.g. Traum, 1994; Matheson et al., 2000;

Allen et al., 2001b; Swartout et al., 2006) employ what we will call an incremental common ground

representation to try to maintain coordination between the system and user. In this approach,

systems try to represent the common ground (Clark, 1996) they have with the user, but they do not
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necessarily exploit a detailed formal model of coordination or collaboration to guide their linguistic

decision-making. With each new utterance in the dialogue, these systems attempt to establish what

new information has become common ground as a result of the utterance: this is the incremental

part.

As a simple example, suppose it is a point of contention between Larry and Jason that Larry

always travels to meet Jason, but Jason never travels to meet Larry. Imagine the following dialogue

fragment as Larry relays the day’s events to his friend Jeff:

Larry1: You’ll never believe it. Jason came to my place today!

Jeff2: Wow, ok.

According to the incremental common ground model, both Larry and Jeff have to decide, after

utterance Larry1, whether the new content of Larry1 has become common ground between Larry

and Jeff. In this example, it seems to have, as evidenced by Jeff’s response “Wow, ok.” at Jeff2.

However, actually establishing what new information has become common ground may lead to

additional utterances, by one or both interlocutors, in a process known as grounding (Traum, 1994;

Clark, 1996, ch. 8). For example, this dialogue might have unfolded as follows:

(2.2)

Larry1: You’ll never believe it. Jason came to my place today!

Jeff2: Your office or your house?

Larry3: My office.

Jeff4: Wow, ok.

In this variation, after Larry1, Jeff is uncertain what the intended referent of Larry’s referring

expression “my place” was. Jeff voices this uncertainty by asking “Your office or your house?” at

Jeff2. On an incremental common ground model, the intended referent of “my place” in Larry1 seems

to not really become common ground until after Larry3, or perhaps not until after Jeff4.

Systems built in the incremental common ground framework try to explicitly represent, as the

dialogue unfolds, what content from each new utterance has become common ground between the

system and the user. The rationale that underlies this approach is twofold. First, common ground

is a theoretical notion that either comprises or entails the existence of mutual attitudes between

interlocutors (see Clark, 1996, p. 93–100). Therefore, in theory, if interlocutors track their common

ground correctly, they can eliminate the possibility of coordination problems in their use of language

(Clark and Marshall, 1981). This general dedication to avoiding miscoordination captures one broad

aspect of human-human collaboration in dialogue: that human speakers generally want to be un-
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derstood correctly by their hearers, and often seem to engage in additional reasoning and careful

lexical choice to avoid misunderstanding. (However, note that tracking common ground alone does

not guarantee finer-grained collaboration on subtasks such as reference and lexical choice.)

A second motivation is that the incremental common ground approach affords an intuitive the-

oretical narration of grounding and clarification utterances such as right, ok, your office or your

house?, what did you say?, did you say Barack will win?, and many others. The theoretical story is

that all these utterances, and the subdialogues in which they occur, are attempts by interlocutors to

manage their private representations of the common ground. In other words, these various kinds of

“grounding”utterances seem to indicate that human interlocutors themselves employ an incremental

common ground representation as a dialogue unfolds.

We discuss some of the strengths and weaknesses of the incremental common ground model in

the next section.

2.4 Motivation

In this dissertation, we develop, implement, and evaluate a new theoretical model of how interlocutors

can coordinate their contributions to task-oriented dialogue. We view this model as articulating an

independent level of reasoning that is consistent with both performance optimization and deep

coherence approaches to dialogue. This new level of reasoning is primarily concerned with how

agents who face real-world uncertainty can try to make their own contributions to task-oriented

dialogue, and recognize the contributions of others, as the dialogue unfolds over time. We call this

reasoning contribution tracking.

We view contribution tracking as an independent level of reasoning because it can be imple-

mented, as we will demonstrate, independently of either task optimization or deep coherence mod-

eling. On the other hand, we believe that the inference involved in contribution tracking is a useful

“cognitive building block” that could be exploited in dialogue systems that include task optimization

and/or deep coherence modeling. We therefore situate contribution tracking as one among three

broad, non-exclusive approaches to modeling an agent’s reasoning in task-oriented dialogue. In or-

der of increasing sophistication in the reasoning an actor (speaker) performs about their audience’s

mental state:

1. task performance optimization

2. contribution tracking
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3. deep coherence modeling

The development of contribution tracking as an independent level of reasoning has a number of

motivations. We describe these motivations in the remainder of this section.

2.4.1 Evidence for an intermediate level of reasoning in human cognition

There is some evidence from the cognitive psychology of infants for a type of reasoning in human

communication that is more sophisticated than simple task optimization, but less sophisticated than

the reasoning involved in deep coherence models. In this section, we summarize a few findings that

suggest that an intermediate level of reasoning occurs in human infants.

Human infants engage in behavioral turn-taking from their first months of life (Tomasello et al.,

2005), and begin to engage in goal-directed, coordinated two-agent activities (with their parents)

at around 9 months of age (Carpenter et al., 1998). Between the ages of 9 to 15 months, infants

gradually begin to participate in “multi-modal interactions” with adults: they follow adults’ gaze,

attend to adults’ attitudes about unfamiliar objects and situations, imitate actions performed by

adults on objects, and use their own communicative gestures (pointing or object-showing) to direct

adults’ attention (Carpenter et al., 1998; Tomasello et al., 2005). During this same time period,

infants begin to interpret the actions of others as goal-directed, to use means-end analysis to predict

the actions that others will take, and to decide between alternative plans that can achieve the same

goal that others have been observed to achieve (Tomasello et al., 2005; Gergely, 2002).6

Infants at 12 months of age will “repair” an adult’s interpretation of a pointing gesture when

the adult misunderstands which object the infant is pointing to (Liszkowski et al., 2007). (One

way infants can repair the adult’s understanding is by repeating the pointing gesture to the correct

object.) 12 month old infants’ repair behavior is sensitive both to the adult’s identification of the

correct object and the adult’s positive vs. disinterested attitude toward the object. Liszkowski et al.

(2007) interpret this finding as suggesting that “by twelve months of age infant declarative pointing

is a full communicative act aimed at sharing with others both attention to a referent and a specific

attitude about that referent.”

Infants typically begin using language to communicate at around 13 to 14 months of age (Tomasello

et al., 2005). By 18 months, infants are sensitive to whether their verbal requests (e.g. “Ball!”)

have been understood correctly, and may repair an adult’s misunderstanding even if their request

6Generally, the exact ages at which specific abilities emerge in infants are matters of current research, and are
subject to differing interpretations by different psychologists; see (Gergely, 2002) for a recent overview. Our arguments
in this section are not sensitive to small deviations from the ages reported here.
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is otherwise satisfied (e.g. they are given the ball they requested, but the adult appears to have

misunderstood them as wanting another object) (Hauser et al., unpublished).

Importantly for our purposes, the emergence of these abilities to engage in coordinated two-agent

activities, including participation in natural language dialogue and repair of misunderstandings by

their partners, precedes the development of a mature theory of mind in human children (Tomasello

and Rakoczy, 2003). Though the exact age at which a theory of mind develops is a matter of

interpretation, difficulties in tasks that require attributing false beliefs to others have led many to

conclude that children generally do not have a mature theory of mind until around 4 years of age;

see (Gergely et al., 1995) for discussion. For our purposes, the important point is that it does not

appear plausible that infants exploit a complex theory-of-mind based representation such as mutual

belief (see (2.1) on page 19) at ages of 9-15 months, when they begin participating in coordinated,

two-agent, task-oriented activities, including dialogue.

This leads us to conclude that reasoning about mutual attitudes is not a necessary condition for

(rudimentary) participation with human beings in coordinated, two-agent, task-oriented activities,

including dialogue. Rather, when infants begin to participate in dialogue, they seem to exploit

a more basic level of reasoning that presumably draws on their existing abilities to point, direct

and share attention, interpret others’ actions as goal-directed using means-end analysis, entertain

alternative plans, assess whether misunderstandings have occurred, and repair misunderstandings

when appropriate to communicative goals. Thus, initial participation in dialogue by infants seems

to involve richer communicative goals than are typically modeled in task optimization approaches

(e.g., being understood, not just getting what you want efficiently), but less sophisticated reasoning

than is suggested by deep coherence models of dialogue.

We take these findings to suggest that there may be an intermediate level of reasoning about

coordination in human cognition. While we do not argue that our specific model of contribution

tracking is identical to the reasoning that infants perform at any specific age, we do take the ability of

young infants to participate in dialogue as suggestive of the kinds of inference that might profitably be

included in implementations of contribution tracking. Further, we view these findings about human

development as suggestive that an intermediate level of reasoning in artificial dialogue systems may

serve as a useful building block in implementing the more sophisticated reasoning of older children

and adults — which may more closely match deep coherence models.

In conclusion, our attitude toward the level of reasoning we articulate in this dissertation is con-

sistent with the perspective of Tomasello et al. (2005) on what aspect of human cognition underwrites

the unique social and cultural achievements of our species:
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Our proposal for this “small difference that made a big difference” is an adaptation for
participating in collaborative activities involving shared intentionality – which requires selec-
tion during human evolution for powerful skills of intention reading as well as for a motivation
to share psychological states with others. ...
There are two other main theoretical contenders for what makes human cognition unique in
the animal kingdom. First, of course, many theorists point to language, and without a doubt
language must play a central role in all discussions of the evolution of human cognition. But
saying that only humans have language is like saying that only humans build skyscrapers, when
the fact is that only humans (among primates) build freestanding shelters at all. Language is
not basic; it is derived. It rests on the same underlying cognitive and social skills that lead
infants to point to things and show things to other people declaratively and informatively, in
a way that other primates do not do, and that lead them to engage in collaborative and joint
attentional activities with others of a kind that are also unique among primates. ...
The other major contender for what makes human cognition unique is theory of mind. Our
proposal is of course one variant of this, and indeed we would argue that the full understanding
of intentional action, including its rational and normative dimensions, involves some under-
standing of things mental. But when most people use the term theory of mind they mean the
belief-desire psychology with which school-age children and adults operate. But this form of
theory of mind is clearly derivative of more basic social-cognitive skills. Thus, Tomasello and
Rakoczy (2003) argue and present evidence that while the understanding and sharing of inten-
tions emerges ontogenetically in all cultural settings at around 1 year of age – with no known
individual differences due to environmental factors – the understanding of beliefs emerges some
years later at somewhat different ages in different cultural settings, and there is very good evi-
dence that participating in linguistic communication with other persons (especially some forms
of perspective-shifting discourse) is a crucial, perhaps even necessary, condition for its normal
development. And so again, while the understanding of beliefs and desires is clearly a critical
component in uniquely human cognition and culture, we do not believe it is basic, but rather
it, too, is derived from the understanding and sharing of intentions.

One way to view the theory and implementation of contribution tracking set out in this dissertation,

then, is as a knowledge level (Chapter 2) and computation level (Chapter 3) hypothesis about the

underlying mechanisms involved in the basic ability human beings have to understand and share

intentions with each other.

2.4.2 Independence of specific genres of social interaction

A second motivation for the development of contribution tracking as an independent level of rea-

soning arises from the fine-grained distinctions that deep coherence models tend to apply to social

interactions. As discussed in Section 2.3.2.1, models that define rich relationships between an agent’s

decision-making and its attitudes toward other agents tend to circumscribe what appear to be subtle

“genres” of coordinated behavior. Thus, joint intentions apply to a certain kind of team (charac-

terized by specific kinds of goals, inter alia), SharedPlan applies to a certain kind of collaborative

planning (characterized by mutual belief about plan steps, inter alia), and shared cooperative ac-

tivity applies to a certain kind of activity (characterized by mutual knowledge and lack of coercion,

inter alia). Our perspective is that these are all valuable models of the relevant genres of interaction.
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Indeed, many other formalizations of specific types of coordination are possible; see, e.g., (Edmonds,

1993; Chu-Carroll and Carberry, 1994; Tambe, 1997; Nair and Tambe, 2005; Blaylock, 2005).

Our belief is that the ability to track contributions under uncertainty in an interaction is likely to

be a useful building block in implementing any of these more specific genres of coordination between

agents. On the other hand, as we will demonstrate, contribution tracking can be implemented

without committing to any particular detailed genre of coordinated behavior.

2.4.3 The need for flexible contribution tracking across utterances in di-

alogue

One of the clear strengths of incremental common ground models of dialogue is the ability to assess

the soundness of an agent’s decision to act or speak in the face of possible coordination errors.

However, the price of this clarity is that a dialogue system needs to maintain a binary distinction

between what is common ground and what is not at each point in dialogue.7 Sometimes making a

categorical distinction is straightforward, but in other cases it seems to limit the kinds of inference

that interlocutors and dialogue systems can employ to manage their uncertainty about each other’s

contributions.

For example, continuing our dialogue between Larry and Jeff (see page 24), consider the following

dialogue possibilities:

(2.3)

Larry1: You’ll never believe it. Jason came to my place today!

(Jeff is uncertain whether “my place” means Larry’s office or Larry’s house.)

Jeff2: Wow, ok.

(Jeff remains uncertain whether “my place” means Larry’s office or Larry’s

house.)

Larry1
3: Yeah. He came to my office to work on the script.

or Larry2
3: Yeah. He came to work on the script.

or Larry3
3: Yeah. He showed up at 3pm.

Here, let us imagine that after hearing Larry1, Jeff is uncertain whether Larry meant his office or

his house when he said “my place”. On an incremental common ground approach, Jeff nevertheless

needs to decide whether a specific “place” has become common ground, and if so, which place, in

order to perform the incremental update to his common ground representation. Jeff’s options, then,

include:
7Poesio and Traum (1997) make a three-way distinction between material that is common ground, pending, or

neither.
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1. assume that all that has become common ground is that Jason came to some place or other

of Larry’s, or

2. assume that Larry meant Larry’s office, and that it has become common ground that Jason

came to Larry’s office, or

3. assume that Larry meant Larry’s house, and that it has become common ground that Jason

came to Larry’s house, or

4. ask a clarification question, as in (2.2) on page 24 above.

However, to force Jeff to immediately address the ambiguity, by choosing one of these options, seems

unnecessary. For example, suppose Jeff expects Larry to continue this dialogue with further details

about the meeting with Jason, and that in all likelihood these additional details will disambiguate

the location of the meeting. In this case, Jeff might respond “Wow, ok.” as indicated in Jeff2.

There are various ways the ambiguity might be resolved; here are three examples. Larry might utter

Larry1
3, confirming the office interpretation of “my place”. Or Larry might utter Larry2

3, from which

Jeff might infer that Larry meant his office, since Larry and Jason never work on scripts at Larry’s

house. Or Larry might utter Larry3
3, from which Jeff might infer that Larry meant his office, since

Jeff knows Larry was at his office at 3pm. It is easy to image various other ways that Jeff might

deduce what Larry originally meant by “my place”, after one or several additional utterances by

Larry and Jeff. The disadvantage of the incremental common ground approach is that it seems to

require that the matter be resolved immediately after Larry1, while in practice dialogue partners

can employ flexible inferential strategies to single out each other’s intended contributions over time.

Our view is that the most flexible approach to this inference is to frame it as probabilistic

inference. We discuss the prospects for a probabilistic approach to common ground in the next

section.

2.4.4 The challenge of implementing mutual attitudes probabilistically

One way to respond to examples like (2.3) above would be to try to define a probabilistic repre-

sentation of common ground for use in a dialogue agent’s reasoning. To do so, however, seems to

require two developments, each of which seems methodologically difficult.

The first requirement would be to identify a data set or corpus that specifies what the com-

mon ground actually is at each point in time for a set of dialogues. Given such a corpus, various

statistical techniques could be used to build a probabilistic model of common ground for use in
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an agent’s reasoning. Unfortunately, it can be very difficult to actually establish what is common

ground between two interlocutors at any given point in a dialogue. In fact, if common ground is

understood in terms of mutual knowledge, and the communication channel between interlocutors

is noisy, establishing what is common ground is impossible even in principle (Halpern and Moses,

1984). If common ground is understood rather in terms of mutual belief or mutual supposition, it

can still be quite difficult, methodologically, for a system builder to adjudicate whether the system

and its user have (or will have) common ground about any given utterance (DeVault and Stone,

2006). Thus it is difficult to establish a data set of “ground truth” that can serve as the target for a

probabilistic model of common ground.

Partly due to these difficulties, implemented systems generally employ a heuristic grounding

criterion (Clark and Schaefer, 1989) to decide in what circumstances the system will assume that

something is common ground. Concretely, this shows up in the presence of hand-built, heuristic

context update rules (Larsson and Traum, 2000). For example, such an update rule might predict

that it is not until after Jeff’s utterance of “Wow, ok.” at Jeff4 in (2.2) on page 24 that Larry’s

intended referent for “my place” becomes common ground. It is less clear what update rule should

apply in a subdialogue like (2.3), where no clarification occurs, but uncertainty about the speaker’s

contribution persists.

The second requirement for a useful probabilistic model of common ground would be to develop

a theoretically clear interpretation of what a numeric probability that something is common ground

means, and to relate this interpretation to the agent’s inference in dialogue. Here again, meeting

this requirement is difficult if common ground is understood in terms of mutual attitudes (DeVault

and Stone, 2006). To see this difficulty, let us assume the relevant attitude is belief, and that mutual

belief is defined by (2.1) on page 19, which we repeat here as (2.4) for convenience:

MBA,B p =def

BA p

∧ BB p

∧ BABB p

∧ BBBA p

∧ BABBBA p

∧ BBBABB p

...

(2.4)
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We will consider several approaches to modeling mutual belief probabilistically. We will be particu-

larly interested in how an agent A can determine the probability PA(MBA,B p) to assign to p being

mutually believed between A and B.

First approach: all belief is bivalent. On this approach, for each proposition p, each agent

either believes p or does not believe p. Unfortunately, whether mutual belief holds between A and

B for any proposition p is itself a proposition, viz. (2.4). So for each proposition p, each agent

either believes that mutual belief obtains for p, or does not believe mutual belief obtains for p. This

effectively rules out an agent having substantive uncertainty about mutual belief.

To be explicit, if we assume agents have introspective access to their own beliefs (they know for

each proposition whether they believe it or not), then we must have:

PA(MBA,B p) =







1 if A believes p is mutually believed by A and B

0 otherwise

Thus, if belief is bivalent, agents cannot have non-trivial uncertainty about what their mutual beliefs

with their partners are. The bivalence prevents it.

Second approach: all belief is graded. On this approach, for each proposition p, each agent

assigns a degree of belief to p. Let us simply refer to A’s degree of belief in p by BA p, and further

assume that degrees of belief are probabilities, so that PA(p) = BA p ∈ [0, 1].

On this approach, since all belief is graded, we are faced with re-defining mutual belief, since

the propositional conjuncts in (2.4), and indeed the nested propositions that appear within the

conjuncts, have all been replaced with probabilities. For example, when belief was bivalent, we

could view a conjunct like BABB p as true iff A (bivalently) believes B (bivalently) believes p. What

shall we replace such a conjunct with?

Since all belief is graded, on this approach, our replacement should capture the fact that B’s

belief in p is itself probabilistic. For example, suppose BB p = 0.4. We could therefore re-write

a conjunct like BABB p as BA(BB p = 0.4), and use this expression to refer to A’s degree of

belief that B’s degree of belief in p is 0.4. Similarly, we could rewrite BBBABB p by something like

BB(BA(BB p = 0.4) = 0.0081). However, clearly we are rapidly moving away from a methodologically

tractable notion of a dialogue system’s uncertainty. If it is difficult to identify a data set or corpus

of ground truth about bivalent mutual belief, it seems dramatically more difficult to identify the

ground truth about the specific “nested degrees of belief” that may obtain in particular situations.
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Another strategy is that of Monderer and Samet (1989). Their formalism replaces the bivalent

belief of a single agent with the graded notion of p-belief in proposition C, or belief that the prob-

ability of C is at least p. Building on this notion, they give a set theoretic definition of common

p-belief in a proposition C, which holds whenever some event occurs such that all agents assign

a probability of at least p to C. Common p-belief has hierarchical properties that can be related

to the conjuncts of (2.4). There are additional formal models of mutual attitudes that might be

amenable to some form of probabilistic treatment; see Vanderschraaf and Sillari (2007) for a survey

of alternative formalisms. While it might be possible to implement inference in dialogue over a

notion like common p-belief, or another probabilistic version of mutual attitudes, we are unaware of

anyone who has attempted to implement such a notion in an actual system, or articulated how such

an approach could be motivated by empirical data.

Though we do not presently see how mutual attitudes can be implemented probabilistically, we do

not take this as a reason not to exploit, whenever possible, an estimate of the mutual attitudes that

hold between a system and user. On the contrary, where mutual attitudes can be determined, they

are clearly helpful in assessing the soundness of an agent’s decision-making. Rather, our view is that

there may be periods of transient uncertainty in dialogue during which a different type of reasoning

is more appropriate. When uncertainty can be adequately resolved, the results of this reasoning

might even inform updated estimates of mutual attitudes. This is, therefore, another motivation for

our definition of contribution tracking as an independent level of reasoning in a dialogue agent.

2.5 Contributive motor action

In this section, we draw on the model of tasks set out in Section 2.2 to define contributive action as

a kind of public attempt to make a recognizable contribution to a two-agent, task-oriented activity.

Our focus in this section is non-verbal motor action. We delay our discussion of language use to

Section 2.6.

2.5.1 Public vs. tacit actions

Recall from the discussion in Section 2.1 that we allow purely mental actions such as decision-making

steps as explicit actions in our tasks. Additionally, we allow non-verbal motor actions (e.g. pressing

a button, picking something up, etc.) that, when taken by A, are not observable by B. We call these

purely mental actions and any (token) motor actions that are not observable tacit actions. We call

other actions public actions.
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...

Agent A

Agent B

Tacit actions A can do:
insertDowels(ul)
insertBolts(ul)

Public actions A can do:
placeShelf(top,ul)
attachNuts(ul)
rotate

s1

Figure 2.4: An example bookcase assembly scenario. Agent A is seated in front of the partially
assembled bookcase, which is currently in state s1 (see Figure 2.1 on page 12). Agent B is standing
behind A, with a partially occluded view, due to A’s position.

We assume that whenever A takes any public action, B observes that A has taken some action,

but we allow that B may face perceptual uncertainty about exactly which action A has taken. By

contrast, we assume that B does not observe anything at all when A takes a tacit action.8

For illustration purposes, let us stipulate some additional details in a particular bookcase assem-

bly task undertaken by agents A and B. (To review the bookcase assembly task, see Figure 2.1 on

page 12 and Figure 2.2 on page 13.) Figure 2.4 shows a scenario in which agents A and B might

find themselves. Agent A is seated in front of the partially assembled bookcase. Agent B is standing

behind A, with a partially occluded view, due to A’s position. Let us suppose that the occlusion and

other details of B’s perceptual field make it the case that if A takes action insertDowels(ul) or

insertBolts(ul), B will not perceive that A has taken any action. B will however perceive other

actions by A, including placeShelf(top,ul).

8In Thomason et al. (2006), we counted an action as tacit if some of the collaborators do not know whether it
has taken place or whether it has had the appropriate effects. In this dissertation, we do not encounter any cases
in which an action is observed but the observing agent is uncertain about whether the action’s intended effects have
been achieved. Therefore, we adopt a simpler model in which an action’s effects are assured whenever the action is
taken, and no action is viewed as tacit solely because the observing agent is uncertain about the actual effects of the
action they have observed. Any action that is observed is public.
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In such a scenario, we say that A’s actions insertDowels(ul) and insertBolts(ul) are tacit,

while A’s other actions are public. The importance of this distinction for contribution tracking is

that, when there are both tacit actions and public actions in a task, agents by necessity can only

expect to coordinate using the evidence provided by their public actions. To capture this necessity, we

will use a function public(X, 〈a1, ..., an〉) which, given an action sequence 〈a1, ..., an〉 taken by agent

X , returns the sequence of zero or more actions in 〈a1, ..., an〉 that are public, preserving their order.

Thus, for example, public(A, 〈insertBolts(ul), placeShelf(top, ul)〉 = 〈placeShelf(top,ul)〉.

We will use this function to capture the public evidence a sequence of actions by one agent provides

to the other agent.

2.5.2 Action sequences

According to the model of tasks we adopted in Section 2.2, in any given task state s, there is a set

N(A, s) of actions that agent A could coherently perform next. We have not assumed that tasks

have a strict turn-taking structure, so in general agent A may coherently perform multiple actions

in succession without any intervening action by B. Due to this, and especially due to the presence

of tacit mental and motor events, we will define contributions in terms of action sequences rather

than single actions.

We shall use the following notation for sequences. We use angle brackets to denote a sequence of

actions in the chronological order of their execution, e.g. 〈a1, ..., an〉.
9 We use a parenthetical ordered

tuple notation to represent the concatenation of two or more sequences: (〈a1, ..., an〉, 〈b1, ..., bm〉) =

〈a1, ..., an, b1, ..., bm〉, (〈a1, ..., an〉, 〈b1, ..., bm〉, 〈c1, ..., ck〉) = 〈a1, ..., an, b1, ..., bm, c1, ..., ck〉, etc. We

will generally mark sequence-valued variables and functions with asterisks, e.g. a∗ = 〈a1, ..., an〉.

For convenience, we define a recursive function U∗ that captures the state that results if agent

A carries out an action sequence a∗ starting from state s:

U∗(A, s, a∗) =







s if a∗ = 〈〉

U∗(A, U(A, s, H), T 〉 if a∗ = (〈H〉, T ) & U(A, s, H) is defined

undefined otherwise

.

For example, we can formalize a few of the state transitions illustrated in Figure 2.1 on page 12

9Note that we thus assume a task domain in which actions do not overlap temporally. This is not generally the case
in spoken dialogue, where simultaneous speech sometimes occurs rather than strict turn-taking (Allen et al., 2001b).
Nevertheless, in practice, strict turn-taking can be assumed or enforced in many dialogue systems, such as COREF.
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as follows:

U∗(A, s0, 〈insertDowels(ul)〉) = s1

U∗(A, s0, 〈insertDowels(ul), insertBolts(ul)〉) = s2

U∗(A, s0, 〈insertDowels(ul), insertBolts(ul), placeShelf(top, ul)〉) = s3

.

Using this update function U∗, we can define the set of coherent non-empty action sequences,

N∗(A, s), that A can perform next starting from task state s:10

N∗(A, s) = {〈a1, ..., an〉|a1 ∈ N(A, s) ∧ ... ∧ an ∈ N(A, U∗(A, s, 〈a1, ..., an−1〉))}.

For example, in our bookcase assembly task, we have:

N∗(A, s1) = {〈insertBolts(ul)〉, 〈insertBolts(ul), placeShelf(top,ul)〉, ...}.

2.5.3 Definition of contributive motor action

With this notation in place, we now define how A can act contributively in a task-oriented activity

with B in several steps.

• Definition: Agent A has a task-oriented intention to do action sequence a∗ iff A intends to

do a∗ as part of a plan to advance the task, i.e.:

1. in the (probabilistic) belief that the current task state is some state s, and

2. in the (probabilistic) belief that a∗ ∈ N∗(A,s).

• Definition: Agent A has an expectation of recognition for action sequence a∗ iff A has a

rationale according to which A expects (probabilistically) that B will infer from observing

public(A, a∗) that

1. A has (probably) done a∗, and

2. A has (probably) done a∗ in an attempt to advance the task.

• Definition: Agent A does a∗ contributively iff

1. A has a task-oriented intention to do a∗,

10This definition assumes that ∀s [a ∈ N(A, s) → U(A, s, a) is defined]. I.e., updates are always defined for coherent
next actions.



37

2. A has an expectation of recognition for a∗, and

3. A does a∗.

We’ll begin with a few comments about the high-level structure of these definitions, before turning

to a more detailed discussion of task-oriented intentions and expectations of recognition.

The first thing to note is that we have placed only two substantive conditions on the classification

of an actor as acting contributively. One requires that the action(s) be intended by A to make a

contribution to the task. This therefore limits our definition to task-oriented activities. The other

requires that A have some rationale for believing that B will recognize the specific action(s) that A

has performed and that A performed them in an attempt to contribute to the task.

The second thing to note is that we explicitly allow A to exploit probabilistic reasoning in formu-

lating its task-oriented intention and in developing its expectation of recognition. Our assumption

of pervasive probabilistic reasoning in coordinating agents is in sharp contrast with the assumption

of pervasive mutual attitudes in the deep coherence models reviewed in Section 2.3.2.1. Where

those models attempt to completely eliminate the risk of coordination errors through the presence

of mutual attitudes, our model expects coordinating agents to estimate the probability that possible

contributions are coherent and recognizable, and to use these estimates to try to choose contributions

that are reasonably believed to be coherent and recognizable.

2.5.4 Task-oriented intentions

Our model depends on the notion of a task-oriented intention. We understand an intention as a

relation between an agent and a plan: specifically, a relation in which the agent intends to perform

the actions in the plan, in order to carry out the plan (Pollack, 1990). Our representation of

intentions distills the agent’s plan down to an assumed task state and a sequence of actions that are

motivated by the plan. In a certain sense, this representation captures the “what”, but only partially

captures the “why”, in an agent’s plan to act. We view this simplification as a convenient abstraction

that glosses over some of the detailed planning inference that many agents likely perform in order

to choose actions that are enabled by specific assumptions about task state, and that bring about

specific desired effects (Stone, 2004).

As an example of a task-oriented intention, suppose A and B are assembling a bookcase in the

scenario of Figure 2.4 on page 34. Suppose A’s mental state includes the following assessments:
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P (state = s1) = 0.9942

P (〈insertBolts(ul), placeShelf(top,ul)〉 ∈ N∗(A, s1) = 0.8650.

(2.5)

Partly on the basis of these assessments, suppose A adopts the intention to carry out the action

sequence:

s∗ = 〈insertBolts(ul), placeShelf(top,ul)〉. (2.6)

In this case, we say A has a task-oriented intention to do s∗.

Thus, in our formalism here, the notion of a plan can, in principle, take a particularly degenerate

form: it can be simply an assumption that some state s is the current state, plus an action sequence

a∗ that the agent has (somehow) determined (probably) lies in N∗(A, s). This means that even

though we understand intentions in terms of plans, we do not thereby require that agents have

sophisticated planning capabilities in order to act contributively in their task-oriented activities.

The requirement that an agent must intend for its actions to make a coherent contribution to

the task excludes, for example, randomly selected actions that happen to be coherent contributions

to the task from counting as contributive. The (possible) presence of probabilistic reasoning in

an agent’s plan, however, means the agent’s confidence in its plans can be graded. For example,

an agent might perform a∗ after estimating that there is a 30% or 60% or 95% chance that a∗ is a

coherent contribution in the current task state. We feel this aspect of our definition of a task-oriented

intention is reasonable: agents can intentionally try to contribute to their tasks even if their plans

for doing so are not foolproof.

2.5.5 Expectations of recognition

The second condition in our model requires that A have an expectation of recognition for its actions.

The standard approach to achieving such an expectation is to require mutual belief about how the

task is to be solved or completed, and further, about which agents are to take which actions at which

points (Grosz and Sidner, 1990; Grosz and Kraus, 1996), and further, about all the various factors

that might affect B’s interpretation process (Clark and Marshall, 1981). We relax these assumptions,

and instead create a graded requirement that A have some sort of rationale that leads A to expect

that B will recognize that A has taken the specific actions that A in fact took. This rationale might

involve a model of mutual attitudes, but it also might follow from a less elaborate theory of B’s

interpretation process, or even from a relatively shallow probabilistic model of A’s experience with

being interpreted as intended.
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To illustrate this approach, in our bookcase assembly task, let us consider how agent A might

reason about whether B will recognize that A has performed the action sequence s∗ in (2.6). First,

suppose A knows that B will only observe A perform public(A, s∗) = 〈placeShelf(top,ul)〉. So

B may or may not decide that A has also performed the tacit action insertBolts(ul). Let us

consider two salient interpretations of public(s∗) which B might attribute to A:

s∗ = 〈insertBolts(ul), placeShelf(top,ul)〉

f∗ = 〈placeShelf(top,ul)〉
.

In the second interpretation, f∗, A has“forgotten”to insert the bolts, while in the first interpretation

(the correct one), A remembered to insert them. How might A gain confidence that B will infer from

observing placeShelf(top,ul) that A has not forgotten the bolts? There are any number of ways!

Suppose A and B are outfitting their apartment with numerous identical bookcases, and this is the

6th bookcase they have assembled together. In assembling the previous 5 bookcases, A remembered

to insert the bolts 4 times and forgot 1 time. In this case, A might assume B will assign:

PB(I = s∗|O = public(A, s∗)) = 4
5

PB(I = f∗|O = public(A, s∗)) = 1
5

where I is a variable whose value is the complete action sequence A in fact performed, and the

variable O represents B’s observation. If A makes this assumption, A has a substantive expectation

of recognition for s∗, since A may reasonably expect that B will infer from observing public(A, s∗)

that A has (probably) done s∗ (rather than f∗) as a contribution to completing their bookcase

assembly task.

Though the expectation of recognition comes out probabilistic, we feel this intuitively captures

what it means to try to make a clear contribution: when you act, you should have a reasonable

expectation that you will be understood by your partner as doing what you in fact did, even if you

are somewhat uncertain whether you will be. On the other hand, if you act without reasonably

expecting your partner to recognize what action you took, you are not acting contributively in our

sense.11

This requirement is not without substance. For example, as a system builder, it is certainly

possible to build an agent A whose run-time action choices do not take its partner B into account in

11There may be good reasons for a generally contributive agent to not act contributively in specific circumstances.
For example, there may be time pressure that prevents the formulation or execution of a contributive action. Or
the agent’s problem solving capacity may be insufficient to identify a contributive action, but sufficient to identify a
non-contributive one. See Section 2.7 for further discussion of this issue.
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any way. Suppose the agent is constructed to simply choose an action randomly from the alternative

next actions it believes it could coherently perform in the task, and then to perform the action

without any consideration of the public evidence A’s performance of the action will provide to B.

At an intuitive level, it would be counterintuitive to describe such an agent as expecting for its action

to be recognized by B. The more tacit actions that are present in the task, and the greater the

degree of perceptual ambiguity that accompanies actions in the task, the less sense it would make

to describe A as having this expectation.

Note that we leave open the possibility that the rationale that underlies an agent’s expectation

of recognition takes the form of an intention to be understood. While some agents may actually

plan to be understood by their partners, our model does not require all contributive agents to do

so. Similarly, our model requires only that A expect B to recognize the actions a∗ that A has taken;

it does not further require that A expect B to be able to recognize the task-oriented intention that

motivated A to do a∗. This further assumption seems unmotivated, since A’s plan may depend on

arbitrary aspects of A’s private experience and beliefs, including, for example, the exact probabilities

A assigns to some state s being the current state, or to a∗ being a coherent next contribution from

that state, as in (2.5).12 Thus we require that B be expected to recognize what A has done but not

necessarily every last detail of why A did it.

2.5.6 Relation to deep coherence models

Two agents that act contributively in our sense will not necessarily have any joint intentions, a

SharedPlan, or be engaged in a shared cooperative activity. This is because agents that satisfy our

definitions may not have any mutual attitudes (beliefs, suppositions, or knowledge), which all of

these models require (in one form or another). Similarly, the agents may not be engaged in a joint

activity in the sense of Clark (1996, ch. 2), since they may not have achieved common ground about

important aspects of their task.

Conversely, two agents that have a SharedPlan or that are engaged in a shared cooperative

activity or joint activity will almost certainly satisfy our definition of contributive action when they

act. The broad safety net of mutual attitudes, together with the agreement about the detailed

plan for completing the task that these models require, make it a relatively simple matter for an

agent to adopt a task-oriented intention with an expectation of recognition. It would take additional

assumptions to characterize agents who have a joint intention as acting contributively in our sense,

12See also Stone (2004) for a detailed perspective on the relation between an agent’s uncertainty and its commu-
nicative intentions.
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because the joint intentions model mainly describes specific attitudes toward the team’s goals rather

than how agents recognize each other’s individual contributions to those goals.

2.6 Contributive language use

In this section we refine the definition of contributive action developed in Section 2.5 to support

contributions by way of natural language use in two-agent, task-oriented dialogue. Our general

strategy remains the same: we develop definitions that characterize a use of language u by agent A

as contributive if, and only if, in uttering u, A is trying to make a recognizable contribution to some

two-agent task A is engaged in. The extension depends on two modeling assumptions that allow us

to connect language to our model of two-agent tasks. We develop these modeling assumptions in

the next two subsections.

2.6.1 Utterances generate dialogue acts

The first modeling assumption is that an utterance is fundamentally a type of action; see Clark

(1996, p. 56-58) for discussion of the “language as action” and “language as product” traditions of

language modeling. In particular, we assume that each utterance by a speaker generates (Goldman,

1970; Pollack, 1986) one or more dialogue acts (Bunt, 1994). In other words, by performing the

action of uttering certain sounds (with an intention of a certain form, to be characterized shortly),

a speaker thereby performs one or more dialogue acts.

We follow Harry Bunt (1994; 1996; 2000) in understanding a dialogue act as a “functional unit

used by a speaker to change the context”. In particular, each dialogue act comprises a semantic

content and a communicative function. The semantic content is the information the speaker is

introducing into the context; for example, some proposition p. The communicative function is

the way in which that information has been inserted in the context in order to play its intended

role; for example, with a role like inform, yn-question, or correct (Bunt, 2000). Together,

the communicative function and semantic content determine an update function that maps the

previous context to the new context that results from the dialogue act (Larsson and Traum, 2000).

In computational terms, this conception of dialogue acts maps cleanly onto an inventory of typed

dialogue actions parameterized by semantic contents.

We depart from Bunt (1996, 2000) and Morante et al. (2007), however, in that we do not define

the context in terms of the mental states of the two interlocutors. Chapter 3 presents our alternative

conception of the current context in a dialogue.
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2.6.2 Dialogues are tasks

Our second modeling assumption is that the coherent patterns of dialogue acts that can occur in

dialogue can be organized into tasks in the sense of Section 2.2. The notion of a “coherent pattern

of dialogue acts” relates to various lines of research in dialogue modeling, including the study of

adjacency pairs, the use of dialogue grammars to distinguish coherent sequences of dialogue acts

(or speech acts) from incoherent ones, the use of state machines with dialogue acts (or speech acts)

attached to the state transitions, and with plan-based models of dialogue coherence; see (Cohen,

1997) for a review of work using these techniques. From our perspective, our model of a task requires

only that there be some function N(A, s) that captures the set of alternative actions A can coherently

perform next in state s. We take no stance on the structure of this function; thus our task model is

consistent with all of these techniques, and others besides.

Some researchers have created taxonomies or inventories of the various kinds of dialogue acts that

seem to occur in dialogue. For example, Bunt (1994) presents a hierarchical classification of dialogue

acts that includes approximately 30 distinctions. There is a top-level distinction between dialogue

control acts and task-oriented acts (on a narrower sense of task-oriented than ours here). Within

the class of dialogue control acts, there are three subcategories: feedback acts, discourse structuring

acts, and interaction management acts. And so on. Somewhat similarly, Traum and Hinkelman

(1992) distinguish four top-level types of conversation acts : turn-taking, grounding, core speech acts,

and argumentation (with the last being a multi-utterance concept). The DAMSL annotation scheme

(Core and Allen, 1997) provides another hierarchical set of distinctions. For example, it distinguishes

between the backward and forward communicative functions that communicative acts may have, and

introduces further subcategories for each of these.

We believe all these distinctions reflect real phenomena in dialogue, but we don’t intend to

characterize contributive language use explicitly in terms of such distinctions. Rather, we believe

language users can use the same reasoning to make contributions no matter what kind of dialogue

act they are performing. In particular, we will not characterize contributions using some set of

distinguished “coordination-level dialogue acts” that coordinate the use of all the other types of

dialogue acts.13 Rather, we subsume all of the kinds of acts (that a single utterance can generate)

under the single heading dialogue acts, and characterize contributions to dialogue in terms of some

global dialogue task that determines which dialogue acts can coherently happen next at each point.

Finally, note that nothing prevents a task in our sense from including a hierarchical organization

13Compare Traum (1994), in which grounding acts mediate the evolution of an incremental common ground repre-
sentation.
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of conceptually distinct subtasks.14 When subtasks are present, the various subtasks will interact

in some way to determine what can coherently happen next in the overall dialogue. All but the

most trivial dialogues are probably best analyzed in terms of such internal subtasks. However, we

shall assume, without loss of generality, that there is a single global dialogue task in each two-agent,

task-oriented dialogue. We then identify the context with the state of this global dialogue task. We

thus use the terms context and dialogue state synonymously.

Figure 2.5 illustrates a simple example of a global dialogue task for bookcase assembly. This global

dialogue task supports the original (completely non-verbal) route to success indicated in Figure 2.1

on page 12. But now we have also assumed that after any tacit action, the fact that the action has oc-

curred can coherently be asserted through a dialogue act of the form assert(past(Agent,Action)).

In this way, for example, an agent that performs a tacit action can tell its partner that it has done so.

The effect of this assertion is to update the global dialogue state to include a record of the asserted

proposition past(Agent,Action). In this figure, we have indicated two such assertions that might

occur after the tacit actions insertDowels(ul) and insertBolts(ul).15 Space prevents us from

sketching more fully the possible routes to a successful bookcase assembly following these assertions.

The suggested approach, however, is for the global dialogue state to capture not only the state of

the partially assembled bookcase, but also a record of all the propositions that have been asserted

so far. In the next few sections, we will use this simple dialogue task to illustrate our model of how

language use can be contributive in task-oriented dialogue.

2.6.3 Action sequences and dialogue acts

We now develop just a little notation for action sequences and dialogue acts before stating our model

of contributive language use. We introduce a predicate dialogueact(a) which is true if and only

if a is a dialogue act. We then define the possible sequences of dialogue acts N∗

d (A, s) and of other

acts N∗

o (A, s) that A could coherently perform in dialogue state s:

N∗

d (A, s) = {d∗|d∗ ∈ N∗(A, s) ∧ ∀d ∈ d∗ dialogueact(d)}

N∗

o (A, s) = {o∗|o∗ ∈ N∗(A, s) ∧ ∀o ∈ o∗ ¬dialogueact(o)} ∪ {〈〉}

14The subtasks might organize the dialogue according to distinctions between different kinds of dialogue acts, such
as those above. For example, as we will see in Chapter 3, COREF subsumes grounding related dialogue acts under
an ambiguity management subtask that occurs frequently in its dialogues.

15In a more complete model, many more assertions and dialogue acts would be possible. This is an extremely
simplified model of dialogue during bookcase assembly that we use to illustrate our approach without unnecessary
complexity.
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)

)

past(Agent,insertDowels(ul))

past(Agent,insertDowels(ul))(continue task with record

(continue task with record past(Agent,insertBolts(ul))

insertBolts(ul)

attachNuts(ul)

rotate

insertDowels(ul)

placeShelf(top,ul)

s0

s8 s4

s19s18s15

s3

assert(past(Agent,insertBolts(ul)))

past(Agent,insertBolts(ul))

assert(past(Agent,insertDowels(ul)))

s100

s1 s2

s200

Figure 2.5: A simple model of bookcase assembly as a global dialogue task.
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As in Section 2.5, we will continue to characterize contributions in terms of action sequences. We

therefore generally aggregate an agent’s dialogue acts, in making an utterance, into a possibly longer

sequence of actions. (In Chapter 3, the consideration of coherent action sequences will turn out to

be an important aspect of COREF’s pragmatic reasoning about tacit actions.)

For simplicity, we assume that the dialogue acts an agent performs always occur as the final

actions in such a sequence. To discuss these sequences, we will find the following notation convenient:

• (o∗, d∗) : a sequence of actions in which an agent does (zero or more) non dialogue acts o∗

and then (somehow) performs dialogue acts d∗. For example, A might consider (o∗, d∗) =

(〈insertBolts(ul)〉, 〈assert(past(A, insertBolts(ul)))〉).

• (o∗, u) : a “mixed”action sequence in which an agent does zero or more non dialogue actions o∗

and then utters u to its partner. Such a sequence is“mixed”from the perspective of the dialogue

task, since the actions o∗ are part of the dialogue task while the exact utterance u is (presum-

ably) not. For example, A might consider (o∗, u) = (〈insertBolts(ul)〉, “I inserted the bolts”).

• (o∗, u, d∗) : a representation employed by an agent considering the possibility of doing o∗ and

then uttering u to its task partner to perform dialogue acts d∗. For example, A might consider

(o∗, u, d∗) = (〈insertBolts(ul)〉, “I inserted the bolts”, 〈assert(past(A, insertBolts(ul)))〉).

2.6.4 Definition of contributive language use

With this notation in place, we now define contributive language use by A in a task-oriented activity

with B.

• Definition: Agent A has a task-oriented intention to do (o∗, d∗) iff A intends to do (o∗, d∗)

as part of a plan to advance the dialogue task, i.e.:

1. in the (probabilistic) belief that the current dialogue state is some state s,

2. in the (probabilistic) belief that o∗ ∈ N∗

o (A,s),

3. in the (probabilistic) belief that d∗ ∈ N∗

d (A, U∗(A, s, o∗)).

• Definition: Agent A has an expectation of recognition for (o∗, u, d∗) iff A has a rationale

according to which A expects (probabilistically) that B will infer from observing public(A, o∗)

and A’s utterance of u that

1. A has (probably) done actions (o∗, d∗), and
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2. A has (probably) done actions (o∗, d∗) in an attempt to advance the dialogue task.

• Definition: Agent A does (o∗, u) contributively iff there is some d∗ such that

1. A has a task-oriented intention to do (o∗, d∗),

2. A has an expectation of recognition for (o∗, u, d∗), and

3. A does (o∗, u).

If an agent does some (o∗, u) contributively, we will describe A’s utterance of u as a contributive use

of language.

Our model of contributive language use is entirely parallel to and consistent with our model of

contributive non-verbal actions in Section 2.5. Where non-verbal action requires an intention to

act with an expectation that your actions will be recognized, language use requires an intention

to perform dialogue acts with an expectation that your dialogue acts will be recognized. The only

difference in these models is that language use involves, by necessity, a translation between utterances

and the dialogue acts they generate.

The model requires that a contributive use of language be motivated by a task-oriented intention

to perform one or more dialogue acts d∗ (optionally, after one or more non dialogue actions). As in

the case of non-verbal action, we understand this intention in terms of a plan to make a coherent

contribution to the two-agent task; the difference is that now the task is a dialogue task that

interleaves dialogue acts with other kinds of actions. As part of this plan, the agent intends to

perform one or more dialogue acts d∗. While actually performing these dialogue acts will of course

require that some suitable words be uttered, we do not view the decision as to which words will

be used to perform d∗ as a prerequisite for the presence of the task-oriented intention to perform

d∗. The presence of a task-oriented intention simply means the agent has a plan to perform some

dialogue acts, one way or another.

For example, in the bookcase assembly dialogue task of Figure 2.5 on page 44, suppose A’s mental

state includes the following assessments:

P (state = s1) = 0.9942

P (〈insertBolts(ul)〉 ∈ N∗

o (A, s1)) = 0.8650

P (〈assert(past(A, insertBolts(ul)))〉

∈ N∗

d (A, U∗(A, s1, 〈insertBolts(ul)〉))) = 0.8281.

(2.7)
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Partly on the basis of these assessments, suppose A adopts the intention to carry out the action

sequence:

(o∗1, d
∗

1) = (〈insertBolts(ul)〉, 〈assert(past(A, insertBolts(ul)))〉). (2.8)

In this case, we say A has a task-oriented intention to do (o∗1, d
∗

1).

For a use of language to be contributive, in addition to having a task-oriented intention, the

speaking agent must also have an expectation that the dialogue acts it intends to perform will

(probably) be recognized by its partner. This again mirrors our model of non-verbal action: to

speak contributively, you must have a reasonable expectation that you will be understood by your

partner as performing the dialogue acts you in fact did perform, even if you are somewhat uncertain

whether you will be. On the other hand, if you speak without expecting your partner to recognize

what dialogue acts you are performing, you are not speaking contributively.

As with non-verbal action, the requirement that a contributive language user must have an

expectation of recognition for its dialogue acts is not without substance. For example, an agent that

consults a static look-up table of “canned text” (Reiter and Dale, 2000, p. 68) in order to express its

intended dialogue acts in words is difficult to view as rationally “expecting” its dialogue acts to be

recognized. If the canned text has been carefully chosen for the task, perhaps the agent’s intended

dialogue acts may somehow turn out to always be recognized correctly by its human addressees, but,

intuitively, this would be more an engineering success story than a reflection of the agent’s ability

to coordinate to make sure its contributions are recognized.

As an example of how a practical agent might assess the probability of recognition for an

utterance, let’s return again our bookcase assembly task. Suppose agent A has adopted the in-

tention (o∗1, d
∗

1) indicated in (2.8) on the current page. Since the insertBolts(ul) action is

tacit, A knows that B will observe only the utterance that A chooses to utter. Let us sup-

pose A is considering uttering “I inserted the little parts” as a way of generating the dialogue act

assert(past(A, insertBolts(ul))). According to our model of contributive language use, A should

consider whether this utterance will lead B to infer that A has done (o∗1, d
∗

1) rather than some other

action sequence. In this instance, A might notice that due to an ambiguity in “the little parts”,

which might mean the dowels or the bolts, there is a possible distractor interpretation in which

“I inserted the little parts” is interpreted as generating assert(past(A, insertDowels(ul))) rather

than assert(past(A, insertBolts(ul))). What is worse, from the current state s1, the dialogue

task of Figure 2.5 supports both these interpretations, by way of the following action sequences:
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(o∗1, d
∗

1) = (〈insertBolts(ul)〉, 〈assert(past(A, insertBolts(ul)))〉)

(o∗2, d
∗

2) = (〈〉, 〈assert(past(A, insertDowels(ul)))〉)
.

I.e., in uttering “I inserted the little parts”, A might be asserting the previous addition of the wooden

dowels, or A might have inserted the bolts and be reporting that insertion. Perhaps A’s lifetime of

dialogue experience suggests B would assess these interpretations as follows:

PB(I = (o∗1, d
∗

1)|O = “I inserted the little parts”) = 1
2

PB(I = (o∗2, d
∗

2)|O = “I inserted the little parts”) = 1
2

.

In this case, A does not have a very strong expectation of recognition for the task-oriented intention

(o∗1, d
∗

1), because another interpretation is just as likely. In order to speak more recognizably, A

might choose instead to utter “I inserted the bolts”, with this superior expectation of recognition:

PB(I = (o∗1, d
∗

1)|O = “I inserted the bolts”) = 0.94

PB(I = (o∗2, d
∗

2)|O = “I inserted the bolts”) = 0.06
.

This example illustrates an important feature of our model of contributive language use, which is

that expectations of recognition must be assessed with respect to tacit actions as well as public

actions. In this way, an agent’s coordination reasoning encompasses unobservable events generally,

including tacit mental events which sometimes need to be communicated in dialogue tasks. We

discuss COREF’s general strategy for speaking contributively in the presence of tacit actions in

Chapter 3.

Note that, as with non-verbal action, we have again left open the possibility that the rationale

that underlies an agent’s expectation of recognition takes the form of an intention to be understood.

One way an agent could intend to be understood would be to plan out its exact utterance so that

its intended dialogue acts will be uniquely recognizable in the specific context (dialogue state) the

agent believes it is in, as in (Stone et al., 2003; Stone, 2004; DeVault et al., 2004). We will see in

Chapter 3 that COREF plans its utterances using reasoning along these lines.

Of course, an utterance that is intended to be uniquely recognizable in a specific context is not

necessarily uniquely recognizable by the addressee of the utterance: the addressee may not think

that is the context they are in, or may make different assumptions in interpretation. This is the

point at which assumptions of common ground or mutual attitudes work their magic: if the two

interlocutors have attained (hierarchical) agreement about the context, and about all the factors
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that affect interpretation in context, then the unique interpretation that the speaker has in mind

will surely be the interpretation the hearer assigns to the utterance.

By contrast, our model of contributive language use acknowledges and accommodates the risk

of disagreement about the context. A speaker need not assume common ground to formulate a

probabilistic expectation of recognition. Rather, the speaker needs some kind of rationale that

bounds or hedges the probability of misunderstanding due to a disagreement about the current

context or interpretation. Chapter 3 sets out a model of uncertainty about context that allows

agents to formulate robust utterances under this kind of uncertainty, and shows how COREF does

so as an illustration of the theory.

There are various approaches to natural language generation that amount to intermediate kinds

of expectations of recognition. For example, an agent using template-based generation (Reiter,

1995) could use aspects of context to choose its run-time utterances. Depending on the details,

such an agent might defensibly be described as trying to formulate a recognizable contribution for

its addressee. The case is somewhat unclear however, since in a system that uses template-based

generation, there is almost certainly no consideration of alternative utterances that might be more

recognizable expressions of the same dialogue act(s).

Systems that use statistical observations to choose utterances that lead to greater“reward signals”

in training interactions with users are another intermediate case (see e.g. Williams and Young, 2007).

The richer the variety of utterances such a system considers, the more persuasively one might argue

that the system is selecting a context-specific utterance that it thinks will be understood as the

system “intends”; however, the question of what such a system’s “intention” is, if anything, and the

connection between being understood and the reward signal may not be sufficiently clear for such a

case to be articulated.

2.6.5 Other language use

We do not claim that all human language use is contributive in the sense articulated here. As

discussed further in Section 2.7, there may be real-world situations in which a speaker is unable to

speak contributively when they speak. A human speaker may also sometimes deliberately speak in a

way that is not contributive. For example, in an “backhanded compliment”, A may intend to insult

B, but select words that A expects to leave B uncertain whether A has insulted or complimented

B. If the distinction between an insult and a compliment shows up as a distinction in the dialogue

act performed, or the content expressed, then this is non-contributive in our sense.
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More generally, speaking without intending to make a recognizable contribution may sometimes

serve useful purposes in human-human dialogue. For example, certain kinds of humor, negotiation

strategies, and conversational genres such as flirting, in which linguistic choices may be socially

consequential, risky, or taboo, seem to involve the selection of utterances that are deliberately

ambiguous.

Finally, there may be occasions when a speaker’s uncertainty about the current context leads

them to select an utterance that is essentially contributive, but is such that the precise dialogue acts

to be performed and recognized are underspecified. We discuss an example of this kind in Chapter 3.

2.7 Interleaving contributive actions with other actions

The models of contributive action in Sections 2.5 and 2.6 suggest a dynamic in which a task is

completed through a series of successive contributive actions by the two participants. But it may

sometimes happen, for one reason or another, that the agents act individually to advance their task

in ways that are not contributive in our sense. For example, there may be time pressure that prevents

the formulation or execution of a contributive action. Or the agent’s problem solving capacity may

be insufficient to identify a contributive action, but sufficient to identify a non-contributive one. Or

the nature of the task may be such that A must take a series of actions tacitly, as when B cannot

see A for an extended period.

We give an example of the latter scenario in Thomason et al. (2006, p. 15):

Andrew and Bess are cooking. Bess asks Andrew to wash and dry some spinach for a
salad. Bess then turns her back to Andrew and attends to a pot on the stove. It is boiling
ferociously, and she can neither see nor hear what Andrew does. Andrew cleans the spinach.
Bess turns to face Andrew again.
...
In plain view, Andrew mixes the spinach with the other salad ingredients. In fact, this action
furthers the joint activity in a straightforward way; Andrew and Bess are one step closer to a
good salad.

In that paper, we go on to characterize the inference that allows Bess to infer that Andrew has tacitly

washed the salad in terms of what we call an enlightened update to their common ground. The

model of contributive action we have presented here would narrate this inference similarly.16

16Note however that our new definitions do not make the fact that Andrew’s public mixing of the spinach with the
other salad ingredients is contributive dependent on the (eventual) (or intended) presence of common ground about
whether Andrew has washed the spinach. Perhaps Andrew has been known on occasion to ignore Bess’s requests to
wash things; the issue has been a point of heated contention between the two. Though Andrew has promised not
to deceive Bess again, both are aware that Bess retains a lingering suspicion about Andrew’s commitment in this
matter. The present model of contributive action does not force the issue: Andrew’s tacit washing and public mixing
of the spinach can be seen as contributive so long as Andrew has a reasonable expectation that Bess will infer from
observing the mixing that Andrew has done both.
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The example does however highlight an important latent assumption in the new model of con-

tributive action and language use in Sections 2.5 and 2.6. If we consider the aggregate sequence a∗ of

all the task actions an agent performs as part of an extended two-agent task-oriented activity, there

is a question as to how the agent’s internal planning process partitions up the aggregate sequence

into a series of individual task-oriented intentions. That is, there is presumably some partition

a∗ = (a∗

1, ..., a
∗

n) such that the agent formulates each task-oriented intention a∗

i separately.

For example, there is a question as to whether, at the moment Andrew formulated his (task-

oriented) intention I to (tacitly) wash the spinach, that same intention I also included his subsequent

public mixing of the spinach before Bess. If so, and if in formulating I, Andrew further expected

Bess to infer from the planned public mixing that Andrew has washed the spinach, then Andrew

straightforwardly satisfies our definition of contributive action in Section 2.5.

However, there is no reason to assume, in general, that an agent’s individual planning episodes

will always yield an intention that motivates a contributive action in the sense of Section 2.5. For

example, Andrew might simply formulate the task-oriented intention W to perform the single action

of washing the spinach, without considering at that time how Bess will eventually learn that he has

done so. According to our current definitions, Andrew does not act contributively in executing W .

Though he is acting to advance his two-agent task with Bess, since she will not observe the tacit

washing, Andrew cannot (yet) expect her to recognize that it has occurred.

When Andrew subsequently mixes the spinach, our current definition of contributive action does

not perspicuously require that Andrew expect that Bess will infer that he has washed it as well. To

make this expectation explicit, we could extend our definition as follows:

• Definition: Agent A does a∗ contributively1 iff

1. A has a task-oriented intention to do a∗,

2. A has an expectation of recognition for (t∗, a∗),

where t∗ is the sequence of (zero or more) tacit actions A has performed prior to a∗ but

subsequent to any previous public action by A, and

3. A does a∗

Parallel reasoning would lead us to extend our definition of contributive language use as well:

• Definition: Agent A does (o∗, u) contributively1 iff there is some d∗ such that

1. A has a task-oriented intention to do (o∗, d∗),
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2. A has an expectation of recognition for ((t∗, o∗), u, d∗),

where t∗ is the sequence of (zero or more) tacit actions A has performed prior to (o∗, u)

but subsequent to any previous public action by A, and

3. A does (o∗, u).

The effect of these amendments is to require that each new contributive action or utterance by A be

expected to bring the other agent B “up to sync” about any relevant tacit actions A has performed

since A’s last public action.

More generally, we could acknowledge that A may have performed some public actions in a

non-contributive way,17 and require that A bring B up to sync on those as well:

• Definition: Agent A does a∗ contributively2 iff

1. A has a task-oriented intention to do a∗,

2. A has an expectation of recognition for (n∗, a∗),

where n∗ is the sequence of (zero or more) non-contributive actions A has performed prior

to a∗ but subsequent to any previous contributive action by A, and

3. A does a∗

And similarly:

• Definition: Agent A does (o∗, u) contributively2 iff there is some d∗ such that

1. A has a task-oriented intention to do (o∗, d∗),

2. A has an expectation of recognition for ((n∗, o∗), u, d∗),

where n∗ is the sequence of (zero or more) non-contributive actions A has performed prior

to (o∗, u) but subsequent to any previous contributive action by A, and

3. A does (o∗, u).

We see it as a design question for a system builder which of these (now three) parallel notions of

contributive action is implemented. For example, as we will see in later chapters, COREF imple-

ments the original definitions of Sections 2.5 and 2.6. It is able to do so because it is possible, in

COREF’s task, for each public action by each player to be associated with a single contribution that

17For example, to poke fun at the simmering tension regarding Andrew’s commitment to washing things properly,
Andrew might have made a special effort to let Bess see him at the sink making exaggerated “spinach-washing
motions”, but taken care not to let her see any actual spinach being washed. I.e., Andrew may have intentionally
left the occurrence of the spinach washing action ambiguous in an effort to provoke Bess. On our model, Andrew’s
mischievousness here makes his spinach washing non-contributive (even if he does it).
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incorporates all the tacit actions that may have preceded it. Agents that coordinate in other tasks

and domains, salad-making perhaps, may require a more flexible relationship between intentions and

contributive action.

2.8 Relation to interlocutor mental states

We have given definitions that allow an uncertain agent to try to make coherent, recognizable

contributions to their two-agent tasks. In comparison to deep coherence models such as SharedPlans,

joint intentions, and shared cooperative activity (see Section 2.3.2), this conception suggests that

acting contributively is relatively independent of detailed reasoning about how your addressee’s

mental state may change, or has changed, as a result of your utterances.

Of course, in general, each dialogue act performed by agent A, in an effort to advance the

dialogue task, will have some effects on agent B’s mental state. In some cases, presumably including

many human-human utterances, these effects may be explicitly intended. This raises the question

of how our framework might comport with a view of utterance planning that explicitly connects the

utterance not just to its update to the two-agent dialogue state but also to planned effects on the

hearer’s mental state. In particular, how might the communicative intention of a contributive agent

incorporate these intended effects?

In the next two sections, we survey a couple of ways our model of contributive action might

be connected to existing pragmatic theories that link speaker intentions to planned changes to the

hearer’s mental state.

2.8.1 Relation to Gricean intentions

One particularly influential theoretical connection between a speaker’s communicative intention and

planned changes to the hearer’s mental state is Grice’s view of nonnatural meaning (Grice, 1957).

According to Grice, a speaker A has a specific meaning in making an utterance iff the speaker’s

utterance is motivated by a particular kind of complex intention regarding how the addressee will

reason about the utterance. For example, one situation in which a speaker A can be said to nonnat-

urally mean some proposition p in uttering something to B is when the following three conditions

are satisfied:

1. A intends for B to believe p,

2. A intends for B to recognize A’s intention in 1, and
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3. A intends for B’s recognition in 2 to be part of B’s reason for believing p.

These conditions are designed to single out Grice’s concept of nonnatural meaning, which he argues

is what distinguishes a speaker’s meaning in a use of language from other kinds of natural meaning

that people can attribute to observations, actions, or events.

In comparison to Grice’s theory, our model of contributive language use makes weaker assump-

tions about the speaker’s intentions regarding his addressee. Our model requires only that the

speaker expect that his task-oriented intention will be recognized by the addressee; it does not fur-

ther require that the speaker intend for this recognition to result in an update to the hearer’s mental

state as detailed in Grice’s theory.

However, our model of contributive language use is consistent with Grice’s theory. We can relate

our model to nonnatural meaning as follows:

• A meansNN that p by a contributive use of u with task-oriented intention (o∗, d∗) iff

1. A intends for B to believe p.

◊ For example, A might intend B to assign P (p) > 1
2 .

2. A intends for B to recognize A’s intention in 1.

◊ For example, A might have a plan for B to employ the following line of reasoning:

(a) A intended (o∗, d∗) by u.

(b) P (p|A intended (o∗, d∗)) > 1
2 , so

(c) A intends me to assign P (p) > 1
2 .

3. A intends for B’s recognition in 2 to be part of B’s reason for believing p.

◊ For example, A might intend B to employ the following line of reasoning:

(a) A intends me to assign P (p) > 1
2 , so

(b) P (p) > 1
2 .

In other words, our model makes contributive language use independent of, but consistent with,

Gricean non-natural meaning. In particular, it is possible to build an agent that speaks contribu-

tively, in our sense, but does not meanNN anything by its utterances. Indeed, as we will see in

Chapter 3, our implemented agent COREF is (arguably) such an agent. We view this possibility

as a strength of our practical model; while it remains consistent with the presence of nonnatural

meaning in dialogue, it does not require that builders of contributive agents implement the more

detailed planning and reasoning about hearer mental state that meaningNN requires.
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2.8.2 Relation to speech act theory

Speech act theory (Austin, 1962; Searle, 1969) is another prominent approach to connecting a

speaker’s communicative intentions to planned changes to the addressee’s mental state. This ap-

proach views each utterance by a speaker as an action, fundamentally, rather than merely an ex-

pression of a proposition or a transmission of information to the hearer. The theory suggests that

there is a range of speech acts which speakers intend to perform in speaking, and which hearers try

to recognize in interpretation.

However, there is still no generally agreed inventory of clearly delineated speech acts that can

be straightforwardly implemented in dialogue systems (Traum, 1999a).18 One problem is that the

range of possible speech acts has proved difficult to circumscribe theoretically. Instead, researchers

typically rely on intuitive examples of speech acts like ask, assert, warn, request, inform, promise,

threaten, and many others. The general tenor of these examples is that speech acts correspond to

English verbs that describe things speakers can do (or try to do) by making an utterance.

Another important issue is that the various speech acts that are commonly postulated seem to

depend in different ways, and to different extents, on the cognitive impacts the utterance may have

on addressee. Some candidate speech acts like persuade or scare seem inextricably linked to the

changes to the addressee’s mental state that actually result from the utterance. These changes are

known as perlocutionary effects of the utterance, and speech acts which seem inextricably linked to

these effects are known as perlocutionary acts (Austin, 1962).

Another class of speech acts, illocutionary acts (Austin, 1962), seem to vary in their dependence

on the addressee’s mental state. For example, intuitively, a speaker can assert or state some propo-

sition p even if the addressee mistakes the assertion or statement for a question, or if the addressee

interprets the speaker as asserting q rather than p, and possibly even if the addressee is distracted

and fails to hear the utterance at all. On the other hand, again intuitively, a speaker cannot inform

his addressee that p unless the addressee hears the utterance, identifies p correctly, and (perhaps) also

correctly recognizes that the speaker is informing him that p rather than, say, asking or promising.

Such observations suggest a number of theoretical questions about the occurrence of speech acts

in dialogue:19

1. Does the performance of a speech act require that the hearer correctly recognize the speaker’s

intended speech act?

18See Traum (1999a) for a thorough review of the history of speech acts in dialogue systems, and alternative
perspectives on how utterances can be related to actions.

19See Traum (1999a) for further discussion.
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2. Does the performance of a speech act require that the hearer correctly recognize additional

aspects of the speaker’s communicative intention?

3. Does the performance of a speech act require specific changes to hearer mental state?

4. Does the performance of a speech act require hearer confirmation that recognition of the

speaker’s intention was unproblematic?

Researchers have answered these questions in different ways, and have put forth correspondingly

different theories of speech acts. Among the positions that have been advocated are these:

• The performance of a speech act depends only on the speaker. Speech acts occur independently

of the hearer’s interpretation of them, or reaction to them. See, e.g., Cohen and Levesque’s

(1990a) model of illocutionary acts as “attempts”, or Perrault and Allen’s (1980) definition of

the performance of an illocutionary speech act.

• While the performance of a speech act depends only on the speaker, the successful performance

of a speech act requires that the speaker intend for the hearer to recognize the speaker’s

intended speech act, and that the hearer correctly do so. See Cohen and Levesque (1990b) for

discussion of this view.

• While the performance of a speech act depends only on the speaker, speech acts are attempts

to change the hearer’s mental state (including possibly hearer intentions to act and mutual

attitudes); as such, the successful performance of a speech act depends on specific updates to

the hearer’s mental state rather than correct intention recognition. This view includes Cohen

and Levesque (1990a,b) and (arguably) Perrault and Allen (1980).

• The performance of a speech act is inherently a multi-agent action. The hearer must confirm

unproblematic recognition of the speaker’s attempted speech act through a grounding action.

See, e.g., Traum and Hinkelman (1992) and Traum (1994).

Theories of speech acts thus differ in their conceptions of speech acts as unilateral or multi-agent

actions, and in the ways they frame a successful speech act in terms of hearer mental state and

hearer followup actions.

We believe our model of contributive language use is consistent, more or less, with all these views

of speech acts. On a unilateral view of speech acts, speech acts can simply be identified with (some

of) the dialogue acts a speaker performs in making an utterance. The ultimate success or failure of
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the speech act, then, could be defined in terms of the hearer’s correct recognition of the speaker’s

speech act, or in terms of the relationship between the hearer’s subsequent mental state and the

speaker’s speech act.

On a multi-agent view of speech acts, speakers would need to be viewed not as directly perform-

ing speech acts but rather as incrementally performing coordination-oriented dialogue acts such as

presenting a speech act, acknowledging a speech act, etc., as in Traum (1994). Here, success can be

understood either in terms of the coordination acts that occur during this multi-utterance grounding

process, or in terms of the interlocutors’ mental states as the grounding process evolves.

Thus, our model of contributive language use does not force any particular theoretical view

of dialogue in terms of speech acts. Our own current view is closest to a unilateral view of a

speaker’s dialogue acts, with success (implicitly) understood as the (eventual) correct recognition

by the hearer of the speaker’s original intention. However, we are not committed to any particular

theoretical analysis of dialogues in terms of speech acts.

2.9 Conclusion

In this chapter, we have presented contributive action as a practical target for uncertain collaborative

agents. Acting and speaking contributively involves choosing actions that contribute to a task with

an expectation that those actions will be recognized by your task partner. While we have framed the

reasoning by which an agent can aim for understanding in explicitly probabilistic terms, we have yet

to spell out in detail how an agent can manage its uncertainty as a dialogue unfolds over time. In the

next chapter, we expand our perspective to include an uncertain agent’s reasoning across multiple

turns in dialogue. We use contributive action as a conceptual core in a reasoning process we call

contribution tracking, which allows interlocutors to act contributively despite uncertainty that may

persist across several dialogue turns. Contribution tracking connects our work with a range of work

in pragmatics which sees the back-and-forth of language use in dialogue as a collaboration, and which

talks more precisely about the processes of interpretation and generation that allow us to understand

one another. In the next chapter, we show how to model these processes in a particular domain using

specific task models, specific models of grammar, specific algorithms for choosing contributions, and

specific algorithms for tracking contributions over time. This shows how we can exactly implement

the theoretical model presented in this chapter and helps to substantiate our arguments in favor of

contributive action as well as contribution tracking.
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2.9.1 Limitations, caveats, objections

In this section we discuss a few possible objections to the conception of contributive action and

language use we have developed in this chapter.

Not all dialogue is task-oriented! What about general conversation?

While we have not attempted to implement a computational model of “general conversation”, our

hunch is that general conversation is in fact mostly task-oriented in the sense of Section 2.2. The

intuition here is that general conversation is not just “saying anything at any point until you get

bored”, but rather being flexible about which tasks are undertaken in subdialogues, and in what

order. In particular, the empirical question would be whether all the utterances within a general

conversation dialogue can be covered by task-oriented analyses of subdialogues. But to make this

case, we would need to go beyond the kinds of task models that are currently implemented in agents

like COREF to include a wider range of more social tasks (e.g., A finds out what B knows about

X , A and B gossip freely about Y , A conveys to B the recent events in A’s life that A thinks are

important, etc.). Such an inventory of social tasks would help us better evaluate the extent to which

there are constraints on what dialogue acts can coherently happen next in general conversation, and

thus whether our model of contributive action in task-oriented dialogue applies. But in any case, it

is not obvious that general conversation is not task-oriented under our permissive formalization of

that term.

Not all dialogue is collaborative! What about “adversarial” or “competi-

tive” dialogue?

There are two main ways a two-agent dialogue can involve language use that isn’t contributive in

our sense.

1. There can be no dialogue task that the agents are trying to coherently advance with their

utterances.

2. The agents can expect their intended contributions to the task not to be recognized.

One way dialogue can be adversarial or competitive would be for the interlocutors to push distinct

dialogue agendas (subtasks), and refuse to contribute to subtasks introduced by their dialogue part-

ners:
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A: where WERE you last night?

B: where were YOU this morning?

A: tell me where you WERE last night!

B: tell me where YOU were this morning!

...

In examples like this, “adversarial” interlocutors may engage in a turn-by-turn tug of war over

which dialogue subtask will be taken up next. However, each speaker seems to intend for their

proposed subtask to be recognized unambiguously, and thus can be viewed as acting contributively,

when they speak. Additionally, our approach to modeling tacit actions in dialogue, developed in

Chapter 3, could in principle contribute to explaining how a speaker can try to be understood while

tacitly shifting the task in ways that are adversarial or competitive. This idea is not pursued further

in this dissertation, however.

Another way of being adversarial is to lie to your dialogue partner. This issue is again indepen-

dent of contributive action in our sense. A speaker can lie while speaking contributively by intending

to perform a dialogue act that contributes coherently to a current dialogue task, and expecting that

a specific dialogue act will be recognized, as B does here:

A: where WERE you last night?

B: at my parents’ house.

[B was not at B’s parents’ house.]

B’s contributive answer here is a lie because B intends A to come to believe the contributed

answer, which contradicts B’s beliefs.

Another way of being adversarial or competitive is to insult or try to intimidate your addressee.

Both of these can be done with language that is contributive in our sense.

Finally, in adversarial or competitive dialogues, the interlocutors may have very different private

goals as they pursue a common dialogue task together (Clark, 1996, p. 34-35). This may result in

some of the above types of adversarial behavior in dialogue, but, again, this is an independent issue

from contributive language use in our sense.

What about when the understanding of the task differs between agents?

Some of the complex conditions involving mutual attitudes in deep coherence models, especially in

SharedPlans, are designed to prevent problematic discrepancies in agents’ private models of a task
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from interfering with a successful task outcome. Certainly, if two agents have mutual belief or mutual

knowledge about their task, including the different ways of solving it, the way they intend to solve it

on a particular occasion, and the criteria of success, then they can avoid many potential coordination

failures. However, we take a different approach, and do not try to achieve this bedrock of successful

coordination directly in our characterization of contributive action. Our general attitude toward

these issues has two main dimensions.

First, our general view is that coming to agreement on the structure of a task, the different ways

of solving it, how to solve it on a particular occasion, and the criteria of success, are themselves

two-agent, task-oriented activities which agents must solve with contributive action and language

use. So while we have not, to date, attempted to model complex domains in which agents’ task

models differ in ways that are problematic, our approach in such a case would be to try to reduce

the overall interaction to one of contributive action within a task negotiation“meta task”, followed by

contributive action (in our sense) on the resulting first-order task. To avoid a regress, this response

seems to commit us to there being a certain basic inventory of tasks which all dialogue agents can

take for granted (as identically understood between agents). We believe this is not implausible; for

example, common dialogue subtasks such as yes/no questions, wh-questions, etc., might plausibly

be common to all language-using agents. However, developing such an inventory of basic tasks is

well beyond the scope of this work.

Second, the model of uncertainty about dialogue state that we develop in Chapter 3 grants us

some flexibility in narrating the reasoning processes of two dialogue agents who seem to disagree

about the task they are engaged in. In particular, in our model, an agent may lose track of what the

current dialogue task is, or it may face specific uncertainty about what the current dialogue task is.
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Chapter 3

Contribution tracking in two-agent, task-oriented dialogue

This chapter presents contribution tracking as a reasoning process by which dialogue agents can

track the contributions that are being made across multiple utterances and actions in task-oriented

dialogue. Our presentation of contribution tracking builds on the characterization of isolated con-

tributive actions in Chapter 2 by developing a model of an agent’s reasoning and uncertainty about di-

alogue state in a multi-utterance dialogue setting. We illustrate contribution tracking using COREF

(DeVault et al., 2005; DeVault and Stone, 2006; DeVault et al., 2006; DeVault and Stone, 2007), an

implemented dialogue agent that tracks contributions while participating in an object identification

game under uncertainty.

We begin in Section 3.1 by defining what we mean by contribution tracking. In Section 3.2, we

discuss the collaborative view of reference in dialogue that motivated COREF’s development as a

research project, and present the object identification game that COREF plays. In Section 3.3, we

present COREF’s internal design as a particular instantiation of a more general modular architecture

which we call the RUBRIC system architecture. We present the RUBRIC architecture as a general

modular approach to building dialogue systems that track contributions in a two-agent dialogue

task. This architecture constitutes a way of circumscribing the reasoning and representations that an

implemented agent needs to employ in order to track contributions, and of organizing this reasoning

into a set of specific problem-solving modules. We show how this architecture enables COREF to

speak and act contributively in its object identification game, and argue that this approach to system

building offers several advantages over alternative designs for collaborative dialogue systems.

In this chapter, we will use a few examples to present and explain COREF’s detailed pragmatic

reasoning in dialogue. We delay a more thorough empirical evaluation of COREF to Chapter 4.

3.1 Contribution tracking

In this section, we motivate and define contribution tracking as a reasoning process that can be

carried out by uncertain dialogue agents.
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3.1.1 Motivation

Contribution tracking is an attempt to make sense, in a probabilistic setting, of three fundamental

claims made by mainstream theories of pragmatic reasoning in human-human dialogue:

1. interlocutors track and exploit the evolving context to coordinate their individual contributions;

2. the current context depends on what the previous utterances of both interlocutors have meant

(contributed);

3. what a speaker can recognizably mean (contribute) by a specific choice of words depends on

the current context.

The first claim is essentially the framework developed in Stalnaker (1974, 1978). Stalnaker’s work

has provided a basic conceptual vocabulary for a wide range of subsequent work that attempts

to construct knowledge level descriptions of linguistic interpretation in detailed dialogue contexts

(e.g. Clark and Marshall, 1981; Thomason, 1990; Clark, 1996; Poesio and Traum, 1997; Thomason

et al., 2006). Stalnaker describes communication as taking place “against a background of beliefs or

assumptions which are shared by the speaker and his audience, and which are recognized by them to

be so shared” (1974). Stalnaker describes these speaker presuppositions as what the speaker takes to

be the “common ground” between the interlocutors. A speaker uses this common ground to achieve

efficient communication — for example, there is no need to assert a proposition that is already

common ground — and as a way to keep track of the current state of the dialogue — by treating

a new assertion as causing a specific update to the common ground between the interlocutors, for

example. Thus, in Stalnaker’s framework, interlocutors in dialogue track and exploit their evolving

common ground (which we, here, would call the context) in order to coordinate their individual

contributions.

The second claim is the basic framework of linguistically motivated dynamic semantic theories

(e.g. Kamp, 1981; Heim, 1982; Kamp and Reyle, 1993; Poesio and Traum, 1997), which formalize

the effects of utterances in dialogue as specific updates to the interlocutors’ shared dialogue context.

The third claim is embodied in a range of work on the pragmatic interpretation of utterances,

including formal work in dynamic semantics, as well as computational approaches to diverse topics

such as referring expression generation in context (e.g. Dale and Reiter, 1995), anaphora resolution in

dialogue systems (e.g. Byron, 2002), and generation of complete utterances that convey a recognizable

communicative intention in context (e.g. Stone et al., 2003).
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While these three claims capture important insights about natural language use in context, it

is not obvious how they can be translated into a probabilistic setting. For example, as we discuss

above in Section 2.4.4 (page 30), a notion of context based on mutual attitudes, such as Stalnaker’s

common ground, is not easy to treat probabilistically in an implemented system. This difficulty is

also one impediment to the computational implementation of detailed dynamic semantic theories

which view the evolving dialogue context in terms of mutual attitudes or common ground (e.g.

Beaver, 2001; Barker, 2002). Nor is it easy to see how many existing computational models of

interpretation in context should be adapted to a situation in which a speaker is uncertain about

what the context is. For example, referring expression generation is typically framed as a problem of

distinguishing an intended referent from the distractor objects in a specific context (Dale and Reiter,

1995; DeVault et al., 2004). But what if a speaker in dialogue is uncertain about the context in a

way that affects her determination of what the distractor objects are? How shall she generate an

appropriate referring expression for a specific object? Similarly, if an anaphora resolution algorithm

predicts that an anaphoric expression would be resolved one way in one context, but another way

in another context, how can an interlocutor who is uncertain which of the two contexts is correct

decide which interpretation should be assigned?

Contribution tracking is an attempt to get a handle on these kinds of problems. The general

approach is to take principled models of interpretation in context and situate them within specific

threads of interpretation which an uncertain interlocutor can track over time. As an initial illustration

of this approach, let us return to our example of Larry and Jeff’s dialogue (Section 2.4.3, page 29),

in which Larry expresses his astonishment that Jason has come to “his place”, but Jeff is uncertain

which place Larry means. We will use the following example as a first illustration of contribution

tracking:
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(3.1)

Larry1: You’ll never believe it. Jason came to my place today!

(Jeff is uncertain whether “my place” means Larry’s office or Larry’s house.)

Jeff2: Wow, ok.

(Jeff remains uncertain whether “my place” means Larry’s office or Larry’s

house.)

Larry3: Yeah. He was there when I arrived at 3pm.

(Jeff now suspects that Larry must have meant Larry’s office, because Larry

usually goes to his office in the afternoons. However, Jeff is unable to rule out

that Larry meant Larry’s house.)

Jeff4: I don’t believe it.

(Though Jeff is uncertain exactly where Jason was, he decides to convey his

incredulity that Jason came to whichever of Larry’s places he came to.)

Larry5: Yeah, I couldn’t believe it either when I pulled up and saw him sitting there

on the front steps of my house.

(Jeff now realizes Larry meant Larry’s house all along, and forgets about the

interpretation involving Larry’s office.)

In this example, we have sketched, parenthetically, some of the reasoning involved in contribution

tracking. Let us suppose that Jeff’s principled model of interpretation in context tells him that

Larry’s expression there in Larry3 is coreferential with Larry’s expression my place in Larry1. How-

ever, suppose further that Jeff is unsure whether Larry’s expression my place in Larry1 meant Larry’s

office or Larry’s house. Our proposal is that, in order to continue participating in this dialogue, Jeff

can spawn two threads of interpretation, a Larry’s office thread (toffice) and a Larry’s house thread

(thouse). On the office thread, what Larry asserts — i.e. contributes — in Larry3 is that Jason was at

Larry’s office when Larry arrived at the office at 3pm. On the house thread, what Larry contributes

in Larry3 is that Jason was at Larry’s house when Larry arrived at the house at 3pm. Within each

thread, Larry’s expression there in Larry3 is coreferential with Larry’s expression my place in Larry1.

Jeff just isn’t sure which of these two threads captures the contributions that Larry has been trying

to make to their dialogue.

By spawning two threads of interpretation, with different threads capturing Larry’s alternative

contributions, Jeff can continue to assign coherent, principled interpretations to Larry’s ongoing

utterances, and even participate in the dialogue himself. At Jeff4, Jeff contributes his incredulity

about the story Larry is telling, even though Jeff is uncertain about an aspect of this story that
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affects the interpretation of his own contribution. Contribution tracking allows Jeff to formulate an

utterance that makes a recognizable contribution on either thread of interpretation. Let us suppose

that Jeff’s principled model of interpretation in context tells him that his own expression it in Jeff4

is a discourse deictic pronoun which corefers with Larry3’s sentence He was there when I arrived at

3pm. On thread toffice, Jeff can therefore anticipate that he would be contributing that he doesn’t

believe that Jeff was at Larry’s office when Larry arrived at the office at 3pm. On thread thouse, Jeff

can therefore anticipate that he would be contributing that he doesn’t believe that Jeff was at Larry’s

house when Larry arrived at the house at 3pm. If Jeff is willing to make either of these contributions,

it is easy to imagine that he would be willing to utter Jeff4 despite his uncertainty about exactly

which contribution he is making. (It may be more important to Jeff to play a participative role in

Larry’s story telling than it is for him to know exactly what contribution he is making to that story

telling.)

Later, in Larry5, Larry finally reveals disambiguating information about his original meaning

in saying my place in Larry1. At this point, because Jeff has been tracking coherent threads of

interpretation during this dialogue, he is able to retroactively eliminate toffice, and thereby collapse

his uncertainty to the thouse interpretation of the entire dialogue.

In the vocabulary that we develop in the remainder of this dissertation, we will describe interlocu-

tors, like Jeff here, as facing transient uncertainties which they can manage, and often eventually

resolve, through a process of contribution tracking. Contribution tracking is a reasoning process

that allows an interlocutor to use principled semantic and pragmatic models to attribute coherent

contributions to speakers along alternative threads of interpretation. Crucially, contribution track-

ing allows interlocutors to exploit probabilistic reasoning to reallocate probability mass among the

different threads of interpretation over time, while retaining a principled approach to linguistic inter-

pretation in context within each thread. For example, though Jeff may have been strongly preferring

the toffice thread after Larry3, and during Jeff4, the evidence Larry provides at Larry5 may lead him

to reallocate all the probability mass to thouse, and forget about toffice altogether.

We define and discuss contribution tracking more precisely in the next two sections, and then

move on to a description of the detailed computational framework within which we have implemented

it.
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3.1.2 Definition of contribution tracking

We will say that a dialogue agent A implements contribution tracking if, and only if, both of the

following conditions are satisfied:

1. A’s interpretation process for observed utterances (actions) is able to hypothesize alternative

contributions:

(a) under uncertainty about the prior contributions that have been made by both interlocu-

tors;

(b) considering the coherence of each hypothesized contribution in relation to the alternative

prior contributions that may have been made; and

(c) assigning probabilities or relative confidences to alternative hypothesized contributions.

2. A’s generation process is able to identify contributive utterances (actions) to perform:

(a) under uncertainty about the prior contributions that have been made by both interlocu-

tors;

(b) considering the coherence of each hypothesized contribution (for A’s utterance or action)

in relation to the alternative prior contributions that may have been made; and

(c) assigning probabilities or relative confidences to alternative hypothesized contributions.

In this definition, we place a set of “boundary conditions”on the way an implemented dialogue agent

reasons about the interpretations of utterances and tracks alternative interpretations over time.

These boundary conditions are intended to characterize an agent’s ability to pursue more than one

thread of interpretation across several turns in dialogue, while placing minimal restrictions on the

representations and algorithms that the agent uses to do so.

Requirements 1(a) and 2(a) require that the agent’s interpretation and generation processes be

able to function under (at least some kinds of) uncertainty about the prior contributions that the

two interlocutors have made (perhaps after summarizing this uncertainty as uncertainty about the

current dialogue state). This allows us to view the agent’s interpretation and generation processes

as functioning in a setting in which multiple threads of interpretation are viable. By requiring

that these processes be sensitive to the prior contributions of both interlocutors, i.e. to the agent’s

own prior contributions as well as to the user’s prior contributions, we enforce a minimal degree of

consistency with mainstream linguistic theories of interpretation in context, which view the evolving

context as a function of what the previous utterances of both interlocutors have meant.
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Requirements 1(b) and 2(b) mean, essentially, that the agent must make some sort of effort to

view linguistic interpretation as a function of the context that the prior contributions have created.

This is a very weak requirement, from the standpoint of modern semantic and pragmatic theorizing.

It does however rule out, for example, an agent which decides what interpretation should be assigned

to its users’ (or its own) utterances without any consideration at all of the current context or dialogue

state. We thus intend contribution tracking to be a process of relating individual utterances to the

evolving context, over time. This is also what allows us to view the agent as extending individual

threads of interpretation as each new utterance or action occurs. The result is that we can view

these threads of interpretation as chains of contextual reasoning that allow the agent to rationalize a

subdialogue, despite a certain amount of uncertainty about what is happening in that subdialogue.

Requirements 1(c) and 2(c) require that the agent use some sort of probabilistic determination or

ranking process that allows it to assess the relative likelihood of alternative threads of interpretation

(perhaps summarizing this assessment as uncertainty about the next dialogue state). This is a big

part of what makes contribution tracking a tracking problem, in which additional evidence is brought

to bear, over time, in the agent’s assessment of an evolving situation which is not directly observable.

Finally, condition 2 requires that the agent’s generation process identify contributive utterances

or actions to perform, in the sense of Chapter 2. This condition connects contribution tracking to a

broadly collaborative view of language, in which interlocutors aim to make recognizable contributions

to their ongoing tasks. In particular, it allows us to maintain this collaborative view of language

even when an agent is actively pursuing several threads of interpretation for its dialogues.

Over all, our definition of contribution tracking describes a pragmatic reasoning process in which

it may not be possible for contributions to be identified immediately — sometimes even by the

actor that makes them. Rather, interlocutors select and perform contributive actions incrementally,

with additional actions by one or both interlocutors helping to disambiguate a coherent thread of

interpretation over time, and with both interlocutors working to track each other’s (and their own)

contributions as the dialogue evolves.

Partly as a reflection of the relative immaturity, in our view, of computational modeling of

human-like reasoning about language use in context, our definition is remarkably noncommittal

about detailed linguistic theories of human pragmatic reasoning; it draws on these theories only to a

depth that yields a few basic boundary conditions on how the agent conceptualizes its interpretation

processes. This definition nevertheless makes contribution tracking a substantially different reasoning

process than is employed in existing computational approaches to tracking dialogue states under

uncertainty. The closest computational approach is the use of POMDPs to model dialogue state
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in spoken dialogue systems. We will now, therefore, relate POMDP approaches to contribution

tracking in some detail.

3.1.3 Comparison to POMDP-based dialogue modeling

In this section, we discuss the relation between existing POMDP-based approaches to dialogue

modeling and contribution tracking, as defined in Section 3.1.2. As discussed in Section 1.1 (page

4), a standard technique (Roy et al., 2000; Williams and Young, 2006, 2007) in POMDP-based

dialogue systems is to simply identify the dialogue state with the user’s private state or goal. For

example, in the human-robot dialogue application of Roy et al. (2000), the state, about which the

POMDP-based dialogue system is uncertain, is the command the user is trying to give the robot.

Similarly, in the POMDP-based call center application of Williams (2008), the state is the directory

listing (name and listing type) that the human caller wishes to be connected to. In both cases, the

system selects actions in a way that tries to manage or reduce the system’s uncertainty about the

underlying user goal. The system’s uncertainty arises in the interpretation of ASR representations

of spoken user utterances. In this setting, the POMDP approach supports robust strategies for

optimizing a hand-crafted, task-specific utility model. This mostly amounts to satisfying the user’s

goal without annoying them too much.

The easiest way to relate the POMDP approach to contribution tracking is by thinking of a

“contribution”, in the POMDP framework, as the underlying state transition that occurs at each

time step.1 We thus essentially conceptualize a contribution as a change in the user’s private goal.

With this perspective, the POMDP approach does yield uncertainty about the prior contributions

that both interlocutors have made, in line with requirements 1(a) and 2(a), because the user’s private

goal can sometimes change from one time step to the next. (In POMDP-based dialogue models, the

user’s goal can change autonomously or in response to a system utterance or action.) With respect to

requirements 1(b) and 2(b), we can also (sort of) think of the POMDP as considering the coherence

of hypothesized contributions as the dialogue evolves. It does so by way of its observation and state

transition models, P (o|s, a) and P (s′|s, a) respectively, which give the probability of observing user

response o and, respectively, of moving to state s′, if the previous state was s and the system action

was a. In a way, these models allow the system to reason about the “coherence”, understood in

probabilistic terms, of specific state transitions as each system action a and user response o occur.

1It may also seem tempting to identify a user contribution with the observation in a POMDP, and a system
contribution with the action selected by the system’s policy. However, in the POMDP framework, both the observation
and the system’s chosen action are known to the system with certainty. So there would be no uncertainty about either
user or system contributions, which is contrary to requirements 1(a) and 2(a) in our definition.
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POMDPs also satisfy 1(c) and 2(c) in their belief update step, which establishes a new belief P (St)

about the current user goal St at each time t.

The difference between a POMDP approach and contribution tracking, however, becomes clear

when we consider whether the POMDP action policy — the POMDP-based agent’s “generation

process” — selects an action that is contributive, as required by condition 2 in our definition of

contribution tracking. As described in Chapter 2, acting contributively means acting with an ex-

pectation that your contribution will be recognized. Here we encounter some conceptual difficulties.

First, if the state is identified with the user’s goal, and system contributions are understood as

underlying state transitions, i.e. as specific changes in the user’s private goal, then what it means

for the user to recognize the system’s contribution is for the user to recognize how their own goal

has changed in response to an observed system action or utterance. But this is a bit odd — the

user presumably knows their own goals, and knows when they change. (We could perhaps instead

conceptualize a system contribution as an intended update to the user’s private goal, but because

system actions are actually chosen to maximize a reward signal under uncertainty about which state

transition will occur, there may not be any specific state transition that we could distinguish as the

system’s intended one.)

At a deeper level, though, to identify the state with the user’s private goal or state seems to

sacrifice any theoretical view of linguistic interpretation in dialogue as a coordination problem in

which the two interlocutors aim to efficiently understand and be understood by each other. As

discussed in Section 3.1.1 (page 62), this theoretical perspective pervades a wide range of work on

linguistic interpretation in human-human dialogue. It is also one of the fundamental motivations for

our definition of contributive action as a design goal for our dialogue agents: we want our agents to

say and do things that their users will understand in context. By contrast, in current POMDP-based

dialogue systems, there is generally no question of whether the user will understand the system’s

utterances; rather, the overarching design goal is to build a system that can somehow decipher a

user’s wishes in the face of ubiquitous errors in speech recognition.

Concretely, in selecting a system utterance, these systems generally draw from a small fixed

inventory of utterances that have been hand-authored by a system designer to effectively convey

a specific message to the user. In particular, the context-sensitivity of utterance meaning is not

an explicit part of the modeling of an utterance as an action. This makes it difficult to see how

a POMDP approach could robustly generate the various kinds of coordinated, context-sensitive

linguistic expressions that pervade human-human dialogue, such as referring expressions, pronouns,

and other kinds of anaphoric expressions. (A non-productive, “brute force” approach could be
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employed in narrow application domains, however. On this approach, a training step would learn a

policy that allows a system that is uncertain about the user’s goal to make a performance-optimizing

selection from an exhaustive list of all the alternative context-dependent utterances in the domain.)

By contrast, the selection of system utterances and actions that the user will understand as

coherent contributions in context is what contributive action and contribution tracking are all about.

In particular, they aim to facilitate this selection process by making it possible for dialogue systems

to organize the real-world uncertainties they encounter into coherent threads of context-sensitive

interpretation, to track these threads using flexible probabilistic inference, and to make coherent,

recognizable contributions of their own despite the uncertainty they are dealing with.

In the rest of the chapter, we present a general computational architecture (RUBRIC) which

modularizes the detailed reasoning involved in contribution tracking, and an example dialogue ap-

plication (COREF) that implements this reasoning.

3.2 Collaborative reference

3.2.1 Referring as a collaborative activity

The development of the COREF agent was originally inspired by empirical work on task-oriented

human-human dialogue by Herb Clark and colleagues, especially Clark and Wilkes-Gibbs (1986) and

Brennan and Clark (1996). Clark and Wilkes-Gibbs (1986) draw on observations of a collection of

dialogue transcripts to argue against what they describe as the traditional literary model of definite

reference, which assumes the following:

1. The reference is expressed linguistically with one of three standard types of noun phrase — a

proper noun (for instance, Napoleon, King George), a definite description (this year, the man

with the moustache), or a pronoun (he, this, they).

2. The speaker uses the noun phrase intending the addressee to be able to identify the referent

uniquely against their common ground.

3. The speaker satisfies her intention simply by the issuing of that noun phrase.

4. The course of the process is controlled by the speaker alone.

They argue that these four claims are very coarse idealizations of the actual process of referring that

occurs in human-human dialogue. For example, consider the following dialogue:2

2This and subsequent example dialogues in this section are discussed in Clark and Wilkes-Gibbs (1986), which also
provides citations to original sources for some of these example dialogues.
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(3.2)

S1 : Take the spout—the little one that looks like the end of an oil can—

J2 : Okay.

S3 : —and put that on the opening in the other large tube. With the round top.

In S1, S does not satisfy her intention to refer to the spout by simply issuing a single definite noun

phrase (assumptions 1, 3). Rather, S begins by uttering the spout, but apparently judges or senses

that J will not be able to identify the intended referent. So S immediately initiates what Clark and

Wilkes-Gibbs call an expanded noun phrase by inserting a second definite noun phrase: the little

one that looks like the end of an oil can. The course of the referring process seems to depend on

J ’s response Okay in J2 (contrary to assumption 4), after which S continues the pending utterance

with S3. Similarly, after uttering the other large tube in S3, S apparently judges that description

insufficient and adds With the round top.

Assumption 2 also idealizes a speaker’s expectation that the hearer will be able to correctly

identify each intended referent against the common ground:

S1: Okay now, the small blue cap we talked about before?

J2 : Yeah.

S3 : Put that over the hole on the side of that tube—

J4 : Yeah.

S5 : —that is nearest to the top, or nearest to the red handle.

Here, S issues the small blue cap we talked about before with a rising intonation, as what Clark

and Wilkes-Gibbs call a trial noun phrase that the hearer is invited to provide feedback on, as J

does here in J2. Thus, a speaker may be substantially uncertain whether the addressee will be able

to successfully interpret a referring expression that the speaker has decided to issue. Further, this

uncertainty may lead to an interruption of the overall process of utterance generation. For example,

in this dialogue, S could have simply uttered, Put the small blue cap we talked about before over the

hole on the side of that tube that is nearest to the top, or nearest to the red handle, and only then

invited feedback from J . Instead, S preferred to receive incremental feedback on specific referring

expressions whose interpretation may have been problematic.

Sometimes a speaker is not just uncertain whether the addressee will be able to interpret a re-

ferring expression, but actually needs the addressee’s help even to construct a referring expression:
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A : The tree has, uh, uh...

B : Tentworms.

A : Yeah.

B : Yeah.

This issue of remembering or negotiating appropriate vocabulary to use in a particular descrip-

tion is more general, as illustrated in the following example from the object identification game

studied in Brennan and Clark (1996):

Director: a docksider

Matcher: a what?

Director: um

Matcher: is that a kind of dog?

Director: no, it’s a kind of um leather shoe, kinda preppy pennyloafer

Matcher: okay, okay, got it

In this example, the indefinite description a docksider results in a multi-utterance subdialogue in

which one of the interlocutors (Matcher) actually learns a new vocabulary item before correctly

identifying the original intended referent of a docksider.

Clark and Wilkes-Gibbs (1986) catalog a number of additional observations of this sort, in which

successful reference involves the active participation of both the initiator of the reference and the

recipient of the reference. When taken together, these phenomena suggest that reference in dialogue

looks very much like a collaborative activity in which two interlocutors temporarily work together

toward the goal of coming to an agreement about the identity of an object that one of them intends

to single out to the other. Contrary to the literary model, this collaborative activity seems to have

these features:

1. The reference is often initiated linguistically with one of three standard types of noun phrase

— a proper noun (for instance, Napoleon, King George), a definite description (this year, the

man with the moustache), or a pronoun (he, this, they). However, the initial noun phrase may

trigger a multi-utterance dialogue involving linguistic expressions of heterogeneous form and

function.

2. The speaker and the addressee work together to enable the addressee to be able to identify

the referent uniquely.
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3. The speaker satisfies her intention when the addressee successfully identifies the intended

referent.

4. The course of the process is controlled by both the speaker and the addressee.

Our development of COREF was inspired by the challenges this perspective on reference seems to

create for an implemented dialogue system. For example, in a standard NLG pipeline (Reiter and

Dale, 2000), and in many implemented systems, the generation of referring expressions (GRE) is

viewed as a distinct module or stage of processing. The output of the GRE process is expected to be

incorporated into the system’s overall output, for example by inserting the generated noun phrase

into a larger sentence to be uttered by the system.

However, a collaborative view of reference suggests a fundamental orientation toward the multi-

utterance two-agent task of referring rather than the specific linguistic form that a particular (at-

tempted) referring expression takes. Drawing on the examples above, we can imagine that a human-

like dialogue system that is trying to refer to an object might variously employ expanded noun

phrases, trial noun phrases, and installment noun phrases; it might solicit online feedback and clar-

ification questions from its user; and it might even exploit vocabulary provided by its user to help

its referential task succeed.

It is possible to implement some of this broad functionality using a formal model that treats

the product of the activity as a single evolving linguistic form, as in Heeman and Hirst (1995). For

example, in a dialogue like (3.2) on page 71 above, the ultimate reference to the spout in S1 could be

summarized as the little spout that looks like the end of an oil can. However, in other human-human

dialogue examples, it is more difficult to identify any single linguistic form as the product of the

activity. For example, consider this dialogue (Clark and Wilkes-Gibbs, 1986):

B1 : How long y’gonna be here?

A2 : Uh- not too long. Uh just til uh Monday.

B3 : Til- oh yih mean like a week f’m tomorrow.

A4 : Yah

B5 : (continues)

Here, one might judge that the ultimate product of the reference begun in A2 is the single word Mon-

day, or the clarified indefinite description a week f’m tomorrow, or even the appositive construction

Monday, a week f’m tomorrow.
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Our view is that in order to replicate the flexibility that human speakers exhibit in collaborative

reference subdialogues, we need to be able to explain, at a computational level, each individual

linguistic form they use in terms of an underlying task-oriented collaboration. In light of the various

phenomena that arise in these subdialogues, it seems unmotivated to require that these explanations

somehow coerce all the linguistic forms previously used by the interlocutors into a single summary

expression. Instead, we prefer to view any single summarizing expression that might be formulated

as an abstract by-product of the underlying reference task, rather than the basic purpose or product

of the task.

To implement this approach, however, we need to model formally the two-agent task of reference,

including the types of dialogue acts it involves, and to articulate a practical strategy for completing

this task collaboratively using individual utterances. We have implemented this approach in the

COREF agent, targeting dialogues in an object identification game adapted from the experiments

of Clark and Wilkes-Gibbs (1986) and Brennan and Clark (1996), but with an eye toward the

eventual objective of making human-like collaborative reference abilities more widely available in

human-machine dialogue systems. We turn now to the details of COREF’s object identification

game.

3.2.2 COREF’s object identification game

COREF participates in a two-agent object identification game which we adapted from the experi-

ments of Clark and Wilkes-Gibbs (1986) and Brennan and Clark (1996). The game plays out in a

special-purpose graphical user interface which we have developed. The interface, which can support

either human-human or human-agent interactions, is shown in Figure 3.1.

The general objective of the game is for the two agents to work together to create a specific

configuration of objects, or a “scene”, by adding objects into the scene one at a time. In all the

games we discuss in this dissertation, the scene takes the form of a 2x2, 3x3, or 4x4 grid of objects.

The experimental design used by Clark and Wilkes-Gibbs (1986) and Brennan and Clark (1996)

facilitated the study of purely verbal communication: the two players were given identical sets of

objects (on flash cards which had been shuffled), and were separated by a physical barrier in such a

way that they could hear each other speak but could not see each other. This ruled out the use of

pointing gestures or communication through other kinds of non-verbal behavior.

We employ a conceptually similar game design. In our case, the two players each participate

using their own version of the interface. They participate from physically separated locations so
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Figure 3.1: A human user plays an object identification game with COREF. The figure shows the
perspective of the user (denoted a9). The user is playing the role of director, and trying to identify
the square at upper left (indicated to the user by the blue arrow) to COREF. COREF’s perspective
at the same point in time is shown in Figure 3.2.

that communication can only occur through the interface. Their interfaces display the same set of

candidate objects to the two players, but the spatial locations of the objects are shuffled for each

player. The shuffling undermines the use of spatial expressions such as “the object at the top left”.

Figures 3.1 and 3.2 illustrate this arrangement.3

As in the experiments of Clark and Wilkes-Gibbs (1986) and Brennan and Clark (1996), one of

the players, who plays the role of director, instructs the other player, who plays the role of matcher,

which object is to be added next to the scene. As the game proceeds, the next target object is

automatically determined by the interface and privately indicated to the director. The target object

is indicated to the director using a blue arrow, as shown in Figure 3.1. (Note that the corresponding

matcher’s perspective, shown in Figure 3.2, does not include the blue arrow.) The director’s job is

then to get the matcher to click on (their version of) this target object.

3Note that in a human-human game, there are literally two versions of the graphical interface, on the separate
computers the human participants are using. In a human-agent interaction, the agent does not literally use the
graphical interface, but the information that the agent is provided is limited to the information the graphical interface
would provide to a human participant. For example, the agent is not aware of the spatial locations of objects on the
screen of its human partner.
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Figure 3.2: COREF plays an object identification game with a human user. The figure shows the
perspective of COREF (denoted Agent). COREF is playing the role of matcher, and trying to
determine which object the user wants COREF to identify. The user’s perspective at the same point
in time is shown in Figure 3.1.

To achieve agreement about the target object, the two players can talk back and forth using

written English, in an instant-messaging style modality, as illustrated in Figures 3.1 and 3.2. The

interface provides a text box within which utterances can be typed. A typed utterance is only

transmitted when the Enter key is pressed. Each player’s interface provides a real-time indication

that their partner is “Active” while their partner is composing an utterance in their text box, but

the interface does not show in real-time what characters are being typed. Thus, it is not possible

for a player to view or interpret an utterance by their partner incrementally (as it is typed, word by

word). Once the Enter key is pressed, the utterance appears on the screens of both players as part

of a scrollable history field in the interface, which provides full access to all the previous utterances

in the dialogue.

When the matcher clicks on an object they believe is the target, their version of that object is

privately moved into their scene. The director has no visible indication that the matcher has clicked

on an object. However, the director needs to click the Continue (next object) button (see Figure

3.1) in order to move the current target into the director’s scene, and move on to the next target
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object. This means that the players need to discuss not just what the target object is, but also

whether the matcher has added it into their scene, so that they can coordinate on the right moment

to move on to the next object. If this coordination succeeds perfectly, then after the director and

matcher have completed a series of objects, they will have created the exact same scene in their

separate interfaces.

As the game proceeds, the director and matcher work through the creation of several different

scenes. In all the experiments we discuss in this dissertation, the two players first work through 4

objects to create a 2x2 grid scene, then work through 9 more objects to create a 3x3 grid scene, and

finally work through 16 more objects to create a 4x4 grid scene. Thus, there are a total of 29 target

objects.

Both the director and matcher have the option to click a Skip this object button at any time.

COREF never elects to skip an object, however. Human subjects are instructed that they have the

option to press the Skip this object button if they feel they are no longer making progress on

that particular object, but are asked not to skip an object just because it is taking a little longer

than they would like. Human participants are also told that it is very important to be accurate, but

that they should move right long, as they are being timed. The complete task instructions are given

in Appendix A on page 210.

In the remainder of this dissertation, we will examine in detail many of the dialogue phenomena

that arise in this object identification game.

3.3 The RUBRIC and COREF system architectures

In this section, we provide a high-level tour of COREF’s architecture and implementation. We

view COREF’s implementation as an instantiation of a more general agent architecture which we

call the RUBRIC (Robust Uncertain Basically Reversible Intentional Communication) architecture.

The RUBRIC architecture is an attempt to specify a relatively generic, modular design and control

flow for contribution tracking in an implemented dialogue agent. We begin in Section 3.3.1 with

a discussion of the contributions we believe this architecture makes to dialogue system-building

in general. In Section 3.3.2, we give an example COREF dialogue which we will use to illustrate

various aspects of COREF’s design. We then proceed, in subsequent sections, through a discussion

of the various modules that are part of the RUBRIC architecture. In each case, we define the

problem-solving the module is expected to perform, and sketch COREF’s implementation of this

problem-solving.
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For the interested reader, COREF is implemented in the Java programming language. The

control flow for the RUBRIC architecture, which we define in Section 3.3.3, is also implemented in

Java. The individual RUBRIC modules are defined as Java interfaces.

3.3.1 Contributions to system architectures for dialogue systems

The RUBRIC architecture is an attempt to specify a relatively generic, modular design and control

flow for contribution tracking in an implemented dialogue agent. As will become clear as we present

the architecture in the following sections, many aspects of this architecture are borrowed from, or

otherwise shared with, the modular architectures of various other dialogue systems. However, there

are three aspects to the RUBRIC design which we believe constitute contributions which may be

usefully exploited in the design of subsequent dialogue systems. We present these contributions here,

before delving into the details of the architecture.

The first contribution relates to the division between engineering and“deep coherence”approaches

to dialogue systems, which we discussed in Section 1.1 (page 4). In that discussion, we presented

the dialogue systems community as divided into an engineering camp, which aims for high task

performance using mostly data-based techniques, and a deep coherence camp, which aims for high

task performance using mostly hand-built, rule-based models based on theories of coordination in

dialogue.

From this perspective, the architecture we present here articulates a new third option: the pur-

suit of contribution tracking. Our architecture shares with the deep coherence camp a commitment

to a clear theoretical foundation for coordination in dialogue, and shares with the engineering camp

a commitment to clear probabilistic models that support data-based techniques for scaling up a

dialogue system’s abilities. The intersection of these commitments is a new focus on applying prob-

abilistic modeling to the fundamental mechanisms of coordination in language use. This differs from

the probabilistic modeling for shallow task optimization typically used in the engineering camp. Our

focus lies in understanding and being understood by the system’s human user, and in maintaining a

coherent rationalization of extended subdialogues. This creates differences both in the methodologi-

cal target of our probabilistic models and in the data set needed to tune those models. (See Chapter

4.) While we believe our architecture could be used to construct a contribution tracking agent that

optimizes its dialogue policy for task performance, we have not, to date, pursued this kind of policy

optimization in COREF. Instead, COREF relies on a hand-crafted dialogue policy, which we discuss

further below.
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The second architecture contribution is an approach that largely unifies the treatment of verbal

utterances and non-verbal motor action. As we will show in our detailed discussion of COREF, it

is possible, within the framework developed here, to view non-verbal motor action as performing

many of the same communicative functions that are typically associated with verbal utterances. For

example, a motor action in COREF’s domain can straightforwardly contribute that the previous

utterance has been understood, or carry other kinds of implicatures. This unification of pragmatic

inference about non-verbal and verbal action derives from the parallelism in our definitions of con-

tributive action and language use in Chapter 2. While the communicative potential of non-verbal

action has been studied by many researchers, we believe this architecture provides a particularly

clear unification of the interpretation of verbal and non-verbal action in dialogue.

The third contribution of our architecture is its emphasis on the reversibility of representations

and reasoning in dialogue. Unlike many dialogue systems, COREF was designed “from the ground

up” to exploit reversible representations and reasoning wherever possible. For example, it is common

for an implemented system’s NLU and NLG modules to diverge significantly in terms of their internal

representations and the problem-solving performed (Reiter and Dale, 2000, p. 2-3). One common

source of this divergence is the asymmetry of ASR errors, which are a major factor in NLU, but not

in NLG. More generally, resolving uncertainty is often seen as fundamental to NLU but not to NLG.

COREF, in contrast, is an example of a dialogue system in which there is minimal divergence

between NLU and NLG. The two modules exploit the same grammar and other knowledge resources

for interpretation.4 Thus, unlike many dialogue systems, COREF can understand anything it can

say, and it can (in principle) say anything it can understand.5 Further, the problem-solving COREF

performs in interpretation and generation is parallel: the two modules rely on the same resources,

and they both construct and output intention representations. In fact, this parallelism is enforced

as a basic aspect of the design: COREF relies on its NLU module to interpret it’s own utterances,

and to update the dialogue state appropriately, after it has uttered them (rather than letting its

NLG module report what the utterance meant). A similar parallelism applies to the generation and

interpretation of non-verbal motor actions.

Finally, COREF was designed from the ground up to be able to play any role in any task it can

participate in. Thus, it can play either director or matcher in a CollabRef task, it can both ask and

answer questions, etc. COREF, and its architecture, therefore, present an interesting case study of

4The use of a teletype interface, which sidesteps the issue of ASR error, is probably crucial to allowing NLU and
NLG to use the same grammar.

5There are various utterances that COREF can understand, but which it would never actually say, due to its
particular policies for deciding what to say.
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the viability of reversible representations and reasoning in dialogue systems more generally.

3.3.2 An illustrative COREF subdialogue

We will use the example subdialogue in Figure 3.3 to illustrate our discussion of the RUBRIC and

COREF system architectures. The figure depicts COREF’s pragmatic reasoning during a short

subdialogue about a single target object. COREF plays the role of director, and starts by saying to

s1, a human experimental subject who plays the role of matcher, the blue circle.

The figure organizes the ensuing dialogue into a series of utterance-by-utterance reasoning steps.

In the topmost row, COREF’s perspective on the visual objects is given under the heading ‘EI’ (for

‘Experiment Interface’). An ellipsis indicates that COREF’s version of the experiment interface has

not changed from one step to the next.

The second row indicates the “time”. Time is counted in sensory events, which COREF either

experiences (as in the case of a user utterance) or else causes s1 to experience (as in the case of an

utterance by COREF). The sensory event (‘SE’) is indicated in the third row.

The fourth row depicts COREF’s contribution tracking (‘CT’). This kind of diagram depicts

contribution tracking in terms of evolving dialogue states – with state identifiers like ‘s1934’, ‘s2106’,

etc. – that are connected by the interpretations that COREF assigns to sensory events. For example,

COREF assigns interpretation i1,1 to its own utterance of the blue circle, and views this interpretation

as causing a transition from state s1934 to state s2106. The form of these interpretations, and how

COREF identifies them, will be discussed further below.

Finally, COREF assigns probabilities to the different dialogue states it believes it might be in. The

probabilities that COREF assigns, at each point in time, are indicated by coloring the corresponding

state nodes with shades of red. A completely white node, such as s1934 in the figure, indicates that

COREF is completely certain, assigning probability 1 to that state. When COREF is uncertain,

shades of red are used to indicate the relative probability assigned to each state, with darker shades

of red indicating lower probability being assigned to the state.6 For example, the figure shows that

at times 3, 4, and 5 COREF is uncertain which of two dialogue states is the correct one. A node

depicted with a crosshatch pattern, such as s2704 at time 6, indicates a state that COREF has made

a strategic decision to “drop”, or stop tracking.

In the following sections, we will use this short subdialogue to provide concrete examples of

the detailed reasoning performed by the various internal modules that realize COREF’s pragmatic

6If you are reading a version of this document that has been printed in gray scale, darker shades of gray indicate
lower probability being assigned to the state.
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reasoning. An important theme will be that, throughout this subdialogue, COREF faces considerable

uncertainty about all of the following: what contributions its human interlocutor is making with

their utterances, what dialogue state they are in, and what contributions COREF itself is making

with its utterances. Despite this uncertainty, COREF is able to speak contributively and complete

the object successfully.

Figure 3.3: An illustrative COREF subdialogue.

EI:

Candidate Objects    Your scene    

...

Time: 1 2

SE: COREF: the blue circle s1: ok

CT:
s1934 s2106 s2199 ...

s2209 ...

i1,1 i2,1

i2,2

i1,1= 〈 s1 : tacitNop[[COREF does clickContinue[]]],

COREF : pushCollabRef[COREF, s1, t3],

COREF : addcr[t3, equal(t3, e2_2)],

COREF : setPrag[inFocus(Z), inFocus(t3)]〉

i2,1= 〈 s1 : tacitNop[[COREF does say[the blue circle]]],

s1 : setVarValue[t3, e2_2],

s1 : addToScene[e2_2],

s1 : past[s1, addToScene[e2_2]]〉

i2,2= 〈 s1 : nop[[COREF does say[the blue circle]]]〉

EI: ... ...

Time: 3 4

SE: COREF: did you add it ? s1: yes

continues on next page...
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Figure 3.3: An illustrative COREF subdialogue. (continued)

CT:
s2199

s2209

s2465

s2479

s2583 ...

s2593 ...

i3,1

i3,2

i4,1

i4,2

i3,1= 〈 COREF : tacitNop[[s1 does say[ok]]],

COREF : pushRemind[COREF, s1, past, refuseTaskAction, ad-

dToScene[e2_2]],

COREF : askYNQ[past[s1, addToScene[e2_2]]],

COREF : setPrag[inFocus(Y), inFocus(e2_2)]〉

i3,2= 〈 COREF : tacitNop[[s1 does say[ok]]],

s1 : setVarValue[t3, e2_2],

COREF : pushRemind[COREF, s1, past, refuseTaskAction, ad-

dToScene[e2_2]],

COREF : askYNQ[past[s1, addToScene[e2_2]]],

COREF : setPrag[inFocus(Y), inFocus(e2_2)]〉

i4,1= 〈 s1 : tacitNop[[COREF does say[did you add it ?]]],

s1 : past[s1, addToScene[e2_2]]〉

i4,2= 〈 s1 : tacitNop[[COREF does say[did you add it ?]]],

s1 : addToScene[e2_2],

s1 : past[s1, addToScene[e2_2]]〉

EI: ... ...

Time: 5 6

SE: [COREF does clickContinue[]] [new reference problem]

CT:
s2583

s2593

s2704

s2712

s2717 ...i5,1

i5,2

i6,1

continues on next page...
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Figure 3.3: An illustrative COREF subdialogue. (continued)

i5,1= 〈 COREF : tacitNop[[s1 does say[yes]]],

COREF : continueTask[t3]〉

i5,2= 〈 COREF : tacitNop[[s1 does say[yes]]],

COREF : continueTask[t3]〉

i6,1= 〈 COREF : perceive[PerceivedNewReferenceProblemEvent<t4>]〉

EI:

Candidate Objects    Your scene    

Time: 7

SE: [perceived 4 figure objects]

CT:
s2717 s2722 ...

i7,1

i7,1= 〈 COREF : perceive[PerceivedFigureObjectsEvent<[e3_3, e2_2, rh1_1,

e0_0]>]〉

3.3.3 Control flow

In this section, we survey the high-level flow of control in a RUBRIC agent. We discuss the problem-

solving performed by the individual modules in more detail in subsequent sections.

The flow of control in a RUBRIC agent is specified in Figure 3.4. The agent a maintains its

uncertainty about which dialogue state St it is in at time t, given its available historical evidence

ht, as a probability distribution P (St|ht). We’ll describe a dialogue state s as viable (from a’s

perspective), at time t, iff P (St = s|ht) > 0. The viable states vt at time t are thus:

vt = {s | P (St = s|ht) > 0}.

(In this and subsequent sections, we will use uppercase names like ‘St’ for variables about whose
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RUBRIC agent

Problem contribute(a, u, s0; S, SEI, UC, G, IG, MA)

Description: RUBRIC agent a contributes to a task with user u.

Input (task): Agent identifier a, user identifier u, a’s initial dialogue state s0.

Input (resources): Sensorium S, sensory event interpreter SEI, update control UC, grammar

G, intention generator IG, motor apparatus MA.

Algorithm:

h0 ← 〈〉, P (S0 = s0|h0)← 1, t← 0, generate ← false

while termination condition not met:

if a new sensory observation is available:

o ← S.sense()

P (E|o, St) ← S.perceive(o, P (St|ht))

P (I|E, o, St) ← SEI.interpret(a, o, P (St|ht), P (E|o, St); G, UC)

ht+1 ← append(ht, a, o)

P (St+1|ht+1) ← UC.filter(a, o, P (St|ht), P (E|o, St), P (I|E, o, St))

t ← t + 1, generate ← true

else if generate:

if the agent is willing to generate now:

〈m∗, ou, Pu(E|ou, St), Pu(I|E, ou, St)〉 ← IG.generate(P (St|ht), a, u; G, UC, SEI)

if agent is willing to act now:

MA.do(m∗)

ht+1 ← append(ht, u, ou)

P (St+1|ht+1) ← UC.filter(u, ou, P (St|ht), Pu(E|ou, St), Pu(I|E, ou, St))

t ← t + 1, generate ← false

else if pulse timeout reached:

generate ← true

Figure 3.4: The flow of control in a RUBRIC agent.
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values the agent is generally uncertain, and lowercase names like ‘ht’ and ‘vt’ for information and

representations the agent has direct access to and does not face uncertainty about.)

A RUBRIC agent interprets its sensory observations in several steps. First, the agent has a

module we call the Sensorium (S) which outputs raw sensory events:

o← S.sense()

A sensory event o might be an audio sample from a microphone, or a camera image, for example.

The Sensorium module is also responsible for probabilistically classifying each raw sensory event o

as some perceptual event E:

P (E|o, St)← S.perceive(o, P (St|ht))

The perceptual event E might be the speech identified by an automatic speech recognition algorithm,

or a user motor action detected in a camera image, for example. The output P (E|o, St) of this

perceptual classification specifies the conditional probability P (E = ej |o, St = sk) of one or more

perceptual events ej for each viable state sk ∈ vt in which o may have occurred.7

The final stage of interpretation is performed by a module we call the Sensory Event Inter-

preter (SEI), which probabilistically understands the observation o and perceptual event E as some

interpretation I:

P (I|E, o, St)← SEI.interpret(a, o, P (St|ht), P (E|o, St); G, UC)

The interpretation I might be a sequence of dialogue acts or user actions that (must) have been

performed, for example. The interpretation step identifies alternative interpretations given the

agent’s uncertainty P (St|ht) and its perceptual classification P (E|o, St), and using as additional

resources a grammar G and an update control UC. We discuss the roles these resources play in

interpretation below. The output P (I|E, o, St) of interpretation specifies the conditional probability

P (I = il|E = ej , o, S = sk) of one or more interpretations il for each perceptual analysis ej of o in

each viable state sk ∈ vt.

After interpretation, the agent’s historical evidence is updated to include a’s new sensory event

7Providing the distribution P (St|ht) as an input to S.perceive allows the perceptual classifier to identify the viable
states.
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o:

ht+1 ← append(ht, a, o)

A module we call Update Control (UC) is then responsible for updating the agent’s uncertainty about

the new dialogue state:

P (St+1|ht+1)← UC.filter(a, o, P (St|ht), P (E|o, St), P (I|E, o, St))

After this update, the agent’s clock advances and the agent becomes disposed to generate some

actions of its own.

However, there may be times at which a RUBRIC agent is not willing to generate any actions

to perform. For example, if the user is currently speaking, the agent might choose not to generate

any actions of its own until the user stops speaking. If the generation condition is met, a module we

call the Intention Generator (IG) module is consulted. The Intention Generator selects an action

sequence m∗ while anticipating how the user u will observe (ou), perceive (E), and interpret (I) the

agent’s performance of m∗:

〈m∗, ou, Pu(E|ou, St), Pu(I|E, ou, St)〉 ← IG.generate(P (St|ht), a, u; G, UC, SEI)

In particular, generation starts from the agent a’s uncertainty P (St|ht) about which dialogue state

it is in. Given that uncertainty, the generation algorithm identifies a motor action sequence m∗ for

the agent to perform, anticipating that the user u will observe the agent’s performance of m∗ with

observation ou, which u will perceive as Pu(E|ou, St) and finally interpret as Pu(I|E, ou, St). An

important design feature is that these representations are parallel to those the agent constructs in

interpreting its own sensory observations. The Intention Generator draws on several resources and

modules to help it identify an acceptable output m∗, including the Sensory Event Interpreter. We

discuss the roles these resources play in generation below.

After generation, provided the agent is willing to act (for example, the agent might decide not

to act if the user has just started speaking), the agent instructs its Motor Apparatus module (MA)

to execute the generated action sequence m∗:

MA.do(m∗)

The agent’s historical evidence about the dialogue state is then updated to include the agent’s
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estimate of the sensory event ou that m∗ has provided to the user u:

ht+1 ← append(ht, u, ou)

In practice, of course, the agent can only estimate the actual observation ou that the user will make.

A simplifying assumption here is that the agent does not face uncertainty about ou. For example,

if the agent has generated a dialogue act, and its Motor Apparatus has executed the act by playing

some speech-containing audio sample A to the user, the agent might assume the user will observe

exactly this same audio wave form, and therefore simply let ou = A.

Finally, the agent updates its uncertainty to reflect the interpretations it anticipates the user

will assign to the actions the agent has performed:

P (St+1|ht+1)← UC.filter(u, ou, P (St|ht), Pu(E|ou, St), Pu(I|E, ou, St))

The agent then advances its clock and cancels its (now fulfilled) desire to generate.

3.3.3.1 COREF’s control flow

COREF implements the RUBRIC control flow with one major simplification. Because COREF’s ob-

ject identification game uses a teletype interface, and because we provide COREF with direct access

to the visual objects in its interface, and their properties, COREF does not face any uncertainty at

RUBRIC’s perceptual level. In terms of the RUBRIC control flow, we therefore unify each sensory

observation o that COREF makes with its corresponding perceptual classification E, letting E = o.

COREF’s problem-solving in interpretation, generation, and filtering is correspondingly simplified.

We summarize these simplifications in Figure 3.5.

The result is that, in COREF, all uncertainty arises at the level of interpretation and generation;

no uncertainty arises in perception. Perceptual uncertainty is nevertheless modeled as part of the

RUBRIC architecture, because many other dialogue agents do face uncertainty at the perceptual

level (for example, arising in the output of speech recognition). We intend for the general RUBRIC

architecture to clarify the reasoning such agents could use to implement contribution tracking under

perceptual uncertainty.

COREF’s decision-making about when it is willing to generate and to act is based on a simple

turn-taking model in which the user is able to take and relinquish “the floor” at will. The user has

the floor while they are typing an utterance. In particular, the user takes the floor by starting to type
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COREF agent

Problem contribute(a, u, s0; S, SEI, UC, G, IG, MA)

Description: RUBRIC agent a contributes to a task with user u.

Input (task): Agent identifier a, user identifier u, a’s initial dialogue state s0.

Input (resources): Sensorium S, sensory event interpreter SEI, update control UC, grammar

G, intention generator IG, motor apparatus MA.

Algorithm:

h0 ← 〈〉, P (S0 = s0|h0)← 1, t← 0, generate ← false

while termination condition not met:

if a new sensory observation is available:

o ← S.sense()

P (I|o, St) ← SEI.interpret(a, o, P (St|ht); G, UC)

ht+1 ← append(ht, a, o)

P (St+1|ht+1) ← UC.filter(a, o, P (St|ht), P (I|o, St))

t ← t + 1, generate ← true

else if generate:

if user does not have the floor:

〈m∗, ou, Pu(I|ou, St)〉 ← IG.generate(P (St|ht), a, u; G, UC, SEI)

if user still does not have the floor:

MA.do(m∗)

ht+1 ← append(ht, u, ou)

P (St+1|ht+1) ← UC.filter(u, ou, P (St|ht), Pu(I|ou, St))

t ← t + 1, generate ← false

else if pulse timeout reached:

generate ← true

Figure 3.5: The flow of control in the COREF agent.
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an utterance, and relinquishes the floor either by pressing Enter (thus transmitting the utterance

to COREF) or by pressing backspace until all the characters they have typed have been erased.

COREF will only generate or perform actions when the user does not have the floor. This means

that the user sometimes takes the floor while COREF is generating, and still has the floor when

COREF finishes generating; in these cases, COREF abandons its generatum.

3.3.4 Dialogue state

The RUBRIC architecture makes no assumptions about the information present in an agent’s dia-

logue state. In general, the architecture is mostly consistent with the information state approach to

dialogue management (Larsson and Traum, 2000). The primary implication of the information state

approach is that a clean separation is made, at the computational level, between the agent’s dialogue

state, the mechanisms by which the dialogue state is updated, and the agent’s control flow. The

RUBRIC architecture makes these distinctions clearly; see the dialogue state St, update control UC,

and contribute algorithm in Figure 3.4. However, RUBRIC generalizes the update mechanism

from one in which a single dialogue state is deterministically updated, at each time step, to one in

which the agent’s uncertainty P (St|ht) is filtered at each time step (DeVault and Stone, 2007).

3.3.4.1 COREF’s dialogue state

In this section, we give a detailed presentation of COREF’s dialogue state representation. We will

show that this representation allows COREF to treat its object identification game as a two-agent

dialogue task in the sense of Section 2.6.2. This will make it possible for us to characterize COREF’s

motor actions and language use as contributive in subsequent sections. With this end in mind, we

now present the various models COREF employs in order to represent its object identification game

in terms of various subtasks, individual agent actions, and other components.

COREF’s global dialogue state (or “context”) at time t takes the form ct = 〈R, P, T, C, U, O, H〉,

where R is a set of objects yet to be identified, P is a set of propositions that have previously been

added to the context (e.g. by a player action or utterance), T is a stack of active tasks, C is a set of

constraint networks (one for each target object), U is the universe of discourse (a set of properties

and objects), O is the set of visual objects present in the interface, and H is a historic record of

previous events in the dialogue. As a concrete example, Figure 3.6 shows dialogue state s2106, which

is the dialogue state COREF believes it is in at time 2 in the subdialogue given in Figure 3.3 (page

81).
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R {e2 2, e3 2}

P {director(COREF), matcher(s1), equal(t1, e0_0), varValue(t1, e0_0),

inScene(e0_0, s1), finished(t1), equal(t2, rh1_1), varValue(t2, rh1_1),

inScene(rh1_1, s1), finished(t2), currentTarget(t3), equal(t3, e2_2),

inFocus(t3), ...}

T

ManageAmbiguity(s1, [COREF does say[the blue circle]])

CollabRef(COREF, s1, t3)

CreateParallelScenes()

C

director = COREF matcher = s1

target = t3 intended referent = ?

candidate referents = {e2 2, e3 2} positive constraints = {equal(t3, e2 2)}

negative constraints = {}

(+ two omitted constraint networks for previous target objects t1 and t2)

U {means, meanPredicateSymbol, meanEntity, nextCell, noBlocksLeft,

sceneIsComplete, different, equal, crSpeaker, crHearer, varValue,

finishedCreateParallelScenes, director, matcher, inScene, finished,

recognizesIntention, ..., currentTarget, anyTarget, anyReferent,

inTargetDomain, figureObjectColor, figureObject, squareFigureObject,

rectangleFigureObject, rhombusFigureObject, ..., blackFigureObject,

blueFigureObject, darkblueFigureObject, lightblueFigureObject, ...,

recentlyIntendedConcretePredicate, recentlyIntendedNonPredicate, inFocus,

COREF, s1, t1, e0_0, rh1_0, e2_0, e3_0, ...}

O {e2 2, e3 2, rh1 1, e0 0}

H (history omitted for space reasons)

Figure 3.6: An example COREF dialogue state: s2106.
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In the remainder of Section 3.3.4.1, we present in detail how the individual tasks in the stack

of active tasks T determine what actions, by what agents, can coherently occur next in a dialogue

with COREF. In Section 3.3.4.1.1, we discuss the model of agent actions used in COREF. In Section

3.3.4.1.2, we present the task models COREF uses to organize sequences of these actions into the

various subtasks that COREF can take up. Finally, in Section 3.3.4.1.3, we show how COREF

exploits these models to frame its object identification game as a two-agent task-oriented activity.

3.3.4.1.1 COREF’s model of agent actions The various tasks that COREF can perform

are defined in terms of a set A of possible action types. Each action type α ∈ A is formalized

parametrically as α = f[p1, ..., pn], where f is an identifying symbol for the action type, and p1, ..., pn

are free parameter variables. (We will use square brackets in action terms, to make them easier to

distinguish from propositional terms or mathematical functions.)

Each action type is marked as either tacit or public. (See Section 2.5.1.) This distinction is

made as follows. Each action type can optionally be linked to a motor action, which we view as

generating that action (Goldman, 1970; Pollack, 1986). For example, dialogue acts are linked to a

say[s] motor action, in which utterance s is performed. Generally, purely mental actions are not

linked to any motor action. If an action type α is not linked to any motor action, or if the motor

action to which an action type is linked is tacit, then α is marked as tacit. Otherwise, α is public.

An actual action a by an agent x takes the form a = σ(α), where α ∈ A and σ is a variable

assignment that instantiates the free parameters of α. An instantiated action a, when performed by

x in context c, effects a deterministic transformation on the current dialogue context. We formalize

this by way of an update function:

c′ = update-a(x, a, c) (3.3)

The update-a function is part of COREF’s Update control module, and is described further in

Section 3.3.8.1 (page 119).

The COREF action set A comprises about 20 action types. We now give a few examples.

There is an action type, pushCollabRef[D, M, T ], in which a director D initiates collaborative

reference, with matcher M , to a target T . This action type is tacit: we identify its occurrence with

the mental decision by D to collaboratively identify target T to M . The update associated with this

action type is to push a new task onto the stack of active tasks in the context.

Once a collaborative reference task for some target T is underway, in order to help the matcher
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identify T , the director can perform a dialogue act, addcr[T, C], which performs the update of adding

an additional constraint C to the constraint network associated with T .

The identification by the matcher that the target T is some visual object R is captured by a

tacit mental action setVarValue[T, R]. As a purely mental action, setVarValue is not linked to any

motor action. Its effect is to add the proposition varValue(T ,R) to the context. After identifying

R as the correct object, the matcher can take the tacit action addToScene[R]. This action is linked

to the (tacit) motor action ClickToAdd[R]. Intuitively, by taking the motor action of clicking the

object, the matcher thereby adds it to the scene. The effect of ClickToAdd[R] is to physically move

the object into the scene part of the matcher’s experiment interface. The update associated with

agent A taking action addToScene[R] is that the proposition inScene[R,A] is added to the list of

propositions in the context.

3.3.4.1.2 COREF’s models of dialogue subtasks COREF represents the individual tasks it

can participate in using a custom state machine model which we call a graph task. A graph task

is conceptually similar to a finite state machine: it consists of a finite set of states and a collection

of labeled transitions between states. The primary difference between a graph task and a finite

state machine is that a graph task provides additional machinery to allow a logical vocabulary of

constants, variables, and complex terms to parameterize both states and state transitions.

We will illustrate our graph task model using the model CollabRef(D,M,T) in Figure 3.7.

In a graph task, transitions labels can take several forms. An action transition label takes the

form Agent does Action. Agent is an arbitrary logical term – typically either a constant designating

a specific agent (e.g., a9 or COREF), or a role variable designating the agent playing a specific role.

Action is a logical term that parameterizes an action. An action transition can occur only when an

agent consistent with the Agent term takes an action consistent with the Action term.

For example, in the CollabRef(D,M,T) task in Figure 3.7, there is a transition between state

start2 and state end_events1 labeled D does addcr[T,P]. This transition permits the director

D to coherently perform the dialogue act addcr[T,P] when the current state of the graph task is

start2.

A second kind of transition label places a propositional constraint on the global dialogue state

within which the graph task is active. We notate such a constraint [c] q, and define it to be true

iff the context c = 〈R, P, T, C, U, O, H〉 and q ∈ P . For example, in the CollabRef(D,M,T) task,

there is a transition between states start_until1 and end_until1 labeled [c] varValue(T,R).

This transition can occur only if there is a proposition of the form varValue(T,R) in the context.
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graph task definition:

graphTask CollabRef(D,M,T) {

until (varValue(T,R)) {

D does addcr[T,P]

or M does setVarValue[T,R]

}

}

compiled graph task:

subtask internal-statements2

start1

start_until1

  

end_until1

 [c] varValue(T, R) 

start2

 

end_events1

 D does addcr[T, P]  M does setVarValue[T, R] 

end_until_block1

  

  

Figure 3.7: COREF’s CollabRef(D,M,T) task. In this task, the director D helps the matcher M

identify a target T as visual object R.
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In the ordinary evolution of a CollabRef(D,M,T) task, the matcher eventually identifies the

target T as visual object R, i.e. the matcher eventually performs the tacit action setVarValue(T,R).

One of the updates caused by this tacit action is to add the proposition varValue(T,R) to the

context.

Finally, empty transitions are supported. These transitions can always occur. Note that the

CollabRef(D,M,T) task contains several empty transitions.

Since transitions between states in a graph task can be associated with particular substitutions

of values for variables, the current configuration of a graph task is characterized by a pair (s, σ),

where s is the current state of the graph task (start2, end_events1, etc.), and σ is the variable

assignment under which state s was reached.8

COREF currently includes six possible graph tasks, which we present in Figures 3.7-3.13. These

tasks are CollabRef, CreateParallelScenes, ManageAmbiguity, WhichQ, YNQ, and Remind. To

facilitate the compact specification of these tasks, we have developed a custom formal language

that supports the definition of graph tasks using loop constructs, action statements, propositional

constraint statements, and nested statement blocks. A graph task definition expressed in this custom

language is automatically compiled into the actual state machine model that COREF exploits at

run time. Figures 3.7-3.13 present the original task definitions as well as the compiled versions of

COREF’s graph tasks.

We will discuss these six graph tasks in the context of particular subdialogue examples in

the remainder of the dissertation. For now, we have reached the point where we can state the

form that the task stack component of COREF’s context representation takes: in any context

c = 〈R, P, T, C, U, O, H〉, the task stack T takes the form T = 〈(t1, s1, σ1), ..., (tn, sn, σn)〉, where

t1, ..., tn are graph tasks and the internal state of graph task ti is (si, σi) for i = 1..n.

3.3.4.1.3 COREF’s object identification game as a two-agent dialogue task We now

define COREF’s object identification game as a two-agent dialogue task. In the model developed in

Section 2.2, a two-agent task T takes the form T = 〈S, I, R, A, N, U〉. We let S, the set of possible

task states, be the space of COREF dialogue states of the form c = 〈R′, P ′, T ′, C′, U ′, O′, H ′〉, as

discussed in Section 3.3.4.1 (page 89).

8If all the possible variable assignments could be enumerated in advance, it would be possible to transform a
graph task into a larger finite state model in which all the variable assignments have been “compiled out”. However,
each new utterance that occurs in a dialogue with COREF introduces new possible variable assignments, so such a
transformation is not practical. A second difference between graph tasks and finite state models lies in the dependence
of propositional labels on the propositions that are present in the global dialogue state. It is not possible to compile
out this dependence, because, in COREF, the propositions in the global dialogue state can change for reasons that are
exogenous to any graph task. In effect, this makes the global dialogue state and the component graph tasks within it
interdependent.
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graph task definition:

graphTask CreateParallelScenes() {

until (finishedCreateParallelScenes()) {

currentTarget(T)

director(D)

matcher(M)

escapeif (finished(T)) {

D does pushCollabRef[D,M,T]]

varValue(T,R)

M does addToScene[R]

D does continueTask[T]

}

}

}

Figure 3.8: Definition of COREF’s CreateParallelScenes() task. In this task, two agents col-
laboratively refer to a sequence of target objects. After each collaborative reference subtask, the
matcher adds the object to their scene, and the director clicks continue.

The initial state I = 〈∅, ∅, 〈〉, ∅, ∅, ∅, 〈〉〉 is an “empty dialogue state” in which no objects are

pending for identification, no propositions have been added to the context, no tasks are underway,

no constraint networks are present, no objects or properties are present in the universe of discourse,

no visual objects are present in the interface, and nothing has happened yet in the dialogue.

The set of roles R = {COREF, User} is simply identified with the two participants in the object

identification game. (The subtasks that are taken up over time may recast these two participants in

different roles with respect to the subtasks. For example, COREF may play the role of director for

one CollabRef subtask, and then play the role of matcher in a subsequent CollabRef subtask.)

The action set A is the space of instantiated actions σ(α) for α ∈ A.

The “coherent next actions” function N : R×S → P(A) is defined in terms of the stack of active

tasks T in dialogue state S. If no tasks are underway (i.e. if T = 〈〉), then N(R, S) = ∅ for all R and

S. Otherwise, let T = 〈(t1, s1, σ1), ..., (tn, sn, σn)〉, where (t1, s1, σ1) describes the top graph task on

the stack. (See Section 3.3.4.1.2 (page 92).) Then we have

N(R, S) = {σ(a)|R does a is an outgoing transition from s1 ∧ σ1 ⊆ σ} ∪ extra-actions(R, S)

where extra-actions(R, S) is a set of additional actions that R can perform in state S. These
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compiled graph task:

subtask internal-statements4

subtask internal-statements5

start3

start_until2

  

end_until2

 [c] finishedCreateParallelScenes() 

start4

 

condition_satisfied1

 [c] currentTarget(T) 

end_escapeif1

end_until_block2

  

condition_satisfied2

 [c] director(D) 

condition_satisfied3

 [c] matcher(M) 

start_escapeif_block1

  

 [c] finished(T) 

start5

 

 [c] finished(T) 

end_events3

 D does pushCollabRef[D, M, T] 

end_events5

 [c] finished(T) 

end_escapeif_block1

  

 [c] finished(T) 

condition_satisfied4

 [c] varValue(T, R) 

 [c] finished(T) 

end_events4

 M does addToScene[R] 

 [c] finished(T) 

 D does continueTask[T] 

  

  

Figure 3.9: Compiled version of COREF’s CreateParallelScenes() task.
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graph task definition:

graphTask ManageAmbiguity(Observer,SE) {

Observer does pushClarify[SE,Actor,Observer,T]

or Observer does tacitNop[SE]

or Observer does nop[SE]

or Observer does flagProblematic[SE]

}

compiled graph task:

start6

end_events6

 Observer does pushClarify[SE, Actor, Observer, T]  Observer does tacitNop[SE]  Observer does nop[SE]  Observer does flagProblematic[SE] 

Figure 3.10: COREF’s ManageAmbiguity(Observer,SE) task. In this task, Observer has the op-
portunity to take several actions in response to a sensory event SE in which Observer perceived an
action by Actor.
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graph task definition:

graphTask WhichQ(Asker,Knower,AnswerAction) {

Asker does askWhichQ[AnswerAction]

Knower does AnswerAction

}

compiled graph task:

start10

end_events19

 Asker does askWhichQ[AnswerAction] 

end_events20

 Knower does AnswerAction 

Figure 3.11: COREF’s WhichQ(Asker,Knower,AnswerAction) task. In this task, Asker asks
Knower a which question.
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graph task definition:

graphTask YNQ(Asker,Knower,YesAction,NoAction) {

Asker does askYNQ[YesAction]

Knower does YesAction

or Knower does NoAction

}

compiled graph task:

start7

end_events10

 Asker does askYNQ[YesAction] 

end_events11

 Knower does YesAction  Knower does NoAction 

Figure 3.12: COREF’s YNQ(Asker,Knower,YesAction,NoAction) task. In this task, Asker asks
Knower a yes/no question.
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graph task definition:

graphTask Remind(Asker,Knower,Happened,NoAction,Action) {

Asker does askYNQ[Happened[Knower,Action]]

or Asker does command[Knower,Action]

Knower does Happened[Knower,Action]

or { Knower does Action

Knower does Happened[Knower,Action]

}

or Knower does NoAction[Happened[Knower,Action]]

}

compiled graph task:

subtask internal-statements9

start8

end_events13

 Asker does askYNQ[Happened[Knower, Action]]  Asker does command[Knower, Action] 

end_events15

 Knower does Happened[Knower, Action]  Knower does NoAction[Happened[Knower, Action]] 

start9

 

end_events16

 Knower does Action 

end_events17

  

 Knower does Happened[Knower, Action] 

Figure 3.13: COREF’s Remind(Asker,Knower,Happened,NoAction,Action) task. In this task,
Asker asks Knower whether Knower has done an action, possibly as an indirect request or reminder
to perform the action.
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additional actions are determined by hand-built rules. COREF includes a small set of rules which

allow the following actions to occur under certain conditions:

• pushYNQ[Asker,Knower,YesAction,NoAction] (a tacit task-pushing action),

• pushWhichQ[Asker,Knower,AnswerAction] (a tacit task-pushing action),

• past[Agent,Action] (a dialogue act),

• skip[Target] (a public action),

• abandonTasks[N] (a dialogue act that abandons, i.e. pops, the top-most N tasks), and

• tacitAbandonTasks[N] (a parallel tacit action).9

Generally, the extra-actions mechanism allows COREF to support actions which seem to be able

to happen coherently at a wide variety of points in a dialogue (for example, asking a yes/no question)

without requiring that they be incorporated into complex graph task models.

Finally, the update function U : R×S×A→ S for COREF’s two-agent task is defined as follows:

U(R, S, A) =







update-a(R, A, S) if A is tacit

update-ma(x, o,update-a(R, A, S), Px(I|o, st), i) if A is public
(3.4)

For tacit actions, the state is simply updated by the the update-a function (see Section 3.3.8.1

on page 119), which returns the dialogue state that reflects the updates directly associated with R

performing action A in state S.

If A is a public action, then A triggers COREF’s interpretation process, which causes additional

updates to be made to the dialogue state. These additional updates allow COREF to keep track

of its uncertainty in interpretation; they also push a ManageAmbiguity subtask, which makes it

coherent for the observer x of action A to perform certain follow-up actions to manage their uncer-

tainty. These updates are computed by the Update Control module’s update-ma function (-ma for

ManageAmbiguity); see Section 3.3.8.1 (page 119) for the details.

We can now see that COREF does indeed frame its object identification game as a two-agent

task in the sense of Section 2.2. COREF exploits this framework in identifying a contributive action

9Because COREF associates public/tacit status with action types, in cases where the “same action” seems to appear
in both tacit and public varieties, COREF includes two separate action types (one public and one tacit). The actions
abandonTasks[N] and tacitAbandonTasks[N] provide one example of this modeling technique.
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RUBRIC module: Sensorium

Problem sense()

Description: Agent makes a raw sensory observation.

Output: The raw sensory observation o ∈ O that has been made.

Problem perceive(o,P (St|ht))

Description: A raw sensory observation is analyzed as a perceptual event

E ∈ E that may have occurred.

Input: A raw sensory observation o ∈ O that has been made, the

agent’s current uncertainty P (St|ht) about which dialogue

state it is in.

Output: A probabilistic classification P (E = ej |o, St = sk) of o,

specifying probabilities for a range of events ej ∈ E in each

viable state sk.

Figure 3.14: The Sensorium module.

to perform next in this two-agent task. We’ll see how COREF identifies a contributive action to

perform in Section 3.3.9.1 below.

For now, with these details of COREF’s dialogue state representation under our belt, we continue

our tour of the RUBRIC and COREF system architecture modules.

3.3.5 Sensorium

The RUBRIC Sensorium module is summarized in Figure 3.14. We assume there is some set O of

possible raw sensory observations the agent can make. For example, O might be a space of possible

audio samples from a microphone, or possible images from a camera. The agent’s Sensorium is

responsible for delivering these observations (sense) and for classifying them (perceive) into a set

E of perceptual events that are relevant to the agent’s dialogue task. A perceptual event E ∈ E

might be the word sequence identified by an automatic speech recognition algorithm, or a user motor

action detected in a camera image, for example.
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3.3.5.1 COREF’s Sensorium

As discussed in Section 3.3.3.1 (page 87), there is no substantive perceptual uncertainty in the

COREF agent. We therefore simply let O = E .10 COREF’s Sensorium delivers the following

observations:

O = E = { ObservedAction(Agent, Action),

PerceivedCreateParallelScenesFinished(),

PerceivedFigureObjects(ObjectSet),

PerceivedNewReferenceProblem(SalientProperties),

PerceivedNewRoles(Director, Matcher)

}

COREF perceives an ObservedAction(Agent, Action) event whenever the user takes one of the

following public motor actions: ClickContinue(), ClickSkip(), or Say(S). (Note that COREF does

not observe tacit motor actions performed by the user.)

The other perceptual events COREF experiences keep COREF up to date on the state of the

game. For example, COREF experiences a PerceivedCreateParallelScenesFinished() event

when there are no more objects remaining in its CreateParallelScenes task (see Figure 3.8 on page

95). This event is analogous to a pop-up dialogue box that informs the user when the game is

finished.

COREF experiences a PerceivedFigureObjects(ObjectSet) event whenever the visual objects

in its interface change. This happens, for example, when the continue button is pressed, or when

COREF (as matcher) moves an object it believes to be the target object over into its scene. An

example of this event occurs at time 7 in the example dialogue of Figure 3.3.

COREF experiences a PerceivedNewReferenceProblem(SalientProperties) event whenever

the game advances to the next target object. The SalientProperties is a list of properties (colors,

shapes, etc.) that are judged “salient” by a hand-built salience model in the new reference problem.

An example of this event occurs at time 6 in the example dialogue of Figure 3.3.

Finally, COREF experiences a PerceivedNewRoles(Director, Matcher) event whenever the roles

10In COREF, as shown in Figure 3.5 (page 88), only the sense method is used. The perceive method is not used.
Also, note that this means that the agent’s uncertainty P (St|ht) plays no role in COREF’s Sensorium.



104

'

&

$

%

RUBRIC module: Sensory Event Interpreter

Problem interpret(x, o, P (St|ht), Px(E|o, St); G, UC)

Description: Returns the interpretations that x (either the agent or the

user) would or might assign, consistently with the agent’s

uncertainty P (St|ht), if x experienced sensory event o and

perceptually classified o as Px(E|o, St).

Input (event): The sensing agent x, the sensory observation o, the agent’s

uncertainty P (St|ht), x’s perceptual classification Px(E|o, St).

Input (resources): The grammar G, the update control UC.

Output: The probability Px(I = il|E = ej , o, St = sk) that x would

assign to each interpretation il given E = ej , o, and St = sk.

Figure 3.15: The Sensory Event Interpreter module.

in the game change; if Director=COREF, COREF will play the director. If Matcher=COREF,

COREF will play the matcher. This event is analogous to a dialogue box that pops up to inform

the user when the user’s role changes.

3.3.6 Sensory Event Interpreter

The RUBRIC Sensory Event Interpreter module is summarized in Figure 3.15. The module is

responsible for hypothesizing a set of interpretations for a given sensory event (e.g., an audio sample

from a microphone) under alternative assumptions about the correct perceptual classification of the

event (e.g., which words were uttered) and about the correct dialogue state (e.g., that the state

is one in which the user is trying to identify a song they want the agent to play). In particular,

this problem-solving identifies perceptual analyses and dialogue states that are consistent with the

agent’s information, constructs relevant interpretations for each set of assumptions, and assigns each

interpretation a conditional probability. This process may yield zero, one, or more interpretations

for a given sensory event.

The RUBRIC framework makes no assumptions about the exact form interpretations take. The

rationale for requiring the existence of a module that delivers“interpretations”, however, is that most

dialogue systems exploit a level of analysis at which alternative intentional explanations for perceived
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actions and utterances are entertained. In implementing contribution tracking, we identify these

intentions with intended contributions. The Sensory Event Interpreter module therefore situates

hypothesized contributions within a coherent probabilistic framework.

The main substantive requirement is that the Sensory Event Interpreter module be able to

interpret sensory events “from either agent’s perspective.” In particular, not only can the agent use

the module to interpret its own sensory events, for example by assigning intentional explanations to

perceived user actions, but the agent can also use the module to interpret hypothetical sensory events

that the user might experience. While it is of course difficult for one agent to represent another

agent’s sensory experiences, and to fully capture their interpretive reasoning, this functionality is

important in the RUBRIC framework because it makes the Sensory Event Interpreter a resource that

can be exploited in generation, as the agent attempts to identify a contributive action to perform.

Specifically, in assessing the acceptability of a possible agent action, the Intention Generator module

can invoke the Sensory Event Interpreter in order to estimate the interpretations the user could be

expected to assign to the agent’s action. To do so, we assume that the Sensory Event Interpreter

can interpret a hypothetical user sensory event, given the user’s anticipated perceptual classification

of the event. The output of the interpret function, in this case, relates the anticipated user

interpretations to the agent’s uncertainty about which dialogue state it is in.

Interpretation and generation are thus tightly coupled in a RUBRIC agent. This coupling creates

a pressure for the interpretations that the agent assigns to user actions to take exactly the same

form as the interpretations the agent assigns to its own actions; we will see that this is indeed the

case in the COREF agent. This coupling also enforces a requirement that may help promote a kind

of “reversibility” in the agent’s language competence, in that the agent must, by design, be able to

interpret anything it can say itself. (While human interlocutors seem to have this competence, many

state of the art dialogue systems do not.) When faced with human users that naturally “entrain” to

the agent’s own vocabulary by using the same words the agent uses (see e.g. Pearson et al. (2006)),

such an agent might be more likely to successfully interpret its human users’ utterances.

3.3.6.1 COREF’s Sensory Event Interpreter

In interpreting a sensory event o, COREF starts by making a binary decision about whether the

event was caused by a public agent action or if it was instead caused by some other change in the

game state (e.g., the appearance of new figure objects, a role change, etc.). Since COREF does not

face any perceptual uncertainty, this binary decision is a given for COREF.

In interpreting a public action, COREF assigns interpretations in the form of action sequences
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that it believes would constitute coherent contributions to the dialogue task.11 Specifically, an in-

terpretation i takes the form of an action sequence i = 〈A1 : a1, A2 :a2, ..., An : an〉 in which agent

A1 performs action a1, then agent A2 performs action a2, and so on. We will use the words inter-

pretation, intention, and contribution interchangeably in discussing these sequences.

Before discussing how COREF identifies possible interpretations, we note two broad features

that all its interpretations share. First, the sequence always consists of a prefix of zero or more tacit

actions, followed by one or more public actions or dialogue acts. When a dialogue act is preceded by

tacit actions in an interpretation, we view the utterance as implicating those tacit actions. Similarly,

when a non-verbal, public motor action is preceded by tacit actions in an interpretation, we view the

motor action as implicating those tacit actions. We will see that these implicatures are an important

part of the interlocutors’ coordination in COREF’s dialogues. Second, both agents can be assigned

actions within a single interpretation: in an interpretation i = 〈A1 : a1, A2 : a2, ..., An :an〉, sometimes

Aj 6= Ak for j 6= k. In these cases, we view the agent whose public action is being interpreted as

signaling or implicating that the other agent has taken one or more tacit actions. We will present

examples that illustrate both these features shortly.

At a high level, COREF treats interpretation as a problem of abductive intention recognition

(Thomason et al., 2006; Hobbs et al., 1993). Here, we extend the characterization of abductive

intention recognition of Thomason et al. (2006) to support uncertainty about the current context.

COREF abductively recognizes the intention i of an actor A in three steps. First, for each context

sk that was viable at the time the public action was performed, COREF builds a representation

which we will call a horizon graph. A horizon graph uses the pending tasks in a specific context

to circumscribe the set of alternative intentions that A might try to contribute from that context.

In the second step, COREF uses the horizon graph and other resources to solve any constraints

associated with the observed action. This step instantiates any free parameters associated with the

action to contextually relevant values. For utterances, the relevant constraints are identified using a

grammar that determines both presupposed constraints — which must hold in the context — as well

as schematic dialogue acts — which must be coherent in the context. Each successful instantiation

of the action’s parameters determines a possible interpretation. In the third step, COREF uses a

probabilistic model to assign a probability P (I = i|o, St = sk) for each interpretation i and assumed

context sk.

We now present further details of this three step interpretation process using the subdialogue

11Recall that the use of action sequences rather than single actions was motivated and incorporated into our
definitions of contributive action and language use in Chapter 2.
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ManageAmbiguity(s1, [COREF does say[the blue circle]])

CollabRef(COREF, s1, t3)

CreateParallelScenes()

Figure 3.16: The task stack in state s2106.

in Figure 3.3 on page 3.3. In this subdialogue, COREF initiates collaborative reference to a new

target by saying the blue circle at time 1. COREF’s human interlocutor, s1, responds by saying ok

at time 2. At time 2, before the user said ok, COREF was certain about the dialogue state, and

in particular assigned P (S2 = s2106) = 1. In state s2106, three tasks are underway, organized on

a stack as illustrated in Figure 3.16.12 The topmost task on the stack is a ManageAmbiguity task

in which s1 is managing his ambiguity in interpreting COREF’s utterance the blue circle. Lower

on the stack, COREF is directing s1 in a CollabRef task for target object t3. Lower still, the

two are engaged in a CreateParallelScenes task that corresponds to their overall multi-object

identification game.

3.3.6.1.1 Building the horizon graph In interpreting an utterance, like ok here, COREF can

exploit its task models to determine all the various actions that could coherently come next. Some

of these actions are tacit actions, and so in general COREF can determine all the various inter-

pretations which terminate in a public action that might be consistent with its sensory observation

o = s1 does say[ok]. COREF represents these sequences in the horizon graph in Figure 3.17.

Figure 3.17: Horizon graph for s1: ok

continues on next page...

12See Figure 3.6 (page 90) for more details about state s2106.
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Figure 3.17: Horizon graph for s1: ok (continued)

Horizon:

a4

a1

a8

a2

a7a5

a1

a9

a10

a12

a6

a11

a3

s2167

s2724

s2172

s2163

s2160s2149

s2122

s2114

s2106

s2138

s2153

s2130

s2157

s2146

Actions:
a1= s1 : pushClarify[[COREF does say[the blue circle]],

COREF, s1, X]

a2= s1 : pushClarify[[COREF does say[the blue circle]],

COREF, s1, Blue]

a3= s1 : pushClarify[[COREF does say[the blue circle]],

COREF, s1, Equals]

a4= s1 : pushClarify[[COREF does say[the blue circle]],

COREF, s1, Circle]

a5= s1 : tacitNop[[COREF does say[the blue circle]]]

a6= s1 : setVarValue[t3, e2_2]

a7= s1 : addToScene[e2_2]

a8= s1 : past[s1, addToScene[e2_2]]

a9= s1 : nop[[COREF does say[the blue circle]]]

a10= s1 : flagProblematic[[COREF does say[the blue cir-

cle]]]

a11= s1 : skip[t3]

a12= s1 : abandonTasks[1]

In the figure, nodes are dialogue states, and edges are action descriptions of the form Agent : ac-
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tion. Dashed edges correspond to tacit actions. For example, starting from state s2106, one coherent

action would be the dialogue act a9 = s1 : nop[[COREF does say[the blue circle]]]. This “no

operation” action is the way COREF handles acknowledgments like ok, okay, alright, etc. We use

the “no operation” vocabulary because the nop action has no effect on the agent’s dialogue state,

other than that its performance is one way to complete the ManageAmbiguity task, an example of

which is on the top of the stack in state s2106.13 Conceptually, we view a speaker who acknowledges

an utterance by saying ok as merely declining an opportunity to manage any uncertainty they may

face by initiating a follow-up dialogue, rather than marking the interpretation of the acknowledged

utterance as common ground (Traum, 1994).

It is well known that an utterance of ok can mean many different things, even in specific dialogue

contexts (Core and Allen, 1997). In COREF’s domain, for example, the matcher can (and often

does) say ok to convey both that they have identified the target object and that they have added it

to their private scene. This interpretation shows up in this horizon graph as a sequence of actions:

〈a5 =s1 : tacitNop[[COREF does say[the blue circle]]],

a6 =s1 : setVarValue[t3, e2_2],

a7 =s1 : addToScene[e2_2],

a8 =s1 : past[s1, addToScene[e2_2]]〉

In this sequence, s1 first performs a tacitNop of COREF’s previous utterance (i.e. tacitly declines

the opportunity to manage their uncertainty about the blue circle), then identifies the target as

object e2_2 (setVarValue), then adds e2_2 to their private scene (addToScene), and then finally

asserts that they have added e2_2 to their private scene (by performing the dialogue act past[s1,

addToScene[e2_2]]). Using its task models, COREF judges this entire action sequence to be

coherent starting from s2106, and so includes it as part of its horizon graph.

For efficiency reasons, not all “coherent” action sequences make it into COREF’s horizon graph

for any given sensory event. For example, another coherent tacit action from state s2106 is a1 =

s1 : pushClarify[[COREF does say[the blue circle]], COREF, s1, X]. This action pushes a

clarification subtask onto the stack – specifically, one in which s1 seeks to clarify the referent X of

COREF’s expression the blue circle.14 This tacit action is coherent due to the presence of the

ManageAmbiguity task on the top of the stack in state s2106. However, it seems clear that s1 is not

starting a clarification task when he says ok.

13The details of the ManageAmbiguity task are shown in Figure 3.10 (page 97).
14We actually model such a clarification subtask using our CollabRef task. Specifically, the pushClarify action

pushes a CollabRef task in which the original speaker collaboratively identifies their original meaning to the original
addressee.
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Generally, COREF needs a strategy for constructing the horizon graph efficiently, because there

are many tacit actions that could be performed coherently, according to the agent’s task models,

but which are irrelevant to the particular utterance at hand. COREF currently solves this problem

using hand-built rules that allow it to prune out specific parts of the horizon graph. These rules

allow COREF to abort further consideration of a1, and various other pushClarify actions visible

in the figure, as irrelevant to the interpretation of an utterance of ok.15 COREF employs additional

rules that limit the total depth of the horizon graph.

The states shaded in green in the figure constitute the horizon (Thomason et al., 2006) from

state s2106. The horizon Z(sk) for a given state sk is the set of states that are (i) reachable from

sk by a sequence of zero or more coherent tacit actions and (ii) from which a public action is

coherent. Conceptually, the horizon is the set of states from which an observed action or dialogue

act should be a coherent next action. The horizon therefore plays a special role in the second step

of interpretation, in which constraints associated with the coherent performance of an action are

checked. In particular, if the actor has performed a public action p at time t, an attempt is made to

solve the constraints associated with p at each state s ∈ Z(sk) such that P (St = sk) > 0.

3.3.6.1.2 Solving an action’s constraints If p is a natural language utterance, COREF con-

sults its grammar in order to determine the constraints associated with the utterance. COREF

uses a hand-built, lexicalized tree-adjoining grammar. The specific grammar formalism is TAGLET

(Stone, 2002), a variant of tree-adjoining grammar in which the full adjunction operation is replaced

with left and right sister adjunction, and in which lexical entries are linked to semantic constraints on

variable values. COREF’s grammar allows two kinds of constraints to be associated with each lexical

entry. Presuppositions are constraints which must already be true in the (horizon) state in which the

utterance is evaluated. Dialogue act constraints are schematic dialogue act terms that must unify

with a dialogue act that is coherent in the (horizon) state in which the utterance is evaluated. The

overall constraints associated with an utterance are determined by performing a bottom-up chart

parse of the utterance, and joining the presuppositions and dialogue acts associated with each edge

in the chart.

For example, Figure 3.18 shows one of COREF’s two lexical entries for the word ok. In this entry,

ok is assigned a simple syntactic analysis that treats it as a declarative sentential constituent which

is not referential. The entry specifies a single presupposition, ok-f(M ,0), which requires that each

15They do so on the basis that ok cannot be grammatically analyzed as a question. Because the ultimate dialogue
act performed by ok cannot, therefore, be one of the questioning dialogue acts, the rules are able to prune out all of
the questioning dialogue acts – and these are the only acts that can coherently follow a pushClarify.
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Syntax:

cat: s,   stype: dec,

reftype: none   

ok
Operation: comp [cat: s, stype:dec,reftype:none]

Presuppositions: ok-f(M ,0)
Dialogue acts: M []

Figure 3.18: A lexical entry for ok

use of ok occur in a context that provides some dialogue act M , of grammatical arity 0, that can be

performed by uttering ok. The entry also specifies that a single dialogue act, M [], is performed by

an utterance of ok.

To solve the constraints associated with an utterance, COREF first solves the utterance’s pre-

suppositions, then tries to extend these solutions in a way that also solves the utterance’s dialogue

acts. This process yields zero or more variable assignments under which both the presuppositions

and dialogue acts are solved. We now discuss this process in some detail.

Presupposed constraints are solved using a hand-built domain model which directly associates

particular constraints, like ok-f(M ,0), with algorithms that deliver assignments to variables (like

M). In the case of the presupposition ok-f(M ,0), the domain model delivers a single solution:

M ← nop[O]. Here, nop[O] is what we call an arity-bridging function term. COREF uses arity-

bridging function terms for several specific kinds of linguistic constructions. Such function terms

allow COREF to interpret constraints even when the number of grammatical arguments to a pred-

icate or function differs from the number of arguments present in the corresponding application

predicate or function.16

In this particular case, ok corresponds to a dialogue act, nop, which we have modeled (in our

ManageAmbiguity task model) as taking a single argument, viz., the sensory event whose uncer-

tain interpretation is being managed. However, in English, one typically just says ok, with no

additional grammatical argument — rather than saying something like ok to your last utterance,

in which reference is made to the material being acknowledged.17 By solving the presupposition

ok-f(M ,0) with the assignment σ = {M ← nop[O]}, a variable O is introduced which can be

further instantiated when the utterance’s dialogue act is reconciled with COREF’s task models.

16Generally, our experience is that the cause of such discrepancies is that some entity that is important in the
domain or task models is not expressed linguistically.

17Another way to see this issue is to compare ok to roger that.
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Syntax:

cat: s,   stype: dec,

reftype: none   

ok
Operation: comp [cat: s, stype:dec,reftype:none]

Presuppositions: simplepast-f(Past,2), speaker-p(Speaker), Speaker(S)
Dialogue acts: Past[S,TA]

Figure 3.19: A second lexical entry for ok

Under σ, the utterance’s dialogue act, M [], is σ(M []) = nop[O][]. To solve this dialogue act,

because it contains an arity-bridging function term, COREF first rewrites the dialogue act sim-

ply as nop[O], eliminating the “arity bridge”.18 It then attempts to unify nop[O] with dialogue

acts appearing in the horizon graph. In particular, COREF attempts to unify this term with

each dialogue act that follows each horizon state s ∈ Z(s2106). This unification succeeds exactly

once, under assignment O ← [COREF does say[the blue circle]], due to the coherence of action

a9 = s1 : nop[COREF does say[the blue circle]] from horizon state s = s2106. This leads COREF

to hypothesize, as one of its interpretations for s1’s utterance of ok, the intention:

i2,2 = 〈s1 : nop[[COREF does say[the blue circle]]]〉

COREF also finds a second intentional explanation of s1’s utterance:

i2,1 = 〈s1 : tacitNop[[COREF does say[the blue circle]]],

s1 : setVarValue[t3, e2_2],

s1 : addToScene[e2_2],

s1 : past[s1, addToScene[e2_2]]〉

This interpretation is derived using COREF’s second lexical entry for ok, which is given in Figure

3.19. This entry differs from the first in that it allows a speaker to assert that they have taken some

action in the past. COREF’s chart parse of ok delivers two analyses, one using each of these entries.

The constraints associated with the second entry are satisfied at state s2157 ∈ Z(s2106), leading

COREF to hypothesize i2,1 as an alternative explanation for s1’s utterance.

COREF thus faces uncertainty, in interpreting s1’s utterance of ok, about which of two contribu-

tions s1 has made: i2,1 or i2,2. In the remainder of the dialogue in Figure 3.3, COREF tracks these

two contributions.
18Generally, this rewriting process involves combining grammatically expressed arguments with variables for gram-

matically unexpressed arguments to arrive at a list of arguments isomorphic to the domain model’s argument structure.
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Syntax:

cat: s,   stype: dec,

reftype: none   

yes

Operation: comp [cat: s, stype: dec, reftype: none]
Presuppositions: speaker-p(Speaker), Speaker(S), ynq-p(YNQ,3), YNQ(S,Yes,No)

Dialogue acts: Yes

Figure 3.20: COREF’s lexical entry for yes

We will give one more example of how COREF uses its grammar to construct interpretations

for utterances. After s1’s utterance of ok, COREF responds to its perceived ambiguity by asking

did you add it? (We will discuss how COREF chooses this utterance in Section 3.3.9.1, below.) In

response to this question, s1 says yes at time 4. COREF’s lexical entry for yes, another one-word

utterance, is depicted in Figure 3.20. At time 4, due to the previous perceived ambiguity about ok,

COREF is uncertain whether the dialogue state is s2479 or s2465. COREF therefore attempts to

interpret yes in each of these states. Figures 3.21 and 3.22 show COREF’s horizon graphs for these

two states, respectively. From state s2479 (Figure 3.21), in which s1 previously meant i2,2 by ok

(the simple nop interpretation), COREF is able to assign interpretation i4,2 to yes :

i4,2 = 〈s1 : tacitNop[[COREF does say[did you add it ?]]],

s1 : addToScene[e2_2],

s1 : past[s1, addToScene[e2_2]]〉

According to interpretation i4,2, by saying yes, s1 has contributed that they have decided not to

address any ambiguity in COREF’s question, added object e2_2 to their scene, and asserted that

they have done so. In particular, on this interpretation, s1 has just now added the object. Note that

the horizon graph requires s1 to perform the tacit action addToScene[e2_2] before asserting that

that action occurred in the past; this reflects COREF’s assumption that its human interlocutors are

always truthful.

In state s2465 (Figure 3.22), on the other hand, s1 previously meant i2,1 by ok. Under that

interpretation, s1 had already contributed that they had added the object to their scene. Conse-

quently, the horizon graph from state s2465 is different, and COREF is able to assign the following

interpretation, i4,1, to yes:
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i4,1 = 〈s1 : tacitNop[[COREF does say[did you add it ?]]],

s1 : past[s1, addToScene[e2_2]]〉

According to interpretation i4,1, by saying yes, s1 has contributed that they have decided not

to address any ambiguity in COREF’s question, and asserted that they have added the object to

their scene. These two interpretations, therefore, reflect alternative coherent series of contributions

that s1 may have made in their previous two utterances. COREF’s contribution tracking allows

it to track these contributions across the subdialogue. We will see in our discussion of COREF’s

Intention Generator module in Section 3.3.9.1 that, as a result of this uncertainty, COREF is a little

uncertain about what contributions its own utterances are making, and employs the same kind of

reasoning to track its own contributions as it does to track its user’s.

We will give additional examples of the interpretations hypothesized by COREF’s Sensory Event

Interpreter in Chapter 4.

Figure 3.21: Horizon graph for state s2479.

Horizon:

a3

a4

a3

a8

a9

a6

a3
a2

a7

a5

a2

a1
a3

s2533

s2479

s2556 s2560

s2729

s2543

s2551

s2530

s2517

s2527

s2563

s2524

s2521

s2536

Actions: a1= s1 : tacitNop[[COREF does say[did you add it ?]]]

a2= s1 : addToScene[e2_2]

a3= s1 : past[s1, addToScene[e2_2]]

a4= s1 : refuseTaskAction[past[s1, addToScene[e2_2]]]

a5= s1 : nop[[COREF does say[did you add it ?]]]

continues on next page...
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Figure 3.21: Horizon graph for state s2479. (continued)

a6= s1 : flagProblematic[[COREF does say[did you add it

?]]]

a7= s1 : skip[t3]

a8= s1 : abandonTasks[2]

a9= s1 : tacitAbandonTasks[2]

Figure 3.22: Horizon graph for state s2465.

Horizon:

a3

a1

a4

a2

a7

a6

a5

s2482 s2485

s2488

s2465

s2728

s2495

s2503

s2508

Actions: a1= s1 : tacitNop[[COREF does say[did you add it ?]]]

a2= s1 : past[s1, addToScene[e2_2]]

a3= s1 : nop[[COREF does say[did you add it ?]]]

a4= s1 : flagProblematic[[COREF does say[did you add it

?]]]

a5= s1 : skip[t3]

a6= s1 : abandonTasks[2]

a7= s1 : tacitAbandonTasks[2]
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3.3.6.1.3 Assigning probabilities to interpretations Once COREF has identified a set of

interpretations {it,1, ..., it,n} for a sensory event o at time t, the third step its Sensory Event Inter-

preter performs is to assign a probability P (I = it,j|o, St = sk) for each interpretation. In general,

we conceive of this assignment as a process of weighted abduction (Hobbs et al., 1993; Thomason

et al., 2006): there are competing interpretations, and the agent needs to weigh the different as-

sumptions that went into constructing each interpretation in order to assess the likelihood that each

interpretation is the correct one.

We have used two different probability models to date. The first is a hand-built model which

simply assigns probability inversely proportional to the “size” of the intention:

P (I = it,j |o, St = sk) ∝
1

num-tacit-actions(it,j) + 1

This hand-built model measures the size of an intention as the number of tacit actions in the

intention, plus 1 for the single public action that concludes each intention.19 This hand-built model

was initially used, in the absence of detailed empirical data, as a simple numeric way to prefer

“simpler” interpretations. For example, this model views i2,2 (which has 0 tacit actions) as more

likely to be the correct explanation of s1’s utterance of ok than i2,1 (which has 3 tacit actions). The

hand-built model’s probabilities have been used to color the state nodes in Figure 3.3.

The second model is based on numerous weighted features of intentions and the dialogue states

in which they are hypothesized; the weights were learned from data harvested from COREF’s inter-

actions with its users. The learned model is described in Chapter 4, Section 4.4.2.

We now continue our tour of the RUBRIC and COREF system architectures.

3.3.7 Grammar

The RUBRIC architecture assumes that there is some grammar or language model that is shared

between the Sensory Event Interpreter and Intention Generator modules. However, RUBRIC does

not stipulate the form that the grammar or language model takes.

3.3.7.1 COREF’s Grammar

COREF’s grammar formalism was discussed in Section 3.3.6.1.2 (page 110). In total, COREF’s

grammar contains 379 hand-built lexical entries of the kind depicted in Figures 3.18, 3.19, and 3.20.

19Note that when the public action is an utterance, this measure always counts the utterance as contributing 1 to
the size of the intention, even if the intention analyzes the utterance as performing more than one dialogue act.
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3.3.8 Update Control

The RUBRIC Update Control module is summarized in Figure 3.23. The Update Control module’s

filter problem is to compute P (St+1|ht+1) = P (St+1|o, ht) as a function of the agent’s prior

uncertainty and the given perception and interpretation of o by agent x. In this section, we define

this computation.

By definition, we have:

P (St+1|ht+1) = P (St+1|o, ht) =
P (St+1, o, ht)

P (o, ht)
∝ P (St+1, o, ht) (3.5)

Assuming exactly one state st ∈ vt is the true dialogue state, we have:

P (St+1, o, ht) =
∑

st∈vt
P (St+1, o, ht, st)

=
∑

st∈vt
P (ht) P (st|ht) P (o|ht, st) P (St+1|o, ht, st)

=
∑

st∈vt
P (ht) P (st|ht) P (o|st) P (St+1|o, st) [Markov assumption]

= P (ht)
∑

st∈vt
P (st|ht) P (o|st) P (St+1|o, st)

∝
∑

st∈vt
P (st|ht) P (o|st) P (St+1|o, st)

(3.6)

The term P (St+1|o, st) specifies the probability that the next state is St+1 given that the previous

state was St = st and that o occurred. Let us consider a specific next state, St+1 = s′. In the

RUBRIC framework, a transition after o between state St = st and state St+1 = s′ is always

mediated by some perceptual event e and some interpretation i. We capture this mediation using

the Update Control’s function update-i:

s′ = update-i(st, o, e, i) (3.7)

In general, however, even assuming a specific state St = st, the agent may still face uncertainty

about which perceptual event ej and which interpretation il is correct for o. Moreover, we allow

that the update-i function may be many-to-one: the same successor state s′ may generally be

reached through multiple interpretations (e1, i1), ..., (en, in) of o. Therefore, we have:

P (St+1|o, st) =
∑

E,I:St+1=update-i(st,o,E,I) P (E, I|o, st)

=
∑

E,I:St+1=update-i(st,o,E,I) P (E|o, st) P (I|E, o, st)
(3.8)

This expression relates the agent’s uncertainty about which state succeeds st to the uncertainty its
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RUBRIC module: Update Control

Problem filter(x, o, P (St|ht), Px(E|o, St), Px(I|E, o, St))

Description: Given the agent’s uncertainty P (St|ht) about the dialogue

state at time t, and the computed or anticipated

interpretations E and I that observer x (either the agent or

the user) will assign to sensory event o, determine the agent’s

uncertainty about the dialogue state at time t + 1.

Input: The sensing agent x, a sensory event o, the agent’s previous

uncertainty P (St|ht), the anticipated perception Px(E|o, St),

the anticipated interpretation Px(I|E, o, St).

Output: The agent’s new uncertainty P (St+1 = sk|ht, o) for each viable

state sk at time t + 1.

Problem update-i(s, o, e, i)

Description: Determine the dialogue state that would result if, starting

from state s, observation o were (correctly) interpreted as

perceptual event e and (correctly) understood as

interpretation i.

Input: A dialogue state s, a sensory observation o, a perceptual

interpretation e, and an interpretation i.

Output: A dialogue state.

Figure 3.23: The Update Control module.
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perception and interpretation algorithms report at st. Substituting (3.8) into (3.6) we have:

P (St+1, o, ht) ∝
∑

st∈vt
P (st|ht) P (o|st)

∑

E,I:St+1=update-i(st,o,E,I) P (E|o, st) P (I|E, o, st)

(3.9)

Substituting (3.9) into (3.5), we arrive at the final filtering operation carried out by the Update

Control module’s filter function:

P (St+1|ht+1) ∝
∑

st∈vt

P (st|ht)
︸ ︷︷ ︸

prior

P (o|st)
︸ ︷︷ ︸

observation model

∑

E,I:St+1=update-i(st,o,E,I)

P (E|o, st)
︸ ︷︷ ︸

perception

P (I|E, o, st)
︸ ︷︷ ︸

interpretation

(3.10)

Thus, the agent’s new uncertainty about which dialogue state it is in reflects its prior uncertainty,

an observation model, its perceptual uncertainty, and its interpretation uncertainty.

3.3.8.1 COREF’s Update Control

COREF’s Update Control module is summarized in Figure 3.24.

update-a: The update-a function, which was introduced as (3.3) on page 91, captures all the

effects associated with agent x taking a single action a starting from state s. In COREF, these

effects are:

1. The state is updated to reflect the direct effects of x having done a. (These effects are hand-

authored for each action type.)

2. A record is added to the history that x has performed action a.

3. All tasks on the task stack are updated to reflect x having done a. This may result in x does

a state transitions occurring within the graph tasks.

4. Any now-completed tasks are automatically popped off the task stack.

update-i, update-p: As discussed in Section 3.3.6.1 (page 105), in COREF, an intentional inter-

pretation takes the form i = 〈x1 : a1, ..., xn : an〉, where n ≥ 1. For intentional interpretations of

motor actions, COREF’s implementation of update-i(s, o, e, i) simply executes the updates associ-

ated with x1 : an to xn : an, in chronological order, and returns the resulting state. The observation
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COREF module: Update Control

Problem filter(x, o, P (St|ht), Px(E|o, St), Px(I|E, o, St))

Description: As per Figure 3.23.

Problem update-i(s, o, e, i)

Description: As per Figure 3.23.

Problem update-a(x, a, s)

Description: Updates state s to reflect x having performed action a.

Input: An agent x, an action a, a dialogue state s.

Output: A dialogue state.

Problem update-p(s, e)

Description: Updates state s to reflect the agent experiencing perceptual

event e.

Input: The initial dialogue state s, the perceptual event e.

Output: A dialogue state.

Problem update-ma(x, o, si
t, Px(I|o, st), i)

Description: Adds ambiguity management related updates to si
t, which is st

updated by interpretation I = i of x’s sensory observation o.

Input: An agent x, a sensory event o, the state si
t, x’s interpretation

uncertainty Px(I|o, st), the selected interpretation i.

Output: A dialogue state.

Problem update-ma-failure(x, o, s)

Description: Returns the dialogue state that results if, starting from state

s, agent x fails to interpret sensory observation o.

Input: An agent x, a sensory observation o, a dialogue state s.

Output: A dialogue state.

Figure 3.24: COREF’s Update Control module.
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o and perceptual event e are ignored. Formally, COREF implements update-i(s, o, e, i) as follows:

update-i(s, o, e, i) = update-i(s, i)

= update-i(s, 〈x1 : a1, ..., xn : an〉)

=







update-a(x1, a1, s) if n = 1

update-i(update-a(x1, a1, s), 〈x2 : a2, ..., xn : an〉) otherwise

For perceptual events e that are not interpreted in terms of intentional actions, e.g. the perception

of the current objects in the game, an interpretation takes the form i = 〈COREF : perceive(e)〉.

Times 6 and 7 in Figure 3.3 provide examples of this form. (Note that we use the COREF :

perceive(e) notation merely for uniformity in our formalism for interpretations; we do not mean to

imply that perception should be thought of as an “action”.) COREF uses hand-built rules to update

the dialogue state after non-intentional events, which we capture here with a function update-p:

update-i(s, o, e, i) = update-i(s, 〈COREF : perceive(e)〉)

= update-p(s, e)
.

filter, update-ma, update-ma-failure: COREF implements the filtering update presented in

Section 3.3.8 under several simplifications. First, COREF does not exploit a substantive observation

model P (o|St). Instead, COREF assumes observations and dialogue states are independent, i.e.

P (o|St) = P (o). Under this assumption, the term P (o|st) is a constant factor and can be removed

from equation (3.10).

Further, since COREF does not face perceptual uncertainty, we identify the agent’s observation

o with its perceptual event E. We thus have E = o, and P (E|o, st) = 1. The term P (E|o, st) can

therefore also be removed from equation (3.10). This leaves us with:

P (St+1|ht+1) ∝
∑

st∈vt

P (st|ht)
︸ ︷︷ ︸

prior

∑

E,I:St+1=update-i(st,o,E,I)

P (I|o, st)
︸ ︷︷ ︸

interpretation

(3.11)

Finally, in COREF, the function update-i is one-to-one rather than many-to-one. This is because

every dialogue state in COREF contains a historical record of all the actions that have previously

occurred, including the order in which they occurred, and, further, COREF’s sensory event inter-

preter never hypothesizes multiple interpretations that contain exactly the same action sequences.

The result is that, for any initial dialogue state St = st, each interpretation I = i for which

P (I = i|o, st) > 0 determines a unique successor state si
t = update-i(st, o, e, i). This allows us to
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eliminate the summation over alternative interpretations in equation (3.11):

P (St+1 = si
t|ht+1) ∝

∑

st∈vt

P (st|ht)
︸ ︷︷ ︸

prior

P (I = i|o, st)
︸ ︷︷ ︸

interpretation

(3.12)

This, then, is the probability that COREF’s filter function actually computes. Generally, each

state si
t for which P (St+1 = si

t|ht+1) > 0 corresponds to a viable successor state at time t + 1.

The exact successor state that remains is the result of adding several book-keeping and uncertainty

management related updates to si
t. We capture these updates using a function,

update-ma(x, o, si
t, Px(I|o, st), i),

which performs the following updates to si
t:

1. push a ManageAmbiguity(x,o) task onto the stack, where x is the agent who is interpreting

their observation o;

2. store a record of the interpretation uncertainty Px(I|o, st) associated with x’s interpretation

of o.

3. store a record that this particular state selects interpretation I = i.

The idea COREF implements, here, is that some interpretation I = i is the correct (intended)

interpretation, and that correct interpretation i determines which successor dialogue state is the

correct one. However, no matter which successor dialogue state is the correct one, the observer x

may coherently follow up their observation o with ambiguity-managing actions (update 1). Keeping

the record Px(I|o, st) of the alternative interpretations as part of the dialogue state makes those

ambiguities available in subsequent interpretation (update 2). Finally, keeping a record I = i makes

it possible to distinguish which interpretation is active in each hypothetical successor state (update

3).

For each state si
t for which P (St+1 = si

t|ht+1) > 0, COREF computes u(si
t) as a possible successor

state, where:

u(si
t) = update-ma(x, o, si

t, P (I|o, st), i).

The probabilities COREF’s filter function assigns to successor states are then:

P (St+1 = u(si
t)|ht+1)← P (St+1 = si

t|ht+1)
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COREF’s filter function performs a few additional steps. To keep search tractable for real-

time interaction, COREF tracks a maximum of 3 states. If more than 3 states are possible, the

3 most probable are retained, and the others discarded. Further, after each object is completed

(by the director taking a public continueTask(T) action, or either agent taking a public skip(T)

action), COREF discards all but the most probable state, to avoid retaining unilluminating historical

ambiguities. If either of these adjustments is made, the probability mass is renormalized across the

remaining viable states. An example of a dropped state occurs at time 6 in Figure 3.3, when COREF

drops state s2704 after continuing on to the next object.

Finally, there is a special case when a sensory observation has no interpretations. In this case,

a set of possible successor states cannot be determined as above. Instead, COREF translates each

previously viable state St = st into a new viable state by performing book-keeping and uncertainty

management updates similar to the above. In particular, when x finds no interpretations for their

observation o, the function update-ma-failure(x, o, st) performs the following updates on each

state st for which P (St = st|ht) > 0:

1. push a ManageAmbiguity(x,o) task onto the stack, where x is the agent who is interpreting

their observation o;

2. store a record that x found no interpretations for o.

The idea here is to make it coherent for x to follow up their interpretation failure with ambiguity

management actions (update 1), as usual, and to note the presence of an interpretation failure in the

state (update 2). In terms of probabilities, we assume an interpretation failure is not informative

with respect to the correct dialogue state, and simply maintain an identical distribution on the

isomorphic successor states. Formally, if we let f(x, o, st) = update-ma-failure(x, o, st), then

COREF’s filter function assigns the following probabilities in the case of an interpretation failure:

P (St+1 = f(x, o, st)|ht+1)← P (St = st|ht)

3.3.9 Intention Generator

The RUBRIC Intention Generator module is summarized in Figure 3.25. The module is responsible

for generating contributive actions for the agent to perform as part of its interaction with the user.

This problem-solving involves identifying a motor action sequence that the agent finds acceptable

given its current uncertainty about the dialogue state, and given its best estimate of how the user

will interpret the public evidence that its actions will provide.
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RUBRIC module: Intention Generator

Problem: generate(P (St|ht), a, u; G, UC, SEI)

Description: Generates a contributive action for agent a to perform with

respect to the user u.

Input (event): The agent a, the user u, A’s uncertainty the P (St|ht).

Input (resources): The grammar G, the update control UC, and the sensory event

interpreter SEI.

Output: A generatum of the form

〈m∗, ou, Pu(E = ej |ou, St = sk), Pu(I = il|E = ej , ou, St = sk)〉

where ou is the user’s anticipated sensory observation of

motor action sequence m∗, Pu(E = ej |ou, St = sk) is the

user’s anticipated perceptual classification of ou, and

Pu(I = il|E = ej , ou, St = sk) is the user’s anticipated

interpretation of ou.

Figure 3.25: The Intention Generator module.

As with the Sensory Event Interpreter module (Section 3.3.6), the RUBRIC Intention Generator

module not reflect any substantive assumptions about the form that interpretations of actions take.

Rather, it aims only to situate the reasoning an agent performs to identify a contributive action within

a coherent probabilistic framework. To do so, it assumes that the Sensory Event Interpreter module

is available as a resource for generation. This allows the generation process to try to anticipate

the interpretations that the user will assign to an utterance, and crucially, use those anticipated

interpretations to guide generation decisions. By choosing actions that the user can be expected to

interpret in a specific way, the agent can identify a contributive action to perform.

The output of the generate function is a generatum g, where

g = 〈m∗, ou, Pu(E = ej |ou, St = sk), Pu(I = il|E = ej , ou, St = sk)〉.

This output format includes the generated motor action sequence m∗ and also the user’s anticipated

sensory observation ou, perceptual classification of that observation Pu(E = ej |ou, St = sk), and

interpretation Pu(I = il|E = ej , ou, St = sk). As shown in Figure 3.4 (page 84), a RUBRIC agent
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uses the user ’s anticipated interpretations to filter its own uncertainty about which dialogue state

it is in, after it makes an utterance. This enforces a hard constraint, after an agent action, that

keeps the agent’s estimate of the dialogue state in line with the evidence it believes its action has

actually provided to the user. It also makes it possible for an agent to implement, if it anticipates

that its own utterance or motor action is ambiguous, an underspecified update to the dialogue state.

We will see momentarily that COREF sometimes performs such underspecified updates following its

utterances.

3.3.9.1 COREF’s Intention Generator

COREF’s Intention Generator represents action sequences using the same representation scheme that

COREF’s Sensory Event Interpreter uses to assign interpretations to sensory events (see Section

3.3.6.1). The Intention Generator thus represents the contributions it might perform as action

sequences of the form a∗ = 〈A1 : a1, A2 : a2, ..., An : an〉, in which agent A1 performs action a1, then

agent A2 performs action a2, and so on. The action sequences COREF entertains all terminate in

a public motor action or dialogue act by COREF. The public action is preceded by zero or more

tacit actions performed either by COREF or by COREF’s human partner. We will use the words

interpretation, intention, and contribution interchangeably in discussing these sequences.

COREF’s generation process adapts established natural language generation techniques to a set-

ting of task-oriented generation under uncertainty. Our basic building block is the SPUD generation

algorithm of Stone et al. (2003). SPUD is a search-based generation algorithm that uses a lexicalized

tree-adjoining grammar to incrementally construct an utterance that achieves a communicative goal

(in COREF’s case, a dialogue act) in a way that is unambiguous in a specific context. SPUD’s rea-

soning about ambiguity is based on grammatically specified semantic constraints, which are solved in

context to produce a set of contextually supported variable assignments. SPUD also uses a salience

model, based on distractor sets (Dale and Reiter, 1995), which allows the algorithm to evaluate the

degree of ambiguity associated with an intended interpretation for an utterance. Given an input

context, SPUD delivers a communicative intent, which includes a sentence, a syntactic and semantic

analysis of the sentence, and an intended interpretation (i.e. variable assignment) for the utterance’s

semantics (i.e. constraints). If SPUD’s generation process succeeds, the selected communicative

intent unambiguously achieves the communicative goal in the input context.

Because SPUD is designed to operate under certainty about the context in which the utterance

occurs, it was necessary to assimilate SPUD into a broader framework that includes COREF’s

uncertainty about the context as well as COREF’s reasoning about the alternative tacit actions
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that may have occurred. COREF does so by invoking SPUD in one or more alternative contexts,

with a communicative goal appropriate to each context individually, and by using the Sensory Event

Interpreter to assess the interpretations the user might assign to the utterance in other relevant

contexts. The specific contexts in which SPUD is invoked are identified using a horizon graph

to circumscribe a set of relevant input contexts for SPUD (the horizon) as well as the coherent

communicative goals that COREF might adopt in each context. The horizon graph representation

is shared with COREF’s Sensory Event Interpreter module; see Section 3.3.6.1.

In the next several sections, we will define and illustrate COREF’s generation process using

examples from the subdialogue in Figure 3.3.

3.3.9.1.1 Generating a contributive utterance while certain about the context COREF

begins the subdialogue in Figure 3.3 by saying the blue circle. To generate this utterance, COREF

first constructs the horizon graph for the current dialogue state, s1934. This horizon graph is depicted

in Figure 3.26. This graph shows which the various actions that could coherently be taken from

state s1934.

For example, one action COREF could take is a17, in which COREF skips the current object.

Another coherent action, a1, relates to the action that immediately preceded COREF’s utterance

of the blue circle. The previous action, which is not included in Figure 3.3, was that COREF

performed the public action clickContinue[] to finish off the previous object (before the blue

circle). Therefore, as usual, on the top of the stack in state s1934, there is a ManageAmbiguity task

that allows s1 to follow up on any perceived ambiguity in COREF’s previous action. This means that

one tacit action that could coherently come next would be for s1 to tacitly decline to follow up on

any uncertainty regarding COREF’s prior clickContinue[] action. This tacit action is labeled a1

in the figure. We allow COREF to implicate that s1 has performed a1 by constructing an intention

that includes a1. After a1, COREF has additional options for acting coherently, including initiating

collaborative reference to the next target object (action a2), pushing a reminder task regarding the

previous object (a13), and other options.

Figure 3.26: Possible horizon graph for COREF: the blue circle

continues on next page...
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Figure 3.26: Possible horizon graph for COREF: the blue circle

(continued)

Horizon:

a10

a7

a4

a17

a16

a3

a12

a11

a2

a16

a5

a14

a15

a13 a14

a9

a13

a1

a6

a15

a8

s2041

s2044s2047

s2025

s2009

s2021

s1993

s2005

s2061

s1997

s2001

s1934

s1984 s2055s2052

s2723 s2058

s2013

s2017

s2030 s2033

s2038

Actions: a1= s1 : tacitNop[[COREF does clickContinue[]]]

a2= COREF : pushCollabRef[COREF, s1, t3]

a3= COREF : addcr[t3, equal(t3, e2_2)]

a4= COREF : addcr[t3, equal(t3, e3_2)]

a5= COREF : addcr[t3, darkblueFigureObject(t3)]

a6= COREF : addcr[t3, darkorangeFigureObject(t3)]

a7= COREF : addcr[t3, solidFigureObject(t3)]

a8= COREF : addcr[t3, emptyFigureObject(t3)]

a9= COREF : addcr[t3, figureObject(t3)]

a10= COREF : addcr[t3, circleFigureObject(t3)]

a11= COREF : pushYNQ[COREF, s1, setVarValue[t3, R], refuse-

TaskAction[setVarValue[t3, R]]]

a12= COREF : askYNQ[setVarValue[t3, R]]

continues on next page...
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Figure 3.26: Possible horizon graph for COREF: the blue circle

(continued)

a13= COREF : pushRemind[COREF, s1, past, refuseTaskAction,

addToScene[rh1_1]]

a14= COREF : askYNQ[past[s1, addToScene[rh1_1]]]

a15= COREF : command[s1, addToScene[rh1_1]]

a16= COREF : past[s1, addToScene[rh1_1]]

a17= COREF : skip[t3]

In general, because this figure circumscribes the actions COREF could do (or implicate), rather

than what it is willing to do, we describe Figure 3.3 as a possible horizon graph. COREF currently

uses a set of hand-built rules that decide which of the possible actions the agent is willing to do.

We present the corresponding acceptable actions, for this example, in the acceptable horizon graph

of Figure 3.27.

Figure 3.27: Acceptable horizon graph for COREF: the blue circle

Horizon:

a1

a3

a7

a9

a4

a2

a6

a9

a5

a8

s1934 s1937

s1981

s1962

s1966

s1976

s1971

s1954

s1946

s1950

s1958

Actions: a1= s1 : tacitNop[[COREF does clickContinue[]]]

a2= COREF : pushCollabRef[COREF, s1, t3]

a3= COREF : addcr[t3, equal(t3, e2_2)]

a4= COREF : addcr[t3, darkblueFigureObject(t3)]

continues on next page...
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Figure 3.27: Acceptable horizon graph for COREF: the blue circle

(continued)

a5= COREF : addcr[t3, solidFigureObject(t3)]

a6= COREF : addcr[t3, figureObject(t3)]

a7= COREF : addcr[t3, circleFigureObject(t3)]

a8= COREF : pushYNQ[COREF, s1, setVarValue[t3, R], refuse-

TaskAction[setVarValue[t3, R]]]

a9= COREF : pushRemind[COREF, s1, past, refuseTaskAction,

addToScene[rh1_1]]

The acceptable horizon graph eliminates various actions that COREF is unwilling to do. For

example, COREF is never willing to skip objects; action a17 is therefore not present in the acceptable

horizon graph. COREF is willing to initiate collaborative reference to the next target object (a2),

and to perform the addcr dialogue act to contribute a constraint that will help the matcher identify

the target object, t3 (a3-a10). However, as director, COREF is only willing to assert constraints

that it knows are true of the target object. For example, while the possible horizon graph makes it

coherent for COREF to perform action addcr[t3, equal(t3, e3_2)], which identifies the target

object with e3_2 (the empty orange circle), COREF knows that the target object is actually e2_2,

and so does not find this action acceptable. In general, COREF’s rules for the acceptability of actions

allow it to reject each possible action or to accept it under 1 or more refined variable assignments.

In generation, COREF constructs both the possible and acceptable horizon graphs for the di-

alogue states it thinks it might be in. Crucially, while the acceptable horizon graph circumscribes

the communicative goals COREF is willing to adopt, it is the possible horizon graph that is used in

anticipating user interpretations. This reflects an assumption that COREF’s interlocutor, s1, also

knows what the possible horizon graph is for each dialogue state. For example, looking at the possible

horizon graph in Figure 3.26, from state s1934, COREF expects that s1, the matcher, will view both

a3 = COREF : addcr[t3, equal(t3, e2_2)] and a4 = COREF : addcr[t3, equal(t3, e3_2)]

as coherent dialogue acts that COREF might make next (after several tacit actions).20

COREF uses the alternative coherent dialogue acts in the possible horizon graph to help it gen-

erate contributive output utterances using SPUD. Specifically, COREF first identifies an acceptable

tacit action sequence that leads to a horizon state from which a dialogue act can be performed, such

20For example, COREF might perform the first by uttering the blue circle, or the second by uttering the empty

orange circle.
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as s1946 in the acceptable horizon graph in Figure 3.27.21 It then selects an acceptable dialogue act,

such as a3 = addcr[t3, equal(t3, e2_2)] in Figure 3.27. It then returns to the possible horizon

graph, and uses it to invoke SPUD to try to generate an utterance that achieves this communicative

goal.

In general, the problem we would like for SPUD to solve is to identify not only an utterance

that can express a specific dialogue act, such as a3, but also an utterance which distinguishes an

intended horizon state in the possible horizon graph (Thomason et al., 2006), such as s1993 in Figure

3.26. To achieve this, it would perhaps be ideal to modify SPUD so that SPUD takes as input not

a single context, but rather a set of alternative contexts, or perhaps a probability distribution over

alternative contexts. COREF instead exploits a heuristic approach to try to allow the off-the-shelf

SPUD algorithm to identify an appropriate utterance under uncertainty about the context. On this

approach, in order to try to capture the ambiguities in the possible horizon, rather than passing

a single context like s1993 directly to SPUD, COREF instead packages up the possible horizon

as a pseudo-context, and passes the pseudo-context as input to SPUD. In this particular example,

COREF constructs a pseudo-context equal to Z(s1934) = {s1934, s1984, s1993, s2030, s2038, s2052}.

Conceptually, these are all the dialogue states (contexts) in which COREF’s addressee may try to

interpret the public utterance.

A pseudo-context C = Z(s) behaves as follows. The set of assignments Σ = {σ1, ..., σn} that

satisfy an utterance’s semantic constraints in C is the union Σ = Σ1∪· · · ∪Σk, where Σi is the set of

assignments that solve the utterance’s presuppositions and dialogue acts in state si ∈ Z(s). The effect

of this behavior is to increase the amount of ambiguity that is visible to SPUD beyond what would be

present in a single context. In particular, the ambiguities are broadened to reflect ambiguities arising

throughout the possible horizon. Ideally, this additional ambiguity would sometimes lead SPUD to

slightly overspecify its output utterances, beyond what would be necessary in a single context, in

order to distinguish the intended contribution from distractor contributions in the possible horizon.

However, to date, we have not investigated this hunch quantitatively.

In COREF, generation occurs in two steps. First, SPUD is invoked in an attempt to express

an acceptable dialogue act, using the possible horizon as a pseudo context. Second, if SPUD has

produced a successful utterance, COREF’s intention generator interprets the utterance using the

Sensory Event Interpreter module. (Note that the Sensory Event Interpreter evaluates the utter-

ance’s semantic constraints on a context-by-context basis; no pseudo-context is involved.) If all of the

21Be aware that, due to the method of preparation for these figures, the state numbers and action numbers are not
generally shared between these figures for the possible and acceptable horizon graphs, even in cases where the actions
and states are identical.
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Figure 3.28: SPUD generates the blue circle for COREF. In this figure, each search node considered
by SPUD is depicted using only the surface text at that search node. Nodes are ranked vertically,
with higher ranked nodes above lower ranked nodes. An underscore indicates the presence of a
syntactic gap in the provisional syntactic structure at the node.

actions that appear in all the interpretations found by the Sensory Event Interpreter are acceptable

to COREF, then COREF accepts the output utterance. In the case that multiple interpretations

are supported by an utterance, if COREF accepts the utterance, we view COREF as willing to be

interpreted as making any of those contributions. We refer to this scenario as one in which COREF

makes an underspecified contribution.

If one or more of the interpretations for an output utterance is unacceptable to COREF, it tries

reinvoking SPUD, either with a different communicative goal, or from a different horizon state.

This process repeats until an acceptable utterance is found, or until all communicative options are

exhausted.

In this particular example, when SPUD is invoked in pseudo-context Z(s1934), with the commu-

nicative goal of performing dialogue act addcr[t3, equal(t3, e2_2)], SPUD generates the blue
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circle. The search process by which SPUD selects this utterance is illustrated in Figure 3.28. In

generating this utterance, SPUD decides on the blue circle rather than simply the circle because the

semantic constraints associated with the circle support two interpretations: a3 and a4 in the possible

horizon graph of Figure 3.26. These two interpretations correspond to the two circles that are visible

as pending objects in the experiment interface. Because the ambiguity is exposed in the coherent

dialogue acts in the possible horizon, SPUD determines that the circle would be ambiguous, and

proceeds to generate the blue circle, which uniquely distinguishes COREF’s requested dialogue act

a3 in the pseudo-context. SPUD’s rejection of contextually ambiguous utterances like the circle is

part of how COREF identifies contributive utterances in context.

After SPUD returns a successful utterance, COREF invokes its Sensory Event Interpreter to try

to anticipate all the various interpretations the user might assign, across all the different dialogue

states the agent might be in. In this case, COREF’s Sensory Event Interpreter module reports that

the blue circle has only a single interpretation, i1,1:

i1,1 = 〈s1 : tacitNop[[COREF does clickContinue[]]],

COREF : pushCollabRef[COREF, s1, t3],

COREF : addcr[t3, equal(t3, e2_2)],

COREF : setPrag[inFocus(Z), inFocus(t3)]〉

By uttering the blue circle, COREF therefore anticipates that it would be recognizably contribut-

ing that s1 has declined to manage any perceived uncertainty regarding COREF’s previous utterance

(by implication), that COREF has initiated collaborative reference to the next target object (by im-

plication), that COREF has added an equality constraint for the next target object (a dialogue act),

and that COREF has put the next target object into focus (a dialogue act).

Since COREF finds all these component actions acceptable, COREF’s Intention Generator ac-

cepts the blue circle as its contributive utterance and returns action sequence

m∗ = 〈say[the blue circle]〉

along with the Sensory Event Interpreter’s anticipated user interpretation i1,1.

3.3.9.1.2 Generating a contributive utterance under uncertainty about the context

We now use COREF’s utterance did you add it? at time 3 in the dialogue of Figure 3.3 to illustrate

how COREF formulates a contributive utterance under uncertainty about the current context.

When COREF faces uncertainty about the context, it first tries to generate a contribution that
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is coherent in the most probable context. At time 3, s1 has just said ok, and COREF views s2209, in

which ok simply contributed a nop, as the most probable dialogue state. Figure 3.29 shows COREF’s

acceptable horizon graph for state s2209. In state s2209, even though COREF is uncertain what s1’s

utterance of ok meant, COREF is willing to tacitly decline the opportunity to clarify — perhaps it

could do so by uttering something like what do you mean ok? — by performing a tacipNop action

(a1). Moving forward, its rules for action acceptability allow it to implicate, on the grounds that

COREF’s utterance the blue circle added a constraint that uniquely identified the target object,

that the user has identified the target object. COREF’s domain model captures the user’s mental

identification of the target object as action a9 = s1 : setVarValue[t3, e2 2]. The effect of this tacit

mental action is to make it part of the context that target t3 is object e2_2. COREF’s acceptability

rules further allow the agent to push a Remind task (a15), which allows COREF to coherently ask

whether s1 has added the object to their scene (a16).

Figure 3.29: Acceptable horizon graph for COREF: did you add

it?

Horizon:
a2

a17

a18

a12

a18

a22

a16

a13

a23

a1

a24

a3

a19

a15

a14

a11

a20

a12

a8

a13

a4

a9

a5

a14

a6

a21

a10

a7

s2306

s2302

s2209

s2286

s2364

s2347

s2361

s2344

s2322

s2325

s2368

s2278

s2274

s2725

s2311

s2314

s2319

s2294

s2339

s2358

s2290

s2333s2330

s2336

s2298

s2352 s2355

s2282

s2373

Actions: a1= COREF : tacitNop[[s1 does say[ok]]]

a2= COREF : addcr[t3, equal(t3, e3_2)]

a3= COREF : addcr[t3, darkorangeFigureObject(t3)]

a4= COREF : addcr[t3, emptyFigureObject(t3)]

continues on next page...
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Figure 3.29: Acceptable horizon graph for COREF: did you add it?

(continued)

a5= COREF : addcr[t3, darkblueFigureObject(t3)]

a6= COREF : addcr[t3, figureObject(t3)]

a7= COREF : addcr[t3, circleFigureObject(t3)]

a8= COREF : addcr[t3, solidFigureObject(t3)]

a9= s1 : setVarValue[t3, e2_2]

a10= COREF : pushYNQ[COREF, s1, addToScene[e2_2], refuse-

TaskAction[addToScene[e2_2]]]

a11= COREF : askYNQ[addToScene[e2_2]]

a12= COREF : pushRemind[COREF, s1, past, refuseTaskAction,

addToScene[rh1_1]]

a13= COREF : askYNQ[past[s1, addToScene[rh1_1]]]

a14= COREF : command[s1, addToScene[rh1_1]]

a15= COREF : pushRemind[COREF, s1, past, refuseTaskAction,

addToScene[e2_2]]

a16= COREF : askYNQ[past[s1, addToScene[e2_2]]]

a17= COREF : command[s1, addToScene[e2_2]]

a18= COREF : past[s1, addToScene[rh1_1]]

a19= COREF : pushYNQ[COREF, s1, setVarValue[t3, R], refuse-

TaskAction[setVarValue[t3, R]]]

a20= COREF : askYNQ[setVarValue[t3, R]]

a21= COREF : nop[[s1 does say[ok]]]

a22= COREF : flagProblematic[[s1 does say[ok]]]

a23= COREF : skip[t3]

a24= COREF : abandonTasks[1]

COREF therefore adopts as its communicative goal to perform the dialogue act a16:

a16 = COREF : askYNQ[past[s1, addToScene[e2 2]]].

The situation differs from the generation of the blue circle, however, in that COREF is currently
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uncertain which of two dialogue states, s2209 or s2199, is the correct dialogue state. The possible

horizon graphs for these two states are given in Figures 3.30 and 3.31, respectively.

Figure 3.30: Possible horizon graph from state s2209 for COREF:

did you add it?

Horizon:

a8

a1

a12

a3

a9

a11

a13

a5

a2

a8

a6

a10
a14

a4

a7

s2242s2209 s2232

s2216

s2237s2212

s2224

s2250

s2253

s2220

s2247s2271 s2258

s2263

s2228

s2266

Actions: a1= COREF : tacitNop[[s1 does say[ok]]]

a2= COREF : addcr[t3, darkblueFigureObject(t3)]

a3= COREF : addcr[t3, figureObject(t3)]

a4= COREF : addcr[t3, circleFigureObject(t3)]

a5= COREF : addcr[t3, solidFigureObject(t3)]

a6= s1 : setVarValue[t3, e2_2]

a7= COREF : pushYNQ[COREF, s1, addToScene[e2_2], refuse-

TaskAction[addToScene[e2_2]]]

a8= COREF : pushRemind[COREF, s1, past, refuseTaskAction,

addToScene[rh1_1]]

a9= COREF : pushRemind[COREF, s1, past, refuseTaskAction,

addToScene[e2_2]]

a10= COREF : askYNQ[past[s1, addToScene[e2_2]]]

a11= COREF : command[s1, addToScene[e2_2]]

a12= COREF : pushYNQ[COREF, s1, setVarValue[t3, R], refuse-

TaskAction[setVarValue[t3, R]]]

a13= COREF : nop[[s1 does say[ok]]]

a14= COREF : abandonTasks[1]
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Figure 3.31: Possible horizon graph from state s2199 for COREF:

did you add it?

Horizon:

a6

a10

a4
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a3

a1

a11
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a7

a5

s2727

s2726

s2199 s2404

s2409

s2388

s2400

s2391

s2385

s2397

s2394

s2380

Actions: a1= COREF : tacitNop[[s1 does say[ok]]]

a2= COREF : continueTask[t3]

a3= COREF : pushRemind[COREF, s1, past, refuseTaskAction,

addToScene[e2_2]]

a4= COREF : askYNQ[past[s1, addToScene[e2_2]]]

a5= COREF : command[s1, addToScene[e2_2]]

a6= COREF : past[s1, addToScene[e2_2]]

a7= COREF : past[s1, addToScene[rh1_1]]

a8= COREF : nop[[s1 does say[ok]]]

a9= COREF : flagProblematic[[s1 does say[ok]]]

a10= COREF : skip[t3]

a11= COREF : abandonTasks[1]

These figures show that COREF has a number of coherent options in each of these two states.

However, note that COREF’s options differ in the two states. In particular, in state s2199, but not

in state s2209, the human matcher s1 has already contributed by way of intention i2,1 that they

have identified the object and added it to their scene. If the true state is s2199, therefore, COREF

cannot, according to its task models, coherently implicate that s1 has identified the object — s1 has

already made that contribution, and COREF’s task models do not generally support a repetition

of previous contributions. In state s2209, on the other hand, where s1’s ok merely contributed
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a nop, COREF’s task models do support support COREF implicating that s1 has identified the

object. Further, because s1 has not yet contributed that they have identified the object, COREF

can make a number of additional coherent contributions, including adding additional constraints

about the target object. An important limitation, however, is that from state s2209, the only way

that COREF can coherently push a Remind task for e2_2 (a9), which allows COREF to coherently

ask the user if they added that object, is if COREF first implicates that the user has identified the

object. This constraint is enforced through a rule that prevents an agent from coherently initiating

a Remind task about an action unless that action is the next action the other agent needs to do.

(Intuitively, this implements a heuristic that, in a task-oriented collaboration like COREF’s object

identification game, you shouldn’t remind someone to do something if it isn’t the next thing they

need to do.)

From COREF’s perspective, either of these two states might be the true state, and further, its

human interlocutor s1 might be assuming that either of these states is the true state. In this situation,

in order to invoke SPUD, COREF anticipates interpretations in both states by constructing an

expanded pseudo-state C = Z(s2209)∪Z(s2199). (The horizons Z(s2209) and Z(s2199) are shaded

in green in Figures 3.30 and 3.31, respectively.) Given this pseudo-state, and the communicative goal

of performing COREF’s chosen dialogue act, COREF : askYNQ[past[s1, addToScene[e2 2]]], SPUD

identifies did you add it? as an unambiguous utterance.

COREF then invokes its Sensory Event Interpreter to anticipate how the user will interpret an

utterance of did you add it? The Sensory Event Interpreter relies on the horizon graphs of Figures

3.30 and 3.31 to determine that did you add it? supports two interpretations, one from each of the

current possible dialogue states. From s2209, in which s1’s previous ok simply contributed a nop,

the utterance supports interpretation i3,2:

i3,2 = 〈COREF : tacitNop[[s1 does say[ok]]],

s1 : setVarValue[t3, e2_2],

COREF : pushRemind[COREF, s1, past, refuseTaskAction, addToScene[e2_2]],

COREF : askYNQ[past[s1, addToScene[e2_2]]],

COREF : setPrag[inFocus(Y), inFocus(e2_2)]〉

If the context were s2209, then by uttering did you add it?, COREF anticipates that it would be

contributing that COREF is declining to manage any perceived uncertainty regarding s1’s utterance

of ok, that s1 has identified the target object (by implication), that COREF has initiated a reminder

task (by implication), that COREF is asking a yes/no question as part of that reminder task, and
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that COREF is putting object e2_2 into focus.

From state s2199, in which s1’s previous ok contributed more, COREF’s Sensory Event Inter-

preter reports that did you add it? supports interpretation i3,1:

i3,1 = 〈COREF : tacitNop[[s1 does say[ok]]],

COREF : pushRemind[COREF, s1, past, refuseTaskAction, addToScene[e2_2]],

COREF : askYNQ[past[s1, addToScene[e2_2]]],

COREF : setPrag[inFocus(Y), inFocus(e2_2)]〉

If the context were s2199, then by uttering did you add it?, COREF anticipates that it would be

making a similar contribution, except now COREF would not be implicating that s1 has identified

the target object.

Because COREF finds both of these contributions acceptable, in the corresponding dialogue

states, COREF’s Intention Generator accepts did you add it? and returns action sequence m∗ =

〈say[did you add it?]〉, along with the Sensory Event Interpreter’s anticipated user interpretations.

We view COREF as acting contributively here, but making an underspecified contribution to its

dialogue task. If the state is s2209, then COREF’s contribution is i3,2. If the state is s2199, then

COREF’s contribution is i3,1. COREF accepts the utterance because it is willing to be recognized

as making either contribution. In this way, COREF models itself as having extended two threads of

coherent interpretation which it spawned upon perceiving the ambiguity in the user’s utterance of

ok.

3.3.9.1.3 Generating a contributive public motor action COREF assimilates the gener-

ation of non-verbal motor actions into the same general framework it uses for utterances. Because

COREF’s task models determine when non-verbal motor actions can occur coherently, COREF in-

cludes non-verbal motor actions in its horizon graph right alongside dialogue acts. Generating a

contribution by way of a public motor action is thus a very similar process to generating a contribu-

tive utterance.

When COREF examines its acceptable horizon graph, it may occur that a public motor action is

judged an acceptable contribution to the task. For example, Figure 3.32 shows COREF’s acceptable

horizon graph for dialogue state s2593, which is one of the viable states at time 5 in the subdialogue

of Figure 3.3.
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Figure 3.32: Acceptable horizon graph for COREF: clickCon-

tinue

Horizon:

a2

a5

a4

a3
a1

s2734

s2609

s2601

s2604s2593

s2596

Actions: a1= COREF : tacitNop[[s1 does say[yes]]]

a2= COREF : continueTask[t3]

a3= COREF : pushRemind[COREF, s1, past, refuseTaskAction,

addToScene[e2_2]]

a4= COREF : nop[[s1 does say[yes]]]

a5= COREF : abandonTasks[1]

Because the matcher, s1, has already added the object to their scene, COREF’s acceptability

rules permit the agent to take a continueTask[t3] action here. For public motor actions like

continueTask, COREF invokes its Sensory Event Interpreter to determine what interpretations the

user might assign to the action. In this case, the Sensory Event Interpreter identifies the following

interpretation:

i5,1 = i5,2 = 〈COREF : tacitNop[[s1 does say[yes]]],

COREF : continueTask[t3]〉

This interpretation is supported in either of the two viable dialogue states, s2593 and s2583,

at time 5. Because COREF finds this contribution acceptable in either state, COREF’s Intention

Generator accepts continueTask[t3] and returns action sequence m∗ = 〈clickContinue[]〉, along

with the Sensory Event Interpreter’s anticipated user interpretations. Because COREF expects to

be recognized as having performed the same contribution regardless of which state is correct, we

view COREF as acting contributively despite its uncertainty. Furthermore, COREF is thus able to

complete this particular object successfully despite uncertainty about exactly which contributions

have been made by the previous three utterances in the dialogue.

We will provide additional examples of COREF’s contributive language use in Chapter 4.
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RUBRIC module: Motor Apparatus

Problem: do(m∗)

Description: Causes the motor apparatus to perform an action sequence.

Input: An action sequence m∗.

Figure 3.33: The Motor Apparatus

3.3.10 Motor Apparatus

The RUBRIC Motor Apparatus module is summarized in Figure 3.33. The RUBRIC architecture

makes no assumptions about the types of motor actions that can be performed.

3.3.10.1 COREF’s Motor Apparatus

COREF’s complete set of possible motor actions,M, is:

M = { privateClickToAdd[Object],

privateClickToRemove[Object],

clickContinue[],

clickSkip[],

say[S]

}

The clicking motor actions are self-explanatory. The motor action say[S] causes the agent to utter

the string S. The effect is to make the string S appear as an utterance by the agent in the game

interface.

This concludes our tour of the RUBRIC and COREF system architectures.

3.4 Conclusion

In this chapter, we have presented contribution tracking as a reasoning process by which uncertain

agents can track the contributions that utterances make in dialogue. We have presented an agent
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architecture, RUBRIC, which provides one approach to decomposing contribution tracking into sub-

problems that can be solved by individual modules within an implemented agent. We have presented

COREF as an example of an implemented RUBRIC agent that performs contribution tracking as it

participates in an object identification game under uncertainty.

COREF’s design emphasizes reversibility in several ways. COREF uses the same representations

in interpretation as it uses in generation to reason about language, the horizon, and the individual

contributions that interlocutors make. Further, it exploits the same update mechanisms to update

its state representation after its own actions as it does after user actions. These features make

it possible for COREF to understand, in principle, anything it can say itself. Additionally, these

features make it possible for COREF to play either role — director or matcher — in its object

identification game, as well as to play either role in the various subtasks that arise as part of the

game.

In the next chapter, we use a user study to evaluate COREF’s ability to perform contribution

tracking in user-agent dialogues.
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Chapter 4

Empirical results

In this chapter, we use a user study to evaluate COREF’s ability to perform contribution tracking

in user-agent dialogues. We present our experimental method in Section 4.1. Section 4.2 presents

an overview of the results of the user study, and in particular, relates COREF’s object outcomes

to the uncertainty it faces while discussing objects with its users. In Section 4.3, we draw on this

user study to articulate two new qualitative capabilities that COREF’s contribution tracking makes

possible. We proceed in Section 4.4 to present our quantitative results. These include a quantitative

analysis of COREF’s ability to reduce its own uncertainty, and a proof-of-concept demonstration that

COREF’s experience in tracking its users’ contributions can be leveraged to improve its probabilistic

interpretation model.

4.1 Method

We recruited 20 human subjects to carry out a series of collaborative reference tasks with COREF.

Most of the subjects were undergraduate students participating for course credit at Rutgers Univer-

sity. The study was web-based; subjects participated from the location of their choice, and learned

the task by reading on-screen instructions. The task instructions, which are included verbatim in

Appendix A (page 210), informed each subject that they would work with an interactive dialogue

agent rather than a human partner.

Each subject worked one-by-one through a series of 29 target objects, for a total of 580 objects

and 3245 utterances across all subjects. For each subject, the 29 target objects were organized into

3 groups, with the first group of 4 in a 2x2 matrix, the next 9 in a 3x3 matrix, and the final 16 in a

4x4 matrix. As each object was completed, the correct target was removed from its group, leaving

one fewer object in the matrix containing the remaining targets. The roles of director and matcher

alternated with each group of objects. Either COREF or the subject was randomly chosen to be

director first.

The experiment interface, which is depicted in Figures 3.1 (page 75) and 3.2 (page 76), allows an
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correct no object skipped wrong
75.0% 14.3% 7.4% 3.3%

Table 4.1: Overall distribution of object outcomes.

1 context 2 contexts 3 contexts
83.4% 6.8% 9.8%

Table 4.2: Number of possible contexts perceived when utterances or actions occur.

object to be completed with one of four outcomes. At any time, the matcher can click on an object

to add it to their scene, which is another matrix containing previously added objects for the same

group. An object is completed when the director presses either the Continue (next object) button

or the Skip this object button, or when the matcher presses the Skip this object button. An

outcome is scored correct if the director presses Continue (next object) after the matcher has

added the correct target to her scene. It is scored skipped if the human subject presses the Skip

this object button. (COREF never presses the Skip this object button.) It is scored no object

or wrong if the director presses Continue (next object) before the matcher adds any object, or

after the matcher adds the wrong object, respectively.

4.2 Overview of results

Table 4.1 summarizes COREF’s overall performance in the task. In this section, we provide an

overview of how this performance relates to COREF’s uncertainty about the context. We will discuss

more specific aspects of COREF’s uncertainty and contribution tracking in subsequent sections.

To begin, Table 4.2 shows the distribution in the number of contexts perceived as viable by

COREF across all subjects and dialogue events. These data show that COREF is usually completely

certain what the context is, but is uncertain 16.6% of the time.1

To better understand how this uncertainty affects object outcomes, we investigated the agent’s

performance during the subdialogues associated with individual objects. For example, Figure 3.3

(page 81 in Chapter 3) provides one example of a subdialogue associated with a single object which

occurred in this user study. That particular subdialogue includes 4 utterances. The mean length of

the 580 single object subdialogues was 5.0 utterances; Figure 4.1 shows the overall distribution in

object subdialogue length.

1Since COREF truncates its uncertainty at 3 possible contexts, the higher frequency of 3 possible contexts relative
to 2 here masks a longer underlying tail.
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number of utterances in object subdialogue
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Figure 4.1: Length of object subdialogues.

For 436 (75.2%) of the 580 object subdialogues, COREF did not face any uncertainty about

the context at any point. In the remaining 144 (24.8%) object subdialogues, COREF faced varying

amounts of uncertainty. To summarize the effect of this uncertainty on the agent’s performance,

we computed the mean uncertainty for each subdialogue. We defined the mean uncertainty for a

subdialogue as the mean number of contexts that COREF viewed as viable when it interpreted

the actions and utterances that occurred during the subdialogue (including actions and utterances

performed both by the user and by COREF). For example, the mean uncertainty for the object

subdialogue that spans times 1-5 in Figure 3.3 is 1.6 contexts. The mean of these mean uncertainties

for all objects is 1.2 contexts; Figure 4.2 shows the overall distribution in mean uncertainty during

the object subdialogues.

We will now begin to investigate the relationship between the agent’s uncertainty and the out-

comes of its object subdialogues. Perhaps the simplest measure of COREF’s overall task performance

is the frequency with which it achieves correct object outcomes as opposed to any of the “not correct”

outcomes: no object, skipped, and wrong object. (We have seen in Table 4.1 that COREF achieves

correct outcomes for 75.0% of the objects.) An introductory question, then, is whether there is any
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mean uncertainty during an object subdialogue
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Figure 4.2: Mean uncertainty during object subdialogues.

relationship between COREF’s achieving a correct object outcome and the agent’s mean uncertainty

during the object subdialogue.

Figure 4.3 shows the agent’s mean uncertainty during object subdialogues as a function of the

outcomes of those subdialogues. For correct object subdialogues, the agent’s mean uncertainty is

distributed with mean 1.12 contexts and variance 0.07, while for not correct object subdialogues,

the agent’s mean uncertainty is distributed with mean 1.43 contexts and variance 0.49. These

distributions are significantly different by a non-parametric Wilcoxon rank sum test (W = 25533, p <

0.00001).2 This difference shows that task success, understood in terms of correct vs. not correct

object outcomes, is indeed related (somehow) to the agent’s mean uncertainty during the object

subdialogue.

Figure 4.4 looks more closely at how the agent’s mean uncertainty relates to the different kinds

of not correct object outcomes that can occur. By pair-wise Wilcoxon rank sum tests, the only

significant differences in these distributions are between correct and no object outcomes (W =

14309.5, p < 0.0001), and between correct and skipped outcomes (W = 7594, p < 0.005). These

differences show that the agent’s success at achieving a correct outcome, rather than a skipped or no

object outcome, is related (somehow) to the agent’s mean uncertainty during the object subdialogue.

2The distribution of the agent’s mean uncertainty is not normal. We therefore present our results in terms of
the Wilcoxon rank sum test. For perspective, each Wilcoxon rank sum test reported in this section has also been
compared to the results of a t-test, and the significance level always fell in the same general range.
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mean uncertainty during object subdialogue
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Figure 4.3: Mean uncertainty vs. correct object outcome during the object subdialogue. There are
435 objects (75.0%) in the correct bin, and 145 objects (25.0%) in the not correct bin.

However, these observed differences do not explain this relationship in causal terms. We will discuss

in detail how the agent’s uncertainty can result in no object and skipped outcomes in Section 4.2.2.

For comparison, Figure 4.5 reverses our current perspective and shows object outcomes as a

function of the agent’s mean uncertainty during object subdialogues. The figure shows that COREF’s

performance, when measured by correct object outcomes, is somewhat robust to small-to-moderate

amounts of uncertainty during object subdialogues. The two leftmost bins in the figure, where

COREF faces a mean uncertainty of between 1 and 2.3 contexts during an object subdialogue,

represent the vast majority (95.3%) of the object subdialogues, as can be seen in Figure 4.2. This

essentially corresponds to the tracking of one or two threads of interpretation during a subdialogue.

A small percentage of the time, however, COREF faces a higher mean uncertainty during an object

subdialogue, between 2.3 and 3 contexts, and this higher mean uncertainty seems to have a large

negative impact on object outcomes. We discuss this negative impact further in Section 4.2.2.

In total, 13.1% of COREF’s correct object outcomes occur at a moment when COREF is uncer-

tain what the context is (9.7% occur when COREF views two contexts as viable, and 3.4% occur

when COREF views three contexts as viable). These results show that maintaining a certain rep-

resentation of a single thread of interpretation throughout a subdialogue is not strictly necessary

for task success in COREF’s object identification game; on the other hand, uncertainty clearly does
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mean uncertainty during object subdialogue
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Figure 4.4: Mean uncertainty vs. object outcome during the object subdialogue. There are 435
objects (75.0%) in the correct bin, 83 objects (14.3%) in the no object bin, 43 objects (7.4%) in the
skipped bin, and 19 objects (3.3%) in the wrong object bin.
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object outcome, grouped by mean uncertainty

during the object subdialogue
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Figure 4.5: Object outcome vs. mean uncertainty during the object subdialogue. There are 516
objects (88.97%) in the leftmost bin, 37 objects (6.38%) in the middle bin, and 27 objects (4.66%)
in the rightmost bin.

play a role in object outcome. To illustrate how these differing amounts of uncertainty relate to

object outcome, we now give a few concrete examples.

4.2.1 Collaborative reference while certain about the context

As discussed above, by far (75.2%) the most common type of object subdialogue is one in which

COREF does not face any uncertainty about the context. Figure 4.6 provides a simple example of this

sort. In this example, COREF plays the role of director, and initiates collaborative reference to a new

target object by contributively uttering the dark orange circle. COREF’s contextual interpretation

algorithm allows it to view this utterance as unambiguously implicating that subject a20 and COREF

are moving on to their next collaborative reference task, in which COREF will identify the new target,

t18, to a20, and as further contributing that t18 is equal to object e1811228_4. When the user

does not immediately respond, COREF decides to ask did you add it? With this question, COREF

implicates that the user has identified the object, and implicates that COREF has started a Remind

task. The user responds yes, contributing that they have indeed added the object, so COREF decides

to click the Continue (next object) button to move on to the next object. Because a20 has in

fact added the right object to their scene, a correct outcome is achieved.
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Figure 4.6: COREF achieves a correct outcome with a single thread

of interpretation

EI:

Candidate Objects    Your scene    

...

Time: 1 2

SE: COREF: the dark orange circle COREF: did you add it ?

CT:
s53339 s53581 s53830 ...

i1,1 i2,1

i1,1= 〈 a20 : tacitNop[[COREF does clickContinue[]]],

COREF : pushCollabRef[COREF, a20, t18],

COREF : addcr[t18, equal(t18, e1811228_4)],

COREF : setPrag[inFocus(Z), inFocus(t18)]〉

i2,1= 〈 a20 : tacitNop[[COREF does say[the dark orange circle]]],

a20 : setVarValue[t18, e1811228_4],

COREF : pushRemind[COREF, a20, past, refuseTaskAction, ad-

dToScene[e1811228_4]],

COREF : askYNQ[past[a20, addToScene[e1811228_4]]],

COREF : setPrag[inFocus(Y), inFocus(e1811228_4)]〉

EI: ... ...

Time: 3 4

SE: a20: yes [COREF does clickContinue[]]

CT:
s53830 s53923 s53994 ...i3,1 i4,1

continues on next page...
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Figure 4.6: COREF achieves a correct outcome with a single thread

of interpretation (continued)

i3,1= 〈 a20 : tacitNop[[COREF does say[did you add it ?]]],

a20 : addToScene[e1811228_4],

a20 : past[a20, addToScene[e1811228_4]]〉

i4,1= 〈 COREF : tacitNop[[a20 does say[yes]]],

COREF : continueTask[t18]〉

Figure 4.7 provides another example of a correct object outcome for which COREF does not

face any uncertainty during the object subdialogue. In this example, COREF plays the role of

matcher, and begins by asking is the target blue? COREF views this utterance as unambiguously

implicating that COREF and subject c4 are moving on to the next collaborative reference task, in

which COREF is asking whether the new target, t6, has the property which COREF represents as

darkblueFigureObject. The user responds yes, contributing that it does indeed have that property,

and follows this up by adding blue square. COREF interprets this as contributing that target t6 is

object r6_1, i.e. the blue square. Since COREF now knows that r6_1 is the target object, COREF

adds r6_1 to its scene and says click continue, thereby implicating to the user that COREF has

identified and added the object to its scene. When the user does not immediately respond, COREF

says done, contributing that COREF previously added the object to its scene. The user responds

by pressing Continue (next object) button, completing the object subdialogue.

Note that in interpreting the user’s button press, COREF actually views the user’s contribution

as ambiguous. This happens because COREF’s possible horizon graph for the user makes it coherent

for the user to abandon the Remind task that COREF had previously pushed onto the task stack

with its utterance click continue, and COREF is able to find coherent interpretations for the user’s

action either assuming that they are responding to COREF’s reminder, or assuming that they

are abandoning the reminder and deciding on independent grounds to press the continue button.

However, because they are now moving onto the next object, COREF judges the ambiguity to be

irrelevant and immediately drops one of these interpretations.
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Figure 4.7: COREF achieves a correct outcome with a single thread

of interpretation

EI:

Candidate Objects    Your scene    

...

Time: 1 2

SE: COREF: is the target blue ? c4: yes

CT:
s5452 s5622 s7196 ...

i1,1 i2,1

i1,1= 〈 COREF : tacitNop[[c4 does clickContinue[]]],

c4 : pushCollabRef[c4, COREF, t6],

COREF : pushYNQ[COREF, c4, addcr[t6, P], negcr[t6, P]],

COREF : askYNQ[addcr[t6, darkblueFigureObject(t6)]],

COREF : setPrag[inFocus(Y), inFocus(t6)]〉

i2,1= 〈 c4 : tacitNop[[COREF does say[is the target blue ?]]],

c4 : addcr[t6, darkblueFigureObject(t6)]〉

EI: ... ...

Time: 3 4

SE: c4: blue square COREF: click continue

CT:
s7196 s8470 s8598 ...

i3,1 i4,1

i3,1= 〈 COREF : tacitNop[[c4 does say[yes]]],

c4 : addcr[t6, equal(t6, r6_1)],

c4 : setPrag[inFocus(Z), inFocus(t6)]〉

continues on next page...
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Figure 4.7: COREF achieves a correct outcome with a single thread

of interpretation (continued)

i4,1= 〈 COREF : tacitNop[[c4 does say[blue square]]],

COREF : setVarValue[t6, r6_1],

COREF : addToScene[r6_1],

COREF : pushRemind[COREF, c4, past, refuseTaskAction, continue-

Task[t6]],

COREF : command[c4, continueTask[t6]]〉

EI:

Candidate Objects    Your scene    

...

Time: 5 6

SE: [perceived 9 figure objects] COREF: done

CT:
s8598 s8603 s8682 ...i5,1 i6,1

i5,1= 〈 COREF : perceive[PerceivedFigureObjectsEvent<[r8_1, r6_1, r13_1,

e14_...]〉

i6,1= 〈 c4 : tacitNop[[COREF does say[click continue]]],

COREF : past[COREF, addToScene[r6_1]]〉

EI: ...

Time: 7

SE: [c4 does clickContinue[]]

CT:
s8682 s8746 ...

s8745 ...

i7,1

i7,2

continues on next page...
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Figure 4.7: COREF achieves a correct outcome with a single thread

of interpretation (continued)

i7,1= 〈 c4 : tacitNop[[COREF does say[done]]],

c4 : continueTask[t6]〉

i7,2= 〈 c4 : tacitAbandonTasks[2],

c4 : continueTask[t6]〉

4.2.2 Collaborative reference under uncertainty about the context

As discussed above, 75.2% of COREF’s object subdialogues are completed under a single thread of

interpretation. In the remaining 24.8%, COREF spawns multiple threads of interpretation at some

point, and tries to proceed under some degree of uncertainty using contribution tracking. In this

section, we provide several examples of COREF’s reasoning as it pursues more than one thread of

interpretation during an object subdialogue, and illustrate the different outcomes that can occur.

We have already discussed in detail one example of a correct object outcome that involved two

threads of interpretation: that of Figure 3.3 (page 81) in Chapter 3. In that example, COREF

spawned two threads of interpretation to capture a perceived ambiguity in a user’s utterance of ok.

Figure 4.8 shows another example of a correct outcome following an ambiguous utterance, but this

time the ambiguity arises in the interpretation of color vocabulary. In this example, COREF plays

the role of matcher, and begins by asking is the target round? Subject c4 responds brown diamond.

COREF is able to interpret this utterance as coherent under the assumption that c4 has abandoned

COREF’s question, but perceives an ambiguity in the interpretation of the word brown: does c4

mean for the semantic variable Brown (associated with the word brown) to be identified with the

property COREF represents as saddlebrownFigureObject, or with the property COREF represents

as sandybrownFigureObject?3 COREF thus spawns two threads of interpretation, one in which

c4 intended each of these meanings. COREF then attempts to clarify the user’s meaning by asking

do you mean dark brown? In generating this clarification question, COREF’s perspective is that it

isn’t sure which context it is in, but in either case, COREF anticipates that it will be recognized

as contributing i3,1 = i3,2, in which COREF pushes a clarification question about semantic variable

Brown and performs the following dialogue act:

3Compare the differing shades of the light and dark brown diamonds in the figure.
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askYNQ[addcr[Brown, equal(Brown, saddlebrownFigureObject)]].

The user responds yes, which COREF interprets as contributing that the correct assignment of

variable Brown is saddlebrownFigureObject. Importantly, COREF views this interpretation as

only coherent in state s10747, in which c4 previously meant saddlebrownFigureObject when they

said brown. This allows COREF to eliminate one of the threads of interpretation it had spawned; the

elimination of a thread of interpretation is indicated in the figure with a red ‘X’. With its uncertainty

resolved, COREF proceeds by simply saying done, which it views as unambiguously contributing

that COREF has identified the value of the variable Brown (by implication), that COREF has

identified the target object (by implication), that COREF has added the target object to its scene

(by implication), and that its addition of the target object occurred in the past (a dialogue act). The

dialogue then proceeds to a correct outcome. We discuss COREF’s clarification strategy further,

including its relation to alternative approaches, in Section 4.3.2 (page 174).

Figure 4.8: COREF achieves a correct outcome after clarifying the

user’s meaning

EI:

Candidate Objects    Your scene    

...

Time: 1 2

SE: COREF: is the target round ? c4: brown diamond

CT:
s8756 s8923 s10488 ...

s10507 ...

i1,1 i2,1

i2,2

continues on next page...
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Figure 4.8: COREF achieves a correct outcome after clarifying the

user’s meaning (continued)

i1,1= 〈 COREF : tacitNop[[c4 does clickContinue[]]],

c4 : pushCollabRef[c4, COREF, t7],

COREF : pushYNQ[COREF, c4, addcr[t7, P], negcr[t7, P]],

COREF : askYNQ[addcr[t7, circleFigureObject(t7)]],

COREF : setPrag[inFocus(Y), inFocus(t7)]〉

i2,1= 〈 c4 : tacitAbandonTasks[2],

c4 : addcr[t7, rhombusFigureObject(t7)],

c4 : setPrag[inFocus(Y), inFocus(t7)],

c4 : addcr[t7, saddlebrownFigureObject(t7)]〉

i2,2= 〈 c4 : tacitAbandonTasks[2],

c4 : addcr[t7, rhombusFigureObject(t7)],

c4 : setPrag[inFocus(Y), inFocus(t7)],

c4 : addcr[t7, sandybrownFigureObject(t7)]〉

EI: ... ...

Time: 3 4

SE:
COREF: do you mean dark

brown ?
c4: yes

CT:
s10488

s10507

s10747

s10757 X

s13025 ...
i3,1

i3,2

i4,1

i3,1= 〈 COREF : pushClarify[[c4 does say[brown diamond]], c4, COREF,

Brown],

COREF : pushYNQ[COREF, c4, addcr[Brown, P], negcr[Brown, P]],

COREF : askYNQ[addcr[Brown, equal(Brown, saddlebrownFigureOb-

ject)]]〉

continues on next page...
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Figure 4.8: COREF achieves a correct outcome after clarifying the

user’s meaning (continued)

i3,2= 〈 COREF : pushClarify[[c4 does say[brown diamond]], c4, COREF,

Brown],

COREF : pushYNQ[COREF, c4, addcr[Brown, P], negcr[Brown, P]],

COREF : askYNQ[addcr[Brown, equal(Brown, saddlebrownFigureOb-

ject)]]〉

i4,1= 〈 c4 : tacitNop[[COREF does say[do you mean dark brown ?]]],

c4 : addcr[Brown, equal(Brown, saddlebrownFigureObject)]〉

EI: ...

Candidate Objects    Your scene    

Time: 5 6

SE: COREF: done [perceived 9 figure objects]

CT:
s13025 s13141 s13146 ...i5,1 i6,1

i5,1= 〈 COREF : tacitNop[[c4 does say[yes]]],

COREF : setVarValue[Brown, saddlebrownFigureObject],

COREF : setVarValue[t7, rh7_2],

COREF : addToScene[rh7_2],

COREF : past[COREF, addToScene[rh7_2]]〉

i6,1= 〈 COREF : perceive[PerceivedFigureObjectsEvent<[r8_2, r13_2,

e14_2, e10...]〉

EI: ... ...

Time: 7 8

continues on next page...
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Figure 4.8: COREF achieves a correct outcome after clarifying the

user’s meaning (continued)

SE: COREF: click continue [c4 does clickContinue[]]

CT:
s13146 s13211 s13275 ...

s13274 ...

i7,1 i8,1

i8,2

i7,1= 〈 c4 : tacitNop[[COREF does say[done]]],

COREF : pushRemind[COREF, c4, past, refuseTaskAction, continue-

Task[t7]],

COREF : command[c4, continueTask[t7]]〉

i8,1= 〈 c4 : tacitNop[[COREF does say[click continue]]],

c4 : continueTask[t7]〉

i8,2= 〈 c4 : tacitAbandonTasks[2],

c4 : continueTask[t7]〉

When COREF encounters uncertainty in interpreting a user utterance, COREF is not always

able to resolve the competing threads of interpretation as cleanly as it does in Figure 4.8. While

the resolution of the agent’s uncertainty is not necessary for a correct outcome (as the example of

Figure 3.3 shows), the distribution of outcomes shown in Figure 4.5 (page 148) indicates that higher

uncertainty during an object subdialogue is associated with a higher frequency of no object and

skipped outcomes. These outcomes usually occurred when the human subject was playing the role of

director and clicked the Continue (next object) button before COREF added any object (yielding

a no object outcome), or when the human subject was playing either role and clicked the Skip this

object button. Both these outcomes tended to occur when the subject seemed to become frustrated

with a lack of progress for an object. In particular, rather than following the instructions to the letter

by using the Skip this object button whenever they felt they were no longer making progress, we

observed that when our subjects played the role of director, if they became frustrated, they often

clicked these two buttons interchangeably in order to move on to the next object. The result is that

both no object and skipped outcomes tend to indicate subject frustration in this data set.

In Figure 4.9, we provide an example in which COREF faces relatively high mean uncertainty
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and a skipped outcome occurs. In this object subdialogue, subject a22 plays the role of director,

and initiates collaborative reference to a new object by saying the solid blue square. COREF thinks

there are two solid blue squares which the user might mean, viz. r2697701_1 and r2697724_1, and

so spawns two threads of interpretation. In this example, before COREF can respond (it would

probably respond by asking a clarification question), subject a22 continues by asking did you add

it? Here, the human subject mirrors COREF’s common usage of did you add it? as a follow-

up question when COREF is playing the role of director. Due to COREF’s reversible linguistic

reasoning, COREF is able to interpret a22’s question as a reminder to add the object. However,

COREF isn’t sure which object is under discussion, and so COREF extends its two threads of

interpretation from time 2 to time 3.

Ideally, at this point COREF would issue some follow-up question which would allow it to resolve

the ambiguity and achieve a correct outcome. Unfortunately for COREF, it chooses to utter do you

mean it? at time 3. COREF’s reasoning about this utterance highlights one of the dangers of

underspecifying your dialogue contributions in the way that COREF does. What has gone wrong,

in particular, is that COREF has anticipated that its use of it would be recognized as meaning

r2697701_1 if the context were s76833, and as meaning r2697724_1 if the context were s76847.

The reason is that the semantic constraint that COREF’s grammar associates with it requires that

the referent of it be in focus, and COREF’s contextual model tells it that different objects are in

focus in these two contexts. Further, COREF’s policy for accepting underspecified intentions admits

this utterance, on the grounds that COREF is willing to perform either of these two dialogue acts

in the corresponding context:

askYNQ[addcr[X62, equals(X62, r2697701 1)]] (in context s76833)

askYNQ[addcr[X62, equals(X62, r2697724 1)]] (in context s76847)
.

Our perspective is that making such an underspecified contribution is not generally a problem in

itself; however, it is self-defeating to perform a clarification question that underspecifies exactly the

information you are seeking to clarify! This is demonstrated by the response of COREF’s interlocutor

(who is perhaps puzzled by COREF’s question), which is simply yes. COREF interprets the subject’s

answer of yes in the usual way, which extends its two threads of interpretation: if the context was

s77081, then X62 (the user’s original intended referent) is r2697701_1; if the context was s77091,

then X62 is r2697724_1. COREF is left in exactly the same epistemic situation it was in before it

asked do you mean it?, and therefore must proceed with its original two threads of interpretation
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unresolved.

Figure 4.9: COREF achieves a skipped outcome while pursuing

several threads of interpretation

EI:

Candidate Objects    Your scene    

...

Time: 1 2

SE: a22: the solid blue square a22: did you add it?

CT:
s68102 s71078

s71093

s76833 ...

s76847 ...

i1,1

i1,2

i2,1

i2,2

i1,1= 〈 a22 : pushCollabRef[a22, COREF, t15],

a22 : addcr[t15, equal(t15, r2697701_1)],

a22 : setPrag[inFocus(Z), inFocus(t15)]〉

i1,2= 〈 a22 : pushCollabRef[a22, COREF, t15],

a22 : addcr[t15, equal(t15, r2697724_1)],

a22 : setPrag[inFocus(Z), inFocus(t15)]〉

i2,1= 〈 COREF : tacitNop[[a22 does say[the solid blue square]]],

COREF : setVarValue[t15, r2697701_1],

a22 : pushRemind[a22, COREF, past, refuseTaskAction, ad-

dToScene[r2697701_1]],

a22 : askYNQ[past[COREF, addToScene[r2697701_1]]],

a22 : setPrag[inFocus(Y), inFocus(r2697701_1)]〉

continues on next page...
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Figure 4.9: COREF achieves a skipped outcome while pursuing

several threads of interpretation (continued)

i2,2= 〈 COREF : tacitNop[[a22 does say[the solid blue square]]],

COREF : setVarValue[t15, r2697724_1],

a22 : pushRemind[a22, COREF, past, refuseTaskAction, ad-

dToScene[r2697724_1]],

a22 : askYNQ[past[COREF, addToScene[r2697724_1]]],

a22 : setPrag[inFocus(Y), inFocus(r2697724_1)]〉

EI: ... ...

Time: 3 4

SE: COREF: do you mean it ? a22: yes

CT:
s76833

s76847

s77081

s77091

s77276 ...

s77287 ...

i3,1

i3,2

i4,1

i4,2

i3,1= 〈 COREF : pushClarify[[a22 does say[did you add it?]], a22, COREF,

X62],

COREF : pushYNQ[COREF, a22, addcr[X62, P], negcr[X62, P]],

COREF : askYNQ[addcr[X62, equal(X62, r2697701_1)]]〉

i3,2= 〈 COREF : pushClarify[[a22 does say[did you add it?]], a22, COREF,

X62],

COREF : pushYNQ[COREF, a22, addcr[X62, P], negcr[X62, P]],

COREF : askYNQ[addcr[X62, equal(X62, r2697724_1)]]〉

i4,1= 〈 a22 : tacitNop[[COREF does say[do you mean it ?]]],

a22 : addcr[X62, equal(X62, r2697701_1)]〉

i4,2= 〈 a22 : tacitNop[[COREF does say[do you mean it ?]]],

a22 : addcr[X62, equal(X62, r2697724_1)]〉

EI: ... ...

continues on next page...
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Figure 4.9: COREF achieves a skipped outcome while pursuing

several threads of interpretation (continued)

Time: 5 6

SE:
a22: did you add the solid blue

square?
COREF: uhh

CT:
s77276

s77287

s77839

s77853

s77867

s77881

s77895

s77909

s78142 ...

s78154 ...

s78166 ...

i5,1

i5,2

i5,3

i5,4

i5,5

i5,6

i6,1

i6,2

i6,3

i5,1= 〈 COREF : tacitNop[[a22 does say[yes]]],

COREF : setVarValue[X62, r2697701_1],

a22 : pushYNQ[a22, COREF, past[COREF, addToScene[r2697701_1]],

refuseTaskAction[past[COREF, addToScene[r2697701_1]]]],

a22 : askYNQ[past[COREF, addToScene[r2697701_1]]],

a22 : setPrag[inFocus(Y), inFocus(r2697701_1)]〉

i5,2= 〈 COREF : tacitNop[[a22 does say[yes]]],

COREF : setVarValue[X62, r2697701_1],

a22 : pushRemind[a22, COREF, past, refuseTaskAction, ad-

dToScene[r2697701_1]],

a22 : askYNQ[past[COREF, addToScene[r2697701_1]]],

a22 : setPrag[inFocus(Y), inFocus(r2697701_1)]〉

continues on next page...
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Figure 4.9: COREF achieves a skipped outcome while pursuing

several threads of interpretation (continued)

i5,3= 〈 a22 : tacitAbandonTasks[4],

a22 : pushRemind[a22, COREF, past, refuseTaskAction, ad-

dToScene[r2697701_1]],

a22 : askYNQ[past[COREF, addToScene[r2697701_1]]],

a22 : setPrag[inFocus(Y), inFocus(r2697701_1)]〉

i5,4= 〈 COREF : tacitNop[[a22 does say[yes]]],

COREF : setVarValue[X62, r2697724_1],

a22 : pushYNQ[a22, COREF, past[COREF, addToScene[r2697724_1]],

refuseTaskAction[past[COREF, addToScene[r2697724_1]]]],

a22 : askYNQ[past[COREF, addToScene[r2697724_1]]],

a22 : setPrag[inFocus(Y), inFocus(r2697724_1)]〉

i5,5= 〈 COREF : tacitNop[[a22 does say[yes]]],

COREF : setVarValue[X62, r2697724_1],

a22 : pushRemind[a22, COREF, past, refuseTaskAction, ad-

dToScene[r2697724_1]],

a22 : askYNQ[past[COREF, addToScene[r2697724_1]]],

a22 : setPrag[inFocus(Y), inFocus(r2697724_1)]〉

i5,6= 〈 a22 : tacitAbandonTasks[4],

a22 : pushRemind[a22, COREF, past, refuseTaskAction, ad-

dToScene[r2697724_1]],

a22 : askYNQ[past[COREF, addToScene[r2697724_1]]],

a22 : setPrag[inFocus(Y), inFocus(r2697724_1)]〉

i6,1= 〈 COREF : abandonTasks[3]〉

i6,2= 〈 COREF : abandonTasks[2]〉

i6,3= 〈 COREF : abandonTasks[2]〉

EI: ... ...

Time: 7 8

continues on next page...
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Figure 4.9: COREF achieves a skipped outcome while pursuing

several threads of interpretation (continued)

SE: a22: the solid blue square COREF: umm

CT:
s78142

s78154

s78166

s78274

s78280

s78286

s78527 ...

s78538 ...

s78549 ...

?

?

?

i8,1

i8,2

i8,3

i8,1= 〈 COREF : flagProblematic[[a22 does say[the solid blue square]]]〉

i8,2= 〈 COREF : flagProblematic[[a22 does say[the solid blue square]]]〉

i8,3= 〈 COREF : flagProblematic[[a22 does say[the solid blue square]]]〉

EI: ... ...

Time: 9 10

SE:
a22: the target is the blue solid

square
COREF: umm

CT:
s78527

s78538

s78549

s78765

s78771

s78777

s78937 ...

s78948 ...

s78959 ...

?

?

?

i10,1

i10,2

i10,3

i10,1= 〈 COREF : flagProblematic[[a22 does say[the target is the blue

solid square]]]〉

continues on next page...
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Figure 4.9: COREF achieves a skipped outcome while pursuing

several threads of interpretation (continued)

i10,2= 〈 COREF : flagProblematic[[a22 does say[the target is the blue

solid square]]]〉

i10,3= 〈 COREF : flagProblematic[[a22 does say[the target is the blue

solid square]]]〉

EI: ...

Time: 11

SE: [a22 does clickSkip[]]

CT:
s78937

s78948

s78959

s79107 ...

s79122 ...

s79121 ...

i11,1

i11,2

i11,3

i11,1= 〈 a22 : skip[t15]〉

i11,2= 〈 a22 : skip[t15]〉

i11,3= 〈 a22 : skip[t15]〉

Subject a22 proceeds by asking did you add the solid blue square? As could be expected, COREF

perceives this new utterance as ambiguous due to the ambiguity of the solid blue square. Worse,

this ambiguity multiplies the agent’s previous uncertainty about which context it is in. Further,

COREF perceives additional ambiguity in the implicatures associated with this utterance. After

this utterance, at time 6, COREF is sufficiently confused that it chooses to contribute that it has

abandoned the user’s question, which it does by saying uhh. Subject a22 responds by repeating its

(problematic) referring expression the solid blue square. COREF finds no way of interpreting this

repeated reference as a coherent contribution, and so in response COREF contributes that it had

trouble interpreting the solid blue square by saying umm at time 8. The user tries once more to

identify the object to COREF, but eventually decides just to skip the object at time 11. A skipped

outcome occurs.
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Figure 4.10: Object outcome vs. role assignment. There are 323 objects (55.7%) in the COREF is
director bin, and 257 objects (44.3%) in the COREF is matcher bin.

This object subdialogue, in which COREF’s mean uncertainty is 2.5 contexts, provides a good

model of what can happen when COREF faces a problematic ambiguity which it is unable to resolve.

Essentially, COREF can become confused and find itself with no foreseeable way to make a coherent

contribution that moves the dialogue forward. In this case, the user may well become frustrated

and click a button to move on to the next object, yielding a skipped or no object outcome. Such

dialogues exhibit some of the limitations in COREF’s competence as a dialogue partner. However, it

should perhaps be emphasized that, as Figures 4.2 (page 145) and 4.5 (page 148) make clear, these

problematic object subdialogues are a small minority of the object subdialogues that occurred in

this user study.

4.2.3 Effect of agent’s role on task performance

COREF has been designed to be able to play either role, director or matcher, in its object identifi-

cation games. In this section, we discuss the agent’s observed performance in these two roles.

Figure 4.10 shows the object outcomes that COREF achieved in each role. As the figure shows,

the agent’s role assignment for an object has a significant effect on object outcome (χ2(3, N = 580) =

74.4, p < 0.0001). In particular, COREF achieves correct object outcomes more frequently when

it is director than when it is matcher. There seem to be two main contributing factors here. The
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Figure 4.11: Mean uncertainty vs. role assignment. There are 323 objects (55.7%) in the COREF is
director bin, and 257 objects (44.3%) in the COREF is matcher bin.

first is that, when COREF is matcher, it is likely to encounter user-generated object descriptions

which lie outside its grammar and are difficult for the agent to interpret. This second is that, partly

in response to this issue having arisen in development, COREF uses an aggressive question-asking

policy when it is matcher. If the user does not immediately begin to describe the target object,

this policy leads COREF to take the initiative and start asking yes-no questions about the target

object. This can lead to a long sequence of yes-no questions that is not particularly efficient (e.g. is

the target round? no. is it brown? yes. is it solid? no...). The incessant stream of yes-no questions

sometimes seemed to frustrate the user enough that they would click to continue on to the next

object before COREF had identified the target object (thereby achieving a no object rather than a

correct object outcome).

Finally, Figure 4.11 shows the relationship between the agent’s uncertainty and its role assign-

ment. The agent’s mean uncertainty as director was distributed with mean 1.14 contexts and

variance 0.11, while its mean uncertainty as matcher was distributed with mean 1.26 contexts and

variance 0.29. These distributions are significantly different by a non-parametric Wilcoxon rank sum

test (W = 38020.5, p < 0.05). The slightly greater degree of uncertainty the agent faces when it

is matcher seems to be due to uncertainty arising in interpreting user-generated object descriptions

that lie partially outside its grammar.
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4.3 New qualitative capabilities

In this section, we present two new qualitative capabilities that we have achieved in our implemen-

tation of contribution tracking in COREF.

4.3.1 Capturing the ambiguity of acknowledgments

It can be tempting to think of acknowledgments as a set of expression types, such as okay, yes/yeah,

right, m-hm, uh huh, and others, which are distinguished from other types of expressions by the

conventionalized role they play in allowing interlocutors to signal understanding of a previous or

ongoing utterance (Clark and Schaefer, 1989). However, it is easy to see that speakers employ

many of these same expression types for other uses as well. The word yeah, for example, can

obviously be used to answer questions as well as to acknowledge utterances. Similarly, the word

right can be used in several ways other than to signal understanding.4 Even the word okay, which

may seem to be a paradigm candidate for an expression type whose sole or primary use is to

acknowledge other utterances, in fact serves many different functions in real-world dialogue (Clark

and Schaefer, 1989; Novick and Sutton, 1994; Core and Allen, 1997). In short, interlocutors often

perform acknowledgments using general-purpose linguistic expressions, and they seem to rely on

context to help make their intention to perform an acknowledgment using one of these expressions

clear on a particular occasion.

The fact that acknowledgments are only interpretable as such in particular contexts might not

seem to be any cause for alarm: just as with other kinds of utterances, interlocutors exploit context in

order to generate a recognizable acknowledgment. However, as it turns out, interlocutors often do not

make their intentions fully recognizable when they utter the expression types that are traditionally

categorized as acknowledgments. For example, in an annotation reliability study using dialogues

from the TRAINS corpus, Core and Allen (1997) found that annotators often had a hard time

agreeing on whether an utterance was an acknowledgment or an acceptance. They give the following

example:

s: so we’ll take the train through Corning

u: okay

s: and on to Elmira.

In this example, it is hard to definitively judge whether u is simply acknowledging that they

have understood s’s proposal (to take the train through Corning), or whether u is (also) signaling

4This is true even when right is used as a one word utterance. For example, A: which way should I go? B: right.
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S15: Okay, add the light blue empty circle please.
[ S14 privately adds the object ]

S14: okay
S15: Okay, so you’ve added it?
S14: i have added it. It is in the top left position.

Figure 4.12: An ambiguous acknowledgment by subject S14 in a human-human dialogue.

acceptance of the proposal.

This kind of “ambiguous acknowledgment” is not unique to the TRAINS corpus. For example,

Figure 4.12 provides an ambiguous use of okay which we observed in a naturally occurring fragment

of human–human dialogue in COREF’s domain. In this interaction, two human subjects, S15 and

S14, perform COREF’s object identification game together via teletype from separate rooms. S15

begins by instructing S14 to click on a certain object in S14’s display. S14 does so, but S15 cannot

observe the action. This leads S15 to perceive an ambiguity when S14 says okay: has S14 merely

acknowledged S15’s instruction, or has S14 also clicked the object? The ambiguity matters for this

task, so S15 engages the ambiguity with a followup question.

Using contribution tracking, COREF is able to capture these kinds of ambiguous acknowledg-

ments under alternative threads of interpretation. Figure 3.3 (page 81 in Chapter 3) provides one

such example. COREF’s reasoning in that example provides one possible model of the kind of

reasoning that seems to be occurring in the human-human dialogue in Figure 4.12.

Because COREF is designed to collaborate under uncertainty about what the previous contri-

butions have been, and because acknowledgments like okay are modeled as just another kind of

contribution in COREF’s task models, COREF is relatively flexible about how the ambiguity in-

troduced by an ambiguous acknowledgment is resolved. For example, a user could respond to this

type of did you add it? by saying no as in Figure 4.13. In this dialogue, which shows COREF’s



169

implemented contribution tracking during a hypothetical variation on the observed dialogue in Fig-

ure 3.3, the user’s response of no allows COREF to defuse its uncertainty and definitively interpret

the user’s previous utterance of ok as a simple acknowledgment (modeled as a nop dialogue act, as

discussed in Chapter 3). With its uncertainty resolved, COREF simply proceeds to issue a reminder

to add the object.

Figure 4.13: COREF disambiguates an ambiguous acknowledg-

ment

EI:

Candidate Objects    Your scene    

...

Time: 1 2

SE: COREF: the blue circle User: ok

CT:
s681 s859 s952 ...

s962 ...

i1,1 i2,1

i2,2

i1,1= 〈 User : tacitNop[[COREF does clickContinue[]]],

COREF : pushCollabRef[COREF, User, t3],

COREF : addcr[t3, equal(t3, e2_2)],

COREF : setPrag[inFocus(Z), inFocus(t3)]〉

i2,1= 〈 User : tacitNop[[COREF does say[the blue circle]]],

User : setVarValue[t3, e2_2],

User : addToScene[e2_2],

User : past[User, addToScene[e2_2]]〉

i2,2= 〈 User : nop[[COREF does say[the blue circle]]]〉

EI: ... ...

Time: 3 4

continues on next page...
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Figure 4.13: COREF disambiguates an ambiguous acknowledg-

ment (continued)

SE: COREF: did you add it ? User: no

CT:
s952

s962

s1218 X

s1232

s1326 ...i3,1

i3,2

i4,1

i3,1= 〈 COREF : tacitNop[[User does say[ok]]],

COREF : pushRemind[COREF, User, past, refuseTaskAction, ad-

dToScene[e2_2]],

COREF : askYNQ[past[User, addToScene[e2_2]]],

COREF : setPrag[inFocus(Y), inFocus(e2_2)]〉

i3,2= 〈 COREF : tacitNop[[User does say[ok]]],

User : setVarValue[t3, e2_2],

COREF : pushRemind[COREF, User, past, refuseTaskAction, ad-

dToScene[e2_2]],

COREF : askYNQ[past[User, addToScene[e2_2]]],

COREF : setPrag[inFocus(Y), inFocus(e2_2)]〉

i4,1= 〈 User : tacitNop[[COREF does say[did you add it ?]]],

User : refuseTaskAction[past[User, addToScene[e2_2]]]〉

EI: ...

Time: 5

SE: COREF: add it

CT:
s1326 s1440 ...

i5,1

continues on next page...
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Figure 4.13: COREF disambiguates an ambiguous acknowledg-

ment (continued)

i5,1= 〈 COREF : tacitNop[[User does say[no]]],

COREF : pushRemind[COREF, User, past, refuseTaskAction, ad-

dToScene[e2_2]],

COREF : command[User, addToScene[e2_2]],

COREF : setPrag[inFocus(Y), inFocus(e2_2)]〉

An example from this user study in which COREF faces a richer kind of ambiguity about ac-

knowledgments is given in Figure 4.14. The transcript of this dialogue is as follows:

COREF: the dark orange circle

COREF: did you add it?

COREF: add it

a13: ok

COREF: ok

COREF: [clicks the Continue (next object) button]

In this dialogue, a13 utters ok at time 4, and COREF perceives the ok as ambiguous between

three interpretations. According to i4,3, the user simply acknowledges COREF’s reminder to add

it. According to i4,1 and i4,2, on the other hand, the user contributes that they have added the

object to their scene.5 COREF therefore spawns three threads of interpretation. At time 5, COREF

responds by saying ok back to the user, viewing itself as acknowledging the user’s ok (no matter

which contribution the user’s ok actually made). Next, at time 6, COREF decides to click the

Continue (next object) button and move on to the next object. In taking this action, COREF

does something which is not coherent, according to its task models, under the assumption that

the user’s original ok was a simple acknowledgment (nop). (In fact, the user here had already

added an object to their scene.) This lack of coherence means that COREF must drop that thread

of interpretation at time 6. This dynamic illustrates a new kind of risk, as well as a new kind

5The kind of ambiguity that COREF perceives between i4,1 and i4,2, which differ in that i4,2 substitutes a
tacitAbandonTasks action for a tacitNop action, occurred frequently in this user study. Intuitively, we can explain
this as COREF being unable to tell whether the user has abandoned the Remind task that COREF has previously
pushed, or as instead tacitly acknowledging it. However, it is often hard to see exactly what the difference between
these two particular interpretations is, and as such, we view this ambiguity as exhibiting a limitation in COREF’s
current interpretation process.
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of flexibility, that contribution tracking affords to dialogue agents: they can assume a thread of

coherent interpretation for the preceding dialogue that allows them to move forward with their task.

Figure 4.14: COREF proceeds despite an ambiguous acknowled-

ment

EI:

Candidate Objects    Your scene    

...

Time: 1 2

SE: COREF: the dark orange circle COREF: did you add it ?

CT:
s39051 s39256 s39483 ...

i1,1 i2,1

i1,1= 〈 COREF : pushCollabRef[COREF, a13, t14],

COREF : addcr[t14, equal(t14, e15_0)],

COREF : setPrag[inFocus(Z), inFocus(t14)]〉

i2,1= 〈 a13 : tacitNop[[COREF does say[the dark orange circle]]],

a13 : setVarValue[t14, e15_0],

COREF : pushRemind[COREF, a13, past, refuseTaskAction, ad-

dToScene[e15_0]],

COREF : askYNQ[past[a13, addToScene[e15_0]]],

COREF : setPrag[inFocus(Y), inFocus(e15_0)]〉

EI: ... ...

Time: 3 4

SE: COREF: add it a13: ok

continues on next page...
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Figure 4.14: COREF proceeds despite an ambiguous acknowled-

ment (continued)

CT:
s39483 s39574 s39674 ...

s39684 ...

s39694 ...

i3,1 i4,1

i4,2

i4,3

i3,1= 〈 a13 : tacitNop[[COREF does say[did you add it ?]]],

COREF : pushRemind[COREF, a13, past, refuseTaskAction, ad-

dToScene[e15_0]],

COREF : command[a13, addToScene[e15_0]],

COREF : setPrag[inFocus(Y), inFocus(e15_0)]〉

i4,1= 〈 a13 : tacitNop[[COREF does say[add it]]],

a13 : addToScene[e15_0],

a13 : past[a13, addToScene[e15_0]]〉

i4,2= 〈 a13 : tacitAbandonTasks[3],

a13 : addToScene[e15_0],

a13 : past[a13, addToScene[e15_0]]〉

i4,3= 〈 a13 : nop[[COREF does say[add it]]]〉

EI: ... ...

Time: 5 6

SE: COREF: ok [COREF does clickContinue[]]

CT:
s39674

s39684

s39694

s39906

s39916

s39926 X

s40217 ...

s40216 ...

i5,1

i5,2

i5,3

i6,1

i6,2

i5,1= 〈 COREF : nop[[a13 does say[ok]]]〉

continues on next page...
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Figure 4.14: COREF proceeds despite an ambiguous acknowled-

ment (continued)

i5,2= 〈 COREF : nop[[a13 does say[ok]]]〉

i5,3= 〈 COREF : nop[[a13 does say[ok]]]〉

i6,1= 〈 a13 : tacitNop[[COREF does say[ok]]],

COREF : continueTask[t14]〉

i6,2= 〈 a13 : tacitNop[[COREF does say[ok]]],

COREF : continueTask[t14]〉

It is harder to capture and assimilate ambiguous acknowledgments into an incremental common

ground model of dialogue (Clark and Schaefer, 1989; Traum, 1994) due to the special role that ac-

knowledgments play in these models. These models attempt to track the material that is grounded

at each step in a dialogue. When a new utterance occurs, its content may be marked ungrounded

or pending to reflect the fact that its content must be acknowledged by the hearer before it can

be assumed to have become common ground (Traum, 1994; Poesio and Traum, 1997). Perhaps the

easiest way this approach can be squared with the existence of utterances which are ambiguous

between an acknowledgment reading and another reading is by taking a classification approach to

interpretation: in interpreting a user utterance, the utterance is judged either to be an acknowledg-

ment or not to be one. It would not be straightforward, however, to ramify the system’s probabilistic

uncertainty about interpretation into this kind of dialogue model, because the uncertainty would

seem to interfere with a binary classification of the acknowledged material as either grounded or

ungrounded.

COREF therefore demonstrates a new qualitative capability for implemented dialogue systems

that aim for collaborative language use: they can represent, reason about, and respond in collabora-

tive ways to the ambiguity that accompanies acknowledgments in real-world, task-oriented dialogue.

4.3.2 Implementing ambiguity management as a flexible collaborative ac-

tivity

Dialogue agents cannot always understand their human partners. Indeed, we ourselves do not always

understand what others say to us. Nevertheless, our conversational abilities allow us to follow up

provisional interpretations of what has been said and eventually arrive at a sufficient understanding.
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There are currently two main approaches to designing dialogue agents that are similarly able to

follow up on their uncertainty about user utterances and eventually figure out the user’s meaning.

In this section, we review these existing approaches, and use example COREF subdialogues to

present collaborative ambiguity management as a new strategy which dialogue agents can use to try

to achieve this kind of competence in dialogues with their users.

In task optimization approaches to dialogue, the underlying dialogue model is often explicitly

probabilistic; see Section 2.3.1 (page 16). This makes representing and reasoning about uncertainty

in interpreting user utterances a natural strength of these models. For example, using speech recog-

nition results to maintain a probability distribution over alternative user inputs can help a system

to choose whether to clarify the user’s input or proceed with a possibly incorrect interpretation (e.g.

Roy et al., 2000; Bohus and Rudnicky, 2006; Williams, 2008). It also allows statistical inference to

combine evidence about user intentions from multiple utterances (Bohus and Rudnicky, 2006).

In order to provide a concrete example, we will take POMDP-based dialogue modeling as a

representative of the task optimization approach. As discussed in Section 3.1.3 (page 68), POMDP-

based dialogue models generally identify the dialogue state with the user’s private state or goal,

and select system utterances and actions that optimize task performance under uncertainty about

the state. In particular, in terms of managing perceived ambiguities, some of the types of system

utterances that may be available are confirmation questions, clarification questions, or requests for

the user to repeat their utterance (e.g. Roy et al., 2000; Williams, 2008). For example, the POMDP-

based call center application of Williams (2008) supports dialogues like:

S: First and last name?

U : Junlan Feng

S: Sorry, first and last name?

U : Junlan Feng

S: Junlan Feng.

U : Yes

S: Dialing

In this interaction, the system S relies on its evolving uncertainty about the user U ’s desired

directory listing, along with other features, to decide whether to ask the user to repeat the name,

to confirm a likely name, or simply to dial a specific name. As we argued in Section 3.1.3, this kind

of POMDP model connects uncertainty to the system’s high-level choices in a way that facilitates

task success, but because it focuses on modeling user state rather than dialogue context, it cannot
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easily connect the system’s uncertainty to compositional, context-sensitive linguistic reasoning such

as decision-making in natural language generation.

The second main approach draws on an incremental common ground (ICG) representation to

track the evolving dialogue context; see Section 2.3.2.3 (page 23). Systems based on ICG rely on

relatively detailed models of the evolving dialogue context to interpret and generate context-sensitive

linguistic constructions at each point in the dialogue. When compared with POMDP approaches,

these models are less conducive to straightforward probabilistic reasoning, but go much further in

accounting for the specific utterances speakers can use recognizably in particular contexts. Work

in the ICG tradition also includes more detailed models of the various kinds of grounding and

clarification utterances that interlocutors can use to follow up on their uncertainty about previous

utterances (e.g. Traum, 1994; Ginzberg and Cooper, 2004; Purver, 2004).

The commitment to achieving common ground at each step, in the ICG approach, has led many

systems and dialogue models to delay context update after each utterance until any perceived am-

biguities have been resolved (Ginzberg and Cooper, 2004; Purver, 2004), and in some cases until

an explicit grounding action has occurred after each utterance (Traum, 1994). We now draw on

COREF’s contribution tracking to demonstrate a new approach which maintains the collaborative

view of language that has motivated much work in the ICG tradition, but which decouples con-

text update from the resolution of perceived ambiguities. We call this new approach collaborative

ambiguity management.

Collaborative ambiguity management is a dialogue strategy that draws on contribution tracking

to allow dialogue agents to flexibly and robustly address the general problem of responding to

perceived ambiguities in dialogue. One of the motivations for this approach is that the problem of

recognizing and responding to perceived ambiguities in a collaboration seems to be more general than

many of the specific problems associated with modeling clarification and grounding subdialogues.

For example, in the human-human subdialogue depicted in Figure 4.12 (page 168), the question so

you’ve added it? serves to resolve ambiguity just like a clarification might, but the question is not

expressed using any special syntactic form that is characteristic of follow-up utterances (Fernández,

2006), and nor does the pragmatic interpretation of this question seem to require any clarification-

specific context update mechanism (Purver, 2004). Rather, this just seems to be a run-of-the-mill

question, but one which has been asked in response to a perceived ambiguity, and one whose answer

is expected to help resolve that ambiguity.

We call such a question, which is asked by an agent who is uncertain about the dialogue context

due to a previously perceived ambiguity, and with the motivation to reduce the agent’s uncertainty,
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an ambiguity management question (AMQ). We take the position that ambiguity management plays

out as part of a broader collaboration; as such, AMQs, just like other types of questions, and indeed

utterances more generally, should be contributive. Further, AMQs fit into a broader framework of

ambiguity management in which contribution tracking gives agents the flexibility, in some situations,

to proceed despite a perceived ambiguity, and to formulate contributive AMQs that may help resolve

ambiguity when so desired.

Collaborative ambiguity management and ICG models tell different stories about the decision-

making problem faced by an interlocutor who has found multiple competing interpretations for an

utterance. In an ICG model, the primary question is what can I assume is common ground at this

point? In collaborative ambiguity management, the question is rather how many competing threads

of interpretation am I willing to tolerate going forward? The difference in these two questions

potentially provides extra flexibility to a dialogue agent that implements collaborative ambiguity

management rather than an ICG model.

COREF implements collaborative ambiguity management by formulating all its questions to be

contributive, including its clarification questions and other AMQs, and using a specific question-

asking policy. COREF’s hand-built question-asking policy decides which questions would be ac-

ceptable for the agent to ask given its current uncertainty. For example, COREF’s policy deems

it acceptable to ask for clarification any time COREF is uncertain which constraint a speaker in-

tended to add with an utterance, as occurs at time 2 in Figure 4.8 (page 154). Similarly, COREF’s

question-asking policy deems it acceptable for the agent to ask whether a non-public action m has

occurred, if some possible contexts but not others indicate that m has taken place. Such a question

occurs when COREF asks did you add it? in the interaction of Figure 3.3 (page 81) in Chapter 3.

To help illustrate COREF’s contributive question-asking in this user study, we show all the

questions COREF asked in this user study in Figure 4.15.

Figure 4.15: All questions asked by COREF in the user study

count question count question

159 did you add it? 21 is the target round?

12 did you add the circle? 18 is the target solid?

7 did you add the square? 16 is the target square?

6 do you mean dark brown? 2 is the target the beige circle?

1 do you mean dark orange? 2 is the target the beige diamond?

continues on next page...
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Figure 4.15: All questions asked by COREF in the user study

(continued)

count question count question

2 do you mean it? 2 is the target the beige square?

1 do you mean the beige square? 9 is the target the blue circle?

1 do you mean the light blue circle? 13 is the target the blue diamond?

1 do you mean the light blue object? 10 is the target the blue square?

1 do you mean the pink circle? 16 is the target the brown circle?

1 do you mean the solid beige diamond? 5 is the target the brown diamond?

1 do you mean the solid circle? 3 is the target the brown square?

1 do you mean the solid pink circle? 9 is the target the circle?

1 do you mean the solid square? 1 is the target the dark blue circle?

3 i mean? 2 is the target the dark blue diamond?

8 is it beige? 5 is the target the dark blue square?

1 is it brown? 1 is the target the dark brown circle?

5 is it empty? 1 is the target the dark orange circle?

2 is it pink? 2 is the target the dark orange diamond?

6 is it round? 9 is the target the diamond?

9 is it solid? 3 is the target the empty brown circle?

7 is it square? 2 is the target the empty brown object?

1 is the circle an object? 3 is the target the empty circle?

2 is the circle dark blue? 5 is the target the empty diamond?

1 is the circle dark orange? 1 is the target the empty pink square?

1 is the circle light blue? 4 is the target the empty square?

1 is the circle the brown square? 1 is the target the light blue circle?

1 is the circle the dark blue square? 1 is the target the light blue diamond?

1 is the circle the light blue square? 2 is the target the light blue square?

1 is the circle the solid diamond? 1 is the target the orange circle?

1 is the diamond pink? 1 is the target the orange square?

1 is the diamond the object? 1 is the target the pink circle?

1 is the object the dark orange circle? 5 is the target the pink diamond?

continues on next page...
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Figure 4.15: All questions asked by COREF in the user study

(continued)

count question count question

1 is the square dark blue? 1 is the target the pink square?

26 is the target a diamond? 2 is the target the solid beige diamond?

5 is the target beige? 1 is the target the solid beige square?

24 is the target blue? 1 is the target the solid blue square?

3 is the target brown? 1 is the target the solid brown diamond?

7 is the target dark blue? 4 is the target the solid circle?

8 is the target dark brown? 1 is the target the solid dark blue circle?

17 is the target dark orange? 1 is the target the solid object?

1 is the target empty? 1 is the target the solid orange square?

3 is the target light blue? 2 is the target the solid square?

2 is the target pink? 22 is the target the square?

COREF viewed all these utterances as contributive given the uncertainty (or certainty) it faced

at the time it asked the question. The subtle variation in lexical choices between these questions

reflects COREF’s varying assessments of the expected recognizability of the contribution it wants to

make. For example, a choice of did you add it? rather than did you add the circle? (or did you add

the square?) generally depends on COREF’s assessment about whether the object COREF wants

to refer to is in focus in (all) the relevant context(s). A similar determination guides COREF’s

selection of is it round? rather than is the target round? in particular dialogue scenarios.

The same kind of contributivity assessment guides COREF’s generation process in selecting

clarification questions. For example, at time 3 in the object subdialogue of Figure 4.8 (page 154),

COREF asks do you mean dark brown?. Figure 4.16 depicts SPUD’s search process for this utterance.

Note in particular that SPUD considers simply generating the question do you mean brown? before

settling on do you mean dark brown? It rejects the former utterance because do you mean brown?

is not expected to recognized as unambiguously contributing COREF’s desired dialogue act (i),

because it would also support interpretations (ii):
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_

do you mean _  _ do you mean brown _ do you mean dark brown _

do you mean darker brown _

do you mean like brown _

_  mean _  _

do you mean _  _

_  mean _  _

Figure 4.16: SPUD generates do you mean dark brown? for COREF. In this figure, each search
node considered by SPUD is depicted using only the surface text at that search node. Nodes are
ranked vertically, with higher ranked nodes above lower ranked nodes. An underscore indicates the
presence of a syntactic gap in the provisional syntactic structure at the node.

(i) askYNQ[addcr[Brown, equals(Brown,saddleBrownFigureObject)]]

(ii) askYNQ[addcr[Brown, equals(Brown,sandyBrownFigureObject)]]

In this way, as part of its search for a contributive clarification question to ask, COREF avoids using

a simple word like brown when COREF itself would (in fact, did!) perceive that word as ambiguous

in the current context.

COREF’s determination to speak contributively is a productive capacity that transfers to all the

questions depicted in Figure 4.15, whether they are clarification questions or not, and whether they

were asked at a time when COREF was uncertain about the context or not. One attractive aspect of

COREF’s collaborative ambiguity management, then, is that the agent relies on the same reasoning

process of contribution tracking to formulate all the different kinds of questions, and utterances more

generally, that it can produce.

Another attractive aspect of COREF’s collaborative ambiguity management is that it provides a

relatively flexible and robust approach to responding to perceived ambiguities. By flexible, we mean

that disambiguating information can come in a variety of forms. By robust, we mean the information

carried by an utterance is not forgotten, “downdated”, or left in a pending status if an attempt to

clarify fails. We now give a few examples that illustrate these features.

One outcome that one of COREF’s AMQs can have is for the ambiguity to be completely resolved

by the user’s answer. We have seen several examples of this kind already. One example is the

clarification question do you mean dark brown? which COREF asks in the interaction of Figure



181

4.8 (page 154). We give another example from this user study, in which a clarification question

successfully resolves a perceived ambiguity, in Figure 4.17. Together with successful clarification

questions, we can also include Figure 4.13 (page 169) as another type of interaction in which COREF

is able to eliminate a perceived ambiguity using an AMQ; this time COREF is asking did you add

it? rather than an explicit clarification question. These kinds of examples could be handled in an

ICG-based dialogue system as well; in particular, the successful resolution of the agent’s perceived

ambiguity can be narrated as justifying an assumption that the disambiguated contribution has

become common ground, which allows the dialogue context to be safely updated to reflect the

contribution.

Figure 4.17: COREF’s clarification question eliminates a perceived

ambiguity

EI:

Candidate Objects    Your scene    

...

Time: 1 2

SE: COREF: is the target pink ? a18: no

CT:
s55812 s55979 s57195 ...i1,1 i2,1

i1,1= 〈 COREF : tacitNop[[a18 does clickContinue[]]],

a18 : pushCollabRef[a18, COREF, t18],

COREF : pushYNQ[COREF, a18, addcr[t18, P], negcr[t18, P]],

COREF : askYNQ[addcr[t18, palevioletredFigureObject(t18)]],

COREF : setPrag[inFocus(Y), inFocus(t18)]〉

i2,1= 〈 a18 : tacitNop[[COREF does say[is the target pink ?]]],

a18 : negcr[t18, palevioletredFigureObject(t18)]〉

EI: ... ...

continues on next page...
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Figure 4.17: COREF’s clarification question eliminates a perceived

ambiguity (continued)

Time: 3 4

SE: a18: it is brown
COREF: do you mean dark

brown ?

CT:
s57195 s58133

s58148

s58406 ...

s58416 ...

i3,1

i3,2

i4,1

i4,2

i3,1= 〈 COREF : tacitNop[[a18 does say[no]]],

a18 : addcr[t18, saddlebrownFigureObject(t18)],

a18 : setPrag[inFocus(Y), inFocus(t18)]〉

i3,2= 〈 COREF : tacitNop[[a18 does say[no]]],

a18 : addcr[t18, sandybrownFigureObject(t18)],

a18 : setPrag[inFocus(Y), inFocus(t18)]〉

i4,1= 〈 COREF : pushClarify[[a18 does say[it is brown]], a18, COREF,

Brown],

COREF : pushYNQ[COREF, a18, addcr[Brown, P], negcr[Brown, P]],

COREF : askYNQ[addcr[Brown, equal(Brown, saddlebrownFigureOb-

ject)]]〉

i4,2= 〈 COREF : pushClarify[[a18 does say[it is brown]], a18, COREF,

Brown],

COREF : pushYNQ[COREF, a18, addcr[Brown, P], negcr[Brown, P]],

COREF : askYNQ[addcr[Brown, equal(Brown, saddlebrownFigureOb-

ject)]]〉

EI: ... ...

Time: 5 6

SE: a18: yes COREF: done

continues on next page...
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Figure 4.17: COREF’s clarification question eliminates a perceived

ambiguity (continued)

CT:
s58406

s58416 X

s60204 s60320 ...
i5,1 i6,1

i5,1= 〈 a18 : tacitNop[[COREF does say[do you mean dark brown ?]]],

a18 : addcr[Brown, equal(Brown, saddlebrownFigureObject)]〉

i6,1= 〈 COREF : tacitNop[[a18 does say[yes]]],

COREF : setVarValue[Brown, saddlebrownFigureObject],

COREF : setVarValue[t18, rh656899_4],

COREF : addToScene[rh656899_4],

COREF : past[COREF, addToScene[rh656899_4]]〉

EI: ...

Candidate Objects    Your scene    

Time: 7 8

SE: [perceived 8 figure objects] COREF: click continue

CT:
s60320 s60325 s60390 ...

i7,1 i8,1

i7,1= 〈 COREF : perceive[PerceivedFigureObjectsEvent<[rh656899_4,

e656905_4, ...]〉

i8,1= 〈 a18 : tacitNop[[COREF does say[done]]],

COREF : pushRemind[COREF, a18, past, refuseTaskAction, continue-

Task[t18]],

COREF : command[a18, continueTask[t18]]〉
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Connecting context update to the resolution of perceived ambiguities may guarantee common

ground, but leaving ambiguities open can make a collaborative agent more flexible. An agent that

demands a clear context but lacks the resources to clarify something may have no recourse but to

take a“downdate”action—to signal to the user that their intended contribution was not understood,

and discard any alternative possible contents. If the agent can proceed, however, the agent may get

evidence from what happens next to resolve its uncertainty and complete the task.

In COREF’s case, we have already seen that COREF’s AMQs do not always eliminate a perceived

ambiguity. In Chapter 3, we discussed the example of Figure 3.3, in which COREF’s question did you

add it? does not reduce the number of contexts which COREF sees as viable. COREF nevertheless

is able to proceed and achieve a correct object outcome in that example. The example of Figure 4.9

(page 159) provides another instance in which an AMQ does not eliminate a perceived ambiguity;

here COREF’s poorly worded AMQ do you mean it? prevents the user’s answer from reducing the

number of viable contexts COREF perceives.

An important qualitative feature of collaborative ambiguity management is that it allows an

agent to keep talking and try to complete the task even when AMQs do not completely eliminate

the ambiguity. For example, Figure 4.18 shows COREF’s implemented contribution tracking during

a hypothetical clarification attempt. In this interaction, the user begins by saying the target is

orange. COREF sees the word orange as ambiguous, and responds with an AMQ: do you mean

dark orange? The user here responds not by answering COREF’s question, but rather by saying it’s

an empty circle. Given the array of visible objects, this response is actually a reasonably efficient

way to complete the task: there is only one object that could be described as both orange and an

empty circle. In this example, COREF is able to interpret the user’s response it’s an empty circle as

abandoning COREF’s clarification question, and adds two additional constraints – that the target

is empty and a circle – as extensions to each of its two threads of interpretation. At time 4, by

considering these threads, COREF is able to determine that only one thread of interpretation is

internally consistent, and so COREF adds the dark orange empty circle to its scene and instructs

the user to continue on to the next object. COREF’s ambiguity is resolved. An important aspect

of this example is that COREF needs to aggregate information both from the ambiguous utterance

and from information that follows its failed clarification attempt in order to complete the task

successfully. This kind of flexibility seems less easy to implement on an ICG approach, because in

principle, if a clarification attempt fails, then common ground regarding the to-be-clarified material

is not achieved, and so this material should be forgotten, downdated, or remain in a pending status
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when the dialogue proceeds.6

Figure 4.18: COREF’s uncertainty is resolved flexibly

EI:

Candidate Objects    Your scene    

...

Time: 1 2

SE: User: the target is orange
COREF: do you mean dark or-

ange ?

CT:
s8822 s12010

s12025

s12230 ...

s12240 ...

i1,1

i1,2

i2,1

i2,2

i1,1= 〈 User : pushCollabRef[User, COREF, t14],

User : addcr[t14, darkorangeFigureObject(t14)],

User : setPrag[inFocus(Y), inFocus(t14)]〉

i1,2= 〈 User : pushCollabRef[User, COREF, t14],

User : addcr[t14, sandybrownFigureObject(t14)],

User : setPrag[inFocus(Y), inFocus(t14)]〉

i2,1= 〈 COREF : pushClarify[[User does say[the target is orange]], User,

COREF, Orange],

COREF : pushYNQ[COREF, User, addcr[Orange, P], negcr[Orange,

P]],

COREF : askYNQ[addcr[Orange, equal(Orange, darkorangeFigureOb-

ject)]]〉

continues on next page...

6It could be argued that this is not a failed clarification attempt at all, but rather a successful one: the user answers
COREF’s question do you mean dark orange? by asserting a proposition that implies the answer. The flexibility
we are demonstrating here, however, does not depend on how this particular example is understood: COREF’s
contribution tracking allows it to aggregate information that comes from an ambiguous utterance with information
that arrives several turns later and finally resolves the ambiguity. This is only possible if the agent remembers the
ambiguity that was present in the original ambiguous utterance.
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Figure 4.18: COREF’s uncertainty is resolved flexibly (continued)

i2,2= 〈 COREF : pushClarify[[User does say[the target is orange]], User,

COREF, Orange],

COREF : pushYNQ[COREF, User, addcr[Orange, P], negcr[Orange,

P]],

COREF : askYNQ[addcr[Orange, equal(Orange, darkorangeFigureOb-

ject)]]〉

EI: ... ...

Time: 3 4

SE: User: it’s an empty circle COREF: click continue

CT:
s12230

s12240

s18509

s18528 X

s18679 ...i3,1

i3,2

i4,1

i3,1= 〈 User : tacitAbandonTasks[4],

User : addcr[t14, circleFigureObject(t14)],

User : setPrag[inFocus(Y), inFocus(t14)],

User : addcr[t14, emptyFigureObject(t14)]〉

i3,2= 〈 User : tacitAbandonTasks[4],

User : addcr[t14, circleFigureObject(t14)],

User : setPrag[inFocus(Y), inFocus(t14)],

User : addcr[t14, emptyFigureObject(t14)]〉

i4,1= 〈 COREF : tacitNop[[User does say[it’s an empty circle]]],

COREF : setVarValue[t14, e14_0],

COREF : addToScene[e14_0],

COREF : pushRemind[COREF, User, past, refuseTaskAction, contin-

ueTask[t14]],

COREF : command[User, continueTask[t14]]〉

continues on next page...
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Figure 4.18: COREF’s uncertainty is resolved flexibly (continued)

EI:

Candidate Objects    Your scene    

Time: 5

SE: [perceived 16 figure objects]

CT:
s18679 s18684 ...

i5,1

i5,1= 〈 COREF : perceive[PerceivedFigureObjectsEvent<[r17_0, r25_0,

rh20_0, r...]〉

Another reason it can be advantageous to defer the resolution of a perceived ambiguity is that the

user may disambiguate their own intention without specific intervention by the system. For example,

Figure 4.19 shows COREF’s implemented contribution tracking during a hypothetical interaction

that illustrates this possibility. In this interaction, the user starts out by saying a blue object, which

COREF perceives as ambiguous due to the presence of objects of two shades of blue in the display.

Before COREF responds, the user continues by saying the dark blue one. This effectively eliminates

COREF’s perceived ambiguity without any specific effort apart from COREF’s usual contribution

tracking.

Figure 4.19: COREF’s uncertainty is resolved flexibly

EI:

Candidate Objects    Your scene    

...

Time: 1 2

continues on next page...
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Figure 4.19: COREF’s uncertainty is resolved flexibly (continued)

SE: User: a blue object User: the dark blue one

CT:
s29 s771

s790 X

s1947 ...i1,1

i1,2

i2,1

i1,1= 〈 User : pushCollabRef[User, COREF, t1],

User : addcr[t1, figureObject(t1)],

User : setPrag[inFocus(Y), inFocus(t1)],

User : addcr[t1, darkblueFigureObject(t1)]〉

i1,2= 〈 User : pushCollabRef[User, COREF, t1],

User : addcr[t1, figureObject(t1)],

User : setPrag[inFocus(Y), inFocus(t1)],

User : addcr[t1, lightblueFigureObject(t1)]〉

i2,1= 〈 COREF : tacitNop[[User does say[a blue object]]],

User : addcr[t1, equal(t1, e3_0)],

User : setPrag[inFocus(Z), inFocus(t1)]〉

EI: ...

Candidate Objects    Your scene    

Time: 3 4

SE: COREF: click continue [perceived 4 figure objects]

CT:
s1947 s2070 s2075 ...

i3,1 i4,1

continues on next page...
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Figure 4.19: COREF’s uncertainty is resolved flexibly (continued)

i3,1= 〈 COREF : tacitNop[[User does say[the dark blue one]]],

COREF : setVarValue[t1, e3_0],

COREF : addToScene[e3_0],

COREF : pushRemind[COREF, User, past, refuseTaskAction, contin-

ueTask[t1]],

COREF : command[User, continueTask[t1]]〉

i4,1= 〈 COREF : perceive[PerceivedFigureObjectsEvent<[e3_0, e2_0, rh1_0,

e0_0]>]〉

Taken together, these examples demonstrate a new qualitative capability for dialogue systems:

we can use contribution tracking to implement ambiguity management as a flexible collaborative

activity. This approach may help us to design agents that are more flexible dialogue partners that

can keep talking and resolve their uncertainty over time, as needed.

We now turn to the quantitative capabilities we are able to articulate using this user study. In

Section 4.4.1, we continue the theme of this section by quantifying COREF’s ability to reduce its

perceived ambiguity using ambiguity management questions.

4.4 New quantitative capabilities

In this section, we discuss the new quantitative capabilities that we have achieved in our implemen-

tation of contribution tracking in COREF.

4.4.1 Quantifying performance in collaborative ambiguity management

While certainty about the context is not strictly necessary for a correct outcome (Section 4.2),

COREF nevertheless does often try to reduce its uncertainty according to its question-asking policy.

In Section 4.3.2, we characterized COREF’s approach to perceived ambiguities as one of collaborative

ambiguity management, and discussed its use of ambiguity management questions (AMQs) to try to

reduce its uncertainty in specific circumstances. In this section, we quantify the observed effectiveness

of COREF’s AMQs in this user study.

For the purposes of this analysis, we define an AMQ as a question asked by COREF at a

moment when COREF was entertaining more than one thread of interpretation for the dialogue (or,
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Figure 4.20: Effect of ambiguity management questions on COREF’s uncertainty. At utterance 0,
COREF faces an ambiguous context. At utterance 1, COREF has asked a question. Typically, at
utterance 2, the user has answered COREF’s question.

equivalently, at a moment when COREF viewed more than one dialogue state as viable). Under

this definition, several kinds of questions qualify as AMQs. These include responses to ambiguous

acknowledgments, such as did you add it? in Figure 3.3 (page 81). This definition also counts

explicit clarification questions, such as do you mean dark brown? in Figure 4.8 (page 154), as

AMQs. Finally, more general yes/no questions such is the target the beige circle? are also counted

as AMQs if COREF asks them while uncertain about the dialogue state. Our definition of AMQs

thus reflects a general orientation towards question-asking under uncertainty, rather than towards

specific categories of questions, such as clarifications.

In total, COREF asked 46 AMQs in the user study. This amounts to 2.3 AMQs per subject, on

average. These 46 AMQs occurred during 41 (7.1%) of the 580 object subdialogues in the study.

Thus, most object subdialogues did not include an AMQ. On a few occasions, COREF asked more

than one AMQ during a single object subdialogue.

Figure 4.20 illustrates the effectiveness of COREF’s question-asking policy at reducing uncer-

tainty. As the figure shows, when COREF asks questions in an ambiguous context, the mean reduc-

tion in the agent’s uncertainty is about 0.4 contexts. The variation in uncertainty reduction reflects

the fact that COREF’s contribution tracking admits a number of different outcomes after a question

is asked: the user’s answer may eliminate one or more contexts; the user’s answer may not eliminate

any contexts; the user’s answer may itself be ambiguous and increase the agent’s uncertainty; the

user may choose not to answer the question; or the agent may fail to understand the user’s answer.
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Figure 4.21: Distribution of AMQ effects for COREF’s AMQs.

COREF’s contribution tracking allows it to execute a uniform update to its uncertainty for all of

these different types of outcomes.

In Figure 4.20, the effect of COREF’s AMQs can be approximately identified with the change

in uncertainty that occurs between time 0, before COREF asks the question, and time 2, which is

typically the time at which the user has just answered the question. We shall call this change in the

number of viable contexts at time 0 and at time 2 the AMQ effect. Since COREF entertains exactly

1, 2, or 3 contexts as viable at each point in time, the AMQ effect e = |v2| − |v0| necessarily lies in

the range −2 ≤ e ≤ 2. A negative AMQ effect represents a reduction in the agent’s uncertainty.

Figure 4.21 shows the distribution in AMQ effects for COREF’s AMQs in this user study. The

figure shows that the most common outcome, occurring for 62.2% of COREF’s AMQs, is for no

change in uncertainty to occur from time 0 to time 2. This largely reflects the frequent occurrence

of did you add it? AMQs, to which the user generally responds yes, as illustrated in Figure 3.3

(page 81) in Chapter 3. (When COREF asks did you add it?, the user has generally already added

the object; however, even if they have not already added the object, the user usually tacitly adds

the object and responds yes, rather than responding no to COREF’s question.) In such AMQs, the

agent’s uncertainty is not reduced, but on the other hand, the agent does become certain that the

object has been added, which allows it to decide to continue on to the next object with lower risk

of a no object outcome.

For 35.6% of COREF’s AMQs, the AMQ effect is -1 or -2, representing an elimination of 1 or

2 contexts, respectively. This category includes successful clarification questions such as the one in

Figure 4.8 (page 154). This analysis therefore allows us to quantify COREF’s ability to successfully

reduce its uncertainty by 1 or more contexts, when it decides to attempt to do so by asking an AMQ,
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outcomes in object subdialogues containing an AMQ,

grouped by AMQ effect
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Figure 4.22: Relation between object outcome and AMQ effect. This figure shows the outcome
that followed each AMQ asked by COREF. These outcomes are grouped according to the effect of
the relevant AMQ. The leftmost bin, for AMQ effect -2, represents 4 AMQs. The bin for effect -1
represents 12 AMQs. The bin for effect 0 represents 28 AMQs. The bin for effect 1 includes 1 AMQ.

at 35.6%.

The remaining 2.2% of COREF’s AMQs comprise a single AMQ whose effect was to increase

COREF’s uncertainty by 1 context.

Because this user study was not designed to provide a large number of paired examples in which

COREF both did and did not ask an AMQ, it is difficult to develop a causal explanation of COREF’s

object outcomes in terms of its AMQ policy. Figure 4.22 presents a descriptive picture, however, of

how the effect of an AMQ related to object outcomes in this user study. Qualitatively, the figure

seems to show relatively similar object outcomes for objects which led COREF to ask AMQs whose

effects were -2, -1, or 0. It should not be inferred from this data, however, that object outcome is

unaffected by COREF’s AMQs. One reason is the relatively small number of AMQs represented in

the figure. Another reason is that successful clarification questions, such as COREF’s AMQ (with

effect -1) do you mean dark brown? in Figure 4.8 (page 154), clearly play a causal role in achieving

a correct object outcome. More generally, in this particular study, we lack a control condition to

capture what outcome would have occurred if an AMQ had not been asked, or if the same AMQ

had been asked but a different user answer had had a different effect on the agent’s uncertainty. One

aspect that would need to be controlled for, for example, is the initial uncertainty before an AMQ
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is asked. (Note that the bins in Figure 4.22 are not normalized with respect to initial uncertainty.)

Finally, Figure 4.5 (page 148) suggests that the reduction in COREF’s uncertainty associated with

AMQs of effect -1 or -2 should in fact lead to better object outcomes, especially in situations in

which COREF faces high initial uncertainty.

Taken together, Figures 4.5 (page 148), 4.20 (page 190), 4.21 (page 191), and 4.22 (page 192)

suggest that COREF’s approach to ambiguity management is relatively successful in cases of mild

or short-lived ambiguities.

The type of analysis we have presented here, which quantifies the effect of an agent’s utterances on

its own evolving uncertainty about the dialogue state, is closely related to the quantitative modeling

that occurs in POMDP-based dialogue models. For example, Roy et al. (2000) investigate the

reduction in the entropy in the system’s belief state that occurs when the system asks a confirmation

or clarification question following an ambiguous user utterance. What’s new here is that our approach

fully integrates COREF’s ambiguity-related decision-making with its collaborative reasoning about

language use in context.

4.4.2 Leveraging contribution tracking to tune an agent’s interpretation

model

An agent that implements contribution tracking has some ability to tolerate ambiguity as it moves

forward with its dialogues, and some ability to resolve its ambiguity over time. The resolution of

ambiguity may involve some combination of asking questions of the user, aggregating information

provided by the user across multiple turns of dialogue, or strategically dropping threads of interpre-

tation when the agent judges it can no longer sustain them. In the case of COREF, we have seen that

COREF uses contribution tracking to entertain up to three alternative threads of interpretation, and

that it uses a specific question-asking policy to try to reduce it uncertainty in specific situations. In

this section, we show that this general perspective on ambiguity management through contribution

tracking provides an agent with a source of information that can be used to tune its interpretation

models to better fit its own dialogue experience.

As discussed in Section 3.3.6.1 (page 105), COREF’s Sensory Event Interpreter draws on a

number of factors to construct interpretations for its sensory events in particular dialogue states.

These factors include features of specific dialogue states, including: the stack of tasks that are

underway in the dialogue state, the specific tacit action sequences that are judged coherent in

the horizon graph, and the propositions that have previously been added to the dialogue state,
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among other things. These factors also include various features involved in analyzing the specific

utterance or action that is being interpreted, including: the words that have been used, alternative

interpretations for referring expressions, alternative word senses (e.g. for color terms like brown),

and alternative syntactic and semantic analyses of the utterance, among other things.

In this setting, we view COREF’s Sensory Event Interpreter as making a number of assumptions

in order to construct each interpretation. Because multiple interpretations may be viable, the agent

must somehow reconcile or weigh the relative likelihood of each interpretation. COREF’s architecture

formalizes this assessment in a step, described in Section 3.3.6.1.3 (page 116), in which the agent

assigns a probability P (I = it,j|o, St = sk) to each interpretation it,j that is hypothesized as an

explanation for sensory event o under the assumption that the dialogue state St at time t is sk. In

general, this step assesses a set of interpretations {it,1, ..., it,n} for each event o and assumed state

sk.

In the user-agent interactions in this user study, COREF assigned these probabilities using the

hand-built model discussed in Section 3.3.6.1.3:

P (I = it,j |o, St = sk) ∝
1

num-tacit-actions(it,j) + 1
(4.1)

This model essentially ignores most of the factors mentioned above, and simply weighs the relative

likelihoods of alternative interpretations wholly in terms of the relative numbers of tacit actions in the

interpretations. This constitutes a gross simplification, however, of the abductive inference process

(Hobbs et al., 1993; Thomason et al., 2006) that we believe should determine this probabilistic

assessment. For example, the hand-built model ignores alternative interpretations for the sense of

color terms like brown, which in COREF’s domain model can be associated with several specific

shades of brown that occur in its object identification game. It may be the case, for example, that

users are much more likely to mean the domain color saddlebrownFigureObject when they say

brown than they are to mean sandybrownFigureObject. The hand-built model is blind to these

kinds of regularities in the communicative intentions of COREF’s human dialogue partners.

The simplistic hand-built model was used because, as a system builder designing COREF, it

was hard to know a priori what specific weights should be assigned to the different assumptions

that factor into COREF’s construction of competing interpretations. In this section, we report on a

proof-of-concept demonstration that these weights can be learned from the agent’s interactions with

human users.
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4.4.2.1 General approach

Our approach is based on the observation that COREF’s contribution tracking can be viewed as

assigning a fate to every dialogue state it entertains as part of some thread of interpretation. In

particular, if we consider the agent’s contribution tracking retrospectively, every dialogue state can

be assigned a fate of correct or incorrect, where a state is viewed as correct if it or its descendants

eventually capture all the probability mass that COREF is distributing across the viable surviving

states, and incorrect otherwise. For example, looking retrospectively at the object subdialogue

depicted in Figure 4.8 (page 154), the correct states are {s8756, s8923, s10488, s10747, s13025,

s13141, s13146, s13211, s13275}, and the incorrect states are {s10507, s10757, s13274}. In this

object subdialogue, the correct states capture the coherent thread of interpretation that COREF is

able to converge on after asking its clarification question; the incorrect states s10507 and s10757 were

temporarily entertained by COREF, but were eventually eliminated because they were determined

not to represent the user’s intended contribution in saying brown diamond. The incorrect state

s13274 is a state that COREF hypothesized in interpreting the user’s object-completing button

click, but then immediately dropped.

In general, as this example shows, there are two ways that a state can end up with fate incorrect.

One way is that the state and all of its descendants are eventually denied any probability mass due

to a failure to interpret a subsequent utterance or action as a coherent contribution from any of those

states. In this case, we say that the incorrect state was eliminated. (Eliminated states are indicated

by a red ‘X’ in the contribution tracking figures in this dissertation.) The second way a state can

end up incorrect is if COREF makes a strategic decision to drop the state, or all of its surviving

descendants, at a time when the state or its descendants were assigned non-zero probability mass. In

this case we say that the incorrect state was dropped. (Dropped states are indicated by a crosshatch

pattern in the contribution tracking figures in this dissertation.)

We draw on this simple taxonomy of state fates to define an approach to learning the function

P (I = it,j|o, St = sk) from data. To do so, we use the fact that COREF strategically drops down

to the single most probable thread of interpretation at the moment each object is completed. This

implies that, for each time t, there is a single hypothesized state at time t whose descendants will

eventually (i.e. at some time t + n, where n ≥ 0) capture all the probability mass that COREF

assigns to viable states. In other words, for each time t, there is exactly one correct state sk such

that St = sk, and further, COREF can retrospectively identify this state sk as a side effect of its

contribution tracking.
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In estimating P (I = it,j |o, St = sk), then, we seek to estimate the probability that the correct

interpretation of o is it,j given that sk is the correct state at time t. We define this as a learning

problem by translating our taxonomy of state fates into a parallel taxonomy of interpretation fates.

In particular, we say that an interpretation it,j that is hypothesized under the assumption that

St = sk is:

correct iff in fact, St = sk, and states descendant from it,j eventually

capture all of COREF’s probability mass;

eliminated iff in fact, St = sk, and the last surviving state that is descendant

from it,j is eliminated;

dropped iff in fact, St = sk, and the last surviving state that is descendant

from it,j is dropped;

other otherwise.

To illustrate these distinctions, we return to the clarification example of Figure 4.8 (page 154).

In this example, the correct interpretations are {i1,1, i2,1, i3,1, i4,1, i5,1, i6,1, i7,1, i8,1}. The correct

interpretations connect the correct states in a coherent thread of interpretation. The only eliminated

interpretation is i2,2. The only dropped interpretation is i8,2. The only other interpretation is i3,2.

Note that the other status applies to interpretations which were hypothesized for states which were

not correct.

Because we seek to estimate P (I = it,j|o, St = sk), which conditions the probability assigned

to I = it,j on the correctness of state sk, we include in our training set only those of COREF’s

hypothesized interpretations which are correct, eliminated, or dropped. In particular, COREF’s

dialogue experience provides it with a large set of examples, each of the form (fate(it,j), it,j , o, sk)

where fate(it,j) ∈ {correct, eliminated, dropped} and where it,j is the jth interpretation COREF

hypothesized for event o under the (ultimately correct) assumption that St = sk.

To facilitate the use of a machine learning approach to estimating P (I = it,j |o, St = sk), we

transform these examples as follows. We capture the fate of each interpretation it,j in a discrete

variable F whose value is correct, eliminated, or dropped. We also represent each intention it,j,

observation o, and state sk in terms of features. We summarize this transformation of our training

examples as follows:

(fate(it,j), it,j , o, sk)←→ (F = fate(it,j), features(it,j), features(o), features(sk))
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Figure 4.23: Distribution in number of interpretations hypothesized from correct states.

Under this transformation, we make the following identification:

P (I = it,j |o, St = sk) = P (F = correct | features(it,j), features(o), features(sk))

To summarize, we seek to learn the function P (F = correct | features(it,j), features(o), features(sk))

from a set of training examples E = {e1, ..., en} where, for l = 1..n, we have:

el = (F = fate(it,j), features(it,j), features(o), features(sk)).

4.4.2.2 Training

We harvested a training set from COREF’s contribution tracking for the 3275 sensory events that

occurred in this user study. We began this process by assigning a fate to each state and interpretation

that COREF entertained for each sensory event, as described in the previous section.

Of the 3275 sensory events that COREF interpreted, from the (retrospectively) correct state,

the agent hypothesized 0 interpretations for 345 events, 1 interpretation for 2612 events, and more

than one interpretation for 318 events. The overall distribution in the number of interpretations

hypothesized from the correct state is given in Figure 4.23.

For this proof-of-concept implementation, we chose to train a maximum entropy model (Berger

et al., 1996) to estimate P (F = correct | features(it,j), features(o), features(sk)). We used the MAL-

LET maximum entropy classifier (McCallum, 2002) as an off-the-shelf, trainable maximum entropy

model. For features, we defined a range of potentially useful features, which we list in Figures 4.24,
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feature name feature description

NumTacitActions The number of tacit actions in it,j .

TaskActionsTagger Generates features describing each action ak in

it,j = 〈A1 : a1, A2 :a2, ..., An : an〉.

ActorDoesTaskActionTagger Generates features describing each Ak : ak in

it,j = 〈A1 : a1, A2 :a2, ..., An : an〉.

PresuppositionsTagger If o is an utterance, generates features describing each

presupposition assigned to o by it,j .

AssertionsTagger If o is an utterance, generates features describing each

dialogue act assigned to o by it,j.

SyntaxTagger If o is an utterance, generates one feature describing the

syntactic analysis assigned to o by it,j.

FlexiTaskIntentionActorsTagger Given it,j = 〈A1 : a1, A2 : a2, ..., An : an〉, generates one

feature describing the actor sequence 〈A1, A2, ..., An〉 in

it,j.

Figure 4.24: The interpretation features, features(it,j), in our learned model.

4.25, and 4.26. These features capture a variety of pragmatic details that seemed as though they

might provide heuristic clues to the correct interpretation for a user utterance or action. To al-

low these various kinds of features (integer-valued, binary-valued, and string-valued) to interface to

the maximum entropy model, these features were converted into a much broader class of indicator

features taking on a value of either 0.0 or 1.0.

We are generally interested in whether COREF’s experience with previous subjects can be lever-

feature name feature description

WordsTagger If o is an utterance, generates features that indicate the

presence of each word that occurs in the utterance.

Figure 4.25: The observation features, features(o), in our learned model.
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feature name feature description

NumTasksUnderway The number of tasks underway in sk.

TasksUnderwayTagger The name, stack depth, and graph task state for each

task underway in sk.

NumRemainingReferents The number of objects yet to be identified in sk.

TabulatedFactsTagger Generates features describing each proposition in the

conversational record in sk.

CurrentTargetConstraintsTagger Generates features describing each positive and negative

constraint on the current target in sk.

UsefulPropertiesTagger Generates features describing each property instantiated

in the experiment interface in sk.

Figure 4.26: The dialogue state features, features(sk), in our learned model.

aged to improve its interactions with new subjects. Therefore, to evaluate our approach, while

making maximal use of our available data set, we performed a hold-one-subject-out cross-validation

using our 20 human subjects H = {h1, ..., h20}. That is, for each subject hi, we trained a model on

the training examples associated with subjects H \ {hi}, and then tested the model on the examples

associated with subject hi. Formally, for each subject hi ∈ H , we define training-data(hi) to

be the set of training examples harvested from COREF’s interactions with subjects H \ {hi}, and

test-data(hi) to be the set of examples harvested from COREF’s interaction with subject hi. Our

procedure, then, is to train a maximum entropy model of

P (F = correct | features(it,j), features(o), features(sk))

on training-data(hi), and test that model on test-data(hi), for each hi ∈ H .

Training for each subject hi consisted of applying two steps to training-data(hi). In the

first step, specific features were selected using MALLET’s feature selection algorithm, which incre-

mentally selects features (as well as conjunctions of features) that maximize an exponential gain

function which represents the value of the feature in predicting interpretation fates. Based on

manual experimentation, we chose to have MALLET select about 300 features for each learned

model. In the second step, the selected features were used to train the model to estimate P (F =
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correct | features(it,j), features(o), features(sk)). We used MALLET’s implementation of Limited-

Memory BFGS (Nocedal, 1980) to train the model.

4.4.2.3 Results

The result of training is 20 separate maximum entropy models, one for each subject. To complete

our cross-validation, we used each model to assign a numeric probability,

P (F = correct | features(it,j), features(o), features(sk)),

to each training example el = (F = fate(it,j), features(it,j), features(o), features(sk)) in the test set

for that model.

It is difficult to evaluate these numeric probabilities directly, however. Further, we are chiefly

interested in how these models perform when they face an ambiguous interpretation for a sensory

event. We therefore limit our analysis to the 318 events for which multiple interpretations were

hypothesized in the correct state in the user study. To assess our results, we investigate the way the

probabilities assigned by the learned models rank the competing interpretations. In particular, we

are interested in the frequency with which the interpretation that is known to be correct for a test

event is assigned higher probability, and thus ranked higher, than the competing interpretations.

We present these results in Figures 4.27 and 4.28. These figures show the relative frequency with

which the correct interpretation is assigned specific ranks by the learned and hand-built models. The

figures show that one outcome that can occur, especially with the hand-built model, is that competing

interpretations are assigned exactly the same probability. In this case, the correct interpretation

cannot be distinguished from one or more alternative interpretations by probability. As can be

seen in equation (4.1) on page 194, the hand-built model will assign equal probability to any two

interpretations that include the same number of tacit actions. This is the case, for example, for

the two interpretations i2,1 and i2,2 which COREF assigns to the user’s utterance brown diamond

in Figure 4.8 (page 154). The learned model can use additional features to make finer-grained

distinctions between competing interpretations.

Figures 4.27 and 4.28 generally show that the learned model does a better job of assigning

higher probability to correct interpretations than the hand-built model does. For example, for 226

(88.6%) of the 255 2-way ambiguities that COREF encountered in this user study, the learned

model — which has in every case been trained on COREF’s experience talking to other users —

assigned higher probability to the interpretation which COREF ultimately judged to be correct



201

1 1−2 (tie) 2

0

10

20

30

40

50

60

70

80

90

2−way ambiguities (N=255)

Learned model

Hand−built model

rank of correct interpretation

p
e
rc

e
n
ta

g
e
 o

f 
s
e

n
s
o
ry

 e
v
e

n
ts

1 1−2(tie) 2 1−3(tie) 2−3(tie) 3

0

5

10

15

20

25

30

35

40

45

50

55

3−way ambiguities (N=28)

Learned model

Hand−built model

rank of correct interpretation

p
e

rc
e

n
ta

g
e

 o
f 

s
e
n

s
o

ry
 e

v
e

n
ts

Figure 4.27: Comparison of learned and hand-built models for 2- and 3-way ambiguities.
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Figure 4.28: Comparison of learned and hand-built models for 4- and 5-way ambiguities.
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than it did to the competing interpretation, which COREF ultimately rejected. This is a prima

facie indication that the learned model does a better job of distributing probability mass onto

correct interpretations. The results are similar for the 4-way and 5-way ambiguities, where the

learned model clearly outperforms the hand-built model at assigning higher probability to correct

interpretations than to incorrect interpretations. In the case of 3-way ambiguities, the results are

less clear cut, but the learned model does seem preferable to the hand-built model. In particular,

the learned model breaks many ties left by the hand-built model, and does so in ways that tend to

rank the correct interpretation first or second among the three interpretations.

Taken together, these results show that COREF could make productive use of its dialogue expe-

rience by learning to assign probability based on features it has historically associated with correct

utterance interpretations. We present these results as a proof-of-concept that contribution tracking

provides a source of information that an agent can use to improve its statistical interpretation pro-

cess, rather than as a definitive statement of the best way to go about doing this, or of the results

that could be expected in other dialogue systems. Our work to date on this kind of data-driven

interpretation has a number of limitations. First, although 318 ambiguous interpretations did occur,

this user study provided a relatively small number of ambiguous interpretations, in machine learning

terms; most (80.2%) of those that did occur were 2-way ambiguities. We discuss limitations in the

kinds of ambiguities COREF encounters further in Chapter 5.

Second, this learning experiment has been performed after the fact, and we have not yet in-

vestigated the performance of the learned model in a follow-up experiment in which COREF uses

the learned model in interactions with its users. Such a further experiment could demonstrate the

usefulness of the learned model, for example in terms of a reduction in the number of clarifica-

tion questions that are necessary, or a reduction in the number of wrong object outcomes COREF

encounters.

A third limitation lies in the definition of the ‘correct’ fate for interpretations, which to some

extent conflates the user’s actual intentions with COREF’s subsequent assumptions about the user’s

intentions. Specifically, if COREF decides to strategically drop the user’s actual intended inter-

pretation, this may lead another interpretation to be marked as ‘correct’ in the scheme we have

implemented here. While we believe this heuristic approach has clear value in exploiting the agent’s

ability to resolve ambiguities, whatever that ability may be, there is plenty of room for further

investigation of alternative approaches to harvesting meaningful examples of correct and incorrect

interpretations from an agent’s dialogue experience.

The idea of using a language-using agent’s experience to improve its interpretation models is not
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new. There are several related approaches in the literature. For example, Bohus et al. (2008) use

users’ confirmations of their spoken requests in a multi-modal interface to improve the system’s in-

terpretation of subsequent utterances. Many AI researchers have also attempted to learn vocabulary

items from their users by connecting user vocabulary to the agent’s perceptual representations at the

time of utterance (Oates et al., 2000; Roy and Pentland, 2002; Cohen et al., 2002; Yu and Ballard,

2004; Steels and Belpaeme, 2005; DeVault et al., 2006). The contribution of this particular learning

experiment is to show that we can leverage the ability of a collaborative dialogue agent to flexibly

resolve its own uncertainty over time to improve the agent’s interpretation models. This perspective

suggests that a focus on improving our agents’ basic abilities to tolerate and resolve ambiguities as a

dialogue proceeds — rather than a focus on building agents that can recognize intentions accurately

out of the box — may prove to be a valuable technique for improving the overall dialogue competence

of the agents we build.

4.5 Conclusion

In this chapter, we have presented an empirical evaluation of the COREF agent. We have shown

that COREF is often able to complete its object identification subdialogues under a single thread of

interpretation. When the agent does encounter ambiguity, it has a limited ability to proceed despite

its uncertainty and complete its object identification subdialogues successfully. We have further

shown that COREF’s contribution tracking allows it to capture and reason about ambiguities in user

acknowledgments, and to approach the management of these and other ambiguities as a collaborative

endeavor in which it continues to attempt to make recognizable contributions, and in which the

agent’s uncertainty can be resolved flexibly as new information becomes available. Finally, we have

quantified COREF’s ability to reduce its own uncertainty in specific situations, and presented a

proof-of-concept demonstration that COREF’s experience in managing its own uncertainty can be

used to improve its probabilistic interpretation model.

In the next chapter, we conclude the dissertation and discuss some of the limitations of the work

we have done to date.
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Chapter 5

Conclusion and limitations

We now conclude the dissertation with a summary and a discussion of some limitations and future

research directions suggested by this work.

5.1 Summary

In this dissertation, we have presented contribution tracking as a pragmatic reasoning process by

which implemented dialogue agents can organize and manage their uncertainty as their conversations

evolve. This process allows agents to:

1. spawn multiple threads of interpretation in response to perceived ambiguities;

2. flexibly redistribute probability mass among the different threads of interpretation as the dia-

logue unfolds; and

3. carry out principled, context-sensitive interpretation and generation of utterances in a way

that:

(a) maintains coherence within the individual threads of interpretation, and

(b) allows the agent to make recognizable contributions despite its uncertainty.

Taken together, these features substantially clarify the theoretical and methodological target of

collaborative language use in implemented dialogue systems.

To present this vision, we began in Chapter 2 by defining contributive action and contributive

language use as public attempts to advance a two-agent, task-oriented activity or dialogue in a

recognizable way. In Chapter 3, we built on these definitions to define and present contribution

tracking. We introduced RUBRIC as a modular computational architecture within which contribu-

tion tracking may be implemented. We presented the COREF agent as an implemented instance

of this architecture, and as a demonstration of how contribution tracking can be used to organize

a collaborative agent’s linguistic reasoning when it faces uncertainty. In Chapter 4, we evaluated
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COREF’s use of contribution tracking in a user study. Detailed examples of COREF’s pragmatic

reasoning in the observed dialogues served to illustrate how COREF uses contribution tracking to

try to act and speak collaboratively in its object identification game. We also used the study to artic-

ulate several new qualitative and quantitative capabilities for implemented dialogue systems. These

abilities include representing and reasoning about ambiguous acknowledgments, treating ambiguity

management as a flexible collaborative activity, quantifying an agent’s ability to act to reduce its

own uncertainty using general purpose collaborative reasoning, and using an agent’s own experience

to tune its probabilistic interpretation models.

More broadly, contribution tracking suggests that the sociological and methodological divisions

between two currently prominent approaches to dialogue system building may be more reconcilable

than they appear to be. In work that aims to optimize global task performance (Section 2.3.1, page

16), it has been common to employ probabilistic models of dialogue state, and to give relatively

little explicit attention to traditional linguistic analyses of utterances or to the numerous context-

sensitive aspects of human utterance interpretation. Conversely, in work that has aimed to replicate

the fine-grained local coherence that context-based linguistic coordination creates in human-human

dialogue, there has been a tendency to employ heuristically updated, unitary representations of

common ground (Section 2.3.2.3, page 23) rather than probabilistic models of dialogue state. Con-

tribution tracking suggests that dialogue systems researchers can draw from the strengths of both

approaches. In particular, it shows that probabilistic inference can be a part of the pragmatic rea-

soning that uncertain speakers use to achieve fine-grained, context-based linguistic coordination in

their dialogues. By clarifying this reasoning process, contribution tracking allows us to continue to

view common ground as an eventual outcome of many dialogues and subdialogues, while expanding

the practical routes by which a collaborative speaker can try to achieve this outcome over time.

5.2 Limitations and future work

The work presented here has a number of limitations. In this section, we discuss some of the more

salient limitations and sketch some future research directions that might start to address them.

5.2.1 Other kinds of uncertainty

One problem that many spoken dialogue systems face is the high error rates in automatic speech

recognition results; see e.g. Varges and Purver (2006). The work reported in this dissertation

sidesteps this important problem through the use of a teletype interface for COREF’s dialogues.
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To date, we have not investigated the utility of contribution tracking as a strategy for managing

uncertainty arising from automatic speech recognition results.

In principle, we believe contribution tracking could be applied to perceived ambiguities in the

words users have uttered to an agent, or more generally, to perceived ambiguities in phonology and

syntax. A theoretical starting point here would be the work of Ginzberg and Cooper (2004). We

might proceed by trying to translate perceived phonological or syntactic ambiguities into ambigui-

ties in the context resulting from an utterance, analogously to COREF’s current response to other

kinds of ambiguities. However, if real-world speech recognition hypotheses were employed (e.g. by

inspecting the probabilistic word lattice constructed by the recognizer), it is likely that more com-

pact representations of the agent’s uncertainty about context, and more efficient context-sensitive

interpretation algorithms, would be required. For some existing work along these lines, see Schuler

et al. (In Press) or Wu et al. (2008).

The issue of needing more compact representations of the agent’s uncertainty is more general.

COREF’s current limitation of tracking a maximum of 3 threads of interpretation reflects the linear

relationship between the number of threads considered and COREF’s run-time interpretation and

generation speed. In applications where speaker meanings tie into continuous domain models, or

where the agent would need to entertain more wide-ranging discrete hypotheses about the user’s

intended contribution, it would likely be necessary to develop more compact context representations

and more aggressive ambiguity management strategies than those used by COREF.

5.2.2 Other clarification and grounding phenomena

Contribution tracking is most directly applicable to situations in which the speaker’s intended con-

tribution is among the alternative interpretations hypothesized by the hearer. This is the case for

the ambiguous acknowledgments and other ambiguous speaker meanings that occur frequently in

COREF’s domain, and that have been our focus to date. While contribution tracking allows COREF

to ask and answer questions to manage these ambiguities, contribution tracking does not immedi-

ately cover clarification questions that are not designed to resolve perceived ambiguities, but rather

are asked in situations where no interpretations are found. Such examples occur; see Ginzberg and

Cooper (2004) or Purver (2004) for examples. As discussed in Section 3.3.8.1 (page 119), when

COREF finds no interpretations for a user utterance, it notes the occurrence of the utterance and

signals an interpretation failure (currently by saying umm), but it otherwise leaves its threads of

interpretation mostly as they were, and is unable to address the failure with its usual ambiguity man-
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agement policy. More detailed characterizations of agents’ reasoning in such cases are still required,

and work such as Purver’s provides a natural starting point.

Moreover, traditional classifications of grounding actions (Traum, 1999b) include a variety of

other cases as well. For example, we have not modeled repair requests like what? or what did you

say?, which can signal interpretation failure or the hearer’s incredulity at the speaker’s apparent

(but correctly and uniquely identified) meaning. Similarly, we do not treat self-repairs by speakers.

These can exclude a possible but unintended interpretation, to avoid a foreseen misunderstanding—

an example in COREF’s domain would be, A: I moved it. A: I mean I moved the blue circle.

Self-repairs can also correct a prior verbal mistake, as when a speaker has mistakenly used the

wrong word: A: I moved the circle. A: I mean I moved the square. It would be interesting to explore

whether richer models of interlocutor uncertainty and more extensive models of grounding-related

dialogue acts (Traum, 1994) would enable us to account for these utterance types in a contribution

tracking framework.

5.2.3 Reducing the use of hand-crafted domain-specific models

COREF relies on a number of hand-crafted and somewhat domain-specific models, including its

grammar, its task and action models, and its distinction between possible and acceptable actions in

interpretation and generation. These models allow COREF to construct relatively detailed models

of the contributions utterances can make in context, but building such models constitutes a sub-

stantial effort in terms of the time and various kinds of theoretical and technical expertise that are

required. We believe that the effort required to build these kinds of models can be substantially

reduced through data-based techniques. Example-based generation techniques (Wong and Mooney,

2007; Stone, 2003; Varges and Mellish, 2001) can potentially help reduce the authoring burden of

building up a COREF-style grammar for dialogue; our own efforts in this direction are presented in

DeVault et al. (2008a) and DeVault et al. (2008b). Bangalore et al. (2006) explore the acquisition of

hierarchical dialogue task models, which are somewhat similar to COREF’s, from annotated dialogue

data. We discuss the optimization of dialogue policy — which would effectively automate COREF’s

distinction between acceptable and possible actions — in the next section.

5.2.4 Optimizing agent performance

This dissertation suggests that collaborative dialogue agents face uncertainty from various sources,

but that their experience can provide quantitative evidence about what kinds of uncertainty arise and
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how best to resolve them. Some recent POMDP-based approaches to dialogue policy optimization

(e.g. Williams and Young, 2006, 2007; Rieser and Lemon, 2008) try to use a dialogue agent’s expe-

rience (or simulations of dialogue experience) to frame dialogue policy selection as a reinforcement

learning problem. It would be interesting to investigate whether a contribution tracking agent could

employ a similar policy optimization approach to optimize trade-offs between asking clarification

questions, assuming the most likely interpretation, or simply proceeding with an uncertain context.

5.2.5 Learning to speak collaboratively

Finally, the machine learning experiment described in Section 4.4.2 (page 193) has only scratched

the surface of the various ways a contribution tracking dialogue agent could use its interpretive

experience to learn to make linguistic choices that its users will find more natural and understandable

in context. This research direction raises a number of complex and fascinating issues, including how

we can quantify a speaker’s fine-grained linguistic choices as situated among a spectrum of relatively

collaborative choices it could have made, as well as the possibility that a dialogue agent could draw

on the existing linguistic and collaborative skills of its dialogue partners to help it connect new

vocabulary and concepts to its broader perceptual and social environment (DeVault et al., 2006).

That we are approaching the point when we can begin to give precise computational answers to

these kinds of questions makes the next few decades in dialogue systems research seem very exciting

indeed.
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Appendix A

COREF task instructions

Figures A.1, A.2, and A.3 present the exact instructions that participants in our COREF experiments

were given.
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Task Instructions http://seabreeze:8080/servlet/submitInitialQuestionnaire

1 of 3 03/23/2006 10:03 AM

Task Instructions

In this experiment, your task will be to create a visual scene with a computer program acting as 
your partner. This computer program is an interactive dialogue program, which means it can talk
back and forth with you while you work on the task together. In these instructions, we call this
computer program an "agent" and refer to it as "your partner". The agent cannot see or hear you,
and it cannot see what is on your computer monitor. If you like, you may think of the agent as if
it were a person located in a separate room, working on a separate computer that is similar to 
yours. We will sometimes speak as though the agent were a "person in another room", looking at
their own computer monitor, in these instructions.

Starting the Experiment Interface

After you have read through these instructions, you will be directed to start the computer
software that will connect you with your partner and allow you to complete the task. We call this
software the "Experiment Interface". When you start the Experiment Interface, a window will
appear that looks like this: 

When you first start the Experiment Interface, your partner may not be available yet. Thus, you
may see the message "Waiting for your partner to connect...", as illustrated in the above
screenshot. If you see this message, please simply wait a few moments. Once your partner is
connected, the message will disappear and the experiment will continue.

Figure A.1: COREF task instructions: page 1 of 3.
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Task Instructions http://seabreeze:8080/servlet/submitInitialQuestionnaire

2 of 3 03/23/2006 10:03 AM

Talking to your partner

Throughout the experiment, you and your partner may talk back and forth using written English.
You may type anything you want to say into the text field labeled "You" near the bottom of the
window. (Sometimes you might need to click on the text field with the mouse, in order to move
the text cursor there, before you can type.) When you press the [Enter] key, anything you have
typed into the text field will be transmitted to your partner. What you have said will also appear,
along with anything your partner has said, in the part of the screen labeled "History".

During this experiment, please do not attempt to speak out loud to your partner, or otherwise
communicate with your partner outside of the Experiment Interface.

Your task: create a visual scene

In this experiment you will work with your partner to create a visual scene. To create the scene,
each of you will select particular objects to add into your own private version of the scene. Your
private version of the scene will be displayed in the Experiment Interface. Your goal is to add the
same objects to your private scene that your partner adds to their scene. This way, at the end of
the task, you and your partner will have created the exact same scene.

To help you coordinate your choices, one of you will play the role of Director, and the other will
play the role of Matcher. (The Experiment Interface will tell you which role you will play.)

The Director and the Matcher will add new objects into their private scenes one by one. In
selecting each new object, both the Director and the Matcher will see a set of candidate objects
that could be added to the scene. However, the candidate objects will appear in a shuffled order
on their individual screens. For example, the Director and Matcher might see:

Director’s display Matcher’s display

Important note: Observe that while the Director and Matcher see the same candidate objects,
the candidate objects appear in shuffled positions on their screens. For example, the object
located at the top left of the Director’s display above is not located at the top left of the
Matcher’s display.

Once the candidate objects are displayed, the Experiment Interface will reveal to the Director,
but not to the Matcher, which one of the objects should be added to the visual scene. This
"target" object will be visually highlighted by an arrow appearing in the Director’s private

Figure A.2: COREF task instructions: page 2 of 3.
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display, as illustrated above.

The goal is then for the Director to convey to the Matcher which one of the candidate objects is
the target object. The Director and Matcher may talk back and forth as much as they want to
achieve this.

If you are the Matcher, once you realize which object is the target, click on it once and it will be
added into to your visual scene. If you realize you have added the wrong object to the scene, you
may click on the object again to remove it, and then add another object. The task proceeds to the
next object in the scene when the Director clicks the "Continue" button. Once the Director clicks
this button, the target object is added to the Director’s private scene, and the Matcher’s choice
becomes irreversible.

In this experiment, it is very important to be accurate, but you should move right long, as you are
being timed. 

If for any reason you feel like you are no longer making progress on a particular object, you
always have the option to skip that object by clicking the "Skip this object" button. Please do not
skip an object just because it is taking a little longer than you would like. You should only skip
an object if you feel you are no longer making progress with your partner.

Your interaction with your partner as you complete the task will be digitally recorded.

If you wish, you may read through these instructions again. Take your time and be sure you
understand the task.

When you are ready, press "Continue" to start the Experiment Interface.

Continue

Document version: $Revision: 1.3 $ $Date: 2006/03/23 17:44:49 $

Figure A.3: COREF task instructions: page 3 of 3.
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