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ABSTRACT OF THE DISSERTATION

Agile and Robust Resource Management in CSMA Wireless
Networks

by Kishore Ramachandran

Dissertation Director: Marco Gruteser

With the recent push towards wireless broadband, and uggatian towards mobile de-
vices, it has become imperative for wireless networks tgstiphigher network capacity, in-
creased battery life, and greater mobility. While a comtiimaof both local- and wide-area
wireless technologies will be needed to meet these reqainesnwe believe thatarrier-sense
multiple-access (CSMAyireless networks, if designed well, can play an importaohé in
the future. Traditional CSMA wireless networks, which fothe basis for today’s ubiqui-
tous wireless LAN technology—IEEE 802.11 or WiFi, canndisfg the stated requirements
mainly because they lack efficient resource managementegmurce parameter adaptation)
techniques. Several fundamental characteristics of theseorks, and practical implementa-
tion challenges, also limit the applicability of solutioftem other domains. Taken together,
these considerations force us to fundamentally re-thiekd#éssign of resource parameter adap-
tation for CSMA wireless networks.

In this dissertation, we first identify that, to satisfy tleguirements, resource management
techniques for CSMA wireless networks should possess tnwdenental, but conflicting prop-
erties,agility, androbustness Briefly, to provide increased bandwidth to mobile usagle
solutions are required that exploit opportunities for ioyad performance; at the same time,
solutions cannot afford to compromise limk robustnessIn addition, we realize that striking

this trade-off effectively calls for different solutions indoor and outdoor environments. To



prove these hypotheses, we present the design and impksimandf two resource manage-
ment frameworksSymphonyand Sonata for indoor and outdoor environments respectively.
Indoors,Symphonyncreases network capacity and battery life for mobilentidoy addressing
the classical problem of joint, per-link, transmit powentol and rate adaptation. For im-
proved robustnes§ymphonyses novel mechanisms based on measuring the expected trans
mission time (ETT), and thatility of RTS/CTS frames, while relying onlaarning approach
to converge quickly to the right resource parameter chof@etdoors, the Sonata framework
introduces a novel and fundamental tradeoff between dbreadity and base station diversity
for uplink transmissions. Using a new location-based aggitdor improved parameter con-
vergenceSonatais able strike the agility-robustness tradeoff effeciivel

Together, these frameworks prove that, achieving the figlidnce between agility and

robustness can enable CSMA wireless networks to trangmitime wireless broadband era.



Acknowledgements

Looking back, graduate school, and the process of earnindPmp., have fundamentally
changed the way I think. | strongly believe that this positthange has been brought about by
the people I have interacted with, during this period. Mbntmost other people, | have been
influenced by my advisor, Marco Gruteser. | would like to thduwim for spending a signifi-
cant amount of his time, especially during my first few yeamdhelping me become a better
researcher. | will always remember our incredibly long rmegst on Friday evenings, and how
we did not go home till we achieved our weekly goals. | willafsot forget our mantra of not
giving up till about 15 minutesfter the paper deadline! His commitment and work ethic have
been, and will be, an important source of inspiration for me.

Over the last two years, | have also been extremely fortutateork with Ravi Kokku,
who is not only a wonderful human being, but also a great nmehtam thankful to Ravi for
believing in me so strongly, for encouraging me to thinkefiéintly, for providing me with a
living example of how to effectively communicate with pesphnd finally, for making research
fun again. In short, thanks a lot Ravi, for going above andhbédyyour call of duty as a mentor.

Just like it takes a village to raise a child, in my case, itktaolab to mold a graduate
student. | was lucky to interact and work with Dipankar Raudthuri, lvan Seskar, Predrag
Spasojevic, and Wade Trappe — all great researchers indwairight. 1 am deeply indebted
to Dr. Raychaudhuri for giving me a chance to pursue a careeedearch, especially at a
time when most other avenues were closed for me. For invglaie in the ORBIT project,
for ensuring that | was never short of funding, for taking ative interest in my professional
career, and for never letting me lose sight of the big pictuaen grateful to him.

Ivan is the most skilled, and knowledgeable systems desigmave ever interacted with.

I am thankful to him for being a patient manager during myiahiyears, and for helping
me become more resilient to criticism. | would also like tartk Predrag for serving on my

committee, and for providing insightful comments on my watk/arious stages.



While Dr. Trappe was not directly involved in my researcts tonstant interest and en-
couragement were strong factors in keeping me motivatezh during the bad times. Thanks
a lot Dr. Trappe for always treating me with a lot of respent] for keeping the door open for
me. Its a pity we could not work together more, but | hope tagesthat in the future.

My collaborators, Sachin Ganu, Mesut Ergin, Sanjit Kaulnfath Rangarajan, Karthik
Sundaresan, and Haris Kremo, have contributed in differapacities to my success. Also,
many thanks to all WINLAB students for the fruitful discusss at student seminars.

On the personal front, the years through graduate schodtwai have been so much fun
if it were not for friends like Pravin Shankar, Ramya Rao,dPraShankar, Bhuvnesh Parikh,
Suhas Mathur, Joydeep Acharya, Chandru Raman, and Pagdtaamat.

The most important people in my life—my family—have alwaysh there for me. More
than anything else, | am glad that these personal relatipsisine still strong even after phases
where | could hardly stay in touch. Arun, although | lost thee to be a doctor before you,
| am so glad that at least one of us can fix a cold! Radhika, andyMihank you for your
love and support, especially during the toughest phase difengo far (and yes, you need not
pay for dinner anymore). More importantly, thanks a lot fan8hya and Gitu, the ultimate
stress relievers. To Vidya, the love of my life, thank youlfeing so patient and understanding
especially during paper deadlines, and the last few montfenvthe future was so uncertain.
Finally, 1 would like to thank my parents for giving me evdrtg that | could ask for, even

during the hardest of times. Amma and Appa, this one’s for. you



Dedication

To My Parents

Mrs. Karpagam Ramachandran & Mr. S. Ramachandran

Vi



Table of Contents

Abstract . . . . . .. e e ii
Acknowledgements. . . . . . .. iv
Dedication. . . . . . . . . . . e Vi
Listof Tables . . . . . . . . . . . Xi
Listof Figures .. . . . . . . . . . e Xii
1. Introduction . . . . . . . .. 1
1.1. Technology trends: Wireless Broadband on Mobile Desvsic. . . . . . . . .. 1
1.1.1. Emerging Requirements . . . . .. ... ... ... .. .. ..... 2

1.2. The Case for CSMA Wireless Networks . . . . ... ... ... ........ 3

1.3. TheResearchProblem . . . . ... ... .. .. . .. ... .. ... ... 4
1.3.1. The Agility-Robustness Tradeoff . . . . . . .. ... ... ..... 6
1.3.2. Approach . . . . .. . . .. e
1.3.3. Contributions . . . . . . ... ...

1.4. Outline . .. . . . . e

2. Background and RelatedWork . . . . . . . . ... ... ... ... 12

2.1. Bit-Rate Adaptation . . . . . . . .. ... ... 12
2.1.1. Frame-error-based adaptation . .. ... ... ... ... . ... 12
2.1.2. Throughput-based adaptation. . . . ... ... ... ... . ... 13
2.1.3. SNR-based adaptation . ... ... ... .............. 13

2.2. TransmitPowerControl . . . . . . . . . . . ... . ... 14
2.2.1. CDMACellular Networks . . . . . ... ... ... .. ... ..... 41
2.2.2. Mobile Ad-hoc Networks (MANETS) . . . .. .. ... ... .... 16
2.2.3. |IEEE 802.11 Infrastructure Networks (WLANs) . . .. ... ... 18

Vii



2.24. CSMASensorNetworks . . . ... ... ..............
2.3. Directionality . . . . . . . . ... e
2.4, DIVErSItY . . . . . e e e
2.5. Mitigating the Effects of Vehicular Mobility . . . . .. ... .. ... ....

. The Resource Parameter Adaptation Challenge . . . . . . . .. ... ... ..

3.1, ASSUMPLIONS . . . . . . e e e

3.2. Bit-Rate: Agility and Robustness to Interference . ...... . . . .. .. ...
3.2.1. Effect of Node Density: MAC collisions . . . . ... ... .. ...
3.2.2. Discussion: expected performance . . . . .. .. .. .. ... ..
3.2.3. ExperimentDesign . . . .. .. .. ... .. ... e
3.2.4. Experiment Results and Analysis
3.2.5. Implementation Experiences . . . . . . .. ... .. . 0o

3.3. Bit-Rate: Agility and Robustness to Mobility . . . . .. .. ... .. ...
3.3.1. Discussion: expected performance . . . . .. .. .. .. ... ..
3.3.2. Experiment Design, Results and Analysis . . . . ... ... ...

3.4. Transmit Power: Agility and Robustness to Interfeeenc . . . . . . .. ...

3.5. Transmit Power: Interaction with Bit-Rate . . . . . ... ... ... ....

3.6. Transmit Power: Agility and Robustness to Mobility . . .. ... ... ..

3.7. Directionality: Agility and Robustness to Mobility .... . . ... ... ...
3.7.1. Directionality vs Diversity Tradeoff . . . . . ... .. ...... ...

3.7.2. Design Considerations . . . .. .. .. ... ... ... .. ...

. The Symphony Framework: Design and Implementation . . . . . .. ... ..

4.1, OVEIVIEW . . . o o o e e e e e e e e e e e e e

4.2. Bit-Rateadaptation . . . .. .. ... . . .. ...
4.2.1. The Probabilistic Rate Increase (PRI) mechanism . . . ... ...
4.2.2. Use of both time and numberofsamples. . . . .. ... .. ...
4.2.3. Implementation challenges . . . . . .. .. ... ...... ...

4.3. TransmitPowercontrol . . . . . . ... .. ... ..o

4.3.1. Preventing undesirable rate adaptation . . . . ... . ... .. ..

viii



4.4.

4.3.2. Detecting hiddenterminals . . . . .. .. ... ... ... .. ... 63

4.3.3. Preventing channel accessasymmetry . . ... .......... 64

4.3.4. Implementationchallenges . . . . . . ... ... ... ... ... 65
Evaluation . . . . . . . . . 66
4.4.1. ExperimentDesign . . . .. .. ... .. ... .. e 6 6

4.4.2. Experiment Resultsand Analysis . ... ............... 67

Two-phase Synchronization . . .. ... ... .. ... ........ 68
Transmit Power Reduction . . . . ... ... ... ... ........ 68
Avoiding Channel Access Asymmetry . . . . . . . .. ... ... ... 69
Avoiding Receiver Side Interference . . . . .. ... ... ... ... 70
Agility to Client Mobility . . . . ... ... ... ... ........ 71
Spatial Reuse . . . . . . . ... . 73
Large-scale experiments . . . . . .. .. ... ... e 73
Experiments with an Operational Network . . . . . . ... ... ... 74
5. The Sonata Framework: Design and Implementation . . . . .. .. ... ... 75
5.1, OVeIVIEW . . . . . e e 75
5.2, R2D2DeSIgN . . . . o e e e e e 78
5.3. R2D2Evaluation . . . ... ... ... . .. ... 79
5.3.1. Methodology . . .. .. ... . . . .. .. 80
5.3.2. Algorithms . . . . . . .. . . . .. .. 81
533. Results . . . . . .. e 82
Performance Improvement . . . . .. .. .. .. ... ... ...... 82
Algorithm Behavior . . . .. .. .. .. ... ... .. .. .. ... 86
5.4. SystemImplementation . . . . . . . .. ... ... e 88
541, OVEIVIEW . . . . . . o 88
5.4.2. Beamforming . . . . . . . .. .. 89
5.4.3. Mapping beamstoreceivers . . . . ... ... ... 90
1. Angular Localization . . ... ... ... ... ... .. ...... 90
2. Calibration . . . . . .. ... 90
5.4.4. Data Transfer Protocol . . . . . ... ... ... ........... 91



5.4.5. Evaluation

5.5. Limitations and DiSCuSSIioN . . . . . . . . . . e e e e 92
6. Conclusions. . . . . . . . . 94
6.1. Future Directions . . . . . . . . . . o e e 95
References . . . . . . . s 96
CurriculumVita . . . . . s 107



2.1.

3.1.
3.2.

3.3.
3.4.
5.1.

List of Tables

Taxonomy of existing transmit power control algorithin WLANS, ad hoc
networks, sensor networks and CDMA cellular networks. . ...... . . ... 25
Default configuration parameters . . . . . . . . . . . .. .. . oo 31

Fairness comparison for the 20-sender case. Mean dn®&t. in JFI across

Srunsisreported. . . . . ... 34
RSSI thresholds for 802.11a PHY bit-rates . . . . . . .. ...... ... ... 40
SINR (in dB) vs. Rate (in Mbps) for BER$10~° in 802.11a[1]. . . ... .. 47
Run-time adaptation. . . . . . . . . . . . . . . .. . 79

Xi



List of Figures

1.1. Market Forecast: Exponential increase in demand ftwark capacity and

mobile devicesales [2]. . . . . . . . ... e 2
1.2. CSMA Wireless Networks: Degrees of Freedom. 4
2.1. Example beams with different number of main lobes &mht angles 21
3.1. ORBITtestbedsetup . .. .. .. .. . . . . . . . . i 29
3.2. Single link (no collision) mean packet error rate froacte sender node to the

AP at 54 Mbps (across five six-minute experimental runs. . ...... . . ... 30
3.3. Comparison of theoretical and empirical throughput. ... . . . . ... ... 33
3.4. Throughput fairness characteristics of rate adayptatlgorithms from an ex-

perimental run. We observed similar trends across multipis of this experi-

MENt. . . . e e e 34
3.5. Mean packet error rate (PER) from each sending nodeeté\Eh when the

network is saturated (across five six-minute experimenag). . . . . . . . . . 35
3.6. Rate vs time for rate adaptation algorithms from an exymtal run. Trans-

mission rate for both SampleRate and ONOE decreases witaditigon of

nodes with SampleRate showing higher variance. . . . .. .. ... ... 36
3.7. Performance in the presence of Physical Layer CapRU€), . . .. ... .. 38
3.8. Convergence characteristics of RRAA. . . . . . . .. ... ... ... 42
3.9. SampleRate’s performance with user mobility . . . . . ...... . ... ... 43
3.10. Problems introduced by power control: Scenarios teféction between two

links. . . . . 44
3.11. Problems introduced by power control: (a) Receiidg-mterference, and (b)

Asymmetric channelaccess. . . . .. .. .. .. .. ... .. .. . ..., 45
3.12. (i) Probability of scenarios (a)-(e), (ii) Total paihlity of bad scenarios (sce-

narios (b), (c)and (d)). . . . . . . . . ... .. 46
3.13. The dilemma of rate and power adaptation. 48

Xii



3.14. Effect of mobility (at about 0.75 m/s)onRSSI. . . .. .. ... ... ... 49
3.15. Different beam configurations for communication hkestw clients and the re-
ceivers. B1 uses directionality with a single receiver, B&sudiversity with all
visible receivers, and B3 uses a combination of directipnahd diversity to a
subset of the visible receivers. . . . . . .. ... ... L 50
3.16. Tradeoff between directionality and diversity. A donation of directionality

and diversity (C2 or C3) achieves lower PER at a majority oatmns relative

to vanilla directionality (C1) and diversity (C4). . . . . . ... . . . .. ... 51
3.17.Tradeoff lllustration. . . . . . . . . . . . e 53
4.1. Symphony’s two-phase synchronous strategy. . . . . .. ... ... ... 58

4.2. Architecture of Symphony. The blocks R and O represé&itt &1d OPT contexts. 58

4.3. Comparing convergence characteristics of RRAA+ wiRHAR. . . . . .. .. 61
4.4. Performance with user mobility: SampleRate vs RRAA+..... . . .. ... 61
4.5. Experimental setup. . . . . . . . .. e 66
4.6. Skew between phases on two APs and an AP and a clientralsysag external
MONITOL. . . . . . . o e e 67
4.7. Transmit power reduction for clients in several lomasi. . . . . ... ... .. 68

4.8. Preventing asymmetric channel access. (a) shows Symptability to detect
and avoid channel access asymmetry, and (b) shows powepkoshoving
inherent link asymmetry. . . . . .. .. ... .. .. . e 69
4.9. Efficacy in detecting and avoiding receiver side imtiegfice. . . . . .. .. .. 70

4.10. Adaptation to mobility: Symphony’s behavior of ratelgower in different

paths. . . . . . e 71
4.11. Application layer loss rate with mobility. . . . . . . . ... ... ... .... 72
4.12. (a) Spatial reuse experiment. (b) Large scale expetsn. . . . . . ... ... 72
4.13. Interaction with operational network that does nat®mphony. . . . .. .. 73
5.1. Sonata Framework Overview. . . . . . . . . . . . .. ... e 76
5.2. Sonata Protocol Overview. . . . . . .. . . . .. .. ... ... 76
5.3. Vehiculartestbeds. . . ... .. ... ... .. e 80
5.4. Average throughput obtained by R2D2 compared to sesfg@rithms. . . .. 82
5.5. Variantsof Vifi. . . . . ... . .. 83

Xiii



5.6.
5.7.

5.8.
5.9.

Variants of R2D2. . . . . . . . . . .. 84
The distribution of mean, and std. deviation of, SNRefach scheme relative

to the maximum. R2D2 improves link robustness by increagiegnean SNR

and reducing thevariance. . . ... ... ... ... ... .. ... ..., 84
CDF of throughput obtained by several algorithms aticlient locations. . 85
Link packet error rate over time (in seconds) for the¢hschemes relative

to the achievable maximum. Each point is an average over illi®eoonds.

R2D2 comes closest to Max in both LOS and NLOS regions. . . . ... . 86

5.10. Instantaneous throughput obtained by R2D2 comparadariety of algorithms. 87

5.11. Parking Lot: zoomed-in. . . . . . . .. . .. e e 87

5.12. Receiver combinations chosen in different settings.. . . . . . ... .. .. 88

5.13. (a)Transmitter with beamforming antenna, (b) Tratismenclosed in a box

and mounted ON acCar. . . . . . . . o v i e e e e e e e e e

5.14. Example beams with different number of main lobes fé¢rdint angles. The

motion of the carisalongzero. . .. ... ... ... ... .. .. ..... 90

5.15. Angular Localization. . . . . . . . . . .. .. e 91

Xiv



Chapter 1

Introduction

This dissertation describes the design and implementatid®ymphonyand Sonata— two
distributed frameworks that enable efficient channelzsttion, in indoor and outdoor environ-

ments, for the general classadrrier-sense multiple access (CSM#iyeless networks.

1.1 Technology trends: Wireless Broadband on Mobile Device

Over the last century, the use of electronic devices as asnd#farommunicatiorhas elevated
the quotethe world is a small placeto a fact. While copper wires were the primary means
to connect these devices for a substantial period of thig,tthe ability to communicate with-
out wires was possible as early as 1895 [3]. However, it tautteer 70 years before core
concepts, collectively referred to as cellular telephavste developed that would make mass-
market wireless communications a reality. In the four desaince then, the success of cellular
wireless networks, engineered to carry voice traffic, hanheparalleled — currently, there
are over 2 billion cellular telephone (or cell phone) sulbess worldwide [4,5]. Another si-
multaneous development in the wired network domain has tteephenomenal growth of the
Internet with over a billion hosts today [6, 7]. It is but negtlfor users talemand fomwireless
Internet connectivity.

Users are increasingly viewing their hand-held wirelesdads as mobile PCs that can
host a wide range of applications in addition to voice. Thisvident from today’s cell phone
units that routinely come bundled with digital cameras amBmlayers [8, 9], in addition to
software that includes web browsers, media players, and eleats. This is also reflected in
the significant increase in wireless data traffim existing cellular networks [10] — between
2006-2007, wireless data traffic quadrupled for a major Ulsilee network service provider,

and is expected to grow exponentially in the near future Figere 1.1).
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Figure 1.1: Market Forecast: Exponential increase in dehfi@nnetwork capacity and mobile
device sales [2].

Additionally, computing firms that have traditionally déweed hardware platforms, oper-
ating systems, and applications for desktop PCs (e.g. Agxegle and Microsoft) are now
shifting their focus to wireless hand-held devices [11, 1@]ith the release and widespread
adoption of platforms such as Apple’s iPhone [13] and Gdsg@Phone [14], large-scale user
migration to mobile devices in the next decade is a foregonelasion. In light of these trends,

wireless networks will have to support a set of basic requéinets, which we discuss next.

1.1.1 Emerging Requirements

To support wireless broadband on mobile devices, wirelesgarks will have to provide:

1. Support for increased network capacity: Unlike the dominant usage of wireless de-
vices for voice calls in the past, future wireless devicesexpected to run a variety of
applications ranging from low bandwidth web browsing tothimandwidth video, in ad-
dition to delay sensitive voice. Moreover, networks will teguired to provide service
guarantees to users, while also having to constantly mothigominimum level of ser-
vice that can be provided on the time-varying wireless mmditrinally, just like their
wired counterparts, we expect wireless ISPs to also empgeployment guideline of
capacity over-provisioning to deal with unanticipatedraases in network traffic. Taken

together, increased network capacity emerges as a fundalmequirement.

2. Support for increased battery lifetimes: With the rapid migration of users to mobile
platforms, protocols and algorithms have to be designetl wiitergy consumption in

mind. In fact, this is one requirement that directly affac¢er adoption.



3. Support for high mobility: With the increasing use of computing devices by mobile
users, another intrinsic requirement is support for higeesl mobility. Unlike today’s
wide-area cellular networks that ussv-bandwidth macro-cellt support highly mobile
or vehicular users (so as to reduce the number of handdiitsixef networks will have to

support high bandwidths even at vehicular speeds.

4. Supportfor high user densities: Given the high rate of penetration of cell phones world-
wide, and the expectation that today’s cell phones will liga®ed by tomorrow’s smart
phones in a user-transparent manner, future wireless rietwyill have to be designed

with high user densities in mind.

1.2 The Case for CSMA Wireless Networks

To satisfy these requirements, a number of alternatives begn proposed over the last decade
including local-area IEEE 802.11 (WiFi) [15], metropofitarea IEEE 802.16 (WiMax) [16],
and wide-area GSM HSPA [17], CDMA 1xEVDO [18], and 3G LTE [1%V/hile these tech-
nologies are in various stages of deployment — WiFi has djrdeeen deployed in over 200
million homes worldwide [20]; WiMax, GSM HSPA, and CDMA 1xEXO are in the process
of being deployed; 3G LTE deployments are not expected tonk@efore 2010 — we believe
that a combination of technologies will be necessary tsBathe design requirements. This
is primarily because it is hard for any one of these techrie®tp satisfy all the requirements
alone. Since capacity and coverage are at odds with each e8pecially for wireless net-
works, capacities on the order of 100s of Mbps will only retidally be supported by local-area
networks (that use small cells) such as WiFi. However, itdiasys been easier for wide-area
networks to support vehicular mobility, through the useanér cells (and reduced number of
cell transitions or handoffs). We further believe tleatrier-sense, multiple-acceg€SMA)
wireless networks, which form the basis for today’s widedpkbyed WiFi networks, will be an

integral part of the wireless broadband future. This bédidfacked by
1. the widespread deployment of WiFi networks in homes afided,

2. the inclusion of WiFi interfaces in a majority of smart ples, dual-mode cell phones

[21,22], and portable media players [23, 24].
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3. the standardization of interactions between cellular \afiFi networks via Unlicensed

Mobile Access (UMA) [25], and

4. the adoption of the IEEE 802.11p draft standard [26—28]ckvis heavily influenced by
the existing IEEE 802.11 and IEEE 802.11a standards, bynga@r manufacturers for

increasing driver safety and for in-vehicle infotainmepplcations.

Since WiFi is a local area networking technology with linditeoverage, the two usage
models that are envisioned include (a) the opportunistee afsWiFi networks for last-mile
network access, and (b) their use inaiihocmanner to serve the growing base of peer-to-peer
(p2p) applications (e.g. p2p gaming [29]). Of these, we $oon the former model given that
its more closely aligned with our vision for ubiquitous, al@ss broadband connectivity. In
general, WiFi's relatively certain position in future wliees broadband networks serves as our

primary motivation to study the more general class of CSM#eelgiss networks.

1.3 The Research Problem

In light of the design requirements (in Section 1.1.1), effit management of available re-
sources, both from a individual user’s perspective (e.tiebalife), and from a network-wide
perspective (e.g. network capacity), becomes criticalwél@r, today’'s CSMA wireless net-
works lack efficient resource management or resource paeargaptation techniques.

More specifically, resource management in wireless netsvirlaffected bytuning mul-
tiple resource parameters that are designed for complanyeptirposes. Fig. 1.2 shows the
key resource parameters for CSMA wireless networks. Bridlflgse include:schedulethat

corresponds to transmission isolation in tin@nsmit powerand direction that correspond



to transmission isolation in spacehannelthat corresponds to transmission isolation in fre-
guency,bit-rate that corresponds to the amount of forward error correctioodulation and
coding) added to each framegrrier-sense (CS) thresholthat corresponds to controlling the
space over which transmitters defer to each other, leardloff that corresponds to the cell
transition policy adopted. Note that CSMA wireless netvgogknploy CSMA with collision
avoidance (CSMA/CA) scheduling, and for backwards conbjiyi purposes, this degree of
freedom cannot change significantly. As for the rest of tlseuece parameters, the main crit-
icism is that they are either static or coarsely dynamic gays CSMA wireless networks.
For example, a majority of deployments rely on manual chbassignment that is routinely
suboptimal [30], and commercial vendors have only recestilyted using dynamic channel
assignment [31]. Similarly, transmit power control and G&shold adaptation are performed
on aper-cell basis rather than oner-link basis [32, 33]. In addition, even existing dynamic
parameter adaptation techniques (such as bit-rate aieptatd handoffs), as we will show
later, cannot cope well with high node density and/or mohillhe main reason for these in-
efficiencies in resource parameter adaptation stem frondiffe¥ent set of design guidelines
used by today’s CSMA wireless networks. Existing incaoragi of these networks were de-
signed for low mobility scenarios and expected CSMA/CA sittiag to prevent interference
at high node densities. As we will show later, CSMA/CA scHidpis able to only partially
mitigate interference, even in low node density scenaribise use of license-free spectrum
further complicates matters by introducing the possipiit CSMA-incompatible interference
from cordless phones and microwave ovens. All these factmtivate us to fundamentally
re-think the design of resource parameter adaptation fddA®&ireless networks.

In this dissertation, we focus on the following open quegtio

1. What fundamental properties should resource paramédgtation techniques in CSMA

wireless networks possess, in order to satisfy the new remmeints?

2. What are the primary challenges in incorporating thespeaties? Can these challenges

be overcome in a backwards-compatible manner, and if so? how



1.3.1 The Agility-Robustness Tradeoff

To answer these questions, we focus on three resource garani#t-rate, transmit power and
directionality, in depth. We select these parameters lsecaue believe that they are funda-
mentally required to satisfy all the requirements. We alslielie that these parameters have
the potential to deliver the maximum performance gain. We th&ese parameters to show
that, in general, resource parameter adaptation has tegwsgo fundamental, but conflicting,
properties:agility, androbustness

On the time-varying wireless medium, to avoid performanegrddation due to a variety
of reasons, such as interference, mobility, and fading,tarexploit opportunities for perfor-
mance enhancement, solutions need tagdite. They need to be able to rapidly adapt to both
extremes, while converging quickly to the right parameteice. At the same time, solutions
also need to keelink robustnessandnetwork stabilityin mind — the agility or responsiveness
of solutions to channel dynamics should not (a) come at teeafdink reliability, and (b) drive
the network into an unstable or suboptimal state. For thipgae, adaptation techniques need
to accurately identify the exact cause for performance atigjion or enhancement, so as to
react appropriately. Thus, the main challenge for resopiacameter adaptation is to strike this
agility-robustness tradeoféffectively.

We now look at several unique fundamental characteristicspsactical issues that make
it challenging to incorporate these properties in the desigparameter adaptation techniques.

These challenges include:

e The use of unlicensed spectrums today’s CSMA wireless networks use license-free
spectrum, the sources of co-channel interference can iv@:.g. cordless phones and
microwave ovens in the 2.4 GHz band). Even in the absencecbfsaurces that are not
protocol-compliant, the use of unlicensed spectrum insglat multiple CSMA wireless
networks belonging to different domains (e.g. neighborg-Wwetwork in homes or
enterprises) can co-exist in the same location [30]. Whigsé issues can be addressed
if there were enough orthogonal channels or frequenci¢sjglunderstandably not the

case given the scarcity of wireless spectrum.

The IEEE 802.11 standard does provide orthogonal freqasmeichannels but the num-
ber of such channels (three in IEEE 802.11b/g and twelveltEIB02.11a) is insufficient

for intelligent channel assignment to prevent interfeeson its own. While the recent



addition of twelve channels in the 5 GHz band does providsae#o believe that chan-
nel assignment may be able to mitigate interference sigmifig, this is not the case
because: (a) the use of twice the channel bandwidth (40 Midzhd upcoming IEEE

802.11n standard with multiple-input, multiple-output WD) enhancements, (b) the
existence of military radar on some of these 5 GHz channal$,(@) the simultaneous

use of some of these channels by other technologies suchMaX\/i

Hence, resource parameter adaptation cannot depend afighassignment alone to

prevent interference, which can come from a variety of udigtable sources.

The inability of CSMA/CA scheduling to prevent interfeenidaving ruled out channel
assignment as a means to prevent interference, we next tdd8 MA/CA scheduling.
As we will show later, CSMA/CA scheduling is unable to previtie adverse effects of
interference in (a) dense scenarios where all transmitterdrear each other, (b) hidden-
terminal scenarios where some transmitters cannot sembeotiaer's carrier signals,
and (c) asymmetric channel access scenarios where sorsentttans can sense others’
carrier signals but not vice-versa. While this problem hasnmted a number of recent
studies [34—36] on measurement-based modelling of imrée in static WiFi networks,
extending these technigues to the general case with matsle is an unsolved problem
at present. It has also been shown that, even for the casatiof s¢tworks with nodes
using multiple cards and operating on multiple channeksctimplexity of measurement

is prohibitive even for moderate scales of network dend6}.[

Thus, resource parameter adaptation cannot depend on GCSABEheduling either, and

techniques need to lagile androbustin the face of co-channel interference.

The lack of mechanisms for accurate interference measumeamsl feedbackEven in
the presence of hard-to-predict interference, mechanfismeccurate measurement and
feedback, can go a long way in mitigating its impact. In faogh signal-to-interference-
and-noise-ratio (SINR) mechanisms are routinely used lilnlae networks. Unfortu-
nately, interference measurement mechanisms are inaedarenday’'s CSMA wireless
networks. This is because existing incarnations of theseanks were initially designed
for low levels of node density, in which, CSMA/CA schedulings sufficient to pre-
vent interfering transmissions from taking place. In addit they were designed to be

built with inexpensive hardware components. The end regasdtthat little attention was



paid to the accurate estimation of interference at the phl/fyer. Further, existing in-

carnations lack critical feedback mechanisms betweernvesseand transmitters. These
mechanisms are needed because they can help transmit@sanmehannel conditions,
and interference at the receiver. They can also help sokitio rapidly converge to the

right parameter settings in the presence of user mobility.

Thus, resource parameter adaptation in these network®tcegly on existing SINR-
based solutions to detect, and mitigate interference ootwearge quickly in the pres-
ence of mobility. New techniques are required to addresk lssues that are ideally

backwards-compatible.

e The requirement for distributed resource parameter adamta As opposed to central-
ized approaches used in cellular networks today, wheredtweank infrastructure is re-
sponsible for resource parameter tuning on both clientsbaseé stations, the network
architecture of existing CSMA wireless networks demandsenttistributed solutions.
Specifically, WiFi networks, from their instantiation, lealacked protocols for explicit
co-ordination between cells (or basic service sets (BS®i clients are also far more
independent (relative to their cell phone counterparts@ims of being able to make de-
cisions on resource management. These factors have gdtealh responsible for their
quick uptake among users and standards bodies are actaatly tp great lengths to
preserve this model. Ensuring the optimality, and conwergeof distributed parameter

adaptation is, however, known to be a hard problem.

We further realize the need for different solutions in indeoad outdoor environments.
This is because of the different characteristics of thesesmvironments. Indoor environments
are traditionally characterized by low mobility (walkingeeds), multipath effects, and the
potential for sustained co-channel interference. Outéowironments, on the other hand, are

mainly characterized by high-speed mobility.

1.3.2 Approach

Keeping these issues in mind, and since no single resouraepéer is sufficient in isolation
to satisfy all the requirements, we concentrate on joinptaten of resource parameters. In
particular, we study joint bit-rate (or rate) adaptatiord dransmit power control in indoor

environments, mainly because both parameters are negdessatisfy the requirements of



increased capacity and reduced energy consumption. Anmenaviilable resource parameter
choices, while carrier-sense threshold adaptation [3&138 dynamic channel assignment [39]
can contribute to increased network capacity, they do metctly contribute to client battery
life. Our experimental study in [40] also reveals that dii@tality is hard to realize with
existing hardware in indoor, non-line-of-sight (NLOS) gonments [40].

Outdoors, our work focuses on resource parameter tuningeirptesence of high-speed
mobility, and targets clients inside vehicles. Keeping imanthe rapid migration of users
to mobile platforms [41, 42], and the recent emergence dhlgphtensive applications such
as Web 2.0, image and video backups from cameras, video foalts phones, etc., we fo-
cus on uplink connectivity from vehicular users. While savéechniques will be required to
collectively meet the emerging requirements, we belieaéttiree fundamental mechanisms—
directionality, bit-rate, and base station diversity—idrm an integral part of future mobile
networks. In particular, while line-of-sight (LOS) coridits in outdoor environments favor di-
rectionality, we realize that directionality alone is iffstient to ensure robustness to mobility-
induced channel fluctuations, and that receive diversitgsecmultiple base stations (used for
soft handoffs in cellular networks), along with robust izite adaptation, is needed to overcome
this problem. In the process of striking the agility-romests tradeoff, we identify a novel and
fundamental tradeoff between directionality and baséostativersity for uplink transmissions.
We also demonstrate how the physical location of a mobilécdesan be used to aid resource
parameter convergence at vehicular speeds.

While adaptation of bit-rate, transmit power, and direwiity have all received significant
attention [1, 33, 43-91], our systematic and exhaustivdysisaof related work (Chapter 2)
reveals that no work is able to strike thagility-robustnesgradeoff effectively. In what follows,

we look at our specific contributions in more detail.

1.3.3 Contributions

To the best of our knowledge, ours is the first effort to systeally address the key problem
of resource management via agile and robust resource pemaat@aptation in CSMA wireless
networks. In this regardsymphonys the first framework to simultaneously address the joint
optimization of bit-rate and transmit power for indoor CSM#reless networks. Likewise,
Sonatais the first framework to jointly balance the benefits fromedtionality, base station

diversity, and bit-rate for highly-mobile, outdoor CSMA neiess networks. Both represent
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efforts that, unlike a majority of past solutions, are notited to theory and simulations. More
specifically, this dissertation introduces the followimgpaévations for indoor CSMA wireless

networks:

e We design a synchronous, two-phase, bit-rate and transwi¢padaptation algorithm
for per-link resource management. Central to this algorhdesign is itsagility, which
allows coping with the time-varying wireless channel angrumsobility. Our experiments
demonstrate that this algorithm addresses the key chakeimga comprehensive and

easily realizable manner.

e Through controlled, large-scale testbed experiments,xpese the inability of existing
state-of-the-art bit-rate adaptation algorithms in cgpivith scenarios involving high
node densities. In particular, we identify the fundamelitaitation of these algorithms
in differentiating between the diverse causes for poorgoerince. To remedy this sit-
uation, we propose a novel mechanism, callkility-RTS (URTS)which can be used
to reliably detect high levels of MAC collision either duehigh node density or due to
hidden terminals. This mechanism does not require extrdweae or protocol changes
and can be incrementally deployed on existing wirelessscakd added incentive of this
mechanism is that it is robust to user mobility. Our experitmelemonstrate that URTS
supports dynamic detection of hidden-node interferen@a evhen it exists for small

time durations £= 1 second).

e To detect and prevent channel access asymmetry, which isdarfuental and unique
challenge to adaptive transmit power control in CSMA wisslaeetworks, we design and
evaluate an innovative, distributed mechanism usingettpected transmission tinoé
each frame. To our knowledge, we are also the first to providenglementation for
measuring channel access time on off-the-shelf 802.11legsecards without explicit
hardware support. We expect this implementation to be u$efua variety of other

algorithms at other layers of the protocol stack [92].

e For improved stability and convergence of the proposed miyoiaate and power con-
trol algorithms, we implement and evaludéarning mechanisms anstochasticcontrol.

This enables using past history to reward sound decisiodgpanalize poor ones. Our
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experiments show that the resulting algorithms signifiyargduce losses and retrans-

missions in the network and make a link more robust to useiilityob

For outdoor CSMA wireless networks, our contributions izl

e We introduce a novel and fundamental tradeoff between titireality and base station
diversity, while identifying several parameters of impmite—such as transmission bit
rates available, link SNR, packet error rate, beam widtmlmer of receivers covered for
a given beamwidth, and number of antenna elements on the-elibat guide the design

of solutions.

¢ We design thé&sonataframework that intelligently combines directionality, deastation
diversity and bit-rate adaptation to maximize the uplinfotlghput of a mobile client.
As part of this framework, we design and implemBwtbust Rate with Directionality and
Diversity or R2D2, a location-based adaptation algorithm that strtke right tradeoff
between directionality and diversity, and is robust to fhations in link quality. We also
address the bit-rate adaptation issue at high-speed yoHilat is often left unexplored

in past works [93].

e For improved convergence at vehicular speeds, we demtmgii@importance of keep-

ing track of resource parameter adaptation choices at eaatidn.

1.4 Outline

The rest of the dissertation is organized as follows. In @ap, we provide the necessary
background and qualitatively discuss related work. Thisliswed by a quantitative analysis
of why parameter adaptation is challenging in Chapter 3.Hapfers 4 and 5, we describe the
overall architecture of the Symphony and Sonata framewfakghdoor and outdoor CSMA
wireless networks, respectively. Finally, Chapter 6 sumiwea our contributions and presents

future directions.
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Chapter 2
Background and Related Work

Resource parameter adaptation has been extensively dsinbe the past two decades [1, 33,
43-91]. In this chapter, we conduct a comprehensive surf/élyeoproposed approaches and
show that, despite significant research, no solution pesva complete and easily realizable
approach to address all the principal issues in CSMA netsvote begin our survey with a

discussion on bit-rate adaptation.

2.1 Bit-Rate Adaptation

Bit-rate (or rate) adaptation enables IEEE 802.11 radiosofme with time-varying channel
environments. The IEEE 802.11 standard mandates twelkatdstbetween 1 and 54Mbps.
Generally, higher bitrates correspond to higher nominaughput but require higher signal-
to-noise ratios (SNR) for correct demodulation. In an SRted environment, higher bitrates
will suffer from frame errors, limiting the effective goodp In such an environment lower
bitrates may provide higher effective goodput than highgaRate adaptation aims to dynami-
cally adjust the transmission rate to maximize goodput deipg on channel conditions. Since
the standard does not specify any particular rate adaptatechanism, manufacturers use dif-
ferent proprietary implementations. In the following sedisons, we classify existing literature
primarily based on how they estimate channel quality. Bbbklil rate adaptation mechanisms

can be classified into frame error-based, throughput-basd SNR-based adaptation.

2.1.1 Frame-error-based adaptation

Auto Rate Fallback (ARH¥3], developed for WaveLAN-II 802.11 cards, aAdaptive Auto
Rate Fallback (AARF[44] use fixed and dynamic frame error thresholds to increlasecase
the bit-rate. ONOE [45], a frame-error based algorithm used in the MADWIFI drifor

Atheros-based wireless NICs aims at selecting the highesate with less than 50% frame
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loss rate. Periodically, for each destination stationatigerithm maintains a credit score that it
increments if less than 10% of packets required a retrassmigind no packets were dropped
in the last time period. If the credit score surpasses altbidgdefault 10), the bit-rate is
raised. If each data packet required at least one retrasismjshe bit-rate is lowered and the
credit score is reset to zero. The current implementatiso ades Atheros’ multi-rate retry fea-
ture, which allows algorithms to select different ratesrigransmissions of framesAdaptive
Multi-Rate Retry (AMRRM4], a modification of ONOE, adaptively raises the thredholr
rate increases to prevent frequent attempts at bit ratéehtgan the optimal one in an SNR-
limited channel. The recently proposBmbust Rate Adaptation Algorithf#7] builds on top
of ARF by using a combination of short-term loss estimatiod aelective use of RTS/CTS.
However, the authors themselves acknowledge the potatighdation in performance when
the number of stations in the network increases (beyondu# tal a lack of samples used to

infer the channel quality.

2.1.2 Throughput-based adaptation

The SampleRatf46] algorithm selects the rate that minimizes mean packesmission time.

Initially, the lossless packet transmission times areutated for each bit rate and an initial
rate is chosen (36Mbps). Hereafter, for each successfally gacket, the transmission time is
updated (using an exponentially weighted moving avera§éMR)) based on the number of

retransmissions, packet length and protocol timing ovethe The algorithm also periodically
attempts transmission at bitrates whose lossless trasismisme is lower than the measured
time on the current rate. If these sample transmissionsthdbow lower mean transmission

time, the algorithm switches the rate.

2.1.3 SNR-based adaptation

Since the frame-error rate on a collision-free channeltisrd@ned by the receiver’s SNR, these

algorithms measure channel SNR and select the appropaitgtbased on a precomputed table.

!Since rate selection is implemented in the device driveratrdnsmissions are handled on the microcontroller,
the rate selection algorithm can at most be executed onceaftht packet inserted in the hardware transmission
gueue. To change the bit-rate after a certain number of gesetul transmissions, the hardware provides a multi-
rate retry table that the algorithm can fill. This table sfiesithe rate to use dependent on the retransmission count
for the packet. ONOE fills this table with default parametdrat the chosen rate, 2 at the next lower rate, 2 at next
lower rate and 2 at the lowest bit-rate) and only varies theefa the first transmission attempt.
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In general, 802.11 implementations usually only providergreived signal strength indicator
(RSSI). This indicator reflects the amount of energy meakanghe channel during the recep-
tion of the PLCP headér.Receiver Based Auto Rate (RBAR) [49] defines a closed loap rat
adaptation mechanism through which the receiver can infbersender of the most suitable
rate choice. Specifically, the receiver selects the bit bateed on the RSSI of RTS frames
and piggybacks this information on the CTS frame. Pavon amal [50] propose a hybrid ap-
proach that utilizes the RSSI of acknowledgment frames t@sé the bit rate. This algorithm
attempts to address asymmetric channels through re-atdibrof the SNR thresholds for rate
choices based on the frame error rate. Another hybrid dlgorproposed in [51] utilizes RSSI
to clamp frame-error based bit-rate changes.

The Opportunistic Auto Rate (OAR) protocol [52], which camlayered on top of any of
the above rate adaptation mechanisms can optimize indilvida well as network throughput,
by sending multiple back-to-back frames under favorabinakl conditions.

As we will show later, most of these techniques are not abseaébe to high node densities
since they are unable to accurately distinguish betweenifferent causes for poor perfor-

mance (at a bit-rate).

2.2 Transmit Power Control

Transmission power control (TPC) for wireless networkshlieen a subject of extensive study.
In this section, we review this large body of work, startinghatheir application in CDMA
cellular networks. Note that, in a majority of existing niplé access technologies, the func-
tionality of TPC is the same — regulating interference inesrtb control quality-of-service
(QoS) metrics such as per-link throughput, fairness, ataydas well as minimizing power

consumption for mobile devices.

2.2.1 CDMA Cellular Networks

One of the central requirements in CDMA networks is that dinkppower control to solve the
near-far problem Due to the intrinsic nature of these networks where alvaatisers transmit

simultaneously, albeit using a differeabde it is possible for the transmissions of a closer

2According to the standard, it is measured between the biegjruf the start frame delimiter (SFD) and the end
of the PLCP header error check (HEC)
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active user to unintentionally "jam” the transmissions sérs that are relatively farther away.
To avoid this situation, TPC mechanisms are used to equtdizeeceived powers from all
transmitters in the cell. Seminal work in this area invohietative algorithms that ensured
that each mobile user attains the target Signal-to-Intenfe Ratio (SIR) [53], followed by
Foschini and Miljanic’s distributed algorithm to achieveetfeasible set of target SIRs [54].
This distributed algorithm, with wide applicability in ¢elar networks, was followed by a large
body of publications, important among which was the proofafvergence of a more general
class of distributed TPC algorithms in [55]. This was follmvby works [56, 57] that aimed
to provide limited QoS in distributed manner. Since thesgeschers have focussed on the
problem of jointly optimizing SIR assignment and transnatver control over the feasibility
region [58—62]. More recently, [63, 94] provide the firsttdlsuted and optimal algorithm for
the joint optimization of SIRs and transmit power, accogdia criteria defined by the network
operator, as well as a distributed mechanism to check thegbiity of SIRs.

TPC mechanisms in these networks essentially consistsntihcous tracking of the SIR
of each mobile at the base station receiver and correspgmdintrol of TPC via the downlink
channel. The goals are two-fold: (a) to ensure that the tné&as$on power is high enough to
attain the target SIR, and (b) to monitor link quality andrespondingly set the target SIR.
This is achieved primarily through the use of closed loop @oeontrol [64], which consists
of an inner loop (also called fast loop) and an outer loop. dter loop is responsible for
setting the target SIR based on estimated link quality wthiéieinner loop is responsible for
TPC adjustment to meet the target SIR. The TPC commands fexteaf using a single bit,
which tells the mobile to either increase or decrease treaséom power in a step-wise manner.
To combat fast fading, the rate of change of power in the itomw power could be anywhere
between once every 10ms (100Hz) to once every 1.25ms (800hZddition to closed loop
power control, open loop power control is used by the mohileet its initial value based on
a measure representing the path loss, interference aret @if§ at the base station receiver,
which are broadcasted on a seperate control channel.

The main issue in adapting these mechanisms for CSMA wgalesworks is that they
do not address sender-side channel access asymmetry, iwldgbroblem unigue to CSMA
networks. Another practical issue is that all these appresassume accurate SINR estimation
and as pointed out earlier (in section 1.3), accurately or@gsinterference in CSMA devices

is infeasible. Majority of existing CSMA-based network @amprovide an estimate of SINR,
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called Received Signal Strength Indicator (RSSI), whicbriy a measure of the cumulative
energy for a small duration (below A6) of the frame header. Thus, if there is more than
one simultaneous transmission at the receiver, RSSI i)+ Interference (1) rather than
S/I. This problem does not arise in CDMA cellular networkscsi each transmitter uses a

distinguishable code. In general, this limits the appliliigtof SINR-based mechanisms.

2.2.2 Mobile Ad-hoc Networks (MANETS)

TPC schemes for 802.11-based MANETSs have primarily foaissethree main issues: (a)
network topology control, (b) energy consumption saviragg] (c) spatial reuse.

In the first category [65—70], network topology is contrdlidarough TPC. The main idea
is to ensure certain topological properties while eithemimizing the energy consumption for
each node [65-68] or reducing interference [69, 70]. In,[68b centralized algorithms, CON-
NECT and BICONNECT-AUGMENT are proposed for static wirslegtworks with the objec-
tive of maintaining network connectivity at the lowest gbstransmit power levels. In addi-
tion to proving the optimality of these approaches, theanstalso propose two heuristic-based
distributed algorithms, LINT and LILT, that use neighbofamnmation collected by routing pro-
tocols so that their degree (number of one-hop neighbotx)uaded. In [66], a position-based,
distributed network-layer protocol is proposed with théecbve of minimizing energy while
maintaining connectivity. In [67], the authors proposengsilirectional information to main-
tain network connectivity, as opposed to location. In [@8§ effect of heterogeneous transmit
powers on energy consumption and end-to-end throughpuvéstigated. In [69], a greedy
algorithm is proposed and analyzed that aims to reducefénégrce while maintaining con-
nectivity. In [70], the authors first disprove the assumptibat interference is reduced as a
result of topology sparseness and then propose centrdlitel, LISE) and distributed algo-
rithms (LLISE) that are proven to minimize interference gmeserve connectivity. The main
drawbacks of these algorithms are that they do not deal wttrference issues at the MAC
layer ( [65] acknowledges that hidden node problems are aindlied, [67] assumes that these
issues are handled and [68] uses a contention-free MAC alattadsAloha MAC), thus not
addressing the hidden node and channel access asymmagsg.idgdoreover, they also do not
address the issue of multiple bit-rates. Finally, the degdbdity of approaches that depend on
GPS [66] or Angle-of-arrival (AOA) [67] or a seperate revechannel [68] is also limited.
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Kawadia and Kumar argue that power control should be a n&tlager function and de-
velop the COMPOW protocol [71] in which routing layer ageate used to converge to a
commonpower level for all nodes. Unfortunately, this approach wit be able to deal with
the inherent sender-side asymmetry that is present in melmgronments even when trans-
mitters use the same power level. The authors also realiadhtricting all transmitters to a
common power level is a conservative approach, especidignmodes are clustered [72, 73].
However, again the main drawbacks of these schemes ardéyativ not address both sender
and receiver-side asymmetry — the LOADPOW protocol is tHg one which may be able to
deal with receiver-side asymmetry through its use of RTS@&mes but this is also is the one
algorithm the authors do not to implement in a real system.

In the second category, TPC is applied on a per-packet lasésltice energy consumption
[74-77]. RTSICTS frames are exchanged at maximum poweevidTA and ACK frames
are sent at lower power levels. While these schemes achéeluetion in energy consumption
(relative to the 802.11 max. power approach), their besg-taroughput is comparable to that
of 802.11. Moreover, they do not address sender-side asymynme

In the third category, TPC is applied on a per-packet basind@ase spatial reuse [78—
81]. The schemes in [78-80] use a seperate control chanhebéalicast collision-avoidance
information. As pointed out in [81], the practicality of ngi a seperate control channel is
guestionable especially since (a) it is not backwards cdiiipaand (b) it requires nodes to
be equipped with two wireless cards. POWMAC [81] proposesettchange of MAC control
frames, on a per-packet basis, to determine the power levBIATA transmissions. Receivers
measure the average interference in their vicinity and raicgly decide to either allow or
deny a transmission request from the sender. All nodesdieally broadcast the maximum
interference they can tolerate so that senders in themitjiotan bound their transmit powers.
Another interesting feature is the use of an adjustable window between control and DATA
frames to allow for the scheduling of multiple concurreainsmissions. The main limitations

of this approach are that

e itassumes that wireless cards can measure the averaderieee power over timescales
of a few packet transmission&-0ms). To our knowledge, none of the cards available

in today’s market provide such a measure.

e it assumes that the receiver can accurately estimate thmehgain from each sender,



18

for which the path-loss propagation model is used. As we stitiw later, the pathloss
propagation model does not apply in indoor environmentdchvinakes estimation of

channel gain non-trivial.

e it requires protocol maodifications, which are not backwacdmpatible with existing

wireless cards.

Since spatial reuse in CSMA networks can also be obtained) asirrier-sense (CS) thresh-
old adjustment [82], Kim et. al. [1] address the relatiopshétween transmit power control,
CS threshold adjustment and spatial reuse. Specificafly, show that, in the case that achiev-
able channel rate follows Shannon capacity, spatial reeperdls only on the ratio of transmit
power and CS threshold. Additionally, they argue using eplamthat tuning transmit power
offers more control of SINR at the receiver than tuning C®¢hold. They also propose a dis-
tributed power and rate control algorithm that requires Siidedback from the receiver. The

main limitations of this algorithm are that

e it approximates interference at receiver through interiee measurement at the trans-
mitter. As pointed out earlier, measuring interferenceos-trivial in today’s real-world
WLANS.

e it assumes path-loss propagation, which does not applydimoinenvironments.

e it requires per-packet SINR feedback, which will not workiwiegacy devices.

e it does not address sender-side asymmetry.

Having reviewed power control approaches in all the relegategories in ad-hoc networks,
we now proceed to look at proposals in the WLAN domain.
2.2.3 |EEE 802.11 Infrastructure Networks (WLANS)

TPC schemes for WLANSs have generally focussed on improviagia reuse and/or reducing
energy consumption for hand-held devices.

In [83], a joint rate and power control algorithm is proposgeéth the objective of increasing
the battery-life of mobile terminals. Each transmissioprisceded by an RTS/CTS exchange
to mitigate hidden terminal issues while the optimum rate power is a function of the frame

size, the path loss and the frame retry counts. The main drelghof this algorithm are that



19

(a) since CTS is sent at max. power, spatial reuse is onlyggoite as good as that of vanilla
802.11, and (b) it does not address sender-side asymmetry.

In [33], the authors propose an algorithm to jointly tunensrait power and CS thresh-
old to prevent starvation due to sender-side asymmetryy plmpose maintaining fairness by
ensuring that the product of transmit power and CS thresisobdnstant — this implies that
transmitters using high transmit powers will also be the tnsessitive. Power control is per-
formedper cellby the AP depending on (a) the number of clients per cell, llanhoel gain of
the client with the worst channel conditions and (c) intét-Aterference. The main limitations

of this algorithm are that

e it approximates inter-AP interference using RSSI of fratmesrd from neighboring APs.
As we stated earlier, this is a crude measure of interfersmm® RSSI is more a mea-
sure of cumulative energy (S+I) rather than SINR. Moreotres, interference measure-
ment does not account for interference from transmitterssegtirames are above the CS

threshold but below the receive threshold.

e it assumes a very static setting with no mobility. The cogeece time of the algorithm
is reported to be 30 seconds, which clearly is too slow eveh miobility at walking

speeds.

e it is being conservative by setting the transmit power forell based on worst-case

channel conditions.
e it does not address receiver-side asymmetry.

Recently, Broustis et. al. [84] use experiments on an ind@#.11a mesh network to
confirm that power control can significantly improve thropghand fairness. They identify
three interference scenarios corresponding to overlgpipiks, disjoint links, and links that
are hidden from one another. Based on an exhaustive seapmwefr levels layered on top
of the SampleRate algorithm [46], they find that keeping RIS turned ON all the time, in
conjunction with power control, is detrimental to performaa. We leverage this result by using

an adaptive RTS/CTS mechanism for hidden node detection.
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2.2.4 CSMA Sensor Networks

Reducing energy consumption and increasing network fifetis the primary objective of
power control in sensor networks [85-91] although topologgtrol is also important.

In [87], an energy-efficient surveillance system consistifia group of cooperative sen-
sors to track moving vehicles, is described. As part of thdesn, although motes use a lower
transmission power to reduce the effect of asymmetric ablanthe primary focus is on power
management where the motes intelligently cycle betvsdeepandwakeupstates. Moreover,
lower transmit power is only used for specific synchronaatinessages while@mmortrans-
mit power is used by all the motes in the network for data ngEsaThis is the case for the
sensor system described in [89] as well.

The need for per-link power control is recognized by the arglof [86] via experiments on
an indoor sensor testbed. They proppsewer control with blacklisting (PCBL.)n which, each
node measures link quality, in terms of packet reception,réd each of its neighbors at max.
transmit power. All links with quality below thlink quality control thresholdare blacklisted.
The significant effect of environment and the time-varyiagune of link quality motivate [91]
to propose and evaluate thdaptive transmission power control (ATP&yorithm, the main
components of which include, an initial modelling phase aridedback-based runtime phase.
In the modelling phase, nodes exchange beacons at diffeeargmit power levels and build
a linear predictive model based on RSSI feedback from theghioors. In the runtime phase,
based on link quality feedback from the receiver, the trahpower is tuned to adapt to time-
varying channel conditions. Another empirical study of T8, 90] proposes a node-level
TPC algorithm that aims to keep the degree (humber of neightaf each node bounded.
This algorithm is then compared, for different traffic pate with a fixed TPC approach.
Similar node-level approaches that aim to maintain a bodingyree were proposed in [85]
and evaluated using simulations. Finally, a survey of linkl metwork-level approaches to
reduce energy consumption in sensor networks is carriethl03, 104].

The main issue with all these algorithms is that they do ndtesk the sender-side channel
access asymmetry issue. In some of these proposed apmd¢a@éheffects of hidden terminals
are mitigated using per-packet RTS/CTS, which is part o&#AC protocol [105]. In others,
such as ATPC [91], a TDMA MAC protocol is used for evaluatioddence performance in

the presence of hidden terminals is unclear at present.
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Figure 2.1: Example beams with different number of main $ofsedifferent angles.

In summary, solutions in other domains were not designe@abwlith the unique problems
associated with TPC in CSMA wireless networks, while ergstsolutions for these networks
do not address all the problems simultaneously or make gegma that do not hold in real
deployments. Table 2.1 provides a taxonomy of the relevaatad work and identifies these
drawbacks. Solutions having deployability constraints ttusignificant protocol modifications
or impractical assumptions such as the requirement of gganterference measurements, are
marked byx under ‘Deployability’. Solutions not realized in practiard hence not addressing
system-level challenges are marked hbyunder ‘Realization’. Remaining columns provide
information on the granularity of each solution, its obpjeet(reduced energy consumption or
increased capacity or both), and whether it addressesveecde interference, asymmetric

channel access, and jointly adapting bit-rate.

2.3 Directionality

The notion ofdirectionality corresponds to the ability of antennas to direct (beamf@meygy
in a desired direction, while suppressing the energy in @lelounwanted directions. The
footprint of the beam in the direction of maximum energy i®nftermed mainlobe. Increased
directionality results in improved average link SNR in thesided direction, which is referred
to as thebeamforminggain.

One way of achieving directionality is to use arrays of anteelements (referred to as
smart antennas) placed in circular, linear, rectangulatioer geometries. The signal sent to

each of the elements is weighted in both magnitude and phHse.specific set of weights
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applied to the antenna elements is responsible for the mateiation pattern that is created.

The antenna radiation pattern for Aielement array is given by,
A(l{}) = Qo expjkdo _|_a1 expjkdl L Ap_1 eijkdn*l

wherea,,, d,, correspond to the magnitude and phase of the weight applitet:’” antenna
element respectively. An illustration of several beamgrat that we generated, along with
the corresponding antenna element weights are provideditaEigure 2.1. lf is the average
received SNR at a client due to an omni-directional transimis then a beamformed transmis-
sion from anlV element array will result in a received SNR of at megti.e. the gain increases
by a factorn. However, there exists a tradeoff between the beamformangand the mainlobe
width. With increasing elements, the array gain increayes factor proportional to the num-
ber of elementsp. However, this is achieved by focusing energy in a thin lobwidth %’T
thereby decreasing the width with increasing elementsthEgyrsince practical beamforming
antennas cannot completely eliminate the energy radiateddesired directions, they do re-
sult in some spill-over of energy in the unwanted directjansich are referred to as side-lobes.
These side-lobes also increase with thinner main lobes.

In terms of related work, smart antennas are an integralgbamiost future wireless stan-
dards (WiIMAX [106], LTE [107], 802.15.3c [108], etc.). Befomming (directionality) is one
of the core features adopted by operators to meet the higlrapefficiency requirement of fu-
ture mobile applications. While several of the future wasd standards advocate the concept of
directionality, they deal predominantly with protocoluss and do not consider algorithms or
systems that instantiate the core mechanisms. The algarigie left open for implementation
and innovation by individual vendors. Further, the bulki@ imechanisms and sophistication in
today'’s cellular networks is downlink-oriented. It mustrmded that the directionality-diversity
tradeoff explored in this work is uplink-specific, where tieeeivers (BS or AP) can collabo-
rate unlike the case of mobile clients on the downlink. Whb growing demand for uplink
bandwidth, we believe that the identified tradeoff and th@ppsed solutions will be equally
applicable to other wireless broadband technologies ds wel

Apart from the standards, the recent work most relevant tostudy is Mobisteer [109],
which looks at directionality in isolation. Mobisteer attpts to improve the uplink perfor-
mance by forming a beam directed at a single receiver. Sewedium access control solutions

also have been designed using directional antennas in-hugtivireless networks [110, 111].
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However, all these works either focus on just one facet ofaitity-robustness tradeoff or

address complementary issues related to directionality.

2.4 Diversity

While directionality helps improve the average link SNRddtes not alleviate the pitfalls of

variance in SNR, or deep fades, resulting in channel outagdsconsequent packet errors.
Diversity is a mechanism that tackles such deep fades. Siiyaronstitutes the idea of lever-

aging the broadcast nature of the wireless medium to retleéveransmitted signal at multiple

receivers and exploit the statistical independence betwlee channel paths to the different
receivers to successfully decode the packet. Essentidttymultiple observations of the same
signal, the probability that all of the independent patlisfenultaneously reduces significantly,

thereby alleviating channel outages and packet errors.

While diversity-combining can be considered at multiplgela - bit, symbol, packet, etc.,
we focus on packet-level diversity that is amenable to imgletation using off-the-shelf equip-
ment, and is also shown to provide a large fraction of the fitsrad diversity in CSMA wireless
networks [112]. Ifp; is the packet error rate (PER) at a receikghen the PER after diversity
combining reduces tp[,.; p;, whereL is the set of receivers involved in diversity combining.
Thus, it can be seen that the resulting diversity gain is niéget on the number of receivers
involved, which in turn depends on the broadcast natureapfkmissions.

When the average SNR on a link is improved through beamfanitineduces the broadcast
nature of transmissions, thereby limiting its ability tedeage diversity combining to reduce
PER, and vice versa. Consequently, there exists a fundaimeatieoff between using the
available elements at a transmitter for directionality aiabrsity. This tradeoff maps to the
more general agility-robustness tradeoff — using an onmeietional transmitter and leverag-
ing full diversity across base stations is the most robuibophowever, more agile solutions
that leverage the available beamforming gains have a hligedihood of maximizing network
capacity. Thus, solutions that can strike directionatityersity tradeoff effectively are of value.
We explore this tradeoff analytically in Chapter 3.7, andalibbe a framework designed around
effectively striking this tradeoff in Chapter 5.

With respect to prior work, the concept of diversity is noine- it is already being used in

CDMA cellular networks (and is part of future standards ak)wellowing the work of Viterbi
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et al in [113], where the performance of the cell-edge usemiproved by allowing them to
receive simultaneously from adjoining base stations.

Solutions in the WiFi domain [93, 114-116] utilimgportunistic receptiomf packets due
to omni-directional transmissions in order to mask-off kggdoss at any individual receiver
due to SNR fluctuations. However, none of the above worksoegpthe issues involved in
combining diversity and directionality. Tao et al. [117]dress this issue to some extent in
an ad hoc network setting, and conclude that diversity arettibnality have conflicting pa-
rameter settings and further exploration is required toriporate both approaches. They also
focus on a complementary issue of developing a MAC protaz@nable nodes in an ad hoc
network leverage directionality and diversity together.cbntrast, this dissertation addresses
the tradeoff by devising the system support and run-timetatian required for choosing the

beams, receivers and bit-rate jointly in a highly mobileisotvment.

2.5 Mitigating the Effects of Vehicular Mobility

Recently, a number of research efforts have focused orréliffespects of improving connec-
tivity to moving vehicles. Bychkovsky et al. [118] study thessibility of using organic WiFi

deployments for providing network connectivity to movinghicles. They investigate the ef-
fectiveness of a caching technique to reduce the overhelitlaafdress acquisition. The work
also focuses on uploads rather than downloads to cars. @itt[@tl9] discuss an architecture
and protocol to make applications disconnection-toleniaintaining application sessions
despite connectivity interruptions. System support fat ssociation to APs and optimiza-
tions at the TCP level to improve throughput for moving védsds discussed by Eriksson et al
in [120]. Rodriguez et al [121] introduce a wireless mulbialed device (MAR) for moving ve-

hicles that dynamically aggregates channels (and henaiidiin) across several technologies
to meet the bandwidth requirements of moving users. Deltatiedies on the factors affecting
connectivity to moving vehicles is performed by Hadalleakin [122], where they conclude

that lack of environmental awareness is the fundamentagnlyidg cause of several problems.
Our exploration in this work is complementary to the abovprapches and could hence be
integrated. Further, our location-based beam and bitselection algorithm instantiates envi-
ronmental (location) awareness into the adaptation psptle benefits of which have already

been demonstrated in several other works [109, 123-125].



Domain Solution Granularity | Realization | Deployability Objective Rate Channel Access Hidden
Energy| Capacity | Adaptation Asymm. Nodes
[Sheth02] [95, 96] Per-link Vv Vv Vv Vv NG X X
MiSer [97] Per-link X Vv V4 X Vv X V4
[Qiao03] [83] Per-link X Vv Vv X Vv X Vv
WLANSs PARF, PERF [30] Per-link v Vv X Vv Vv X X
[Chevillat05] [98] Per-link X v VA VA Vv X X
Contour [99] Per-link i x P Vi Vv X Vv X
[Mhatre07] [33] Per-cell Vv Ve X v X v X
LINT, LILT [65] Per-node Vv Vv Va Va X X X
ConeBased [67], Per-node X x d Vi X X X
Wireless R&M [66]
Ad-hoc LLISE [70] Per-node X X VA VA X X X
Networks PCMA [79] Per-link X X X V4 X X V4
BASIC, PCM [76] Per-link X Vv Vv X X X Vv
PCDC [80] Per-link X X VA VA X X VA
POWMAC [81] Per-link X x € V4 V4 X X V4
SHUSH [100] Per-link x x f Vv Vv x Vv Vv
PRC [1] Per-link X X VA V4 Vv X X
TACP [101] Per-link X X v v X V4 v
CONNECT, [65] Per-cell Vv x 9 V4 V4 X X X
BICONN-
AUGMENT
COMPOW [71] Per-cell v v X VA X
LIFE, LISE [70] Per-cell X xn Vv Vv X X
Wireless LMA, LMN [85] Per-node X v VA X X X X
Sensor [Son04] [86] Per-link Vv Vv X X X X V4
Networks [Jeong05] [88, 90] Per-node v v v X X X X
ATPC [91] Per-link v/ v/ 4 X v/ X X
CDMA [Foschini93] [54] Per-link X VA X V4 Vv X V4
Cellular [Saraydar01] [58] Per-link X Vv V4 V4 Vv X V4
Networks [Hande08] [94] Per-link X v X VA v X VA
[zander92] [53, 102] Per-cell X xJ X Vi Vi X Vi
UBPC [62] Per-cell X xK X Vv Vi X Vv
[Chiang04] [60] Per-cell X Vv v v Vv X v

#Rcvr. tracks avg. RSSI

PRequires tight time sync.

‘Frame format change

dRequire GPS or precise Angle-of-arrival measurements
®Protocol change

fProtocol change

9Centralized solutions

"Centralized solutions

'Requires accurate interference measurement

IUnclear whether proposed solutions will work in indoor eoximents

kCentralized solution

Table 2.1: Taxonomy of existing transmit power control aitpons in WLANS, ad hoc networks, sensor networks and CDMWutze networks.

G¢
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Chapter 3

The Resource Parameter Adaptation Challenge

In this chapter, using an extensive set of experiments, wes shat existing approaches for
adapting bit-rate, transmit power, and directionalityCiBMA wireless networks, fail to strike
the agility-robustness tradeoff effectively.

With bit-rate, the most robust choice would be the lowestdlié as it has the maximum
FEC. However, this choice would also result in the lowestraldghroughput. For bit-rate
adaptation, the agility-robustness tradeoff maps to usiechighest bit-rate possible without
compromising on robustness. Similarly, with transmit pgviee maximum value permitted
by the regulatory bodies (e.g. FCC), which is frequencyedelent, would be the most robust
choice for any single link. However, this would also redugpartunities for spatial reuse
and increase energy consumption. Striking the agilityusttess tradeoff for dynamic transmit
power control maps to using the lowest transmit power legskjble without reducing the link
throughput. Finally, to counter fast fading and shadowihgedicular speeds, with regards
to directionality, the most robust choice would be to use rmmmiedirectional transmitter and
leverage base station diversity [93]. However, this inseglink robustness would come at
the cost of reduced reduced link and network throughput.nBseiasing the average link SNR,
a directional transmitter would allow the usage of higharaies, and hence achieve higher
link throughput. At the same time, by reducing the spatiatfaint of transmissions, it would
allow for increased spatial reuse, thereby increasing ertthroughput. For directionality, the
agility-robustness tradeoff maps directly to the diraudility-diversity tradeoff that we explore
in this work.

In this chapter, we primarily focus on the need for resourm@meter adaptation to be ag-
ile and robust to interference and mobility. With bit-ratee first demonstrate how existing
bit-rate adaptation approaches fail to differentiate leetvpacket losses caused by interfer-
ence, and those caused by channel degradation. We thendodusy approaches are either

robust to mobility or agile but not both. For adaptive traitgmower control, we identify the



27

different cases of link asymmetry that can be introducedhavit interference-awareness, dis-
cuss its interaction with bit-rate adaptation, and addagglity-related issues to mobility. For
directionality, we analytically explore the tradeoff betwn directionality and diversity, while
identifying several parameters of importance—such asabd; link SNR, packet error rate,
beam width, number of receivers covered for a given beanwvitd number of antenna ele-
ments on the client—that guide the design of our solution m@er 5. We begin by stating

our assumptions.

3.1 Assumptions

We make the following assumptions in our work:

e The distributed network architecture of today’s CSMA wésd networks is here to stay.
This distributed architecture is an important factor theguits in the requirement for
parameter adaptation techniques to be distributed. Asatitisitecture has seen little
change even in next generation WiFi standards (such IEEEL8QY, we expect this

assumption to hold at least in the near future.
e Throughput or network capacity maximization is importartd majority of applications.

e With regards to the effect of dynamic transmit power contmlenergy consumption,
future hardware and protocol improvements will reduce dihefime power consumption
of wireless network interfaces. We also expect technologgrovements to reduce the
power consumed by the other components of a mobile deviah (88 the processor,

graphics display, etc.) [126].

3.2 Bit-Rate: Agility and Robustness to Interference

Our analysis begins by comparing existing state-of-theate adaptation algorithms by how
well they maximize performance under increased co-chantesfference. This is followed by

an analysis of how they adapt to user mobility.

3.2.1 Effect of Node Density: MAC collisions

A frame collision occurs if two simultaneously transmittedmes interfere at the receiver, so

that frames are lost. To avoid collisions, the IEEE 802.trifliuted coordination function
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(DCF) employs a CSMA/CA mechanism [15]. Carrier sensinggmés transmissions that start
while another transmission is in progress. A random baakef€hanism is used to reduce the
probability of two stations simultaneously starting a siaission. Specifically, on detecting the
wireless medium to be idle for a DCF interframe space (DIRSation, each station initializes
a counter to a random number selected uniformly from theniatgd0, CWetransmissiojt1]
and starts counting down.

Time is slotted and the countdown halts when the medium besdmsy, resuming only
after the medium is idle again for a period DIFS. Given it ldaiplex nature, 802.11 trans-
mitters require the receiver to send an acknowledgment (Aa@ter a short interframe space
(SIFS) duration. The absence of an ACK is interpreted asl&iool, following which, CW is
doubled (until a maximum value @Wmax and the process repeated. CW is reset to its mini-
mum value CWmin(16 for 802.11a and 32 for 802.11b) after successful trassons, as well
as when the maximum retry limit is reached. Note that, for MBAECA MAC, simultaneous
transmission of frames can occur either because the twese(a) happen to select the same

time slot for transmission or (b) cannot hear each otheaissimissions (hidden terminals).

3.2.2 Discussion: expected performance

In the absence of hidden terminals, the probability that hedes select the same time slot
increases with the number of stations and the load on theonkefd27], since nodes reset their
contention window tadCWminafter every successful transmission. This increase insgm-
based packet errors leads the auto rate fallback (ARF)idigorto unnecessarily decrease
bitrates as observed in [128], even though the interferdérara collisions is usually strong
enough to prevent decoding even at the lowest rate. Moretnagrsmissions at lower rate
consume more time, decreasing the overall network thrautdh@9]. This anomaly occurs due
to bit-rate diversity — hosts using lower bit-rates limietthroughput of hosts using higher bit-
rates. These shortcomings are addressed in the design @btlison-Aware Rate Adaptation
Algorithm [130] based on ARF, which uses RTS packets to ptbbestate of the channel—the
loss of an RTS frame is interpreted as a collision loss rdti@r being due to low SNR. To avoid
the overhead, the sender invokes the RTS/CTS exchangeftenla®ATA frame transmission

failure at the current bit-rate. If an ACK is not receivedtéafan RTS/CTS exchange), the
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Figure 3.1: ORBIT testbed setup

algorithm interprets this event as being due to poor chacmaditions and drops the bit rate.

For throughput-based algorithms, one might expect thatdliesion probability remains
independent of the rate choice and that the collisions shcacel each other out when com-
paring different rates. Based on this assumption, theswitighs should be resilient to con-
gestion. SNR-based algorithms are expected to perforrmaflyi in congested environments.
However, it is unclear whether the RSSI provided by a majaft802.11 implementations
reflects the SNR or the Signal-to-Interference-and-Naisie (SINR).

Overall, the collision resiliency of many of the above-nieméd rate adaptation techniques
(apart from ARF) remains, to our knowledge, experimentatgxplored. This motivates our

experimental study of these algorithms in a controlledhdgnsity setting.

3.2.3 Experiment Design

The experimental setup primarily consisted of infrasuiteWVLANS emulated on a large-scale
indoor testbed. This section describes the testbed setipiarmethodology in detail.
Controlled, large-scale testbed setupOur study is based on systematic experiments on
a preliminary version of the ORBIT indoor testbed [131]. Shéstbed consists of 64 nodes
(standard Linux PCs), each of which is equipped with two kse 802.11a/b/g interfaces.
Half of these nodes use the Atheros 5212 chipset-basedesér&l|ICs and the remaining use
Intel 2915 chipset-based wireless NICs. The nodes aregla@two-dimensional rectangular
grid separated by 1-meter distance (see Figure 3.1) anchtbaras are mounted on the sides

in 135 and 215 degree positions (viewed from the top). Thibéelsnodes run Linux and we

1The authors also present an enhancement using the Clean€hsssessment (CCA) feature of 802.11 — if
the channel is not idle immediately after the reception oPaM®frame for SIFS period, itis interpreted as a frame
collision. However, this functionality will be difficult tonplement without requiring firmware changes for current
wireless NICs.
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Figure 3.2: Single link (no collision) mean packet erroerfibm each sender node to the AP
at 54 Mbps (across five six-minute experimental runs.

utilize only those nodes with Atheros chipset-based wa®INICs. Several features of this
platform facilitate our research on rate adaptation. Fsisice the rate adaptation mechanisms
are implemented in the open-source MadWiFi driver [45]hgathan in the firmware), we can
develop new algorithms and modify existing ones. Secondyfftgading most of the MAC
protocol processing to the node’s CPU, these cards are npem to protocol modifications.
MadWiFi allows for the configuration of a number of MAC paréers, including the trans-
mission rate, on a per-frame basis. Third, the platform ioles/a controlled and repeatable
environment, where surrounding objects are stationaryel@hg in the walls of the room,
housing this testbed, limit the effect that outside intexfice could have on experimental re-
sults. Also, we are not aware of any other adjacent 802.iank$ operating in the 5GHz
band (confirmed using an additional sniffer to ensure thabamkground traffic exists on the
channel in question).

In addition, we have instrumented the MadWiFi driver to mfhoth successful and failed
transmissions at the sender, as well as successful framgti@t at the receiver (every 100ms).
Given a constant packet size this allows for goodput calicuia. The driver was also modi-
fied to report the source MAC address, RSSI, bit-rate andweaedtimestamp (microsecond
resolution) for each successfully received frame.

Target environment and node calibration: We focus on an infrastructure-based 802.11a
system in which, all nodes are within communication rangeafh other emulating future
very high density deployments. We vary the number of clidrimm 2 up to 20 (we could
not use the remaining 11 Atheros-based nodes due to hardsgares). To characterize the

radio links, we rely on single-link received signal strdngidicator (RSSI) values and packet
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error rate (PER). RSSI is an estimate of the signal enerdyeateiceiver and is reported by all
commodity wireless NICs on proprietary scales (Atherogsaeport RSSl in dB relative to the
noise floor). In our setup, RSSI measurements serve to appaitx “true” SNR values, which
would require a calibrated comparison with an accurate R&Esomement device. In essence,
they represent SNR as measured by actual 802.11 radios #wadight our results may not
apply to future radios with improved measurement accunaeybhelieve that our findings have
significant implications with regard to practical mechamswhich must depend on similar
measurements in real deployments. From our single-linlegxgents, we observe that link
RSSI values (not shown here due to space constraints) ratgedn approximately 30 and 60,
which translates to an SNR of -65dBm to -35dBm (assumingtaohsoise floor of -95dBm),
indicating good to excellent connectivity [132]. Figur@ &onfirms that all links support the
highest bitrate (54Mbps) with near-zero packet error riatéhe absence of contentiof).

Note that, although our experiments use a single AP, weumetigat our results serve to
highlight the significant issues, related to rate adaptaiio congested environments. We be-
lieve that the same issues will assume significance in n&saoonsisting of multiple APs on
the same channel, albeit with fewer clients per AP (for e@né wireless networks with 3-4
clients per AP).

Network traffic and candidate rate adaptation techniques:In our experiments, clients
generate constant bit-rate UDP traffic (using the ORBITfitrafenerator [133]) to emulate
streaming media applications. Further, recent IETF measent studies [134], which show
that highly congested environments represent realiséoa@os, motivate our study of these
algorithms under network saturation. Other advantagesisfapproach are that it enables
comparisons with prior theoretical work [127] and providas estimation of the worst-case
performance.

We carry out multiple runs of each experiment, and the reqritsented are the average

Note that we do not use the nodes with poor PER (due to degeiiiCs).

Parameter Default Setting
Mode 802.11a
Channel 36

Transmit Powerl 18 dbm
Packet Size 1350 bytes

Table 3.1: Default configuration parameters
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over all runs. We empirically choose the experiment duratiso as to provide low variance
in results. We also vary the packet size in our experimentge 0 space constraints, we only
present the results with 1350-byte packets in this papeiteddrotherwise specified, for the
results presented in this paper, the default configuratimarpeters are specified in table 3.1.
We evaluate and compare ONOE [45], SampleRate [46], andnPav Choi’s algorithm

[50] as representatives of the packet-error-, throughpnd SNR-based categories. We attempt
to measure the performance of CARA [130] by approximatiadpéhavior using a combination
of ONOE, which is similar to ARF [43], with RTS/CTS enabled &l frames. We also report
results for SampleRate with RTS/CTS enabled, since thiigumation can serve as an indicator
of how throughput-based approaches, in conjunction witBRTS, will perform. Note that we
use vanilla versions of SampleRate and ONOE and implememnPand Choi's RSSI-based
algorithm. We believe that these selected algorithms pgeoai good sample of representative

designs in literature.

3.2.4 Experiment Results and Analysis

We begin by comparing the rate adaptation algorithms by hell/tiwey maximize cumulative
throughput under congestion.

Cumulative Throughput: Figure 3.3(b) shows an experimental comparison of the rate
adaptation algorithms in the access point scenario, witkeal fiate of 54 Mbps (i.e., deacti-
vated rate adaptation). For reference, Figure 3.3(a) @pits analytical saturation throughput
curves for the same scenario, obtained using Bianchi’s tj@88] with 802.11a parameters.
These curves assume fixed (no adaptation) PHY rates anaipasgtiaceful degradation in cu-
mulative throughput. The analytical results show about td#éftiction in throughput when the
number of transmitting nodes increases from 2 to 20. Therampeatal results for fixed rate
(deactivated rate adaptation) closely track this perfoirea While deactivated rate adaptation
cannot represent a useful approach in general, it illlesrttat the basic MAC protocol scales
as expected.

With both ONOE and SampleRate, the cumulative throughmpgiwith an increase in the
number of transmitters. As the number of transmitting nddeseases from 2 to 20 nodes,
the throughput falls by more than half, compared to a dropes$ ithan 15% corresponding
to the single bitrate analytical results. SampleRate perdcslightly better than ONOE when
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Figure 3.3: Comparison of theoretical and empirical thigud.

the network size approaches 20 nodes, whereas, ONOE nmmairstdiigher throughput when
the number of users is between 6 to 16 nodes. Given that tmage/érame transmission time
would be minimal at the highest bit-rate, even in congestadrenments, we would expect
SampleRate to perform much better.

RSSI-based rate adaptation appears resistant to cofliaimhshows excellent performance,
in terms of cumulative throughput.

Note that ONOE shows significant throughput improvementwR&S/CTS is enabled.
Additionally, RTS/CTS benefits SampleRate as well, with alative throughput approaching
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Figure 3.4: Throughput fairness characteristics of rasgptation algorithms from an experi-
mental run. We observed similar trends across multiple afitisis experiment.

the performance of fixed rate. For both algorithms, the thhguit improvements can be ex-
plained, in part, by the smaller time spent in collision®tigh the use of RTS (which is smaller
than the frame header for 802.11 DATA frames), even thoughsgent at the lowest bit-rate.
More significantly, this implies that the reduced time spemollisions outweighs the overhead
of using the RTS/CTS exchange in such environments.

In summary, we observed improved throughput for RSSI-baskpbtation and through
the use of RTS/CTS. We also notice lower than expected thiutgfor SampleRate. Since
throughput gains can be easily achieved at the expenserogéai, let us now look at the

throughput fairness characteristics of these algorithms.

Table 3.2: Fairness comparison for the 20-sender case. M&h8td. Dev. in JFl across 5 runs
is reported.

Rate adaptation scheme Avg. JFI | Std. Dev. in JFI

ONOE 0.822 0.032
SampleRate 0.819 0.024
Fixed Rate (54Mbps) 0.917 0.027
ONOE w/ RTS/CTS 0.491 0.020

SampleRate w/ RTS/CTS 0.709 0.034
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Figure 3.5: Mean packet error rate (PER) from each sendidg tmthe AP when the network
is saturated (across five six-minute experimental runs).

Fairness: Table 3.2 reports the mean and std. dev. in Jain’s fairneexi@JFl) [136}
for the RTS/CTS-based approaches with that for ONOE, SdRade and fixed rate for the
standard 20 sender experiment. ONOE with RTS/CTS adaptatands out with the low-
est fairness index. To analyze fairness in more detail, dg®.4(a) through 3.4(e) compare
the throughput distribution across senders for each of ljaithms. Fixed rate shows slight
imbalances that, as we will see, is due to the physical lagptuce (PLC) effect.

The presence of PLC is illustrated in the PER imbalancesrebdan a 26 node setup in
Figure 3.5 (we also confirmed PLC by looking at packet traces fmultiple sniffers). PER
for each link in saturation ranges from approximately 50%9Q@&6. Since all other parameters
in this experiment were the same as that for Figure 3.2, weattdbute these PERSs solely to
collisions. Note that the PER of nodes with lower RSSI (re¢ato the stronger sender) at the
access point tends to be higher, a typical result under PLC.

SampleRate and ONOE both show more pronounced throughpatioas, most likely be-
cause rate diversity increases the probability of captarsh@wn in the previous subsection.
SampleRate with RTS/CTS shows significant throughput iarii@s also reflected by its rel-
atively low Jain fairness index. ONOE with RTS/CTS clearhpws the largest throughput
imbalances. A closer inspection of the packet error tratdisd experiments involving ONOE

with RTS/CTS reveals that for a majority of senders, PER wghdn than 10% (ONOE’s

08 xi)2

nxz—m; wherez; is the individual flow throughput and n is the total

number of flows. An index value equal to one is considered tpdvéectly fair.

3The index, F, is calculated @& =
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Figure 3.6: Rate vs time for rate adaptation algorithms feonexperimental run. Transmission
rate for both SampleRate and ONOE decreases with the addifioodes with SampleRate
showing higher variance.

threshold for rate increase) and below 50% (threshold fiar decrease). This indicates that
significant DATA frame losses occur even though the chamsmelserved and links are not SNR-
limited. To investigate this anomaly, we carried out siFgi& measurements, with and without
RTS, and observed that the PER, unexpectedly, shows avecilatirease of approximately 4%
when RTS/CTS is enabled. We speculate that this indicatéacamnrect implementation of
this mechanism on Atheros 5212 NICs (also discovered by][@B®ifferent hardware) and
we hypothesize that the throughput gains will be higher wittre accurate implementations.
In addition, the observed fairness reductions may be alasechby this issue. We plan to
investigate this issue further as part of our future work.

The surprisingly low throughput of SampleRate motivatesouok more closely at the
bit-rate choices of the individual algorithms.

Bit-rate choices: Figure 3.6 depicts transmission rate changes over timerferaf the
senders. Note that in this 80 second experiment, all 20 sestiet simultaneously. The bit-rate

(obtained from the PLCP header) for each received packeggeld at the access point—each
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dot in the plot represents one packet. The results show tR&Estarts off at its default initial
rate of 36Mbps and steadily decreases the bitrate untihittres 6Mbps. SampleRate shows a
similar trend even though it is not as pronounced becauselgfogithm tends to change rates
more frequently. For example, around 30s into the experipteEansmissions occur at nearly
all the rates between 12 and 54Mbps. This confirms, howevat,poor bitrate decisions are
also the cause for the reduced throughput obtained with &tate.

In comparison, RSSI-based adaptation shows nearly padéztichoices, with all nodes
choosing high bitrates. This indicates that RSSI-basegtatian is not affected by collisions.
ONOE with RTS/CTS remains at 36Mbps for the entire experim&his is contrary to what
we expect — the use of higher bit-rates by transmitters,igeavonly DATA frame losses are
taken into account (while calculating PER). However, astinard before, we do see DATA
frame losses, even when RTS is turned ON. SampleRate witlGRITSSshows bit-rate fluc-
tuations, but critically, we can see that it is more pronediec the higher bit-rates (48Mbps
and 54Mbps). We believe that more accurate bit-rate ch@oeshe primary reason for the
difference in cumulative throughput gains between ONOESemipleRate, when RTS/CTS is
enabled. The adaptation stability of both algorithms isiicantly improved with RTS/CTS,
nevertheless, SampleRate still lacks stability due to aateh in the number of measurement
samples. We highlight some of the more interesting perfageadetails characterizing the
selected rate adaptation algorithms in the sections tliawnfo

SampleRate with, and without, RTS/CTS:SampleRate’s rate decisions compare the ex-
pected transmission time of different rates relative toheather. One might expect, based
on arguments offered in section , that this algorithm islieadi in high collision environ-
ments. Surprisingly, SampleRate’s performance degraithsnereasing node density, similar

to ONOE. We identified two reasons:

1. In highly congested environments, few samples (packetshode are available to accu-

rately estimate the transmission time.

2. Due to the PLC effect [138], some nodes can decrease thiisian probability by

decreasing their rate while maximizing their individuaiaghput.

The frequent rate changes observed in Fig. 3.6 support hieadlgorithm bases its rate
choice on too few samples. To confirm that nodes can maxirhimeigghput by lowering rates

even on the high SNR channels in our setup, Figure 3.7(a)stwwoodput for different rate
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Figure 3.7: Performance in the presence of Physical Layptuta (PLC).

choices for a station that is closer to the access point apamd to the other 10 competing
stations. The competing stations use a fixed rate of 54 Mbgdlenaverage RSSI observed
by the access point for the close and far stations are 60 ancedfectively. Evidently, the
closer station obtains maximum throughput while operabegveen 18Mbps and 36Mbps.
We can explain this result with a capture probability thapetels on the bit rate choice of
the stronger sender—capture becomes more likely when ithiegetr sender reduces its rate.
Each capturing transmission in turn causes the capturidg twreset its contention window to
CW.nin While the other colliding nodes double their current cotitenwindows. This leads to
a larger number of transmission opportunities for the aapgunode, at the expense of reduced
transmission opportunities for the other nodes, as showdigire 3.7(b). In effect, the station
sacrifices total network throughput for a small gain in indipal throughput. While Tan and
Guttag [139] have noted the existence of such inefficienilibga through simulations of
mobile nodes under a Rayleigh fast fading model, thesetseshbw that these inefficiencies
also exist in relatively stationary multiple-client sieghiccess point scenarios.

To further validate this hypothesis, Figure 3.8(a) tralesldhe observed packet error rates
into the expected packet transmission time, on which SaRgtebases its rate decisforin-

deed, the minimal expected transmission time for the saoegnder occurs at 36Mbps. This

“The theoretical curve derivation is outlined in [48].
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explains why stations choose lower rates. Moreover, tHerdifices in expected packet trans-
mission times between the rates of 18Mbps to 54Mbps are skl explains the oscilla-
tory behavior in Figure 3.6. As mentioned earlier, SampteRdth RTS/CTS selects higher
bit-rates with greater frequency and shows correspondiogease in cumulative throughput
(relative to when RTS is disabled).

ONOE with, and without, RTS/CTS: Auto rate fallback is known to lead to degraded
performance with less than 10 senders. Since vanilla ONGE& lzses its rate decisions on
packet errors, one might expect similar performance. austthe cumulative throughput with
ONOE remains more stable until a significant reduction cceuth 18 active senders. The
exact number of senders tolerated is, however, very semgii the detailed algorithm con-
figuration. When the multi-rate retry (MRR) feature in Atbercards is enabled, throughput
collapse occurs with just 10 senders as depicted in Fig)3. Since this mechanism is
configured to pick lower rates for retransmissions, we hygsize that the pathological effects
of collision on packet-error-based adaptation are amglifig MRR. All ONOE results in this
paper were obtained with MRR disabled.

Results from ONOE with RTS/CTS indicate that the perforneant packet-error-based
adaptation can be stabilized through channel reservataangroposed in CARA [130]. Here,
ONOE is modified to only consider packets that did not conteitd other stations (e.g., the
data frame following a CTS), thus avoiding unnecessary datzeases (due to RTS losses).
However, as mentioned before, ONOE does not increase tiratbjtas would be expected

when RTS/CTS is used, in near-perfect channel conditidedyldue to implementation issues.
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Now that we have looked at the performance of ONOE, Sampée®ad RTS/CTS-based

rate adaptation in detail, we proceed to highlight sometjmaldmplementation issues.

3.2.5 Implementation Experiences

In this section, we first discuss precision issues assabvaith the reporting of SNR in existing
wireless NICs. This is followed by a discussion on how the a6&®TS/CTS enables the
accurate estimation of channel quality.

RSSI-based rate adaptation: From the comparative evaluation, RSSI-based algorithms
proved to be more resistant to collisions in a congestedssiterHowever, given that the RSSI
thresholds for all rates lie in a small interval of the tot&8 &R measurement range, there is a low
margin of error w.r.t. comparison with thresholds to inseéor decrease) the bit-rate. Hence,
we expect that these algorithms will fail to perform optitpah SNR-limited environments.

Table 3.3 lists the RSSI threshold values for which the framer rate (FER) approaches
1.0 for any of the 802.11a rates. We measured these threshgldlacing an (additive white
gaussian noise) AWGN source [131] near the receiver, fixiegsender’s bit-rate and steadily
increasing noise power until the receiver did not decodefamyes. The RSSI values for the
frames decoded last were noted as the approximate RSShdokaes These thresholds are spe-
cific to the Atheros 5212 card because the absolute intatpetof RSSI values is not defined
in the standard. However, for convenience, many manufactwrse a similar scale where each
step in RSSI signals an increase of approximately one dBgmasistrength. According to
simulations of the modulation schemes, they cover a ran@® @B [140]. Thus, we would
expect the thresholds to lie within an interval of 20 RSSuealin most implementations. With
thresholds compressed into such small intervals, sliglasarement errors might have a large
effect on RSSI-based rate adaptation. To make RSSI useéupemary indicator for rate se-
lection, wireless NIC’s should provide more fine-grainedSRBeasurement differentiation in
the range relevant to bitrate selection. In addition, prok® for exchanging receiver RSSI in-
formation must be defined to allow a pure RSSI-based appreaabpposed to Pavon’s hybrid

RSSl/frame-error-based algorithm.

Table 3.3: RSSI thresholds for 802.11a PHY bit-rates
Rate(Mbps) |6 9 12 18 24 36 48 54

RSSI Threshold 9 10 11 12 13 15 19 23
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RTS/CTS-based rate adaptation:in congested environments, both SampleRate and ONOE
make rate adaptation decisions based on “collision-tdinteeasurements obtained during a
fixed time interval (ONOE uses frame retry measurements antpfRate measures average
frame transmission time). Measurements are tainted saté)crease in congestion results
in a reduction in the number of available samples and simettasly, these samples are more
likely to be “affected” by collisions. For ONOE, the numbédfimame retry and success samples
that are available to infer PER will be lower, thereby affegtthe accuracy of PER estimation.
SampleRate will also suffer from the same issue — reductidhé number of samples, which
in turn, will affect accuracy in estimating the average featmansmission time.

The use of RTS/CTS ensures that the rate adaptation deciienmade solely on measure-
ments not tainted by collisions (provided RTS transmis&onors are not taken into account).
Both, packet error-based mechanisms (as proposed by CAR®)[and throughput-based
mechanisms infer channel quality on DATA frames. Thus, tiadyibit a stable behavior with
an increase in the number of nodes. However, in practice bserged reduced gains due to the
likely implementation issues with RTS/CTS, which resuftsDATA frame losses even when
the channel is reserved and not SNR-limited.

An alternative to RTS/CTS-based collision detection idelsithgpassive estimatioof PER
due to collisions [141]. However, although the proposed RE®mation technique appears
promising, it is yet to be experimentally evaluated. Moepthe proposed technique requires
precise information regarding CSMA/CA slot usage at eadbHBO02.11 transmitter and this
information, to our knowledge, is not exposed by the majarftexisting open-source device
drivers. Similarly, the dynamic tuning of MAC contention ndiows based on achieving a
balance between the time spent in collisions and the timatspeiting in idle slots [142]
requires a number of changes to the MAC, which may not be Iplessi implement on existing

wireless NICs.

3.3 Bit-Rate: Agility and Robustness to Mobility

User mobility introduces additional requirements in therfaf responsiveness and stability.
In this section, we analyze the performance of SampleRat&kR&AA[47] to demonstrate the

need for enhancements to improve convergence and robssthasacteristics.
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Figure 3.8: Convergence characteristics of RRAA.

3.3.1 Discussion: expected performance

In wireless networks with user mobility, a rate adaptatitgoathm should satisfy two char-
acteristics: (1) it should react to changing channel caomt due to mobility, (2) it should
be able to differentiate mobility-induced channel chanfgesh other reasons for poor perfor-
mance such as hidden terminals. To address the second tehistas; it is important for the
rate adaptation algorithm to converge to a particular ratessto reduce false positives.

With regards to the first characteristic, Wong et. al. [4&ehshown through coarse-grained
metrics (end-to-end throughput) that RRAA is more respandian SampleRate. We expect
that to be the case due to the faster rate of adaptation in R&AZompared to SampleRate.
With regards to convergence and stability, one may expasgdbon results reported in [47] that
RRAA is able to converge to the optimal rate. However, thé kaican explicit convergence

mechanism in this algorithm does raise questions.

Algorithm 1 RRAA

if (loss > HT}) then
k — nextlower_rate
else if(loss < LTy) then
k — nexthigherrate
end if
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Figure 3.9: SampleRate’s performance with user mobility

3.3.2 Experiment Design, Results and Analysis

To understand further the convergence characteristicR&iR we implemented it in the Linux
MadWiFi driver. An implementation of SampleRate existeafty in the MadWiFi package.
We faced some non-trivial implementation challenges thatelaborate upon in chapter 3.4.
We now perform two experiments to demonstrate the instalwfiRRAA and the slow adap-
tation of SampleRate. First, we consider one AP and onetclidmere a NLOS client is kept
stationary at a distance of 15 meters, and a voice call betwree client and the AP is em-
ulated. We use the DITG traffic generator [143] to generaieevpackets at 50 packets per
second emulating a G.729.2 codec. We use RRAA as the unagdygorithm.

Second, in the above setup, we make the client mobile, ang H& voice call again. The
client starts at a distance 40 meters, is LOS from the AP, amgbmtowards the AP to within
a meter. The client is initially stationary and starts mgv20 seconds after the start of the
experiment. We use SampleRate as the underlying algorithm.

Figure 3.8(a) and (b) show the frame lossrate and the bittadsen by RRAA when the
client is stationary and NLOS. The graphs show that RRAA emdmcurring greater 802.11
frame loss and hence increased number of retries becaus¢ledmingthe fact that 54Mbps
is not appropriate rates for the setup. Increased frameldasts to reduced overall network
throughput. Figure 3.9 shows that SampleRate takes a lomg tth ramp-up to the chosen
bitrate, when the client is mobile. Such conservative tatselection leads to inefficient channel
usage and reduces overall network throughput.

In summary, a majority of existing bit-rate adaptation aiymns lack mechanisms to distin-

guish between interference and low SNR conditions. Whileennecent efforts have managed
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(d)

Figure 3.10: Problems introduced by power control: Scesadf interaction between two
links.

to fix this issue through the use of RTS/CTS frames, they areahoist to mobility and fail to
converge in its presence. We next look at why agility and stieess is important for adaptive

transmit power control in these networks.

3.4 Transmit Power: Agility and Robustness to Interference

As users increasingly make WLANS the first choice for lasemietwork access, both spatial
reuse and battery life are crucial metrics for better uspeggnce. With emerging mobile ap-
plications leading to increased data transfer over Wikgrfates, and hardware and protocol
improvements reducing the idle-time power consumptiorheké interfaces, transmit power
becomes the dominating factor influencing battery lifeti@econdly, with increasingly dense
deployments of WLANS for continuous coverage to users,gaiing interference to maxi-
mize spatial reuse is a crucial design goal. Adaptive tréinsower control on a per-link basis
promises to improve both the above metrics. While per-liokvgr control is beneficial, per-
forming it can be challenging due to several reasons. In fdtlaivs, we first look at TPC'’s
interaction with interference and CSMA/CA scheduling daled by its interaction with rate

adaptation, and the issues that need to be addressed ireenpe of user mobility.
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Figure 3.11: Problems introduced by power control: (a) Receside interference, and (b)
Asymmetric channel access.

Transmit power control can introduce link asymmetry thatleto two problems: Receiver-
side interference and Asymmetric channel access. Severabps works have already ob-
served these two problems with power control [33, 73, 76, 88]provide a more quantitative
characterization of (1) thegffect on performance in realistic settingad (2) theirlikelihood
of occurrence consider a canonical network of four nodes—two senderdwodorrespond-
ing receivers using the same 802.11 channel. Figure 3.1fifiés the different scenarios of
interaction when the two links use different transmit pavebotted arrows indicate that the
senders are in carrier-sense range; in (b) S1 can hear S8pbuice versa. Dashed arrows
indicate unintended interference at the receivers.

Scenario (a) represents fair channel sharing since S1 amdrSRarrier-sense each other.
Scenario (b) represents the case of asymmetric channedsaegkenever S2 has data to trans-
mit, S1 does not get a fair chance to transmit. Scenariosr@)(d) are two instances of
receiver-side interference; while the senders are ohlgs/iof each others’ presence, packets
sent by them collide at their receivers. Finally, scenagioig the ideal case of no interference
and simultaneous transmissions on each link. Scenarip&jlgnd (d) for any two links in the
network can degrade the link and network throughput anddas.

To demonstrate the effect of receiver-side interfereneeset up four laptops—two senders
and two corresponding receivers, with receiver 1 in betwsath senders. The laptops have
Atheros PCMCIA wireless cards. We start backlogged UDPsteas at a fixed data rate of
54 Mbps from each sender to its receiver. We plot in Figurd@J)l thedelivery ratio ob-

served by the two links when the transmission power of eadhis changed. Delivery ratio
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is calculated as the ratio of packets successfully receavele client to those sent out by the
AP. In Figure 3.11(a), the line “Link-1 at 3dBm” shows thankil observes a good delivery
ratio when Link-2 is also at a relatively low power level (8ago (e)), but the delivery ratio
decreases when Link-2's power increases due to receiveiirgieiference (Scenario (d)). The
lines “Link-1 at 15 dBm” and “Link-2 when Link-1 at 15dBm” stothat when Link-2 is also
sending at high power level{(12 dBm), both the links share the channel as in Scenario (a).

To demonstrate the effect of asymmetric channel accesspngder the same setup, but
with receivers moved away from the other senders, so thgtdiwenot be in scenarios (c) and
(d). We now plot in Figure 3.11(b) the expected transmissime (ETT) [46, 92] of a packet
on Link-1, with the minor modification that we only considesigets that succeed without
any retries. Our intention is to capture tbleannel access deldgr each frame through ETT
measurement. When links are asymmetric (scenario (b)k-Lihas higher channel access
delay and hence higher ETT than when both links are symm(gtanario (a)).

We now address the question, how frequently do the problersegnarios ((b),(c) and (d))
occur? Since an experimental approach cannot sufficiendyar this question, we take an
analytical approach. We derive the probability that eackhefscenarios occur in a random
geometrical graph with four nodes as above when the sendgrtoy transmit power control.
For brevity, we present the detailed mathematical fornaand analysis in a technical re-
port [144], and just state the results here. Figure 3.12@ws the probability of occurrence
of each scenario with distance between the senders, whedkdance is shown as a factor of

the communication range of the senders. Figure 3.12(iivshbe sum of probabilities of all
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problematic scenarios. The graph clearly shows that themsasios can occur very frequently
in a real deployment. Detecting and avoiding these probli@msobile environments is even

more challenging since such scenarios can be dynamicalbdinced for short periods of time.

3.5 Transmit Power: Interaction with Bit-Rate

In WLANS based on 802.11a/b/g technology, senders use ameltiple transmission rates for
sending packets. The choice of the rate is determined bytamags of the channel conditions
either through packet loss [43—45], delivery ratio [47}otighput [46], or Signal to Interference
and Noise Ratio (SINR) estimates [1,49]. Conceptuallynk is expected to perform well at
a chosen rate if the SINR at the receiver is above a thresiallg 3.4). Rate selection and
transmit power control are tied together; power controhaitt considering rate can reduce the
SINR, leading to reduction in rate and hence the link and adtwhroughput. In this paper,
we take a system perspective and choose a (minimum) powelr flmva link that does not
compromise the achievable rate. From the table, it can bethaefor supporting 54Mbps, the
transmit power can be reduced such that the SINR is close 56@B. Similarly, say, if 54Mbps
and 48Mbps cannot be supported even at maximum allowediapewer, then power can be
reduced such that the SINR is close to 19dB to operate at 36Mbp

While such rate and power selection is easily realizablé wiecise knowledge of SINR
at receivers [1], reliable SINR measurements and repottsipresence of mobility cannot be
achieved at fine timescales due to their overhead. Constyuea rely onestimatinghe chan-
nel conditions based on the delivery ratio of a window of gasksimilar to past works [47].
Such an approach, however, makes rate and power selectietmivial. To illustrate, consider
Figure 3.13. If the link is in a state of rate and power allasa(r;, p;) at a given instant, and
the delivery ratio deteriorates (negative feedback), #aetion can either be to reduce rate or

increase power. While increasing power appears to be aatatwice (as in PARF [30]), it is

| SINRRange| Rate| SINR Range| Rate |

>2456 | 54 | [10.79,17.04) 18
[24.05,24.56)] 48 | [9.03,10.79)| 12
[18.8,24.05)| 36 | [7.78,9.03) | 9
[17.04,18.8)| 24 | [6.02,7.78) | 6

Table 3.4: SINR (in dB) vs. Rate (in Mbps) for BERs10~° in 802.11a [1].
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Figure 3.13: The dilemma of rate and power adaptation.

possible that even at the maximum power, the current rateotdre supported, in which case
reducing rate is the right choice. Lack of knowledge of wketh rate can be supported by
increasing power to the maximum, can increase the conveegime, which is prohibitive in

the presence of mobility. Similar dilemma exists on posifiedback.

3.6 Transmit Power: Agility and Robustness to Mobility

Adaptive transmit power control becomes more challengmthé presence of user mobility.
Link conditions change frequently due to distance-basélIpas, short-lived hidden terminals
and occasionally severe destructive multipath interfeeeat certain locations in a user’s path.
In such environments, both rate and power control algostmeed to address the following
guestions effectivelyHow frequentlyshould the adaptation take place? anavhat granularity
should rate and power be adapted?

For the first question, solutions have to strike the rightabeé between reliability and
responsiveness: waiting for enough samples avoids regictishort-lived drops in link condi-
tions, while waiting too long can also be detrimental to parfance. For the second question,
changing power at coarse granularity allows adapting kesgiently, but compromises on bat-
tery life and spatial reuse; whereas fine granularity cheungguire frequent adaptation.

The exact answers to these two questions mainly depend aspésal of the user, which
is 0.5-1m/s in typical WLAN environments. To understand sbkition requirements in such
scenarios, we study the effect of mobility on the receivephai strength (RSS) of a client,
understanding which will shed light on how to tune transmoivpr and rate. In this experiment,

we use one AP that is stationary, and one client running aeveéd! (generating 50 packets
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Figure 3.14: Effect of mobility (at about 0.75 m/s) on RSSI.

per second) with the AP. The client moves away from the AP ptap 0.75m/s along four
different paths in our office building. The client is in limé-sight (LOS) on two of the paths,
and non-line-of-sight (NLOS) on the others. Figure 3.14taws the average RSSI per second
with time for one LOS and one NLOS case. In Figure 3.14 (b), h@ssthe CDF of the
difference in avg. RSSI per second. We observe that 95% dirtitee the avg. RSSI in one
second will change by at most 5dB.

In summary, mechanisms are needed to detect channel asgasmatry and hidden nodes,
and whether adaptive TPC caused these inefficient stateseThechanisms also need to keep
in mind that, due to user mobility, such inefficiencies canuscat small time scales. Finally,
the experimental results in this section can be leveragegtithe granularity and frequency
with which TPC algorithms adapt.

We now turn our attention to leveraging directionality intaaor wireless networks. In
particular, we focus again on balancing agility and religbin the presence of high-speed or

vehicular mobility.

3.7 Directionality: Agility and Robustness to Mobility

As we stated earlier, we believe that directionality, basg¢ian diversity (or diversity) and
bit-rate are critical resource parameters for future ootdeireless networks. From Chapter
2, we know that directionality represents the idea of fognenbeam towards a receiver (i.e.
direct the transmitted energy in an intended direction)raleoto increase thmeansignal-to-

noise-ratio (SNR) (pictorially represented by beam B1 igufé 3.15). Meanwhile, diversity
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Figure 3.15: Different beam configurations for communmatbetween clients and the re-
ceivers. Bl uses directionality with a single receiver, Baudiversity with all visible receivers,
and B3 uses a combination of directionality and diversitg subset of the visible receivers.

represents the idea of making omni-directional transmissso as to combine packets received
at multiple receivers in the vicinity of the transmitterethby masking off packet losses due to
SNRvarianceor deep fades at any individual receiver. This method iopilly represented by
beam B2 in Figure 3.15. Both mechanisms have individualgnbacluded in several wireless
standards [106—108] and research proposals [93, 109].

In this dissertation, we argue that in several locationsdhaobile client traverses,@m-
bination of directionality and diversity is more appropriate thaingsghem in isolation; i.e. a
beam that covers more than one but not all of the visible vecgis more appropriate for maxi-
mizing the uplink bandwidth (as depicted by B3 in Figure 3.1%® support the hypothesis, we
perform an experiment (details explained in subsequenioss} with a real deployment of 4
road-side WiFi APs and a moving vehicle uploading data. Wasuee the effectiveness of (i)
choosing one AP at a time as a receiver and forming a beamegliatit (represented by C1),
(ii) all subsets of two receivers and forming a multi-lobeatreto them (C2), (iii) all subsets
of three receivers (C3), and (iv) making omni directionangmissions to emulate complete
diversity (C4). Figure 3.16 shows the percentage of lonatiwhere a combination gives the
best throughput. We observe that at significant number @aftioas, either C2 or C3 is a better
choice than the extremes: C1 or C4. Further, bitrate hasfarente on which choice is the
best. Note that although we use WiFi devices in this paperotiservations themselves are

technology-independent.
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ality (C1) and diversity (C4).

Identifying the right operating point between directiatyahnd diversity, however, is non-
trivial due to conflicting parameter settings required thiaee the best of each mechanism:
directionality stipulates using as narrow a beam as passiblhigher gains, whereas diversity
requires the wider beams to include as many receivers aibf@odsurther, high-speed mobility
and real-world situations such as shadowing and lack ofdirgight (LOS) that influence link
quality requireagile and robust solutions that choose between these choices in an informed
manner at run-time.

In the following section, we first analytically explore thzattionality-diversity tradeoff,
and identify the impact of different parameters to guidedpksign of our solution. We also
demonstrate that bit-rate adaptation is a crucial conaiaber that makes striking the tradeoff

even more involved.

3.7.1 Directionality vs Diversity Tradeoff

We use outage probability to model the resulting througlopud link. Outage probability refers
to how often (probability) does the bit error rate (BER), guizalently SINR, experienced
falls below a certain threshold. It is both a popular and fizat measure for robustness to
fading, especially for block fading where it can directlyreated to frame/packet error rate. It
can be measured by determining the probability that the ahiiéormation of communication
(capacity) is less than the information rate. We consideénd@pendent, quasi-static, frequency
non-selective Rayleigh fading (complex channel coeffisidoeing uncorrelated and circularly

symmetric Gaussian random variables with zero mean andian@nce) along with free space
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path loss for our channel model. Let a channel realizatidwéen ann-element transmitter
and an omni receiver be denoted by.. Now, the mutual information for a given channel

realization in the case of beamforming is given by the asgtippShannon capacity formula,
C(hur) = logy (1 + nplhur|))

wherep is the average receiver SNR at Rx for an omni transmissiof iff the information
(data) rate (bits/s) applied to the system (normalized toltvédth), then the outage probability

can be given as,

P,(R,n) = Pr[C(hsy) < R] = Pr

off _q
|her|? < ]
np

By way of definition of|h;.|, |h:|? follows an exponential distribution. Hence, on averaging

over all possible channel realizations, we have,

2Ry

PO(R,n):1—6_< w ) _ 1 ()

whereS = 27 — 1. When a beam of widtH% is formed withn elements, let the number of
receivers falling in the reception zone of the beam be giyethé function/(n). Note that/(n)

is a monotonically decreasing function, with number of asdde receivers decreasing with
finer beamwidths. Now, the resulting probability of sucéabs receiving the packet/frame

can be given as,

P(Rn)=1- ][] (1 - e‘<%)>

1€4(n)
wherep; is the average SNR at receiviscorresponding to an omni transmission. The resulting

throughput can be given as,

T(Rm) = - (1- ][ (l _e—(%)>
iel(n)

The above equation captures the tradeoff between divasitydirectionality. With largen,
smaller beamwidths can be formed. This results in highezctinality or array gain that
improves the individual link success probability. Howewbe decreased beamwdith reduces
the set of accessible receiveés) and hence the diversity combining ability, thereby redgcin
the collective success probability across multiple rezrsiv

To illustrate this tradeoff, we quantitatively evaluateciighput as a function ot, p and

R under simplifying assumptions. We assume= p, Vi € £(n), and{(n) = % such that
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there are eight receivers reachable with omnidirectiorsaisimission, and they decrease pro-
portionally with increasing antenna elements (i.e. desirggbeamwidth). We allow fractional
values of/(n) for analytical simplicity. Figure 3.17 shows the resultsiasncreasing function
of average SNR across the graphs. Within each graph, we pgaim behavior of different
rates for a given average SNR with increasing beamwidthsaxis< Increasing the number of
antenna elementsincreases directionality (beamwidth %ﬁg), with n = 1 representing pure
diversity from an omni-directional transmission, amd= 8 representing pure directionality
with an eight element array, with < n < 8 corresponding to combinations of diversity and
directionality. The results reveal the complex interactimtween diversity, directionality and
rate. In particular, we make three key observations:

Observation 1: Figure 3.17(a) shows that at low average SNR, lower beanttsvidre
needed (i.e. increased directionality) to increase thmpug since making the gain on at least
one link is better. Whereas, Figure 3.17(d) shows that dt BiyRs, increased directionality
does not fetch as much benefit as diversity does; diverdiyiates packet drops due to deep
fades that directionality can not handle.

When the average SNR is in the moderate region, as in Figut&$b3 and 3.17(c), there
exists a clear tradeoff between directionality and divgt$iat results in a mixed directionality-
diversity strategy being the optimal. This is demonstrdttgthe peak being somewhere in the
middle for a given rate.

Observation 2: Now, let us examine the behavior across rates for a giverageeBNR.
Note that for a given average SNR, with increasing transomseates, the packet error rate
(PER) increases. Thus, the different rate curves can badswed to correspond to different
PERs. It can be seen in Figure 3.17(a) that when the averageisNw, higher rates cause
large PER. Hence it is important to keep the rate low and usémuan directionality to reduce
PER. However, when the SNR is very high it is best to operatheahighest rate using max-
imum diversity as in (d). For moderate SNRs, the rate curxbibé a tradeoff as identified
before. However, picking the optimal rate now requires nuoane.

Observation 3: Finally, Figures 3.17(b) and 3.17(d) show that for the bast in the
setting, the curves flatten with increasing beamwidth shgwinat it is sufficient to choose a
low enough beamwidth (i.e. operate at the knee of the cumejnaiximum benefit and not
operate at maximum diversity. Operating at lower beamwgidlticreases the opportunities for

spatial reuseand hence it is always desirable to operate at as low beahséd possible.
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3.7.2 Design Considerations

In summary, the following issues have to be considered feeldping a solution to jointly tune
directionality, diversity and bit rate for maximizing thelink throughput of a client. These

options have conflicting parameter settings, hence makiegtoblem non-trivial:

e For best diversity gains: the larger the number of recejvities better are the benefits
of diversity. Covering larger number of receivers natyrahgenders using the widest
possible beamwidth (omni-directional being the extrenoe)Xfansmission at the client.
The larger the beamwidth, however, the lower is the gain jndirection, and hence the

lower the SNR at a receiver.

e For best directionality gains: The thinner the beamwiddusy the client, the higher is
the signal gain, and hence the higher is the benefit of dineality. Increased SNR on the
link also allows using higher bit rates for transmissiongwdver, this also implies that
using highly directional beams reduces the number of recgigvailable for obtaining

diversity gains.

e For best bit rate gains: The higher the bit rate, the beteetrar throughput gains on a link
. For achieving high bit rate, however, the average SNR onkaslhould be high enough
to cross a certain threshold. Consequently, among a seteivegs that are used for
diversity, the receiver with minimum SNR controls the biterat which packets should

be sent to be successfully decodable at all the receivers.
Further, a complete solution has to address two deployspetific challenges:

e Short timescales at locations: Due to high-speed mobifityser devices (that is the fo-
cus of this work), the amount of time spent at a location iathetly short, and the number
of parameters that need to be explored for finding the besbiration is relatively large.
For instance, a car traveling at 50 MPH is in a 10 x 10 metertimedor about 500 ms.
Correspondingly, with an eight element antenna, thereeare of beam angles, several
receivers depending on the location, and at least nine tei$ ta choose from (assuming
802.11g). To adjust to the high mobility, a solution has feidly converge to the right

parameter settings.
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e Aswireless technologies evolve, clients are bound to hifereht capabilities for form-
ing beams, i.e. number of elements, use different transomieps, etc. Hence, the solu-
tion should not be completely tied to a specific client configion. For instance, which
direction a beam may be formed towards a receiver can be giexcbfrom how exactly

we form the beam, or how many elements are used to do so.

We now proceed to describe two resource management fratk@@ymphonyandSonata

for indoor and outdoor environments respectively thatdage the insights gained so far.
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Chapter 4

The Symphony Framework: Design and Implementation

This chapter describes the design and implementation op8gny, a synchronous two-phase
rate and power control framework for indoor CSMA wirelesswwks. Symphony aims to
increase the battery life of mobile devices and improveispatuse, while addressing the
challenges of undesirable rate adaptation, receiver sidgérence, asymmetric channel access

and the effects of user mobility.

4.1 Overview

Due to the possible adverse effects of power control, theafdymphony is to tune the trans-
mit power and rate of each link in a WLAN such thhe link's performance is at least as good
as in the baseline maximum-power netwofk the core of Symphony is a synchronous two-
phase execution (Figure 4.1) strategy, in which all nodd3s(And clients) in the WLAN cycle
through two phases in synchrony—the REFERENCE (REF) phade¢hee OPERATIONAL
(OPT) phase. In the REF phase, Symphony estimates for edcthé best achievable perfor-
mance, and in the OPT phase, it tunes the link to the lowesrni power to achieve the same
performance as in the REF phase. Due to mobility (of userseoetvironment) the best attain-
able performance may continuously change, and a powesf#iag may suddenly be affected
by asymmetry. The reference phase provides a conveniantaoto periodically verify that
power and rate control have not unnecessarily degradeesystrformance.

Similar to most rate control algorithms, Symphony execaethe sender side on each
unidirectional (sender, receiver) link. The sender can be either an AP or a client, and the
receiver a client or an AP. In the REF phase, each senderperimte adaptation for each link
at the maximum power to choose the best data rate for thentwhannel conditions. In the
OPT phase, the sender performs both rate and power adaptétie rate and power adaptation

algorithms maintain two contextsref_ctxt and opt_ctxt, one for each phase for each link.
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Each context contains several performance metrics and e#n@ables needed for executing
the rate and power adaptation algorithms. We choose thrégeceaeEWMA (Exponential
Weighted Moving Average) of data rate, utility of RTS and EVANif ETT—to help detect and
avoid the problems outlined in Section 3.4. The performanetrics in theref_ctxt serve as
reference values for the OPT phase. In the OPT phase, e#&ds lnned to the lowest power
such that each performance metric in 8pe_ctxt is no worsethan the corresponding metric in

the REF phase by more than a threshold.
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Before entering the REF-OPT cycle, each link goes throughNdih phase, in which the
sender starts from the minimum power level and rapidly disc®the initial power level nec-
essary for communication with the receiver. To avoid imjpgcapplications, we use probe
packets at the highest rate and additively increase powesdoh packet till a probe packet
succeeds in reaching the receiver. If we reach the maximumepand still do not succeed, we
lower the rate and start over at the lowest power. After seiogy, the sender initializes the
OPT phase with the successful power level, and enters thepgRE$e with the successful rate
at the appropriate synchronized time. If the sender is iditeafthreshold number of seconds
(=2 in our prototype), and then a packet from the networkdaydves that does not succeed
in reaching the receiver, we determine that the rate and pioficgmation is stale (e.g., due to
mobility) and reset the sender to the INIT phase to repeatapiel discovery process.

We achieve synchronized phase execution on all APs and<lietwo steps. First, the APs
are synchronized to a global real-time clock by a centratratiar’. The controller configures
the lengths of the two phases on each AP, and specifies at@didaime the phases should start
executing. Second, for each phase change, each AP braadadasssage (at maximum power)
informing the change to the clients, and the clients switcase. These broadcast messages
are sent at high priority to ensure minimum skew across nadesur prototype, we use the
hardware queue reserved for voice traffic in the Atherosscard

We implement Symphony in the Linux MadWifi driver 0.9.3.1 J4%igure 4.2 shows the
architecture of Symphony. As shown, Symphony executesédrtrimsmit path. We repre-
sent rate adaptation as a separate block to make Symphognysite. Any rate adaptation
algorithm can fit into Symphony as long as it executes in the dantexts and provides rate
information for power adaptation. Similarly, different al@nisms can be implemented for
ETT estimation and determination of RTS utility. In whatléeVs, we describe the important

components of Symphony.

4.2 Bit-Rate adaptation

Based on our experiments in Section 3.2, we propose thenioljpenhancements to the state-
of-the-art RRAA algorithm before incorporating it as pafioor framework. We call the new

algorithmRRAA+.

1The controller and thin-AP architecture is the most commay WLANS are built today.
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Algorithm 2 RRAA+

1: if (loss > HTy) then
plk] /= ay
k < nextlower_rate
else if(loss < LT},) then
for (all ratesj < k) do
pl] *= a2
end for
if (rand() < p[nexthigherk]) then
k < nexthigherrate
10: endif
11: end if

4.2.1 The Probabilistic Rate Increase (PRI) mechanism

To make the RRAA algorithm converge, we propose adding aghidibtic rate increase
(PRI) mechanism to the algorithm as shown in Algorithm 2. fieth RRAA+ maintains for
each bitrate, the probability that it transitions to thigrdtie from the next lower rate. Every
time the loss at a bitrate exceeds the high threshold, tHeapility of returning to this bitrate
is reduced before transitioning to the next lower rate. TH®DI parametersxl anda2 are
chosen such that the algorithm becomes stable. In our pp&atl = 2 anda2 = 1.0905; it

takes 8 increments to match one decrement.

4.2.2 Use of both time and number of samples

Another drawback of RRAA that we rectify is that it proposke tise of a window of frames,
before each rate control decision. This approach is deperateapplication traffic character-
istics. Thus, for VOIP packets, we observe that RRAA will tfar up to 800ms (40 frame
window at 54Mbps) before deciding to switch the rate. A mdegant approach to this prob-
lem is to wait for a certain number of packets, upper bounded Huration of time, which
is what we adopt in our implementation. This duration of tihes to be chosen well since
the metric calculated over a particular window should haveugh samples to be reasonably

accurate.
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4.2.3 Implementation challenges

Before we could proceed to implement these enhancementsadvio first address non-trivial
implementation challenges related to RRAAs assumptiat the underlying platform pro-
videsper-framecontrol and feedback. The original RRAA is implemented ia tinmware of

a programmable AP platform, which provides it with the dbito immediately control, and
get feedback on, each frame transmission. However, a nuoflegisting hardware implemen-
tations [145-147], queue a group pécketsfor transmission and have the option of getting
feedback on ger-packetbasis rather than per-framebasis. We overcame this challenge by
dealing in units of packets rather than frames. In our imgletation of RRAA and RRAA+ in
the MadWifi driver, we utilize the window sizes specified byJJdupper bounded by a duration
of 200ms, which, even with VOIP, should provide us with up 1® samples (10 packets with

11 retries each).
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We repeat the experiments outlined in section 3.3.2 with RRAFigure 4.3(a) and (b)
show the frame lossrate and the bitrate chosen by RRAA andARRA the static, NLOS
experiment. Unlike RRAA, RRAA+ recognizes that 54Mbps istable and settles at 48Mbps.
This is also reflected in the reduced MAC loss rate, which &+zero for a major duration of
time. Figure 4.4 shows that, in the mobility experiment, FRRAs able to ramp-up its bit-rate
much faster than SampleRate.

In summary, we choose RRAA+ for rate adaptation in Symphamytd its three features—
agility, convergence to appropriate rate and avoidancatefadaptation because of collision-

induced packet losses.

4.3 Transmit Power control

Our goal for power adaptation is to tune each (sender, reQdink in a WLAN to the lowest
transmit power such that the performance metrics in the QRaEg@are no worse than the corre-
sponding metrics in the REF phase. Algorithm 3 shows thechmiavior of power adaptation
in Symphony. The three conditions in line 1 detect undekdradite adaptation, receiver side
interference and asymmetric channel access introducedwgrcontrol. Similar to RRAA+,
the power control algorithm learns the lowest appropriateqr level by maintaining the prob-
ability with which it should transition to a particular ldveThe algorithm executes once for
every two intervals of the rate adaptation algorithm to adapser mobility. Further, several

rate adaptation intervals can occur in each of the REF andgb@3es, depending on traffic.

4.3.1 Preventing undesirable rate adaptation

For detecting and preventing undesirable rate adaptatietiaipower control, for each link, the
two contexts maintain an EWMA of the rate chosen by the ratgrobalgorithm in response
to the measured packet loss: for eaehe; chosen in interval, we setF Rate = E Rate 1) +
rate; x (1 — ) at the end of interval. Every time the power control algorithm is triggered, if
the EWMA of rate in OPT phasd{Rateo) is lower than that in the REF phaské Rater) by

a thresholdr;, transmit power is increased. In our implementation, theNEWparametery is
chosen as 0.8. We choosgto be 3 Mbps ifE Rater, is above 48Mbps or below 24 Mbps, and
6 Mbps otherwise. We make this choice because of the noouamitfy in 802.11 a/g bit rate

granularity. Our idea is to place the threshold betweenwloecbnsecutive rates.
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Algorithm 3 powercontrol

1: if (FRategr — FRatep > 11) OR
(URTSo >URTSR) OR
(ETTo — ETTg > 72)) then

2. plcurpwr] /=54

3:  curpwr« nexthigherpwr

4: else

5. for (all pwr levels i > curpwr) do

6: pli] *= G2

7. end for

8. if (rand() < plnext_lower_pwr]) then
9 curpwr «— nextlower_pwr

10: endif

11: end if

4.3.2 Detecting hidden terminals

To detect that power control introduces receiver sidefiatence we utilize the adaptive RTS/CTS
mechanism. Similar to RRAA [47], RRAA+ includes a mechanienuetect if packet losses
are happening due to collisions as opposed to degraded elhemmditions. Our implemen-
tation of the adaptive RTS/CTS mechanism, however, difggsificantly from RRAA; while
RRAA was implemented on a per-frame basis (because of thkaliity of card firmware),
we implement it on the basis of a window of packets, both foremeliable estimation of re-
ceiver side interference, and for obviating the need of fyodj the firmware. In the interest
of brevity, we elaborate the implementation details of thischanism for Atheros cards in a
technical report [144].

Using this mechanism, we maintain a performance metric—uthigy of RTS (URTS)—
that is set to one if the loss rate with RTS/CTS is less thanatad loss rate in at least 2 out of
4 last rate adaptation intervals, i.e. enabling RTS/CTipfhl to reduce losses. Otherwise,
URTS is set to zero. The rationale for waiting for 4 intervisl$o determine the utility with
greater reliability, while trading off responsivenessrthigr, unless the receiver interference
problem is sustained, we do not increase transmit power @inddaptive RTS address the
problem. Now, if URTS is 0 in the REF phase and 1 in the OPT phaswlicates that power
control introduced the receiver side interference thab'tieiist in the REF phase. Line 1 in

Algorithm 3 captures this condition and triggers a powerease.
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Algorithm 4 ETT Estimation

VARIABLES mark_seqgno, itime, etime

FUNCTIONdriver_sendpkt (seqno)
if (mark_seqno not set) then

mark segno = segno

etime = curtime
end if

FUNCTION card_sentpkt (segno)

. if (mark_seqno = seqno) then

ETT = curtime - MAX (itime, etime)
itime = curtime

unset marksegno

. else

ETT = curtime - itime

itime = curtime

- end if

e o o e
NS gk wdhdRE O

4.3.3 Preventing channel access asymmetry

To detect that power control introduces asymmetric chaapoeéss, we measure the EWMA
of the expected transmission time (ETT) of each packet. Hyadea here is that if a sender
does not get a chance to transmit as frequently due to asyminghe OPT phase, the ETT
in the OPT phase increases compared to the REF phase. If thénEfeases by more than a
thresholdry, we trigger power increase (as in Algorithm 3). In our impération, = 10Qus.

If the wireless card provides the device driver with the $rarssion time for each packet,
EWMA of ETT can be easily calculated. However, a majorityasfdy’s WiFi cards (including
Atheros cards) currently do not provide this informationurtRer, multiple packets can be
queued by the driver in the buffer of the card for efficienciahh makes ETT estimation
non-trivial. In our implementation, we overcome the abokabfem with the two functions in
Algorithm 4 that exploit the interaction between the deulceer and the interface card. We
use the unique sequence numbers in packets that are seatctarth and keep one outstanding
marked packet. The variabtgime represents the time a marked packet was sent to the card,
anditime represents implicit time when a packet’s transmissionadigtistarted on the card.
This method ensures that ETT can be estimated even on pdlcetse buffered back-to-back
and hence are not explicitly marked. Further, we only carsjhckets that do not incur any

retransmissions to reliably estimate the channel accdayg, @nd consider packets sent at the
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same rate as in REF phase to avoid false positives due tbaats ETT changes.

Finally, since packet sizes affect the ETT because of theddransmission time on the
air, we maintain ETT in terms of 1500 byte packets. For smakekets, the ETT is scaled to
1500 bytes before using it to calculate EWMA. To do so, weaetéch packefized ETT =
ETT + (1500 — pkt_size)/rate, where rate is the data rate used to transmit the packet. We
validate experimentally that this approach of scaling E3 Telasonably accurate, and present

the result in the technical report [144].

4.3.4 Implementation challenges

Granularity of power control: Learning from our observations in Figure 3.14, and givem tha
power adaptation gets triggered at least twice in a secarajriimplementation, Symphony in-
creases and decreases power at a granularity of 3dB, befM&¢nPLEVEL, MAX_PLEVEL].
This ensures agility to typical user mobility in WLANSs. FHuoef, [148] observes that transmit
power control at a finer-granularity than 3dB may not alwagsibeful in indoor environments.
The minimum and maximum transmit power values can be diiteva different 802.11 cards,
vary with the frequencies used (such as in the 5GHz band) landrary based on the gains of
the external antennas connected to the cards. However,sueashat the levels can be dis-
cretized at the granularity of 3dB. In our prototype with tieros cards, we vary the power
levels between 0 and 18 dBm.

Convergence:The process of increasing and decreasing power is simitatécadaptation
in RRAA+. Symphony maintains for each power level, the plolitg that it transitions to this
level from the next higher level. Every time at least one @f ¢bnditions on the performance
metrics satisfies, the probability of returning to this povesel is reduced before transitioning
to the next higher power. The MIMD parametéts and(2 are chosen to make the algorithm
stable. In our prototypey; = 3 and G, = 1.14; it takes 8 increments to match one decre-
ment. Again, the choice g#; and g3, strikes a tradeoff between the benefits of power control
and stability of the algorithm; we arrive at the above valafter experimenting with several
scenarios.

With Symphony’s approach of maintaining probability pewgo level, the transmit power
of each sender will eventually converge to a point where #reopmance of each link is at least

as good as in the REF phase. If the performance of a link atengower level is similar
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Figure 4.5: Experimental setup.
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(c) Mghekperiments

to or better than that of the REF phase the probability ofrniftig to that power level and to

any higher power level will converge to 1 due to the multigtice increase of the probability.

Otherwise, the probability of returning to that power lewdl converge to a small value due to

the multiplicative decrease of the probability. In our iemlentation, we bound the probability

on the lower side t%lz to be responsive to changing channel conditions and mybilit

4.4 Evaluation

To demonstrate the achievement of the design goals outéaddkr, in this section, we carry

out a systematic and extensive set of experiments, in beottnailed and uncontrolled environ-

ments. In what follows, we first describe our experimentalgand then present our evaluation

results.

4.4.1 Experiment Design

Figure 4.5 shows our setups for different experiments. Véenilee the relevant setups when

presenting the specific experiments. We perform most exyeris on 802.11a channels to

avoid disturbing our office’s WLAN that uses all three 802)Thannels (1,6,11). We perform

a few experiments on 802.11g to emulate interactions wisltigtic WLAN scenarios. The

clients are placed randomly in different office cubiclesd #ime APs are placed at locations

where there are operational WLAN APs (on 802.11g channelgydvide a realistic WLAN

environment for our experiments. However, for showing Bynphony addresses asymmetric

channel access and receiver-side interference, we dgrehdose the AP locations.

The APs and clients are Dell laptops with the Atheros PCMCé#ds, and the APs are
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Figure 4.6: Skew between phases on two APs and an AP and aa&$ieseen by an external
monitor.

connected by a 100Mbps wired network. The Atheros cardsitnérat a default (maximum)
power level of 18dBrh for 54Mbps data rate, and allow Symphony to change transoaiep
at the desired granularity of 3 dB. In all experiments, thes/ARd clients run on the same
802.11 channel. While both clients and APs can execute Sgnyphve perform most of our
experiments with APs as senders and clients as receiveis.isThecause of the current lim-
itation of Atheros cards that do not implement per-packetgyocontrol for ACK and CTS
packets. To overcome this limitation for proper evalugtianless specified otherwise, we run
Symphony on APs, and disable per-packet transmit poweralom the clients. Further, APs
append transmit power information to each outgoing frantkvee make a minor modification
in the client driver to extract this information and set tladcto this power level (similar to
howiwconfig athN txpower $val sets power). This ensures that all frames, including ACI€s ar
returned at the configured power.

For AP synchronization and configuration, instead of usirtdiffarent central controller,
we just use one AP as the master AP, and synchronize the etitardhe master through NTP
on the wired network. For all the experiments in this sectiee use 200ms and 800ms as
the length of REF and OPT phase resp. All APs are configurethtbtee REF phase at the

beginning of one second boundary.

4.4.2 Experiment Results and Analysis

In this section, we describe several experiments that detraie the efficacy of Symphony.

2pAlthough the technical specs. specify a maximum transmitgp@f 15+£2dBm, we observed that the card can
use up to 18dBm.
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Figure 4.7: Transmit power reduction for clients in sevévahtions.

Two-phase Synchronization

To test that Symphony indeed executes synchronously on AdPsleents, we consider a net-
work of two APs with one client each. In this experiment, baiBnts and APs run Symphony.
We place a monitoring laptop close to the APs with its wirgleard running in the monitor
mode. We start two UDP transfers of 200 pkts/sec between @dgtclient) pair and collect

packets on the monitor. The packets are appended with thentibpower used to send them
and the executing phase for use at the monitor. Figure 416 file CDF of skew between two
APs and one AP and its client as seen by the monitor. The gfaphssthat the nodes make

corresponding phase transitions within 3 ms of each othee itih@n 80% of the time.

Transmit Power Reduction

In this experiment, we consider the setup in Figure 4.5(afh wlients placed in different
cubicles and office rooms (represented by lower case Igteerd APs placed close to the oper-
ational WLAN APs (at s1, s3 and s4). We setup ten 1 minute V@IR for each client. From
the associated APs, the calls start at different times (aggma by 5 minutes) for each client.
The white bars in Figure 4.7 show the average transmit posed by the Symphony APs for
each client; in most typical user locations, the requireghamit power can be substantially
lower than the default 18dBm. Further, the error bars pletrtinimum and maximum of the
average transmit power per call, showing that the optimalgoacan vary with time for even
static locations. The other two bars show the rate choserytmpBony and the rate when trans-
mitting at maximum power. Symphony causes minimum effedherdata rate chosein this

setup, for the three cells with S1, S3 and S4 as APs, a pesaleltion would operate all links
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Figure 4.8: Preventing asymmetric channel access. (a)si&ymphony’s ability to detect
and avoid channel access asymmetry, and (b) shows powenkommoving inherent link
asymmetry.

at the worst client’s transmit power, which is about 12 dBm.céntrast, Symphony enables
75-80% of the clients in the cells to settle at 3 to 12 dB (iG2050 94%) lower transmit power
than 12 dBm.

Avoiding Channel Access Asymmetry

In this set of experiments, we demonstrate that Symphonglsnahannel access asymmetry
by intelligently adapting the transmit power of a link. Iretfirst experiment, we consider links
x and y as in Figure 4.5(b) (where AS1 and AS2 are senders aridaAR AR2 are receivers),
and setup backlogged UDP traffic to measure the link throughlpink x always operates at
the maximum power. We consider several cases—(i) links xyammning one-at-a-time with
y running Symphony, (i) links x and y running simultanegusglith y at a fixed 0 dBm, and
(iii) links x and y running simultaneously with y running Spitmony. Figure 4.8(a) shows the
results over ten runs. In case (i) Symphony enables link yp&rate at 0 dBm and still achieve
full throughput. If link y is operated at 0 dBm together withKd x, however, the throughput
of link y drops significantly compared to x, as shown in cagedfie to asymmetric channel
access. We validate this by observing the difference in EObE&rved by links x and y. In case
(iii), we show that Symphony increases the transmit powdinkfy to between 6 and 9 dBm to
avoid asymmetry. Observe that link y didn’t have to operathemaximum power to let link
X perceive its transmission.

In the second experiment, we show that when there is inhesgmmetry in the environ-

ment at default power, power control is beneficial in remguvtrand increasing the throughput
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Figure 4.9: Efficacy in detecting and avoiding receiver siderference.

and fairness of links. As in Figure 4.5(b), we found the lamatAS3 where a sender gets
significantly affected when running in conjunction with aader at AS1. For this experiment,
we use links x and z and consider two cases: (i) both x and zirgrtogether at maximum
power, and (ii) x and z running together with Symphony. Fegdi8(b) shows results averaged
over ten runs. The graph shows that when operating at maxipawer, link z gets signifi-
cantly lower throughput than link x. When running x and z wymphony, both links achieve
greater throughput because they are able to operate indiepiiynat the lower transmit powers,
thereby also demonstrating increased spatial reuse dumnaterontrol.In both experiments,

Symphony increases the throughput of asymmetry-affaaiexidy three times.

Avoiding Receiver Side Interference

For this experiment, we consider links p and g in Figure 4.5(lnk g operates at maximum
power, whereas link p operates with Symphony. The setupcts that link p operates at 0 dBm
when run individually, HS1 and HS2 share the channel at mamxirpower, and HS2 does not
perceive transmission on link p if p operates at 0 dBm andéneestroys packets at HR1 (i.e.
causes receiver side interference) . In each run, we sté&rtMbps UDP transfer on link p for
3 minutes, and start a 5 Mbps transfer on link q for a shortogler{1 second, 5 seconds and
10 seconds) of time at different times during the 3 minutdse bottom graphs in Figure 4.9
show that in response to link g's entry and exit, Symphonyik p increases and decreases
transmit power respectively to avoid the adverse affeceéoéiver side interference. The graph

shows thatSymphony is responsive to receiver side interference evsinoat timescales of 1
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Figure 4.10: Adaptation to mobility: Symphony’s behavibrate and power in different paths.

second.The top two graphs in each of the cases (a), (b) and (c) shovath@nd RTS triggers
that identify the condition that triggered increased poagem line 1 of Algorithm 3. We note
that the utility of RTS is not always sufficient to detect rigee side interference, primarily
because even RTS is sent at the chosen (lower) transmit pateymphony, which may not
be perceived by HS2. In such a case, rate drops and leadg¢ased transmit power, thereby
letting RTS reach HS2. Recall that if RTS is useful, it redloanecessary reduction in data

rate.

Agility to Client Mobility

Figure 4.10 shows Symphony’s behavior with client mohiligr this experiment, we consider
three AP locations and six client paths as shown in Figuree.9he AP is at location T1 for
paths p1,p2 and p3, at T2 for path p6, and at T3 for paths p4 an@p each of the paths, the
client is mobile at a speed of 0.75m/s. We again setup VOIB fraim the AP to the client.
Figure 4.10(a) shows for path pl that moving the client awtayts affecting the bitrate
in the OPT phase, and hence Symphony increases transmit pow@intain the bitrate to
the same level as in the REF phase. As the client moves faghen the rate in REF phase
falls. Figure 4.10(b) shows that moving the client away ot makes Symphony increase

transmit power, but it also reduces the power when the aletatns to the AP locatiorOverall,
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Figure 4.12: (a) Spatial reuse experiment. (b) Large soqleraments.

Symphony opportunistically enables a link to operate u@BtiBllower than the defaul&imilar
observations can be made on other paths.

Figure 4.11 shows the application level loss rate for Sympghio comparison to using de-
fault maximum transmit power, and the difference in R-sc&escore is a popular performance
metric for the quality of voice calls [149]. An R-score of 70raore is considered good voice
quality. While R-score depends on several factors [149%yri@f, the difference in R-score can
be simplified t040 x (log(1 + 10e,,) — log(1 + 10e;)), wheree,,, ande, represent the loss
rate with maximum power and Symphony respectively. Thelgedgows that Symphony incurs
little extra impact on application level loss on all the mathrurther,in the worse case (path
4), the R-score using Symphony deteriorates only by 3.4tenduerage R-score deterioration
using Symphony is 2Vhile the actual R-score also depends on the end-to-eng, dedanote
that with even the maximum loss rate (as in path 4) using Spmphn order to achieve R-
score as low as 70, the acceptable end-to-end delay is o@ens30Further, in-depth analysis
of the losses shows that significant part of the loss occuenwihe client is far away from the
AP. In a real mobility enabled WLAN, mobile clients handaifdloser APs for better quality,

and hence we believe that even this application-level lobsot occur in practice.
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Spatial Reuse

Several studies have demonstrated that transmit poweanttedds to increased spatial reuse [1,
99]. Many of these works have shown simulation results cagd topologies that can not be
easily realized in a prototype testbed. However, for thee sflkcompleteness, we perform a
small-scale spatial reuse experiment with Symphony. Is ¢éxiperiment, we consider links
(S1, 2), (S2, x), and (S3, y) as in Figure 4.5(a) and make aesubshem operate simultane-
ously. We consider two cases: when the links operate at maxipower and when they op-
erate with Symphonykigure 4.12(a) shows the aggregate throughput of the liaksl, clearly

demonstrates 30-50% increased throughput for differenilmoations.

Large-scale experiments

To assess the effect of high node density on Symphony, weatendense deployments on
the indoor ORBIT testbed [131] with 5 APs and 28 clients, andbar office testbed with 3
APs and 6 clients. The inter-AP distance is 5 meters on ORBtI'l&m in our office testbed.
Clients are within 15 meters of each AP in both cases. We d@tdpectional traffic between
each client and its associated AP, and enable Symphony naddk. Figure 4.12(b) shows the
CDF of the average transmit powers used by clients in eaandemver a period of 60 seconds.
We observe thaBymphony enables clients to settle at much lower powerslavéloth sets of
experiments. For instance, in the ORBIT experiment, disettle at transmit power of 0dBm

over 60% of the time and within 9dBm over 80% of the time.
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Experiments with an Operational Network

Finally, we perform experiments with Symphony operatingdmjunction with an operational
network. We choose channel 6 in 802.11g for our experimemsyhich there are other APs
and clients transmitting. We consider the setup (Figuréa)Swith s3 as the AP location,
and a,b,c,y as four client locations, with s3 running Syrmyhdy observing beacons at the
location s3, we determine that there are at least 13 APs omeh®&. We perform this ex-
periment over a period of 12 hours mostly during regular effiours when the network is
active. For each client, the AP makes a 2 Mbps transfer toyesliamt every half an hour, to
estimate the power level appropriate for the clients. FEigud3 shows the CDF of transmit
powers (average) chosen during each run for each clientgiidpmh shows theBymphony op-
portunistically reduces the transmit power on all links eweghen operating in conjunction
with a non-Symphony-compliant netwotkor instance, links (s3, ¢) and (s3, y) operate 6dB
lower than the default transmit power 85% of the time. Th@&ihedemonstrates Symphony’s

incremental deployability.
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Chapter 5

The Sonata Framework: Design and Implementation

This chapter describes the design and implementation cit8pa framework that intelligently
combines directionality, diversity and bit rate adaptatio maximize the uplink throughput of

a mobile client. Sonata aims to reduce data transfer tinrmesingrease connectivity durations.

5.1 Overview

In this section, we address each of the issues raised darligrapter 3 (Section 3.7) through

three key features:

1. We leverage the observation that several resource ptaesre a location remain un-
changed for long enough timescales (such as minutes to)qa2&, and can be learnt
and reused across several mobile clients passing the saat®to We split the process
of discovering the right resource parameter settings agegeral clients, and store the
information in a centralized easily accessible locatioagB®Manager). The BeamMan-
ager can be used by subsequent clients for rapidly congetgithe appropriate settings.
The discovery process is continued as a short phase at & sifilstients passing a loca-

tion, to ensure that the parameter settings are up-to-date.

2. We leave to the client the choice of the exact beam for irgch base station to make
the learning process independent of client capabilitidse [€arning part only identifies

thedirectionin which a beam should be formed.

3. We apply short-term adaptation to locally tune the patarsdor better throughput to
ensure that the algorithm makes appropriate choices tatadjfine-timescale link fluc-
tuations and diverse client capabilities. We name the ilogdiased adaptation algorithm
on the client R2D2, to stand for Robust Rate with Directiapalnd Diversity. R2D2 is

the core and novel component of Sonata that we explore iil dethis dissertation. In
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Figure 5.1: Sonata Framework Overview.
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Figure 5.2: Sonata Protocol Overview.

what follows, we provide an overview of the complete solatiand in the next section,

we expand on R2D2.

Figure 5.1 shows a block diagram of the overall solution.ddrent at a given location that
intends to do uplink transmission, our goal is to choose afsefceivers, form a transmit beam
that covers all the receivers, and choose a bit rate thapimppate to make packets decodable
at all the receivers. The BeamManager is accessible via totqtane that can be assumed

to be reliable and always available (such as a low rate buj-ttistance cellular network).



77

Algorithm 5 BeamManager pseudo-code

1: FUNCTIONONn.TABLEREQ (pos)
2: for each posi close to pato
3: if exists unexplored comben

4: add posi, combo to rehble;

5. else ifrandom()<= 0.9then

6: add combo with max. throughput;
7. else

8: randomly pick non-max. combo;
9. endif

10: end for

11: sendTABLE RSP (rettable);

12:

13: FUNCTIONON.TABLEREPORT (table)
14: for each posi in tableo
15:  if observed throughput throughputin_tablethen

16: update combo and throughput in table;
17:  endif

18: end for

19:

Figure 5.2 shows the protocol between a client and the Bearalyta to exchange and update
beam configuration table, and Algorithm 5 shows the pseude of the BeamManager. For
every, TABLEREQ from a client, the BeamManager returns a TABREP containing a set

of close-by locations that the client may traverse durisgniobility, and the corresponding
parameters. Lines 2 and 3 in the.®ABLE _REQ pseudo code represent the initial phase when
the BeamManager makes clients try out all possible parametebinations. Lines 5-7 ensure
that periodically the BeamManager table is updated witkemebest configurations.

The base stations in Figure 5.1 are connected through thplaae to the Internet. For a
set of consecutive locations, we desighateachorbase station to collect packets forwarded
by all the receiving base stations and to determine packstriste summary. The summary is
sent back from the anchor base station to the client thronghobthe currently receiving base
stations (which is easily determined from the receivingkpés). Using one of the receiving
base stations ensures that the client isdaatfto transmissions and the client indeed has a beam
focused towards that base station. The anchor base statiessifrequently changed than the
beams and receivers themselves to reduce the effect of tisirttics is primarily made possible

because of the assumption that the base stations are cedeca backplane.
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Algorithm 6 R2D2 pseudo-code.

FUNCTION on_position.change ()
t = getmappingtable(pos);
rcvr_angles = Ikuptable(t, pos);
beam = formbeam (rcvrangles);
configurebeam(beam);
tx_rx_packets();

FUNCTION on_pktlosssummary ()

. if throughput< expected throughpuhen
(PER,SNR) = geper_snr();

action = lkuprun.time_tbl(PER,SNR);
perform(action);

- end if

. tx_rx_packets();

e e N o e =
@ g W DNhNR o

The client reports back periodically to the BeamManagerpédormance of suggested
parameter settings and any new resource parameter sdttatghe client tried out for inclu-
sion into the database using the TABIREPORT message (Figure 5.2). The BeamManager
performs a weighted update to resource parameters to ettira single observation due to

momentary fluctuations will not change the settings sigauifily.

5.2 R2D2 Design

Our adaptation algorithm, R2D2, performs two functions(ju code shown in Algorithm 6).

1. At each new location, it uses the settings suggested bBehenManager for transmis-
sion; the server chooses the settings that are the bests td@rthroughput among the
settings that are tried across clients in different senpimgses. The map of expected
throughput at each location is also given to the client byséwer. The client looks up
the angles at which a beam should be formed at the currenidogcaises its antenna
elements to form the appropriate transmit beam, and trassand receives packets till
either the location changes or a packet loss summary infaymi obtained from one of
the base stations. The exact method of forming beams i @igslementation depen-
dent, and we discuss one such implementation in the pra&dtyplementation section

(Section 5.4).
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Table 5.1: Run-time adaptation.

| SNR|/PER- | High | Low |
High T Diversity 1 Rate
or | Rate
Low 1 Directionality | Do nothing
or | Rate

2. Atthe existing location, if the obtained throughput wér than the expected throughput
indicated by the server, and if the packet loss summary tethiat the resource param-
eters are under-performing, the algorithm performs furtba-time adaptation to better

tune the parameters.

Run-time adaptation performed by the client can be easitletstood by looking at Ta-
ble 5.1. The goal of this adaptation is to maintain the linkshigh a rate as possible by first
adapting directionality and diversity; rate adaptatiomlasme only when neither directionality
nor diversity can help improve the PER. We derive this talsieagithe observations made in
our tradeoff study. The key idea of using this table is thatrdduction in uplink throughput for
a client manifests as variations in SNR and PER. If we congidecurrent resource parameter
settings as a state, the next state we transition to dependsiether SNR and PER are high
or low compared to a threshold. If SNR is already high andsgeshe required threshold for
packet decodability, and PER is still high, increasing diitg by adding additional receivers
is a better option than increasing directionality. Howeifethe SNR is low and PER is high,
there is increased chance of making some of the existing tmkhe receivers better by increas-
ing directionality. If the PER is low, however, the clienies to increase rate to obtain better

throughput.

5.3 R2D2 Evaluation

In this section, we evaluate the performance of R2D2 usiacetdriven analysis. We collect
several packet delivery traces through an extensive se¢asurements in two different realistic
settings, as shown in Figure 5.3. The first set of four runstaten on a circular path in a
parking lot around a building, and the second set of four aregaken on a road with a speed

limit of 40 MPH. The four receivers for each setting are pthes shown by the stars close to
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Testbed2

Testbed1

Figure 5.3: Vehicular testbeds.

the paths. We consider two distances of the receivers in ggttihg from the path to emulate
both high SNR conditions when the receivers are close to dtie, mnd low SNR conditions

when the receivers are a little away from the path.

5.3.1 Methodology

To make data collection tractable, we use the following watikbn methodology. We use an
omni-directional transmitter, and use packets with défgrtransmission power for emulating
the effect of creating beams of different beamwidths. Weeples(a) with a phase array direc-
tional antenna [150] available with us, and (b) theoreljcalith MATLAB simulations, that

a beam covering two well separated receivers (i.e. havimgniain lobes) will have approxi-
mately 3dB lower gain than a beam with single main lobe pointd a receiver, and a beam
covering three receivers will have 3dB lower gain than the teceiver case. Base on this
observation, we pick four transmit power levels: 17dBm,Bag 11dBm and 8 dBm. When
transmitting at 17dBm, we assume that the beam is pointedyt@ae of the receivers, at 14
dBm to any combination of two receivers, at 11dBm to any comation of three receivers, and

at 8 dBm to cover all four receivers.
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The transmitter broadcasts 200 ICMP packets (1350 bytdsad)yper second using dif-
ferent 802.11g PHY rates (18, 36, 54Mbps). The use of brahaeade suppresses MAC-level
features such as retransmissions, acknowledgments antCRE&nd enables us to measure
the packet error encountered due to impairments sufferddeaphysical (PHY) layer. The
receivers operate in monitor mode, in which the node caniegdisten to all data on a
particular channel without being associated with any ARdRers utilize the tcpdump [151]
utility, which gives it relevant information on a per-patkasis from both the PHY and MAC
layers. In addition, all the nodes continuously log thegation and speed information using
a GPS device. The system time on each node is set to the GPSdithat the system clocks
of all nodes are synchronized. The transmitter includesritestamp in the ICMP packet’s

payload so that the receiver can correlate the location fiich each packet was transmitted.

5.3.2 Algorithms

We compare the performance of R2D2 with five alternate tegles outlined below. Some of
these algorithms represent existing solutions, while softkeem are our enhancements to the
existing algorithms to demonstrate that even after fixirg ekisting algorithms there is still
scope for improvement, and R2D2 is effective in improving throughput close to what an

ideal adaptive algorithm would achieve.

e R2D2-LOC A version of R2D2 that just uses parameter combination ggested by
the location-based database, and does not perform anerfuidh-time adaptation in

response to changing network conditions.

e ViFi: A system using omni directional transmissions from thagmaitter, as in ViFi [93],

and that transmits at the highest possible rate and doe%rfotim any rate adaptation.

e AR-ViFii An enhanced version of ViFi that adapts rate based on obdgracket loss to

choose the best rate that is appropriate for maximizinghaghroughput.

e Mobisteer A system using location-based beam adaptation, with then@inting to a
single receiver at any point of time, and rate adaptationgdbne independently, as in

Mobisteer [109].

e MAX: An oracle system that chooses the best combination on agp&epbasis to emu-

late the maximum achievable throughput in the given cooriti
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(b) Parking Lot, High SNR
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Figure 5.4: Average throughput obtained by R2D2 comparegveral algorithms.

5.3.3 Results
Performance Improvement

Figure 5.4 shows the throughput obtained by the six algostin several runs in each of the dif-
ferent settings. For the algorithms that use the locatmseld database for parameter selection,
we use two runs other than the run under consideration fiminigathe database. For instance,
runl-34 indicates the performance of the algorithms in nwh&n using 3rd and 4th runs for

training the database. Figure 5.4(a) shows the througlgruhé parking lot case when the
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(b) Independence Way

Figure 5.5: Variants of Vifi.

average SNR is low, i.e. the receivers are a little farthexya(@bout 25 meters) from the path.
In this case, R2D2 performs significantly better than existilgorithms and even their exten-
sions. The difference between ViFi and AR-ViFi (also seeuFég5.5) shows the additional
benefit of rate adaptation in diversity based solutions xénsion often acknowledged but not
implemented in previous works [93]. The difference betw@&hViFi and MAX shows that
even after extension to ViFi, there is still a significantpedor improvement. The difference
between R2D2 and R2D2-LOC (also see Figure 5.6) shows théreasent for additional run-
time adaptation over location-based beam and rate safeddimally, the difference between
AR-ViFi, Mobisteer and R2D2 demonstrates that carefulging off directionality and diver-
sity and jointly performing rate adaptation can take thenkplhroughput significantly closer
to MAX. Similar observations can be made on the Independ®veepath in Figure 5.4(c).
Figures 5.4(b) and 5.4(d) plot the throughput under high SMRditions, i.e. when the
receivers are very close to the paths, emulating road-sRiel@ployments. Even in this case,
R2D2 performs better than other algorithms and is close tat\WHAX can achieve. Observe,
however, that diversity-based algorithms (ViFi and AR-¥iperform much better in this sce-
nario relative to the low-SNR case compared to directioywdiased algorithm (Mobisteer).
This is in line with the theoretical predictions as in Fig@&7. In setups with high average

SNRs, higher directionality would not benefit as much as duighversity that helps mask off
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Figure 5.6: Variants of R2D2.
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Figure 5.7: The distribution of mean, and std. deviationSMR for each scheme relative to
the maximum. R2D2 improves link robustness by increasiegniean SNR and reducing the
variance.

variance in SNR. [93] observe that in mobile settings deepdaor variance in SNR can be
very high. On the other hand, in low SNR regimes, increasedrsity further reduces gain
to an individual receiver thereby hurting packet receppoobability; increased directional-
ity increases the average SNR (at least to a subset of thiweeziethereby increasing packet
reception probability.

To highlight the effect on SNR better, Figure 5.7 shows ttetridbution of the mean and

standard deviation in the received signal strength indicéRSSI) achieved by each of the



85

CDF
CDF

R2D2
Mobisteer - | ol Mobisteer -

°T ARV  ARVA
0 1 2 3 4 5 6 o 1 2 3 4 5 6
Throughput (MB/s) Throughput (MB/s)
(a) CDF of throughput for parking lot (b) CDF of throughput for Independence way

Figure 5.8: CDF of throughput obtained by several algorgtanseveral client locations.

schemes relative to MAX. RSSI is an estimate of the signaiggrat the receiver during packet
reception, measured during the PLCP headers of arrivinggtm@nd reported on proprietary
(and different) scales. The Atheros cards we use, for exameport RSSI in dB relative to
the noise floor [152]. For a single link, since SNR = RSSI / edisor, and since the noise
floor is relatively constant, here, we use RSSI to represbiir.She CDFs shown in Figure
5.7 use the average and standard deviation in SNR calcudadsuccessive 100-millisecond
intervals. As RSSI is available only if the correspondingked was successfully decoded, and
since we need the SNR of lost packets to calculate the varjanme make the assumption that
lost packets have an SNR just below the receive thresholthtobit-rate used to send that
packet. Using this assumption, we report the “best-caselmaad standard deviation of SNR.
Figure 5.7(a) shows that both R2D2 and Mobisteer come ctoapgroximating the maximum
achievable mean SNR. The median for both schemes is 5 dBrhilghe the pure diversity
based scheme. However, Figure 5.7(b) shows that both preretidnality and diversity based
schemes are unable to effectively deal with SNR variance {duleep fades). The distribution
of standard deviation for both schemes has heavy tails wittegimum deviation of 14 dB.
The graph also shows that even MAX observes standard daviatif up to 4dB. R2D2 is able
to closely approximate the behavior of MAX (and eliminateagyk part of the heavy tails of
the distribution).

Figure 5.8 shows the CDF of throughput for R2D2, Mobisteer AR-ViFi for run 3, using
runs 1 and 2 for training the database. The CDF clearly detraias that R2D2 has high
throughput at a higher percentage of locations. For instandhe parking lot case, the median
throughput with R2D2 is 30 Mbps, whereas that with AR-ViFdawdobisteer is 14 and 16

Mbps respectively.
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Figure 5.9: Link packet error rate over time (in seconds)tiierthree schemes relative to the
achievable maximum. Each point is an average over 100 atthisds. R2D2 comes closest to
Max in both LOS and NLOS regions.

Figure 5.9 shows that the throughput improvements of R2B2htained by reducing the
packet loss significantly. This is crucial to ensure thatdhannel is used effectively by the
transmitter for uplink transmission. The graph shows paek®r rate over time for the three
schemes Mobisteer, AR-WiFi and R2D2 relative to MAX. Theelinindicate averages over

successive 100-millisecond intervals.

Algorithm Behavior

Figure 5.10 expands on the behavior of the algorithms to deitrate the efficacy of R2D2
over others in adapting to fluctuating channel conditions muobility. Figure 5.10(a) shows
the throughput with time (averaged every 200 millisecorfds}he parking lot case with the
low SNR setup for run3 using runs 1 and 2 for training the dadab The graph clearly shows
that in many regions R2D2 makes a better choice of paramétansAR-ViFi or Mobisteer.
Figure 5.10(b) shows similar result for the Independencg ¥edting with the low SNR case.
In Figure 5.11, we zoom into the behavior of R2D2 and comptrgérformance with
R2D2-LOC and MAX, to demonstrate the efficacy of additionad-time adaptation over using
location-based database for parameter selection. Thé gtaprly shows that location mis-

predicts the best choice in several instances making R2D@-perform worse than MAX;



87

n 'R2D2 ——
2 507 Mobisteer - ]
S a0t AR-ViFi

5 30

(=3
‘é, 20

o 10
'E O L L L L L L L L \V = L L L L L
0 3 6 9 12 15 18 21 24 27 30 33 36 39 42 45 48
Time (sec)
(a) Parking Lot

n ‘ R2D2 ——
S 50r Mobisteer
S 40t AR-ViFi

é 30 ¢

%3,, 20

3 10

F oo ‘ ,

240 250 260 270
Time (sec)

(b) Independence Way

Figure 5.10: Instantaneous throughput obtained by R2D2aped to a variety of algorithms.
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Figure 5.11: Parking Lot: zoomed-in.

whereas R2D2 detects these conditions and adapts well tinrtegt performance of MAX.
Figure 5.12 shows the combination of receivers chosen wth by the transmitter when
using R2D2, in comparison to the extremes of choosing aflivecs (as in AR-ViFi) and only
one receiver (as in Mobisteer). We use information from fil@Jor the parking lot case and
run4d-12 for the Independence Way case. The graph dema@sstiat in several locations a
middle-ground between the extremes, i.e. choosing a subsgsible receivers is the best
choice. Note that while Mobisteer and R2D2 overlap in FigouE2(a) after 20 seconds, the
choice of rate is different due to run-time adaptation, aadce R2D2 performs better than

Mobisteer, as observed in Figure 5.10(a).
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Figure 5.12: Receiver combinations chosen in differertirggt.

5.4 System Implementation

5.4.1 Overview

Our prototype system (Figure 5.13) consists of a car cagrgirPhocus Array beamforming
node [150] as the client that does uplink transmissions @h18.g, channel 6), a set of re-
ceivers that are small form-factor PCs with 6dBi gain exdéantennas [131]; one of the re-
ceivers acts as an anchor base station to which the otheveesdéorward packets through
additional wireless interfaces on channels that the trétemndoes not use (802.11g, 1 and 11).
Using wireless backhaul avoids setting up wired connedgtivutdoors. The Phocus Array is
a full-fledged 802.11 node with a beamforming antenna. Tihisrana consists of an array of
eight elements arranged in a regular octagon. The anterglaasonically steerable, i.e., a
specific beam pattern out of the several precomputed beamiecehosen from software on

the fly.
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(a) (b)

Figure 5.13: (a)Transmitter with beamforming antenna,T@iansmitter enclosed in a box and
mounted on a car.

5.4.2 Beamforming

We generate several beams offline by setting antenna elemeggiits (phase and magnitude)
appropriately. The exact element weights to be set for eaamltpattern can be found in our
technical report [153]. In all, we have (a) one omni-direatil beam, (b) 8 beams with single
main lobe, with each beam shifted clockwise 45 from the previous beam such that they
together cover the entirg60° around the transmitter, (c) 28 beams with two main lobes at
different angles relative to the direction of travel of tle,@and (d) 49 beams with three main
lobes at different angles relative to the direction of ttafahe car. The single lobe beams are
adopted from our previous work [40], and possess the clarsiit of having very low side
lobes (a front-to-side lobe ratio of 18dB), and about 8 dBagiain over the omnidirectional
pattern. The multi-lobe beams are derived in MATLAB by supeposing the single lobe
beams and deriving the combined weights using conventamtginna theory [154].

Figure 5.14 shows an example set of beams with different eawifiomain lobes at different
angles. These beams are configured on the Phocus Array, amgleacommand can change the
pattern that the node uses to transmit at run-time. Chartgmgattern of transmission to one
of the configured patterns on the Phocus Array node taked 4bOws. Observe that we make
an assumption here that the gain is equal for both lobes itwixdobe beams and for all three

lobes in the three-lobe beams. We make this simplifyingragsion primarily due to lack of
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(@) 1 lobe ab0° (b) 2 lobes at (c) 3 lobes at
90°,—45° 0°,90°, —135°

Figure 5.14: Example beams with different number of mairefoht different angles. The
motion of the car is along zero.

rapid adaptive beamforming support on the existing Phoctesyardware. For rapid adaptive
beamforming, we envision that arbitrary beams with différgains towards each receiver can

be formed, which we leave as a part of our future work.

5.4.3 Mapping beams to receivers

Mapping a beam to a set of receivers indicated by the Beamgéaurad each location involves

two steps.

1. Angular Localization

First, the client needs to know the beam angle required fdr eeceiver for maximum through-
put. Note that this angle need not be the physical angle lesivilge transmitter and the re-
ceiver relative to the direction of the client’s motion; aabein a completely different direction
might be the best beam due to multipath reflections. Therimftion provided by the Beam-
Manager itself for each receiver includeg ocation, RecevierlD1, BeamAnglel, ReceiveriD2,
BeamAngle2,>. In the training phase, the client receives beacons (otspifoom the base
stations when using the eight single lobe beams in turn. Eaehthat gets the beacons at the

highest RSSI determines the angle of the receiver.

2. Calibration

While angular localization enables the client to know theection in which it has to create
a beam to reach a receiver relative to the client's directibmotion, it does not know the

exact orientation of the client antenna. This is essemiartsure that the beam is actually
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Figure 5.15: Angular Localization.

formed in the desired direction. For addressing this problence we do not have control of
the antenna placement on the clients, we design a simplaaiidin procedure to calculate the
offset to be applied while mapping beams to receiver pastioThe offset ensures that the
beam is selected not just relative to the direction of motbthe car, but also relative to the
placement of antenna array on the client. The proceduref@dlass. For each of a small set of
receivers that the BeamManager indicates the positionshanideam directions to be used, the
client uses the eight single lobe beams in turn and finds @ubdam selected in the direction
indicated by the BeamManager for a given receiver indeegksgive maximum throughput, and
if not which beam gives the maximum; the difference in anglereen the beam that gives
the maximum throughput and the beam indicated by the Bearalytaris the offset. We use a

subset of receivers instead of one for greater confidendeinftset estimated.

5.4.4 Data Transfer Protocol

We use the idea similar to MRD [112] and ViFi [93] to provideckat loss summary reports
from the anchor base station to the client. The client usestimmary reports for run-time
adaptation. We do not currently perform the optimizatioat tHiFi [93] proposed—of using
probabilistic relaying of packets to the anchor base statith minimize traffic on the backhaul.
Instead, we over-provision the backhaul by using two 802ctiannels, to concentrate the work

on the client to base station link and the tradeoff involvetingen directionality and diversity.
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5.4.5 Evaluation

We perform our prototype evaluation in the parking lot setap shown in Figure 5.3. The
BeamManager is trained with two client runs on the same pathtlae best set of receivers
at each location are determined. A location is uniquely rdgiteed across all clients and the
BeamManager by considering only the first four digits after decimal point of the GPS co-
ordinates (latitude and longitude). This method definegumrectangles that enables sharing
beam configuration and rate selection information acraseatsl We perform angular localiza-
tion for the same set of locations to determine the beam ahgtds best at each location for

each receiver, very similar in methodology to Mobistee910

5.5 Limitations and Discussion

Compared to an omni-directional beam, the cost of choosimg@ng beam” can be very high,
for example due to lack of enough information at a locatiodu@ to inaccurate position estima-
tion due to GPS errors [122]. This can be easily appreciatéodking at Figure 5.15, where six
beams out of the eight provide significantly lower packeiveey rate than the omni-directional
beam. This observation indicates that the training phaaevesy important component of the
system, requiring a significant number of training sampdegain enough confidence in the pa-
rameter setting at each location, contrary to our initisuasption. This problem is especially
challenging with high mobility of clients; clients at a speef 45MPH take about 500ms to
cross a 10 x 10 meters GPS location. However, we envisionrdsatirce parameter settings at
a location can be used across different clients, and heecediming phase can be distributed
across the large client-base.

In Section 3.7, we discussed the effect of number of anteteraents of the transmitter
on the theoretical tradeoff between directionality andesity. An additional systems issue
with number of elements that we do not address in this pap#raiswhile greater number
of elements can form thinner beams, the duration of validitya beam reduces because of
client mobility. To keep the overhead low, the duration ofidity of the beam should be
taken into consideration for choosing the number of elemtmuse in forming beams. This
observation applies to WiMAX or LTE as well, where to minimithe feedback from the client
and to track the fast-moving client, beamforming can bequeréd based on average instead

of instantaneous statistics as is the case in statistigahddeamforming [155].
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Our evaluation uses WiFi devices primarily due to their yeadailability. However, we
believe that the solution itself is equally applicable thest wireless technologies such as
WIMAX [156] and LTE [107], as long as other extensions suchhesability of connecting
to multiple base stations are provided. For instance, thecttCDMA standards already al-
low data combining from multiple base stations on the up|irs].

While we focus on uplink connectivity, diversity and directality can also be leveraged in
the downlink direction by using multiple base stations amsimit to a single client; however,
this requires additional functionalities on the base stetisuch as synchronization. While we
do not expand on this direction in this paper, this topic isady of significant interest in the
LTE and WIMAX standards, and forms an interesting problenfdicure work.

Finally, while it is unlikely that mobile devices such aslq#iones and PDAs will incor-
porate multi-antenna systems with more than three elentkrgsto their small form-factor,
we envision the evolution of relay devices on moving velsidigat can afford to carry such
large form-factor antenna systems; user devices can cbtméle relay devices that in turn
connect to the base stations. Similar proposal for a difteperpose was made by Rodriguez
et al. [121]. As opposed to the existing approach of oveit@adlient devices with multiple
radios (e.g. GPS, WiFi, 3G, etc.), this architecture ainshifi significant complexity from the
client devices to relays. By radically reducing client @evcomplexity, this approach has the
potential to help reduce energy consumption for hand-heldcds, in addition to increasing

network capacity.
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Chapter 6

Conclusions

In this dissertation, we identify the emerging requirersaithigh throughput, increased battery
life, and support for mobility for next generation CSMA wizes networks. We demonstrate
how parameter adaptation has to possess two fundamentadptilicting propertiesagility,
androbustnessto satisfy these requirements. Adaptation techniqued teebe responsive to
the vagaries of the wireless medium, while not compromisindink reliability and network
stability. We show that striking thiagility-robustness tradeofffectively is the key challenge
for resource parameter adaptation in these networks.

We then show that several unique practical issues in egistrarnations of CSMA wireless
networks make it challenging to incorporate these progeiti the design of parameter adapta-
tion techniques. These include: (a) the use of unlicensectspn, (b) CSMA/CA scheduling’s
inability to prevent interference, (b) the lack of mechamssfor accurate interference measure-
ment and feedback, and (c) the requirement for distribusedmeter adaptation. To address
these challenges, we focus on joint resource parametetadigdapsince no single parameter is
sufficient to satisfy all the requirements. We also realiwerteed to select different parameters
for indoor and outdoor environments because of their dipatharacteristics.

To show the applicability of this work to real network deplognts, in addition to an ex-
tensive set of experiments, we design and implement twairesananagement frameworks,
Symphonynd Sonata for indoor and outdoor environments respectively. IndpSymphony
increases network capacity and battery life for mobilentieby addressing the classical prob-
lem of joint, per-link, transmit power control and rate adion. For improved robustness,
Symphonyises novel mechanisms based on measuring the expectedigsios time (ETT),
and theutility of RTS/CTS frames, while relying onlaarning approach to converge quickly
to the right resource parameter choice. These innovatikms &ymphonyo increase network
throughput by up to 50% across four realistic deploymenhaiges, and battery lifetime by

up to 46%. FurtherSymphong original, two-phase design makes it readily deployabiene
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in the presence of non-compliant nodes. Outdoors, the &draamnework introduces a novel
and fundamental tradeoff between directionality and bte@s diversity for uplink transmis-
sions. Using a new location-based approach for improvednpater convergenc&onatais
able strike the agility-robustness tradeoff effectiveixtensive experiments demonstrate that
Sonataimproves link throughput by over 2x relative to state-aé-tirt, and is incrementally
deployable.

Together, these frameworks prove that, achieving the figliance between agility and

robustness can enable CSMA wireless networks to trandmitime wireless broadband era.

6.1 Future Directions

We propose addressing the following open issues as partwifwork.

¢ In this work, theSymphonyframework has focused mainly on supporting applications
that do not distinguish between individual packets (e.glPMand TCP). While these
applications cover a broad portion of today’s traffic typgedpes not cover applications
that use packets with different priorities (e.g. video). iAteresting future direction is to

understand the effect of power and rate adaptation on susittagons.

e Another open challenge is that of the integration of paramadaptation with QoS pro-

visioning. How can parameter adaptation be designed with Q@rantees in mind?

e At present, theSonataframework mainly addresses the connectivity concerns afi-a s
gle link. Its main focus is on ensuring fast-convergencepmameter adaptation. From
a network-wide perspective, although its use of direcliopnas a key building block
promises the potential for greater spatial reuse, futun&wdl have to look at integrat-

ing the property of interference-awareness into this fraork.
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