
INTEGRATION OF BIOGENIC EMISSIONS IN ENVIRONMENTAL
FATE, TRANSPORT, AND EXPOSURE SYSTEMS

BY CHRISTOS I. EFSTATHIOU

A dissertation submitted to the

Graduate School—New Brunswick

Rutgers, The State University of New Jersey

and

The Graduate School of Biomedical Sciences

University of Medicine and Dentistry of New Jersey

in partial fulfillment of the requirements for the

Joint Degree of Doctor of Philosophy

Graduate Program in Environmental Sciences - Exposure Assessment

Written under the direction of

Dr. Panos G. Georgopoulos

and approved by

New Brunswick, New Jersey

May, 2009



c© 2009

Christos I. Efstathiou

ALL RIGHTS RESERVED



ABSTRACT OF THE DISSERTATION

Integration of Biogenic Emissions in Environmental Fate, Transport,

and Exposure Systems

by Christos I. Efstathiou

Dissertation Director: Dr. Panos G. Georgopoulos

Biogenic emissions make a significant contribution to the levels of aeroallergens and secondary

air pollutants such as ozone. Understanding major factors contributing to allergic airway dis-

eases requires accurate characterization of emissions and transport/transformation of biogenic

emissions. However, biogenic emission estimates are laden with large uncertainties. Further-

more, the current biogenic emission estimation models use low-resolution data for estimating

land use, vegetation biomass and VOC emissions. Furthermore, there are currently no estab-

lished methods for estimating bioaerosol emissions over continental or regional scale, which can

impact the ambient levels of pollent that have synergestic effects with other gaseous pollutants.

In the first part of the thesis, an detailed review of different approaches and available

databases for estimating biogenic emissions was conducted, and multiple geodatabases and satel-

lite imagery were used in a consistent manner to improve the estimates of biogenic emissions

over the continental United States. These emissions represent more realistic, higher resolution

estimates of biogenic emissions (including those of highly reactive species such as isoprene). The

impact of these emissions on tropospheric ozone levels was studied at a regional scale through

the application of the USEPA’s Community Multiscale Air Quality (CMAQ) model. Minor, but

significant differences in the levels of ambient ozone were observed,

In the second part of the thesis, an algorithm for estimating emissions of pollen particles
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from major allergenic tree and plant families in the United States was developed, extending the

approach for modeling biogenic gas emissions in the Biogenic Emission Inventory System (BEIS).

A spatio-temporal vegetation map was constructed from different remote sensing sources and

local surveys, and was coupled with a meteorological model to develop pollen emissions rates.

This model overcomes limitations posed by the lack of temporally resolved dynamic vegetation

mapping in traditional pollen emission estimation methods. The pollen emissions model was

applied to study the pollen emissions for North East US at 12 km resolution for comparison

with ground level tree pollen data. A pollen transport model that simulates complex dispersion

and deposition was developed through modifications to the USEPA’s Community Multiscale

Air Quality (CMAQ) model. The peak pollen emission predictions were within a day of peak

pollen counts measured, thus corroborating independent model verification. Furthermore, the

peak predicted pollen concentration estimates were within two days of the peak measured pollen

counts, thus providing independent corroboration. The models for emissions and dispersion allow

data-independent estimation of pollen levels, and provide an important component in assessing

exposures of populations to pollen, especially under different climate change scenarios.
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Chapter 1

Introduction

Aside from accidental releases, extreme air pollution episodes during which the concentration

of air pollutants, in particular around urban-industrial areas, can reach excessively high levels

for periods of several hours to several days, can cause extreme discomfort, diseases, and even

deaths among the most vulnerable part of the population (children, elderly, and sensitive groups

like asthmatics). Industrialized and developing countries experience such conditions in various

environmental settings, and from both anthropogenic and biogenic emission sources. The various

sources of air pollution can be divided into three broad categories: (1) urban and industrial

sources; (2) agricultural and other rural sources; (3) natural emissions. Each of these categories

can further be subdivided into several subcategories (Figure 1.1). With respect to their potential

as either direct or indirect health stressors, they can be organized in the following two main

groups of interest:

1. Volatile organic compounds whose predominant source of biogenic origin is the growth

and death of vegetation;

2. Bioaerosols, that contain a number of aeroallergens such as pollen spores and fungi.

1.1 Background and significance

1.1.1 Health impacts of allergenic air pollutants

The American Academy of Allergy, Asthma and Immunology (AAAAI) estimates that 36 million

Americans suffer from seasonal allergy and 20 to 30% of the population suffers from seasonal

allergic rhinitis (also known as “hay fever”) [Knowlton et al., 2007]. Allergies are among a

host of factors that can trigger an asthma attack. Asthma is a chronic and potentially life-

threatening lung disease characterized by difficulty breathing [A.L.A., 2007]. Worldwide asthma
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rates doubled between 1998 and 2003 and self-reported cases in the U.S. rose by 75% between

1980 and 1994. In addition to an increase in prevalence, there has also been an increase in the

severity of asthma. Between 1986 and 1993, the number of hospitalized children in California

who experienced a negative outcome, such as intubation or cardiopulmonary arrest, doubled.

At the same time, a number of epidemiological and chamber exposure studies including

asthmatics have demonstrated associations between several individual air contaminants and in-

creased frequency or severity of diseases of the upper respiratory tract. Air contaminants includ-

ing: ozone, sulfur dioxide, nitrogen oxides, acid particulates (hydrogen ion), sulfates, fine and

coarse particulate matter, total particulates and wood smoke, in addition to a varying spectrum

of bioaerosols such as pollen and fungal spores have all been strongly associated with respira-

tory diseases. These studies have also suggested that particulate air contaminants can cause

an increase in both acute respiratory effects, and long-term cardiovascular effects as measured

by emergency room visits [for review see Dockery, 2001; Dockery and Pope, 1994; Peterson and

Saxon, 1996]. However, the temporal correlation among air contaminants (and even temperature

in warm weather) makes it tough to pinpoint associations between individual contaminants and

broad exposure endpoints such as asthma or other common diseases of the respiratory tract.

Many of the studies investigating relationships between ambient air quality and acute asthmatic

attacks are based on evaluation of only a few contaminants or markers (e.g. PM10). Further-

more, particulate matter is composed of many compounds and only a limited number of studies

have explored which components might be the most important for certain effects like asthma

exacerbations [Bernstein et al., 2004; Thurston et al., 1992, 1994; Tolbert et al., 2000]. A growing

number of studies provide evidence that climate-induced changes in temperature, concentration

of atmospheric CO2 and pollen seasons will increase the production and allergenicity of airborne

allergens, effectively compounding the threat of deteriorating air quality [D’Amato and Cecchi,

2008]. While more studies need to confirm this link, substantial evidence correlates the global

rise in asthma with climate-induced changes in air pollution and aeroallergens, such as ragweed

[Knowlton et al., 2007].
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1.1.2 Biogenic emissions of ozone precursors

The presence and effects of vegetative growth in the interaction layer of the lower troposphere

can contribute significantly to the reactive organic gas (ROG) inventory in both rural and

urban areas. The significance of this contribution from biogenic sources is enhanced by the

greater atmospheric reactivity of many biogenic hydrocarbons in comparison to anthropogenic

byproducts. As a result, volatile organic compounds (VOCs) emitted by growing vegetation

are important chemical species that affect the oxidative capacity of the troposphere [National

Research Council, 1991; Seinfeld and Pandis, 2006], as well as the levels of other species (e.g.

carbon monoxide, methane, aerosols) that are known to play an important role in climate forcing

[Collins et al., 2002; Shallcross and Monks, 2000]. Biogenic VOCs (BVOCs) are also precursors

to surface-level ozone (O3), which has a well-documented impact on human health [Reeser et al.,

2005], and agricultural productivity [Felzer et al., 2004; Fuhrer and Booker, 2003]. On the global

level, the BVOC emissions are estimated to be close to an order of magnitude greater than the

global total anthropogenic source [Guenther et al., 1995; Wang and Shallcross, 2000; Wang

et al., 1998a,b,c]. Their impact is complicated by the fact that the interactions between ozone

precursors are highly nonlinear [Jacob, 2000; Kang et al., 2003; Roselle, 1994; Sillman et al.,

2002], and are affected by transport processes, meteorology, and the differential reactivity of

individual VOC species [National Research Council, 1991; Seinfeld and Pandis, 2006]. O3 levels

are also dependent on the regional background component that is known to be affected by

long-range transport (LRT) of O3 and its precursors [Fiore et al., 2002].

Grid-based photochemical air-quality simulation models (PAQSMs) offer computerized rep-

resentations of the atmospheric processes responsible for air pollution, including ozone and

secondary aerosol formation. These models simulate the atmosphere in varying degrees of de-

tail by mathematically representing emissions; initial and boundary concentrations of chemical

species; the chemical reactions of the emitted species and their products; and the effect of local

meteorology (sunlight, wind, and temperature). In this way, an understanding of atmospheric

chemistry and meteorology is combined with estimates of source emissions to predict possible

control strategy effects.

The development and success of specific emissions control strategies is expected to be greatly

dependent on the estimated fluxes of biogenic hydrocarbon species. Considerable attention has
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be given to determining BVOC emission rates in past research. However, biomass and leaf

mass quantification and plant species composition and dominance are believed to be the weaker

links in the development of BVOC emission estimates, both for plants in urban settings and for

regional-level inventories [Karlik et al., 2002]. Therefore, most biogenic emissions models belong

to the broad class of methods that involve the use of phenomenological, i.e. “observation-based”

approaches in which empirical relationships are deduced from smog chamber experiments or

open-field atmospheric measurements. In order to ensure that land-surface processes are ac-

counted for in these models, surface characteristics such as soil and vegetation properties have

to be specified as accurately as possible. Experimental and modeling studies on an area-wide

basis have demonstrated that biogenic hydrocarbons can constitute a significant contribution

to the overall VOC inventories of both urban and rural regions [Chameides et al., 1988; Lamb

et al., 1993; Pierce et al., 1990; Winer et al., 1983; Zimmerman, 1979a]. In the eastern US, the

total annual amount of BVOC emissions has been estimated to exceed the corresponding an-

thropogenic releases [Fuentes et al., 2000; Guenther et al., 2000; Kinnee et al., 1997; Pierce et al.,

1998]. Consequently, incorporating BVOC emissions into existing air quality models results in

substantial increases in predicted ozone concentrations, although areas with low nitrogen oxide

levels can exhibit the opposite effect [Horowitz et al., 1998; Liang et al., 1998; Pierce et al., 1998;

Roselle, 1994]. On average, BVOCs are estimated to be 2-3 times more reactive than emissions

from mobile sources, a major anthropogenic VOC (AVOC) contributor [Atkinson, 1987, 1990,

2000; Atkinson and Arey, 1998; Atkinson and Carter, 1984; Atkinson et al., 1995; Carter, 1994;

Carter et al., 1995; Corchnoy and Atkinson, 1990].

1.1.3 Emissions and transport of biogenic emissions

As mentioned before, the representation of the land-surface processes is an important compo-

nent of atmospheric and environmental models since it has a direct impact on precipitation and

on the evolution of the atmospheric boundary layer (ABL). A key question addressed here is

whether the same general modeling framework that has been developed for simulating regional

photochemical episodes, can cover a variety of sources of biogenic origin that can be important

in human population-based exposure modeling. There is a clear need for modeling tools that

can associate background emissions from biogenic sources which follow the natural growth and
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seasonality of the local ecosystems. BVOC and bioaerosol emissions with occasional episodes

(forest fires, volcanic eruptions) that release pollutants, frequently involved in long-range trans-

port (LRT) due to their slow removal from the atmosphere (e.g. PM2.5). Recent studies have

shed light on the complexity of interactions between gas-phase pollutants (Figure 1.2), and have

highlighted the importance of studying the co-occurrence of such contaminants. It is also well

established that atmospheric pollen allergens are not carried only by intact pollen grains, but

also by smaller particles measuring just a few microns (paucimicronic particles) [Emberlin, 1995;

Spieksma and Nikkels, 1999]. Furthermore, it has been suggested that the pollen component of

urban aerosols may undergo chemical transformations, described by the mechanism of protein

nitration, upon contact with pollutants such as nitrogen dioxide and ozone, and in this way

acquire enhanced allergy-inducing properties [Franze et al., 2005]. This interaction of photo-

chemical smog constituents and bioaerosols has been also verified in highly polluted areas of

India and Iran [Bist et al., 2004; Chehregani et al., 2004].

The main problem associated with regional modeling studies of BVOC emissions is that they

are assumed to be static on the timescales relevant to the air pollution policies. The predicted

changes in emissions for recent decades have been small, because the equilibrium vegetation

models used in such studies inherit the assumption that current vegetation has reached a steady-

state with respect to the current climate. However, climate change can affect emissions both

directly, since plant-level emission rates depend on the surrounding environmental conditions,

and indirectly, due to the evolution of vegetation at the ecosystem level.

This framework can be extended for population exposure assessment applications and a

number of additional processes can be incorporated. For example, application of pesticides

to croplands by spraying from aircrafts may result in transport and exposure to residential

areas. The soil may also naturally emit contaminants (e.g. Radon), or be contaminated by

radionuclides or heavy metals which in turn can be taken up by plants and become airborne

again during fire events. These situations can be modeled by using the same land use/cover,

geological, elevation, and vegetation-related geodatabases. More in-depth modeling tools can be

used by applying allocation methodologies [see the related USGS report Thelin and Gianessi,

2000] and in some cases direct coupling with transport models (atmospheric, groundwater, etc.)

that follow the pollutant(s) of concern and relate to a potential pathway of exposure. Increasing
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interest has been shown in assessing the impact of genetically modified (GM) plants in such

scenarios. Evidence presented in a recent project funded by the European Environment Agency,

suggest that there is a clear risk that GM plants of various species would cross-pollinate non-GM

plants, up to and beyond their recommended isolation distance under favorable meteorological

conditions [Eastham and Sweet, 2002].

Hence, there is a clear need not only for broader and more versatile ambient monitoring

networks, but also for the development of a framework for multi-pollutant exposure modeling

applications by taking advantage of the existing state-of-the-art computer-based methods and

environmental information databases.

1.2 Background on air quality modeling components

1.2.1 Chemical transport models

The principal objective of a chemical transport model is to mathematically reproduce a variety

of air pollution phenomena. In this way, CTMs have been used to simulate air quality (concen-

tration levels of each pollutant) in time and space. It is clear though, that in order to benefit

from CTMs and to perform comprehensive air quality assessments, a combination of air quality

measurements and CTMs should be employed [De Leeuw et al., 2001]. To use such models,

some information intrinsic to the chemical transport model is needed, such as grid structure,

resolution, and initial and boundary conditions. Inputs to CTMs can be broadly grouped as

those dealing with meteorology and emissions:

1. Meteorological inputs: Usually CTMs require hourly, vertically and horizontally resolved

wind fields, as well as hourly temperature, humidity, mixing depth, and solar insolation

fields. Some also use the vertical diffusivities, cloud characteristics and rainfall as simulated

by meteorological models. Meteorological inputs are typically developed de-coupled from

the chemical transport model. The data sparsity is the main reason of preference towards

the usage of dynamic or prognostic meteorological models.

2. Emissions: As previously discussed, accurate emission inputs are key to good model per-

formance. Emission inputs are developed to be compatible with the chemical mechanism

and the model’s spatiotemporal resolution. Detailed, speciated VOC emissions are usually
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lumped into the appropriate chemical mechanism categories. Typically, this would include

gridded, hourly estimates of the emissions of CO, NOx, SO2, and various primary VOCs.

For particulate matter modeling, primary emissions of SO3, NH3, PM2.5, and PM10 should

be included.

CTMs, in relationship to the coordinate system can be classified into Lagrangian or Eulerian

models. Lagrangian models consider a mobile coordinate system, which in the case of atmo-

spheric phenomena, follows a defined air parcel. Conversely, the Eulerian approach is based on

a fixed coordinate system. Box models are the simplest air pollution models, and a particular

category of Eulerian photochemical dispersion model. They are based on the mass conservation

of a pollutant inside a single cell, or box, inside which emissions are considered homogeneous

[Jacobson, 1999]. The ground as defined by land cover/type characteristics bounds this cell on

the bottom, the inversion base (or some other upper limit to mixing) on the top, while there are

east-west and north-south boundaries on the sides. Box models can be applied for both inert

and reactive pollutants. Fundamental to the model concept is the assumption that the pollutant

concentrations in a volume of air are spatially homogeneous and instantaneously mixed. Under

this condition, pollutant concentrations can be described by the simple balance among the rates

at which they are transported in and out of the air volume, their rates of emission from sources

within the volume, the rate at which the volume expands or contracts, and the rates at which

pollutants react chemically or decay.

Trajectory models use a moving-coordinate approach to describe the atmospheric diffusion

and pollutant transport. A hypothetical column of air is defined, which given a specified starting

point, moves under the influence of the prevailing winds, passing over emission sources which

inject primary pollutant species in the column [Seinfeld, 1988]. Chemical reactions may also

be simulated in the column which can be partitioned horizontally or vertically in many layers

or cells. The formulation employed by trajectory models to describe atmospheric process is

based on the mass conservation, approximated by the atmospheric diffusion equation (ADE)

in a moving coordinate system. The air parcel of interest is assumed to travel solely with the

horizontal wind.
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Grid models employ a fixed Cartesian reference system within which the atmospheric dy-

namics are described. The region to be modeled is bounded on the bottom by the ground,

on the top by the inversion base (or some other maximum height), and on the sides by the

desired east-west and north-south boundaries. This space is then subdivided into a two- or

three-dimensional array of grid cells. Most global scale models assume vertically well-mixed

cells extending from the ground surface to the base of the inversion layer: others subdivide the

modeled region into a number of layers in the vertical direction. The basis for grid models is

the solution of the atmospheric reaction diffusion equation using an Eulerian coordinate system

[Dabdub and Manohar, 1997]. Most common applications of grid models to date have been re-

lated to photochemical ozone and aerosol dynamics, because grid models provide the only means

to predict three-dimensional concentration distributions over a specified region. Their limita-

tions emerge in principal from the considerable information database needed as input [Seinfeld,

1988].

One of the most important components of chemical transport models is the photochemical

mechanism. A mechanism for tropospheric chemistry is a mathematical description of the pho-

tochemical processes of low atmosphere through a series of chemical reactions involving primary

and secondary pollutants. Divergence points between different chemical schemes are [Kuhn

et al., 1998]: (1) formulation of the reaction mechanism, (2) rate constants for the reactions and

their temperature and pressure dependencies, and (3) temporal integration of the reaction rates

by a chemical solver. Chemicals considered in a photochemical mechanism distinguish between

inorganic compounds (NOx, Ox, and SOx) and organic compounds, mainly VOCs. The vari-

ety of VOCs emitted to the atmosphere is wide, and its speciation and determination through

emission inventories is very complicated. A more detailed comparison of the existing tools and

databases will be presented in Chapter 3.

1.2.2 Meteorological models

Meteorological models provide the necessary information regarding the atmospheric state

to the chemical transport model. The dispersion of atmospheric pollutants is based on the

advection transport, mixing by eddy diffusion and dry or wet deposition. These phenomena

depend on the meteorological state of the atmosphere, leading to the minimal need for wind
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patterns and information regarding the atmospheric turbulence. Meteorological models can be

classified as either prognostic or diagnostic:

• Prognostic models are based on the solution of the time-dependent hydrodynamic and ther-

modynamic equations, appropriately modified for atmospheric application. These models

are also known as dynamic or primitive equation models [Pielke, 1984];

• Diagnostic models provide information about the wind fields and other meteorological

parameters, via satisfying established physical constraints. By imposing the continuity

equation to the meteorological variables measured in fixed locations, they describe the

state of the field of interest providing a diagnostic of the variable. These models are also

called mass consistent or kinematic models.

The predominant tendency in air quality modeling evolves towards the use of prognostic

models as pre-processor meteorological packages to extract and reformat the variables needed

by the CTM. Prognostic models used in photochemical modeling employ the same algorithms

that are used in the Numerical Weather Prediction (NWP) models. The main differences lay

in the meteorological scale of the study and the related strength of the processes that drive the

model. Usually, chemical transport models are applied over regions with dimensions less than

1,000 km (mesoscale) with a spatial resolution of a few kilometers. Models used for weather

prediction work on more extensive regions (macroscale). However, both types are based on the

same primitive equations to resolve the physics of the atmosphere [Seaman, 2000].

1.2.3 Emission models

An atmospheric emission inventory is a compilation of the estimates of pollutant emissions into

the atmosphere, distributed over a determined geographical area, during an established period of

time. In practice, atmospheric emissions are estimated on the basis of selected or representative

in situ measurements. Models can also be used to relate the activity of that source with the

amount of any kind of substances that are emitted to the atmosphere. The basic model for

an emission estimate is the product of at least two variables: (1) an activity statistic; and (2)

a typical average emission factor for the activity. Emission estimates are gathered together to

compile inventories or databases which also contain a variety of supporting information including:
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location of the source of emissions, emission measurements, emission factors, temporal profiles,

production or activity rates in the various source sectors, external conditions, etc.

An atmospheric emission model can be defined as a set of mathematical submodels of dif-

fering degrees of complexity that are integrated. They are useful for estimating atmospheric

emissions within an “airshed” of concern, from different sources in the spatial extend it covers,

during an established period of time. The varying complexity can result in a spectrum of esti-

mates; from simple resume tables specifying the type of pollutant and nature of the source, to

more complicated allocation schemes that assign information about the flux of pollutants in the

different cells that divide the domain of interest. Two distinct approaches to emission modeling

have been developed in recent years:

1. Top-down approach: Emissions are estimated for the entire geographical area under study

and then are distributed to the individual cells proportionately to certain parameters asso-

ciated with the source type and properties (e.g. traffic, demographics, industrial density,

biomass density).

2. Bottom-up approach: Emissions are estimated at an individual cell-level, by means of es-

tablishing every parameter for that cell in particular. The total emission value is obtained

by aggregation of estimates carried out for all the cells within the area of interest.

1.2.4 Modeling exposures to co-occurring pollutants

Human exposures to atmospheric pollutants can be extremely complex due to the spatial and

temporal nature of emissions, meteorology, and human activities. Variations in both the ambi-

ent pollution concentrations and behavioral factors influence individuals contact with pollutants

found indoors and outdoors. Traditionally different types of models have been used to pro-

vide the critical linkages between pollutant emissions from natural and anthropogenic sources,

concentrations in various media, human exposures to indoor and outdoor pollutants and the de-

livered dose to the body resulting from contact with these pollutants. The U.S. Environmental

Protection Agency (US EPA) uses a wide range of models in linking air pollution emissions to

ambient concentrations to human exposures and to delivered pollutant dose to human respiratory

system. However, each modeling component within the source-to-dose continuum (Figure 1.3)
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contributes imprecision to predictions depending on the complexity of the underlying environ-

mental, personal exposure or biological condition represented by each model. Furthermore, new

maps resulting from analysis by the Natural Resources Defense Council (NRDC) suggest that

regions most affected by ragweed and smog substantially overlap with one another (Figure 1.4),

leaving these regions particularly vulnerable to the effects of global warming. As global warm-

ing boosts levels of both ragweed and smog, the risk of asthma and allergic reactions for people

living in these overlapping regions will likely increase.

1.3 Objectives

Photochemical episodes are associated with meteorological conditions that favor both the trans-

formation and transport of chemicals and require a broad and rigorous analysis of the fluxes

of pollutants involved in the region. The effective characterization of biogenic emission fluxes

and sources can have a significant influence on control strategies developed by policy-makers. In

addition, there is a strong linkage on the source-to-dose population exposure continuum (Fig-

ure 1.3) that remains unexplored when biogenic sources and the associated uncertainties are

lumped in broader pollutant groups. The utilization of multi-scale, multi-dimensional databases

and geodatabases, despite its complexity, can be a beneficial tool for assessing air quality via

environmental transport/fate models. Incorporating the vegetative characteristics of a particu-

lar region into the model can enhance the estimation of the potential contribution to population

exposure. In addition to this main hypothesis, a variety of related biogenic emissions (aeroaller-

gens, forest fires) can be studied in a unified manner in the same modeling framework. Keeping

in mind the role of vegetation as the underlying information base, the objectives of this thesis

can be defined as:

Objective A

• Improve biogenic VOC emission inventories by incorporating additional land use/land

cover and vegetation databases;

• Study the impact of refined estimates on regional surface ozone levels.
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Objective B

• Improve the characterization of pollen emissions;

• Develop modules for studying the transport of pollen particles;

• Implement modules in a framework that allows for studying co-exposures.

1.4 Outline of the thesis

• Chapter 1 presents a brief introduction to the major atmospheric processes relevant to

biogenic emissions, their transport, and transformation. It also discusses the steps involved

in air quality modeling applications that have been currently used in exposure systems,

and the associated limitations. Additionally, Chapter 1 summarizes the objectives and

presents a brief overview of this thesis.

• Chapter 2 presents the relevant background information on the biogenic processes and

released agents that accompany them. The focus of the chapter will be on emissions,

transport, and transformation of such pollutants and aeroallergens. In addition, Chapter

2 provides a link to the major model formulation and emission parameter development for

each of the involved species.

• Chapter 3 reviews and aggregates geodatabases and modeling tools to support biogenic

emissions modeling.

• Chapter 4 presents the application of integrated emissions-chemistry-transport modeling

of biogenic VOC species relevant to the Northeast region. In Chapter 4, the effect of the

aggregate geodatabase that includes recent satellite data for the area of interest will be

also discussed.

• Chapter 5 presents the development and application of a module that incorporates emission

and transport processes of aeroallergens at the regional scale. The main focus of Chapter

5 will be pollen particles and more specifically Birch and Ragweed, a set of very significant

allergenic particles that affect most of the population of the Northeast.
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• Finally, Chapter 6 presents the conclusions of this thesis, and recommendations for future

work. This is followed by bibliography.
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This schematic has evolved from various graphical 
representations of the source-to-outcome sequence, 
that were developed in recent years by USEPA.

Figure 1.3: The source-to-dose-to-effect exposure assessment framework extended to modeling
co-exposures to various contaminants, including those of biogenic origin [Source: Georgopoulos,
2008].

0 200 Miles

Ozone and Ragweed Occurrence in the
Continental United States

Nye

Elko

Inyo

Coconino

Pima

Kern

Lake

Mohave

Clark

Idaho

Park

Lincoln

Apache

Harney

Navajo

San Bernardino

Malheur

Gila

Otero Lea

Fremont

Tooele

Carbon

Pinal

Catron

Millard

Yavapai

Humboldt

Maricopa

Yuma

Owyhee

Hill

Lane

Sweetwater

Cherry

Iron

Fresno

Valley

Socorro

San Juan

Eddy

White Pine

Washoe

Grant

Chaves

Weld

Lander

Riverside

Moffat

Kane

Teton

St. Louis

Cochise

Pecos

Siskiyou

Tulare

Lemhi

Custer

Klamath

Phillips

Juab

Cibola

Grant

Sierra

Uintah

Box Elder

Brewster

Lincoln

Emery

Pershing

Blaine

Aroostook

Natrona

Garfield

Union

Lassen

La Paz

Albany

Valley

Modoc

Fergus

Garfield

Douglas

Park

Holt

Mesa

Sublette

McKinley

Flathead

Rio Arriba

Luna

Grand

Colfax

Yakima

Eureka

San Juan

Webb

Big Horn

Custer

Churchill

Graham

Lincoln

Imperial

Mono

Rosebud

Shasta

Linn

Quay

Carter

Trinity

Lincoln

Baker

Mineral

Okanogan

Campbell

Meade

Crook

Grant

Baca

Itasca

Johnson

King

Park

Presidio

Hudspeth

Crook

Lake

Cass

Taos

Beaverhead

Polk

Utah

Hidalgo

Polk

Converse

Glacier

Routt

Elmore

Ferry

Lewis

Butte

San Miguel

Butte

Lyon

Somerset

Blaine

Chelan

Madison

Teton

Yuma

Chouteau

Las Animas

San Diego

Umatilla

Terrell

Sandoval

Uinta

Custer

Dunn

Ward

Perkins

Dona Ana

Torrance

Garfield

Piscataquis

Wallowa

Sioux

Culberson

Humboldt

Platte

Beltrami

Beaver

Lincoln

Tehama

Cassia

Aitkin

Big Horn

Mora

Lincoln

Toole

Wayne

Ravalli

Dewey

Monterey

Texas

Wasco

Powell

Coos

Larimer

Cass

Plumas

Union

Pueblo

Reeves

Kittitas

Corson

Osage

Gallatin

Boise

Val Verde

Jackson

Harding

Crockett

Lake

Gunnison

Esmeralda

Bent

Penobscot

Clark

Laramie

Sanders

Tripp

Lincoln

Los Angeles

Oxford

Duchesne

McCone

Pine

Mendocino

Hill

Weston

Butte

Saguache

Essex

Duval

Iron

Cook

Stevens

Elbert

Collier

Coos

Cascade

Niobrara

Sevier

Curry

Ellis

Grand

Logan

Grant

Frio

Todd

Dawson

Rio Blanco

Missoula

Eagle

McLean

Kiowa

Harris

McKenzie

Bell

Deschutes

Sheridan

Goshen

Skagit

Morton

Carbon

Madera

Adams

Guadalupe

Sheridan

El Paso

Morrow

Brown

Spink

Day

Lake

Meagher

De Baca

Harding

Prairie

Fallon

Hand

Elk

Yell

Bonner

Ada

Shoshone

Merced

Williams

Curry

Beaver

Erie
Lyman

Koochiching

Stark

Polk

Price

Pennington

Klickitat

Kerr

Otter Tail

Benton

Butler

Roosevelt

Summit

Whitman

Ziebach

Powder River

Kings

Starr

Pierce

Marion

Irion

Stutsman

Kay

Clay

Lake

Richland

Yolo

Roosevelt

Wells

Reno

Delta

Haakon

Ventura

Clallam

Edwards
Levy

Montrose

Ford

Bingham

Granite

Clay

Placer

Jeff Davis

Custer

Will

Clark

Morrill

Shannon

Dane

Hall

Tuolumne

Grafton

Garden

York

Washington

Whatcom

Rich

Washakie

Ellis

Clearwater

Bee

Caribou

JacksonPower

Otero

Lewis

Knox

Uvalde

Douglas

Fremont

Yellowstone

Ellis

Liberty

Kidder

Glenn

Franklin

Sully

Lewis and Clark

Delta

Sutton

Keith

Leon

Roseau

Franklin

Polk

Marshall

Hidalgo

Bexar

Slope

Vilas

Barnes

Ness

Walsh

Hale

Washington

Santa Fe

Baldwin

Mountrail

Grant

York

King

St. Lawrence

Iron

Carbon

Gaines

McHenry

Horry

Elk

Kit Carson

Becker

Dallam

Erie

Tioga

Divide

Hamilton

Wheeler

Erath

La Plata

Upton

Washington

Dawes

San Luis Obispo

Sioux

Todd

Spokane

Hartley

Cimarron

Stanley

Pitt

Burleigh

Stillwater

Jack

Jackson

Le Flore

Gove

Pike

Texas

Ulster

Adams

Kinney

Kent

Rock

Greenlee

Zavala

Polk

Jefferson

Lee

Tyler

Aiken

Gray

Caddo

Lee

Brown

Jefferson

Prowers

Latah

Pondera

Clarke

Finney

Luce

Sonoma

Oldham

Twin Falls

Burke

Kent

Mobile
Vernon

Bayfield

Daniels

Cass

Sheridan

Sanpete

Dimmit

Clark

Snohomish

McCurtain

Clark

Winn

Fremont

Benson

Faulk

Wise

Kimble

Pike

Lynn

Fall River

Woods

Marquette

Cache

Cook

Rusk

Cavalier

Rusk

Hunt

White

Osceola

Medina

Gilliam

Union

Sawyer

Jefferson

Traill

Bottineau

Bonneville

Stearns

Lyon

Beadle

Terry

Grady

El Dorado

Potter

Palm Beach

Kenedy

La Salle

Alger

Grant

Bay

Emmons

Montezuma

Santa Barbara

Gray

Scott

Floyd
Lamb

Coke

Travis

Taylor

Cameron

Huerfano

Pitkin

Marion

Liberty

Lee

Brazoria

Ware

Hancock

Llano

Linn

Logan

Polk

Milam

Oneida

Cheyenne

Major

Dickey

Oneida

Andrews

Mills

Atoka

Clackamas

Adams

Ector

Skamania

Kiowa

Hot Springs

Morgan

Marathon

Knox

Steuben

Pierce

Mineral

Colusa

Richland

Barber

Clark

Sauk

Lincoln

Lee

Forest

Costilla

Mellette

Oneida

Taylor

Rapides

Miami-Dade

Hendry

Hyde

Iowa

Dunn

Volusia

Logan

Creek

Jones

Petroleum

Billings

Centre

Smith

Rice

Mariposa

Sierra

Falls

Josephine

Franklin

Musselshell

Clinton

Mercer

Lee

Ogle

Douglas

Bennett

Herkimer

Gage

Bryan

Kittson

Ramsey

Pope

Drew

Brule

York

Dent

Cowlitz

Jones

Ward

Pike

Smith

Collin

Walton

Dallas

Pittsburg

Trego

Taylor

Conejos

Hinds

Judith Basin

Worcester

Pratt

Potter

Delaware

Bowie

Nolan

Carroll

Pike

Potter

Union

Cowley

Allen

Swift

Burnet

Berks

Cottle

Camas

Marinette

Zapata

Sumner

Blaine

Young

Lyon

Harper

Custer

Sac

Piute

Yazoo

Coryell

Wake

Brown

Motley

Real

Stanislaus

Jewell

Barry

Polk

Houston

Garza

Clay

Kootenai

Linn

Lamar

Dewey

Bates

McLean

Burke

Napa

Reagan

Maverick

Towner

Sabine

Clay

Martin

Sweet Grass

Nelson

Ray

Archuleta

Dallas

Broward

Lane

Hale

Fisher

Jasper

Pacific

Linn

Roberts

Scott

Iron

Coleman

Rock

Grays Harbor

Hall

Clay

Meade

Moore

Vermilion

Lincoln

Dixie

Adams

Knox

Wasatch

Leon

Tom Green

La Salle

Pike

Fulton

Oconto

Bibb

Otsego

Dundy

Rooks

Lee

Alfalfa

Archer

Caddo

Chase

Glades

Rush

Baylor

Brooks

Berkeley

Suffolk

Iroquois

Buffalo

Castro

Ida

Dolores

Craig

Parker

Howell

Gulf

Cass

Scurry

Ashley

Wilcox

Wood

Dodge

Hardin

Navarro

DeWitt

Allen

Pope

Marion

Henry

Grant

Cooke

Huron

Mason

Rawlins

Polk

Lincoln

Goliad

Monroe

Jackson

Ross

Jefferson

Wheatland

Barton

Orange

Butler

Atascosa

Sioux

Duval

Chippewa

Bradford

Gogebic

Carter

Clay

Bowman

Sussex

Gregory

Perry

Mason

Lavaca

Pike

Clinch

Norton

Butler

Thomas

Donley

Boundary

Garfield

Rolette

Morrison

Crane

Barron

Denton

Lycoming

Fannin

Tama

Kent

Amite

Clay

Bosque

Bailey

Bolivar

Valencia

Bannock

LaMoure

Attala

Sanilac

Ozark

Deaf Smith

Hays

Concho

Wharton

Clinton

Chaffee

Kimball

Tarrant

Bedford

Runnels

Crosby

El Paso

York

Phillips

Frontier

Carson

Schleicher

Fayette

Lincoln

Colleton

Washita

Gillespie

Sullivan

Clay

Liberty

Washington

Bladen

Otoe

Nevada

Dawson

Eddy

San Benito

Sumter

Bernalillo

Baraga

Duplin

Clark

Mineral

Pembina

Yuba

Ohio

Noble

Garvin

Oliver

Grant

Newton

Hettinger

Warren

Warren

Haskell

Oswego

Wilkin

Foard

Renville

Adams

Riley

Hinsdale

Iowa

Wilson

Tillman

Borden

Saline

Henry

Victoria

Pettis

Dale

Giles

Cedar

Allegany

Perry

Kearny

Lee

Halifax

Clearfield

Cloud

Desha

Augusta

Edmunds

Bureau

Russell

Sterling

Ashland

Macon

Logan

Live Oak

Rutland

Carlton

Ionia

Jefferson

Shelby

Kossuth

Hyde

Jackson

Wood

Platte

Briscoe

Alachua

Monroe

Ontonagon

Lafourche

Trinity

Burnett

Jones

Pasco

Wibaux

Butler

Blair

Saline

Lyon

Kiowa

Parmer

Lake

Lake

Randall

Jefferson

Benton

Lee

Tuscaloosa

McKean

Bertie

Panola

Windsor

Scott

Martin

Saline

Menard

Grant

Walker

Miller

Jim Hogg

Hubbard

McMullen

Arthur

Chase

Sherman

Burt

Bay

Alpine
Perkins

Tillamook

Mitchell

Logan

Waldo

Wallace

Franklin

Grayson

Bossier

Cheyenne

Vernon

Howard

Bastrop

Pender

Indiana

Shelby

Roberts

Wilkes
Harper

Izard

Rice

Midland

Grand Forks

San Saba

Dickens

Gem

Hayes

Allegan

Hockley

Jay

Orange

Shelby

San Miguel

Woodward

Jackson

Swisher

San Joaquin

Pushmataha

Shelby

Bath

Custer

Blaine

Crawford

Pickens

Walker

Decatur

Loup

Wayne

Winkler

Davis

Solano

Holt

Coal

Hamilton

Rankin

Sheridan

Greer

Grant

Somerset

Luzerne

Barbour

Adair

Taney

Shannon

Vernon

Wayne

Arkansas

Morris

Miller

Grimes

Gonzales

Anderson

Santa Cruz

Copiah

Wright

Sargent

Wheeler

Box Butte

Treasure

Dyer

Essex

Moore

Payne

Steele

Juneau

Renville

Stark

Calcasieu

De Soto

Graham

Highlands

Walla Walla

Pulaski

Lonoke

Marengo

Love

Tulsa

Norman

Dawson

Oakland

Cass

Schoolcraft

Smith

Harrison

Cattaraugus

Griggs

Story

Colorado

Wayne

Clare

Fillmore

Eastland

Union

Randolph

Nueces

Oregon

Santa Clara

Cherokee

Boone

Broadwater

McIntosh

Terrebonne

Newton

Del Norte

Jasper

Osage

Deuel

Adair

Lee

Adair

Matagorda

Marion

Mackinac

Brevard

Ford

Cass

Hall

Clatsop

Lubbock

Kleberg

Clarke

Choctaw

Dallas

Karnes

Fayette

Putnam

Wright

Monroe

Halifax

Wayne

Scott

Crow Wing

Orange

Benton

Prairie

Cross

Barry

Boyd

Sedgwick

Marshall

Covington

Knox

Wood

Carroll

Clayton

Clay

Tuscola

Jefferson
Austin

Chicot

Perry

Coosa

Hughes

Red River

Edgar

Williamson

Wayne

DeKalb

Hemphill

Citrus

Chippewa

Litchfield

Nash

Mower

Robeson

Blanco

Portage

Ripley

Aurora

Morton

Clay

Scott

Boone

Page

Livingston

Stone

Banner

Blount

Ransom

Miner

Panola

Murray

Bucks

Marshall

Hughes

Jasper

Perry

Nobles

Teller

Osborne

Bear Lake

Jackson

Lincoln

Surry

Ottawa

Grant

Knox

Iosco

Clinton

McCulloch

Martin

Polk

Calaveras

Onslow

Roger Mills

Coffey

Coffee

Douglas

Foster

Benton

Asotin

Mayes

Holmes

Wilbarger

Buffalo

Monroe

Chilton

Sutter

Stafford

Knox

Callahan

McLennan

Lake

Butler

Baker

Butler

Sherman

Kane

Greeley

Allen

Polk

Laurens

Early

Grant

Cotton

Alcona

Cass

Sharp

Cheyenne

Weber

Refugio

Ochiltree

Comanche

Bell

Darke

Rogers

Bandera

Piatt

Crowley

Pike

McPherson

Beauregard

Addison

Logan

Madison

Furnas
Hardy

Hooker

Scioto

Phillips

Loving

Sampson

Sheridan

Douglas

Yamhill

Jackson

Knox

Fayette

Wichita

Bedford

Greenwood

Jasper

Jefferson

Escambia

Licking

Eaton

Lancaster

Phelps

Sibley

Hansford

Bienville

Iredell

Maury

Jones

Angelina

Latimer

Madison

Adams

Cameron

Shawano

Henry

Brown

Johnson

Laclede

Phillips

Trigg

Worth

Beckham

Yoakum

Peoria

Kanawha

Chester

Mercer

Clark

Marin

Fayette

Hart

Kingman

Langlade

Stephens

Pulaski

Mills

Hardin

Cedar

Kemper

Ralls

Acadia

Benton

Greenbrier

Hopkins

Poinsett

Tate

Cayuga

Montague

Antelope

Franklin

Miami

Sevier

Green

Dade

Charles Mix

Searcy

Lamar

Stonewall

Lapeer

Mitchell

Lipscomb

Dallas

Clark

Stephens

Saginaw

Canadian

Turner

Palo Pinto

Boulder

Fulton

Leake

Saline

Okaloosa

Garrett

Ocean

Lake

Pike

Orangeburg

Hamilton

Valley

Rock

Nodaway

Columbus

Iberia

Saratoga

Tioga

Orange

Clay

Sumter

Fayette

Hancock

Henry

Bulloch

Washington

Redwood

Kennebec

Greene

Obion

Jasper

Wright

Carroll

Cochran

Lee

Florence

Bristol

Wayne

Choctaw

Coffee

Callaway

Pawnee

Carroll

Plymouth

Cullman

Macon

Charlton

Pierce

Stoddard

Conecuh

Osage

Orleans

Hartford

Pierce

Newaygo

Floyd

Tensas

Carroll

Clay

Columbia

Clay

Fayette

Kingfisher

Franklin

Greene

Garland

Sevier

Essex

Merrimack

Boone

Douglas

Avoyelles

Vigo

Fort Bend

Kaufman

Broome

Limestone

Ouray

Floyd

Brown

Jim Wells

St. Landry

Elmore

Chariton

Scott

Lincoln

Logan

Macoupin

Daggett

Franklin

Laurens

Chautauqua

Swain

Marion

Ontario

Barton

St.
Clair

Lewis

Hardin

Davis

Greene

Blount

Wayne

Garfield

Stevens

Perry

Audrain

Logan

Fairfield

Jackson

Santa Rosa

Baxter

Boone

Montgomery

Russell

Taylor

Freestone

Webster

Coles

Chenango

Dutchess

Tift

St. Clair

Stanton

Stone

Burke

Johnston

Comal

Leflore

Macon

Armstrong

Jackson

Wayne

Richland

Kendall

Monroe

Dickinson

Monroe

Reynolds

Comanche

Monroe

Bullock

Labette

Kandiyohi

Dallas

Oconee

Thomas

Cole

Gooding

Hardee

Meeker

Woodbury

Colbert

Glasscock

Titus

Champaign

Isanti

Douglas

Jefferson

Madison

Monona

Union

Jackson

Kingsbury

Bradley

Johnson

Haskell

Ashe

Calhoun

Clarion

Carroll

DeSoto

Nemaha

Greene

St. Croix

White

Lancaster

Preston

Hardin

Grant

Winona

Madison

Dixon

White

Henderson

Brazos

Sabine

Delaware

Van Zandt

Hillsborough

Marion

Harrison

Gibson

Minidoka

Anson

Benewah

Harlan

Seward

Salt Lake

Adams

Fulton

Pittsylvania

Wilson

Mason

Goodhue

Wichita

Franklin

Windham

Wilson

Mississippi

Lenawee

Shelby

Kershaw

Lewis

Middlesex

Perry

Manatee

Scott

Alameda

Camden

Marion

Ouachita

Gratiot

Adams

Robertson

Brown

Marshall

Iberville

Dakota

Guilford

Columbia

Alpena

Republic

Clinton

St. Clair

Madison

Ottawa

Antrim

Newton

Upshur

Lincoln

Gallia

Fairfield

Schuylkill

Long

Greene

Fayette

Lawrence

Mercer

Rush

Arapahoe

Sullivan

Berrien

Burlington

Carter

Huron

Thayer

Faribault

Wise

Franklin

Nez Perce

Morgan

Jasper

Dodge

Lewis

Brunswick

Cheshire

Lincoln

St. Mary

Monroe

Crawford

Jerome

Clay

Summit

Harnett

Phelps

Lowndes

Randolph

Pontotoc

Lincoln

Waupaca

St. Clair

Harrison

Lorain

Wayne

La Salle

Columbia

Monroe

Alamosa

Johnson

Sangamon

Christian

Nassau

Washington

Campbell

Wayne

Morgan

Walworth

Cass

Cherokee

Nevada

Union

Willacy

Sumter

Claiborne

Lincoln

Allen

Christian

Butler

Brookings

Franklin

Pike

Warren

Muskogee

Raleigh

Jackson

Harris

Cedar

Guthrie

Lake

Decatur

Saunders

Dickinson

McPherson

Jones

Hutchinson

Anderson

Crawford

Freeborn

Thurston

Marion

LaPorte

Teton

Rio Grande

Olmsted

McIntosh

Franklin

Boone

Screven

Keokuk

Jackson

Hood

Winston

Troup

Wakulla

Ellsworth

Morgan

Canyon

Lamar

Todd

Emanuel

Haskell

Noxubee

Lexington

Greene

Moody

Greene

Stone

Burleson

Wayne

Madison

Graves

Liberty

Parke

Venango

Albany

Hamlin

Morris

Greene

Hodgeman

Onondaga

Brown

Clay

Maries

Calhoun

Adair

Lincoln

Cooper

Childress

Chatham

Louisa

Carroll

Monroe

Nowata

Irwin

Plymouth

Perry

Winston

Marion

McPherson

Mason

Shackelford

Wayne

Faulkner

Clark

Cumberland

Amador

Etowah

Macon

Perry

Washington

Adams

Logan

Jackson

Deuel Howard

O'Brien

Cuming

Knox

Tazewell

Harvey

Dodge

Geneva

Chester

Newton

Nicholas

Morgan

Pulaski

Neosho

Ingham

Seward

Pearl River

Lafayette

Warren

Warren

Rowan

Wythe

Polk

Telfair

Isabella

Cass

Scott

Grady

Franklin

Oscoda

Greene

Jerauld

Allegheny

Roane

Houston

Madison

Barren

Columbia

Grant
Union

Gentry

Greeley

Jackson

Washington

Lawrence

Harlan

Clinton

Bryan

Martin

Colquitt

Dillon

Hoke

Branch

Fillmore

Montcalm

Union

Blue Earth

Comanche

Trumbull

Atlantic

Athens

Seneca

Otsego

Platte

Carroll

Wilkinson

Pope

Hitchcock

Butler

Garfield

Marshall Williamsburg

Bond

Floyd

Albemarle

Jasper

Union

Union

Lucas

Ashtabula

Calhoun

Hillsdale

Henry
Noble

Daviess

Jefferson

Bourbon

Franklin

Sussex

Minnehaha

Logan

Stevens

Webster

Shelby

Johnson

Hutchinson

Greene

Tipton

Wilkes

Henry

Laurel

Westmoreland

Codington

Pawnee

Buffalo

Autauga

Hillsborough

Flagler

Genesee

Cocke

Marion

Perry

Morehouse

Dunklin

Franklin

Smyth

Porter

Johnston

Frederick

Calhoun

Franklin

Brooks

Hickman

Cecil
Hardin

Ripley

Ouachita

Keya Paha

Patrick

Dooly

Sumner

Whiteside

Meigs

Edwards

Tunica

Jackson

McCook

Franklin

Osceola

Floyd

Harrison

Craighead

Allen

Sequoyah

Franklin

Clark

Carroll

Conway

Casey

Lafayette

Carroll

Gibson

Forest

Anoka

Stokes

Emmet

Wexford

Simpson

Okeechobee

Dubuque

Giles

Wayne

Webster

Oceana

Noble

Nance

Houston

Camden

Oklahoma
Van Buren

Sanborn

Lampasas

Worth

Mercer

Lafayette

Steele
Yates

Calhoun

MadisonWheeler

Hopkins

Appling

Harmon

Calhoun

Kankakee

Leslie

Midland

Morgan

Putnam

Decatur

Richland

McNairy

Grundy

Henry

Putnam

Okmulgee

Sumter

Ottawa

Geary

Livingston

Dodge

Lee

Silver Bow

Webster

Chesterfield

Okfuskee

Tippah

McHenry

Wabaunsee

Thomas

Lewis

Pottawattamie

Miami

Braxton

Posey

Mitchell

Mercer

Marshall

Adams

Tattnall

Clarendon

Crawford

DeSoto

Nuckolls

Wells

Newberry

Elkhart

Mecosta

Hardeman

Nelson

Suwannee

Traverse

Boone

Lincoln

White

Merrick

Madison

Weakley

Saluda

Glynn

Crawford

Knott

Bartow

Jones

Hampden

Clarke

Lincoln

Preble

Carter

Mason

Wagoner

Cobb

Russell

Franklin

Yankton

Stewart

Lauderdale

Vinton

Hancock

Fulton

Colfax

Christian

Hamilton

Montgomery

Belmont

Madison

St. Tammany

Coffee

GilmerWoodruff

Niagara

Walker

Barnwell

Lenoir

Taylor

Craven

Marion

Randolph

Stanly

Gladwin

St. Lucie

Fairfield

Jefferson

Gosper

Scotts Bluff

Knox

Wood

Elbert

Alcorn

Richland

Ritchie

Deer Lodge

Caroline

Guadalupe

Holmes

Neshoba

Baltimore

Pickens

Caldwell

Caldwell

Talbot

Cleburne

Hennepin

Tucker

Allamakee

Owen

Ogemaw

Henry

Marion

Mahaska

Bland

Wyoming

Beaver

Sarasota

Waushara

Echols

Pottawatomie

Jefferson

Louisa

Ringgold

Nicollet

Lauderdale

Washtenaw

Wayne

Kitsap

Berrien

Warren

Erie

Monroe

Sherman

Atchison

Tyrrell

McLeod

Jefferson

Walworth

Lawrence

Portage

Jackson

St. Martin

Eau Claire

George

Red Willow

CrawfordKalkaska

Palo Alto

Putnam

Shelby

Dubois

Bremer

Highland

Union

Howard

Kearney

Grayson

Fond du Lac

Franklin

Randolph

Saline

Lawrence

Mitchell

Bath

Murray

Owen

Warren

Hamilton

Hancock

Delaware

Dickson

Craig

Manistee

Howard

Lincoln

Anderson

Stewart

Mercer

Buncombe

Warren

Clinton

Wayne

DeKalb

Loudoun

Van Buren

Susquehanna

Bedford

Jefferson

Carroll

Whitley

Adams

Fremont

Grundy Marion

St. Louis

Shawnee

Chippewa

Clinton

Tazewell

Lafayette

Botetourt

Lac qui Parle

Cleveland
Coweta

Page

Madison

St. Francis

Breathitt

Cherokee

Jackson

Roane

Charles

Charlotte

Shelby

Suffolk

Hampshire

Person

Daviess

Harford

Wabasha

Washington

Cherokee

Monroe

Sedgwick

Outagamie

Washington

Fulton

Clinton

Pulaski

Andrew

Marion

Douglas

Rabun

Gates

Grundy

Macon

Medina

Carroll

Hot Spring

Haywood

Benton

Fannin

Hawkins

Sullivan

Carter

Bibb

Benton

Baker

Florence

Jasper

San Patricio

Wilcox

Montgomery

Jefferson

Dare

Clay

Rockingham

Union

Hart

Buchanan

Gadsden

Jersey

Belknap

Warren

Holmes

Lee

Sullivan

Abbeville

Amherst

Wirt

Pontotoc

Fentress

Benton

Lowndes

Woodford

Davidson

Contra Costa

Scott

Hickory

Beaufort

Lucas

Monroe

Cleveland

Hamilton

Emmet

Brantley

Lancaster

Harrison

Jo Daviess

Forsyth

Orange

Caswell

Cumberland

Madison

Payette

Caldwell

Johnson

Morgan

De Witt

Madison

Salem

Delta

Lamoille

Tallahatchie

Union

Carver

Darlington

Morgan

McDonald

Terrell

Cottonwood

Bullitt

Smith

Wyoming

Washington

Big Stone

McMinn

Overton

Pawnee

Estill

Guernsey

Wilson

Stark

Franklin McDowell

Fayette

Sullivan

Miller

Crisp

Greene

Marshall

Surry

Woodson

Pierce

Coshocton

New Haven

Presque Isle

Greene

Madison

Arenac

Amelia

Rutherford

Pennington

Williamson

Shelby

Washington

Lyon

Genesee

Wapello

Polk

Henry

Tyler

Campbell

Carbon

Hocking

Mecklenburg

Douglas

Gray-
son

Wetzel

Putnam

Warrick

Morgan

Dinwiddie

Walthall

Little River

Marshall

Charlotte

Grenada

Prentiss

Madison

Gilmer

Chautauqua

Webster

Upson

Douglas

Scotland

Benzie

Schuyler

Richardson

Claiborne

Heard

Lehigh

Henry

Williams

Gwinnett

Caldwell

Pike

Atchison

Delaware

Hernando

DeKalb

Yadkin

Marion

Scott

Orleans

Grundy

McIntosh

Hampshire

Lewis

Racine

Wash-
ington

Harrison

Gaston

Orange

Clark

Brown

Warren

Osceola

Jefferson

Washington

Van Buren

Cherokee

Paulding

Nemaha

Starke

Yellow Medicine

Robertson

Walton

Choctaw

Franklin

Calloway

Claiborne

Clay

Hamilton

Gordon

Marshall

Cuyahoga

Calhoun

Snyder

Catawba

Macon

Grant

Davie

Defiance

Lincoln

Auglaize

McDowell

Jenkins

Whitley

Morgan

Putnam

Taylor

Humboldt

Rains

Gregg

Randolph

Johnson

Marion

DeKalb

Worth

Fleming

Red Lake

Clay

Cook

Bacon

Columbiana

Jefferson

Muscatine

Thurston

Turner

Monroe

Avery

Union

Lincoln

Barbour

Sandusky
Mahoning

Dickinson

Sherburne

Elliott

Douglas

Menard

Indian River

Sarpy

Union

Jackson

Tipton

Howard

Atkinson

Steuben

Wicomico

Wolfe

Scott

Door

LaGrange

Champaign

Kent

Butts

Seminole

Watauga

Ottawa

Calhoun

Fulton

Dougherty

Kenosha

Camp

Ben Hill

Pend
Oreille

Natchi-
toches

Berk-
shire

Ver-
milion

Clearwater

Lake of the
Woods

Sherman

Meno-
minee

Fulton

Warren

Plaque-
mines

Golden
Valley

DeKalb

Jeffer-
son

Washburn

Columbia

Waller

Cambria

Houghton

Green-
ville

Pocahontas

Sacramento

Talladega

Franklin

Howard

Jackson

Hunting-
don

Wash-
ington

Web-
ster

Cata-
houla

Fauquier

Nacogdoches

Golden
Valley

Con-
cordia

Tallapoosa

Mifflin

Jefferson

Mingo

Bol-
linger

Fulton

Sun-
flower

Rockingham

McClain

Colum-
bia

Sullivan

Cheboygan

Collingsworth

Pendleton

Tangi-
pahoa

Jefferson

Georgetown

Semi-
nole

Spartanburg

Sussex

Hamilton

For-
rest

Washington

Mille
Lacs

CaledoniaWadena

Throckmorton

Escambia

Hemp-
stead

Wash-
ington

Lawrence

Perry

Crawford

Dauphin

Armstrong

Hardeman

Mont-
gomery

Rhea

Schoharie

St.
Johns

Living-
ston

Granville

Cherokee

Crittenden

Cle-
burne

Cren-
shaw

Washington

Hampton

Nelson

Coahoma

Miami

Lafa-
yette

Kana-
bec

Cham-
bers

Evangeline

Davidson

Cortland

Benton

Haywood

Randolph

Fairfax

Benning-
ton

Chambers

Rens-
selaer

Pottawa-
tomie

Washington

Limestone

Win-
neshiek

Jackson

New
Madrid

Jefferson

Muskingum

Tolland

Ruther-
ford

Carteret

Lowndes

Chittenden

Rich-
land

Livingston

Hanover

Waukesha

Pemiscot

Trem-
pealeau

Marlboro

New
London

Norfolk

Macomb

Bruns-
wick

Sum-
mit

Madi-
son

Hanson

Kosciusko

Madi-
son

Windham

Ita-
wamba

Morrow

Manito-
woc

Stanton

Cumberland

Hancock

Waseca

Chi-
sago

Shar-
key

Hancock

Monroe

Martin

Newton

Daviess

Poweshiek

Rockbridge

Juniata

Davison

Sebastian

Monroe

Independence

Orange

Marion

Pickaway

San
Jacinto

St. Charles

Livingston

Tompkins

Dorchester

Kent

Missaukee

Campbell

Columbia

Monroe

Washington

Edgefield

Mahnomen

Kalamazoo

Jackson

Le Sueur

Randolph

Ash-
land

Cler-
mont

Mont-
gomery

Twiggs

Murray

AdamsWabash

Winnebago

Warren

Bledsoe

Harrison

Allegany

Muskegon

McDo-
nough

Calhoun

Buena Vista

Sen-
eca

Black
Hawk

Hamil-
ton

Audubon

St. Joseph

Poca-
hontas

Washington

Dorchester

Geauga

Brown

Lake

Spencer

Humphreys

Effingham

Yalobusha

Buchanan

Randolph

Crawford

Upshur

Tusca-
rawas

Quit-
man

Toombs

Bon
Homme

Bucking-
ham

Henderson

Calumet

Lawrence

La Crosse

Lawrence
Effingham

Highland

Hood
River

Rockingham

Pipe-
stone

Chickasaw

Rich-
mond

Breckin-
ridge

Letcher

Stephenson

Wilkinson

Alleghany

Hamilton

Larue

Gasco-
nade

Cumber-
land

Orange

Hertford

Pulaski

Decatur

Mar-
quette

Chickasaw

Green

Cleveland

Meade

Foun-
tain

Sheboy-
gan

Allendale

Win-
nebago

Cerro
Gordo

Appanoose

Wyandot

Meriwether

Moniteau

Shia-
wassee

Northampton

Washing-
ton

Oktibbeha

Roscom-
mon

Putnam

Deca-
tur

Frederick

Vance

South-
ampton

Lauder-
dale

Beaufort

Straf-
ford

Van Wert

Law-
rence

Essex

Montgomery

McCreary

Mont-
gomery

Mineral

Hous-
ton

Bradley

Cabell

Tippe-
canoe

Mecklenburg

Cameron

Jef-
ferson

Kendall

Multno-
mah

Mar-
shall

Delaware

Monmouth

Crawford

Alamance

Moultrie

Wyoming

Lawrence

Bamberg

Gallatin

Cherokee

Gilchrist

Boone

Worcester

Jefferson
Davis

Issa-
quena

Edge-
combe

San Juan

Watonwan

Chatham

Yancey

St.
Joseph

Cumberland

Rowan

Mont-
morency

Jackson

Chemung

Culpeper

Lebanon

Henderson

Webster

Pepin

Jennings

Hend-
ricks

Mor-
ris

Johnson

Hunterdon

DuPage

Cherokee

Missis-
sippi

Jefferson

Caldwell

San
Augus-

tine

Richland

San
Mateo

Coving-
ton

Mont-
gomery

Mont-
gomery

Doniphan

Red
River

Washington

Williamson

Storey

Pamlico

White

Pointe
Coupee

Barnstable

Montgomery

Lake

Santa
Cruz

Talbot

Green-
wood

Lunenburg

Caro-
line

New
Castle

Muhlen-
berg

Shenan-
doah

Schuyler

Fayette

Ogle-
thorpe

Greenup

Pinellas

Bucha-
nan

St.
Helena

Accomack

Warren

Law-
rence

Mont-
gomery

Jackson

Russell

Cabar-
rus

West-
chester

Boone

St.
Francois

Madison

John-
son

Providence

Marshall

Hum-
phreys

Tisho-
mingo

St. Mary's

Mid-
dlesex

Rock
Island

Mont-
gomery

Washing-
ton

East
Carroll

Summers

Durham

Graham

Banks

Fran-
klin

Martin

Lawrence

St. Bernard

Paulding

Cape
Girardeau

Beaufort

LeelanauWash-
ington

Marshall

Ballard

Da-
kota

Berkeley

Chester

Chester-
field

Greene

Johnson

Jeffer-
son

Harrison

Wheeler

Mc-
Cormick

Han-
cock

Johnson

Lacka-
wanna

Meigs

Winnebago

Newton

Nassau

Crawford

Magoffin

Scot-
land

Hen-
derson

Leaven-
worth

Stafford

Des
Moines

Anderson

Mercer

Schuyler

Washin-
gton

Dear-
born

Andro-
scoggin

Critten-
den

Baldwin

Pulaski

Charlevoix

DeKalb

Lincoln

Mason

Grainger

Dade

Bergen

Jeff
Davis

Jeffer-
son

Crawford

Cal-
houn

Hen-
derson

Roanoke

Madison

Hunting-
ton

Montgomery

Brad-
ford

Cal-
houn

Met-
calfe

Charleston

St.
Charles

Bourbon

Whit-
field

Clear
Creek

Massac

Calvert

Loudon

Richmond

Lumpkin

Franklin

Wash-
ington

Candler

Wash-
ington

Spotsy-
lvania

Montgomery

Living-
ston

Anne
Arundel

Boyle

Mont-
gomery

Kewau-
nee

Island

Ste.
Genevieve

Mercer

Can-
non

Putnam

East
Feliciana

Not-
toway

Unicoi

Green
Lake

Som-
erset

Haralson

Forsyth

Union

Lanier

Assump-
tion

Howard

Boyd

Dod-
dridge

Columbia

Monongalia

Dickenson
McLean

Menominee

Fluvanna

Prince
George's

Crockett

Montgo-
mery

Johnson

Hen-
rico

Gloucester

Fayet-
te

Morgan

Mid-
dlesex

Craven

Bartho-
lomew

Garrard

Evans

Tran-
sylvania

Lamar

Hickman

Clinton

North-
ampton

Chattooga

Ascen-
sion

Grand
Traverse

Mitchell

West
Carroll

Mc-
Duffie

Cheat-
ham

Warren

Galveston

Pu-
laski

Towns

Taylor

Hardin

Rock-
castle

Northum-
berland

Pickens

Washing-
ton

La-
fayette

Appo-
mattox

Edmonson

Pendle-
ton

Cumberland

Somerset

Camden

Wa-
bash

Powell

Semi-
nole

West
Feliciana

Wash-
ington

Clarke

Orleans

Simpson

Chesa-
peake

Gilpin

Powhatan

Jefferson
Davis

Camden

Goochland

Owsley

Ozau-
kee

Pickett

Menifee

Ver-
million

Dawson

Bleckley

Floyd

Isle of 
Wight

Fayette

Carlisle

Franklin

Washing-
ton

Greens-
ville

E. Baton
Rouge

Ed-
wards

Webster

Cumber-
land

Pas-
saic

Alex-
ander

Schley

Currituck

Treutlen

St.
James

Hancock

Brac-
ken

Alex-
ander

Houston

Barrow

Oldham

Prince
William

York

Oconee

Douglas

Spencer

Van
Buren

Alle-
ghany

Prince
Edward

Peach

Haber-
sham

Cumber-
land

Sequat-
chie

Milwau-
kee

Nicholas

King
William

Spalding

Ken-
ton

New Kent

Han-
cock

Jefferson

Queen
Anne's

Mc-
Cracken

Cape
May

St.
Martin

Putnam

And-
erson

Ca-
toosa

Ohio

Musco-
gee

Denver

Rock-
land

Wahkia-
kum

Es-
sex

Greene

Talia-
ferro

Chowan

Trimble

King and
Queen

Dela-
ware

Moore

Perqui-
mans

Switzer-
land

Carroll

Ram-
sey

Wood-
ford

Clarke

Grand
Isle

Glou-
cester

Ham-
blen

Prince
George

Montgo-
mery

Somervell

Clayton

Black-
ford

Vander-
burgh

Quit-
man

Stephens

Rich-
mond

Virginia
Beach

Iberia

Union

Keweenaw

Rappa-
hannock

Westmore-
land

Ohio

Pasquo-
tank

Rockwall Chatta-
hoochee

Charles
City

Camp-
bell

Mont-
gomery

Glascock

Jessa-
mine

Saga-
dahoc

Mon-
tour

St. John 
the Baptist

Schen-
ectady

Dukes

Rock-
dale

Plea-
sants

Wyan-
dotte

King
George

James
City

Carson
City

Lan-
caster

North-
ampton

Gal-
latin Middlesex

Northum-
berland

Brooke

Queens

New 
Hanover

Philadelphia

Trous-
dale

Aransas

Kings

W. Baton 
Rouge

Robert-
son

Suffolk

Han-
cock

Los
Alamos

Hud-
son

Mathews

Galveston

Bronx

Norfolk

Baltimore
City

San Juan

Newport

Hamp-
ton

St. Louis
City

Danville

Newport News

Lynchburg

Richmond

Richmond
City

Nantucket

Galveston

Broom-
field

DC

San Francisco

Fulton

Arlington

Peters-
burg

New
York

Roanoke
City

Poquoson

Alex-
andria

Salem

Galax

Staunton

Ports-
mouth

Manassas

Win-
chester

Hope-
well

Fairfax
City

Charlot-
tesville

Harrison-
burg

Covington

Radford

Bristol

Martinsville

Waynes-
boro

Norton

Lexington

Fredericks-
burg

Bedford City

Colonial
Heights

Emporia

Buena
Vista

Williams-
burg

Falls
Church

Franklin
City

Manassas
Park

Fresno

Milwaukee

Los Angeles

Philadelphia

Raleigh

Chicago

Atlanta

Scranton

Charlotte

Knoxville

Harrisburg

Greensboro

San Antonio

Little Rock

Grand Rapids

Source: US Environmental Protection Agency,
US Department of Agriculture, Global Biodiversity
Information Facility

*Asthma and Allergy Foundation of America,
Asthma Capitals 2007

Top 15 Worst Asthma Cities*

County Boundaries

State Boundaries

Both Ragweed Present and ≥ 1 Ozone Exceedance Days/Yr (2002-2006)

≥ 1 Ozone Exceedance Days/Yr (2002-2006)

Ragweed Present Only

Neither or Missing Data

Ragweed data as of 2007.  Ozone data 
based on annual average of monitors 
with valid 8-hour data for at least 75% 
of required monitoring days in each 
year (2002-2006), limited to areas with 
at least one monitor within 62 miles 
(100 km).

Figure 1.4: Ozone and ragweed co-occurrence in the continental United States. Together they
can exacerbate asthma, allergic symptoms, etc. [Source: Knowlton et al., 2007].
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Chapter 2

Background on the emission, transport and
transformation of major biogenic releases

Chemical compounds and bioaerosols in the surface interaction layer between the biosphere and

atmosphere are released from vegetation via a number of natural processes. The purpose of this

chapter is to review the current approaches for modeling these processes on the regional scale.

The releases that are covered in this study fall into the two main categories mentioned before:

(1) biogenic non-methane volatile organic compounds (NMVOCs), and (2) bioaerosols. Volatile

organic compounds (VOCs), nitrogen oxides (NOx), and greenhouse gases such as methane

(CH4), nitrous oxide (N2O), ozone (O3) and carbon dioxide (CO2) may originate from a variety

of biogenic sources. Bioaerosols can be found in the atmosphere in the form of pollens, fungal

spores, bacteria, viruses, and a number of fragments coming from plants and animals. The

focus of this study for the group of bioaerosols concentrates on pollen particles. These two

main groups of biogenic emissions may significantly impact air quality on the local scale during

periods of adverse meteorological conditions. The following sections present information on the

production, release, and transport processes for the major representatives of the first two groups

of interest: BVOCs and pollen particles.

2.1 Biogenic Volatile Organic Compounds

It was first recognized over 40 years ago that isoprene [2-methyl-1,3-butadiene] is emitted into the

atmosphere from plants [Rasmussen and Went, 1965; Sanadze and Dolidze, 1961]. Since then,

numerous studies have revealed that a wide variety of NMVOCs are produced and emitted from

certain parts of vegetation (see Figure 2.1) [Arey et al., 1991a,b, 1995; Ciccioli et al., 1993; Evans

et al., 1982; Fuentes et al., 2000; Geron et al., 2000b; Hewitt, 1999; Isidorov et al., 1985; Konig

et al., 1995; MacDonald and Fall, 1993; Rasmussen, 1970]. Table 2.1 provides a subset of the total
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number of NMVOCs observed in literature as plant emissions along with their reaction products,

chosen to be representative of the organic compound classes involved. The group of compounds

referred to as isoprenoids or terpenoids, is of great importance and consists of isoprene (C5H8),

monoterpenes (two isoprene units), and sesquiterpenes (three isoprene units). They are usually

characterized as volatile, poorly water soluble, and very reactive compounds with a strong scent.

The structures of some terpenoids and common oxygen-containing compounds, also considered

to belong to the terpenoids group, are illustrated in Figure 2.2.

Published emission inventories of biogenic and anthropogenic NMVOCs imply that in re-

gional and global scales the emissions of biogenic NMVOCs are comparable to, or exceed, those

of anthropogenic origin [Guenther et al., 1995; Lamb et al., 1987, 1993]. On a global scale, it

is estimated that 1150 Tg of carbon are released annually in the form of NMVOCs (1 Tg = 106

metric tons) [Guenther et al., 1995]. Although there are large uncertainties in the emission rates

of total biogenic NMVOCs and of individual compounds, 44% and 11% of biogenic VOC emis-

sions have been attributed to isoprene and monoterpenes, respectively [Guenther et al., 1995].

Recent annual estimates for the North America suggest that of the 86 Tg of biogenic NMVOCs,

30% is isoprene, 30% is methanol, 20% are monoterpenes and sesquiterpenes, 8% are hexene

derivatives, and 5% is 2-methyl-3-buten-2-ol, with the remainder being relatively nonreactive

species [Guenther et al., 2000].

2.1.1 Biosynthetic pathways for the isoprenoid group

The biochemical pathways involved in the synthesis of biogenic hydrocarbons have been the

subject of extensive recent research [Ajikumar et al., 2008; Calfapietra et al., 2008; Illarionova

et al., 2006; Lopes et al., 2007; Rohdich et al., 2002; Sharkey et al., 2005, 2008; Weathers

et al., 2006]. Estimating biogenic hydrocarbon emissions relies on empirical models of emissions

based on observations. Whenever possible, mechanisms involved in the synthesis and emission

of biogenic hydrocarbons are used to compare and improve models. Mechanistic models are

further improved when the season and location of emissions is well understood. However useful

such models can be, a fundamental understanding of the pathways and chemistry of BVOC

synthesis is necessary. The biosynthetic pathways of the isoprenoid group (see Figure 2.3) share

a common precursor compound, dimethylallyl pyrophosphate (DMAPP). This precursor and its
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isomer, isopentenyl pyrophosphate (IPP), are also precursors for important biological molecules

such as the carotenoids and cholesterol. Although the pathways of this group are not completely

known, initial thoughts pointed to the well known mevalonic acid (MVA) pathway [McGarvey

and Croteau, 1995]. However, later research revealed that higher plants have two distinct routes

for the biosynthesis of DMAPP; the MVA pathway and the 2-deoxyxylulose 5-phosphate/2-

methylerythitol 4-phosphate (MEP) pathway [Lichtenthaler et al., 1997]. In the MEP route,

DMAPP is formed from glyceraldehyde 3-phosphate and pyruvate, as opposed to the mevalonate

precursor [Sharkey and Yeh, 2001]. The mevalonate-independent isoprenoids (such as isoprene,

carotenoids, and phytol) are those formed in the chloroplasts. Sesquiterpenes and triterpenes

are synthesized from mevalonic acid in nonplastid compartments and isoprene, monoterpenes,

phytol (C20) and carotenoids (C40) are synthesized from IPP generated from the MEP pathway

[Lichtenthaler et al., 1997; Zeidler et al., 1997]. The IPP is isomerized into DMAPP, which is

the precursor for synthesis of isoprene, in a pathway that is not well understood. The final step

of isoprene synthesis is the elimination of pyrophosphate from DMAPP by the enzyme isoprene

synthase, which appears to be a membrane-bound, light-activated enzyme [Wildermuth and

Fall, 1996]. Additionally, changes with this enzyme’s activity are well correlated with changes

in isoprene emission. Isoprene synthase is one of the reasons that light is a primary factor in

controlling isoprene emissions.

It is also clear that the “energy currency” (Adenosine triphosphate - ATP) of the cellular

level is produced during photosynthesis and is required for the synthesis of isoprene [Monson

and Fall, 1989]. This is in agreement with the experimental evidence that isoprene production

and emission are closely linked to photosynthesis [Loreto and Sharkey, 1990; Monson and Fall,

1989; Tingey et al., 1981]. With a better understanding of the biosynthetic pathway, the energy

cost associated with isoprene emission can also be determined. The MEP pathway is reported

to be more efficient than the MVA pathway, but it is still substantial, and benefits associated

with isoprene emission must be compared to the cost of carbon and energy given up by the plant

[Sharkey and Yeh, 2001]. This way, the primary requirements for isoprene synthesis are light,

warm temperatures, and availability of MEP pathway precursors from photosynthetic processes.
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2.1.2 Environmental factors affecting biogenic VOC emissions

The factors affecting biogenic VOC emissions at the single-leaf level have been reviewed by

a number of authors [Fuentes et al., 2000; Guenther et al., 1993; Hewitt, 1999]. As described

above, the biosynthetic pathway for the group of isoprenoids has revealed the full effect of the

environmental driving forces. It is known that, for compounds such as monoterpenes that are

released from resin ducts or glands, temperature is the dominant control factor [Tingey et al.,

1980]. The increasing vapor pressure of these compounds with temperature explains the tem-

perature response of the emission (Figure 2.4-a). On the contrary, some plants have been found

to emit monoterpenes that are not stored in the plant, directly after a light-dependent synthesis

(e.g. Pinus densiflora, Picea Abies, Quercus ilex, Pinus Pinea, Sunflower and Beech [Bertin

et al., 1997; Loreto et al., 1996; Schuh et al., 1997; Schurmann et al., 1993; Staudt et al., 1997,

2000; Yokouchi and Ambe, 1984]). Plants are believed to emitt monoterpenes for a variety of

reasons, including defense against insects and other herbivores, and attraction of pollinators and

enemies of herbivores [Hewitt, 1999]. Singsaas [2000] suggested that the emission of isoprene

benefits plants by increasing their thermotolerance.

Isoprene emission does not follow the relationship of monoterpenes to volatility; it is instead

related to metabolism [Monson et al., 1994]. In other words, isoprene and a part of the plant

monoterpene emissions do not come from preexisting pools. The temperature effects are in-

stead enzymatic, with two distinct phases of increase in the emission. For small temperature

rate changes, the isoprene emissions change as quickly as the leaf temperature (average time

constant 8.2 s). For larger rate changes, the plant will make metabolic adjustments and activate

enzymes to increase isoprene emissions (average time constant of 116 s) [Singsaas and Sharkey,

1998, 2000]. The activation energy for isoprene emission is relatively constant across a wide

range of conditions, and most investigators have reported similar values ranging from 60 to

90 kJ mol−1 [Guenther et al., 1993]. Although the activation energy is relatively constant, the

leaf’s capacity to emit isoprene has been found to vary. The base emission capacity (or basal

emission rate) is defined as the rate of emission at 30 ◦C and 1000 µmol m−2 s−1 of photosynthet-

ically active radiation (PAR). Figure 2.4-b shows the variation of the emission rate of isoprene as

a function of leaf temperature, a curve that was found to vary within a growing season [Fuentes

et al., 2000]. The dependence on temperature is very different for isoprene emissions versus



20

photosynthesis. A maximum photosynthesis rate for most plants occurs around 30 ◦C, whereas

isoprene emissions continue at temperatures above 30 ◦C. Most plants studied, cease to emit iso-

prene at temperatures above 40 ◦C where it is assumed that biosynthetic enzymes are denatured

[Guenther et al., 1993; Hewitt, 1999]. Another effect of this temperature dependence is that the

ratio of fixed carbon emitted as isoprene increases rapidly with temperature, in particular when

they exceed 30 ◦C.

Isoprene and some monoterpene emissions are also dependent upon light. The light de-

pendence is often similar to that of photosynthesis, but many reports have shown that isoprene

emission can continue to respond to increasing light after photosynthesis is saturated (Figure 2.4-

c) [Harley et al., 1996]. Plants do have the capability to draw on carbon reserves for isoprene

production. This is usually experienced as long term drought stress, during which photosynthesis

shuts down and stomata are closed, but isoprene continues to be emitted. When drought stress

is relieved, isoprene emission exceeds prestress rates [Sharkey and Loreto, 1993]. Not only have

short-term effects of temperature and light intensity on isoprene emission rates been observed,

but also leaves that develop in full sun emit isoprene at a higher rate than leaves that develop

in the shade (Figure 2.4 -d) [Harley et al., 1996]. For example, isoprene emissions measured in

deciduous oak canopy at two heights, were found to be significantly higher for sun leaves com-

pared to shade leaves when expressed on a leaf area basis (51 and 31 nmol m−2 s−1 ; P < 0.01)

[Harley et al., 1997]. Recent studies have shown that the light and/or temperature environment

over several days can influence the isoprene emission rate. One approach to characterize these

variations in isoprene emissions is to determine emissions as a function of thermal degree units

[Fuentes and Wang, 1999; Geron et al., 2000a; Hakola et al., 2000; Monson et al., 1994].

2.1.3 Tropospheric photochemistry and biogenic VOCs

The gas-phase chemistry of the troposphere involves the oxidation of organic species in the

presence of oxides of nitrogen under the action of sunlight. Atmospheric oxidation proceeds

via chains of radical reactions, which for the case of organic compounds can be long and com-

plex. A key process in atmospheric formation is photolysis of species such as NO2, HCHO,

and HONO. On the other side, heterogeneous or aqueous-phase chemistry involving reactions

in aerosol particles and cloud droplets may affect ozone concentrations in a number of ways
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including production and loss of OH radicals and nitrogen oxides, direct loss of ozone, and pro-

duction of halogen radicals [Jacob, 2000]. Both direct and indirect measurements of photolysis

rates in the atmosphere can be a difficult task. To calculate the photolysis rate of a chemical

compound, one has to consider: the fraction of solar radiation it absorbs, the distribution of

wavelengths and intensity of solar radiation. The photolysis rate of a biogenic chemical, A, in

the troposphere, given in molecules cm−2 s−1, can be expressed in the following way [Roselle

et al., 1999]:

Kc =

λi∫
λ=290 nm

σ(λ)J(λ)φ(λ)[A] dλ (2.1)

where,

λ → wavelength (nm)

J(λ) → actinic flux (photons cm−2 nm−1 s−1)

σ(λ) → absorption cross-section in base e (cm−2 molecules−1)

φ(λ) → primary quantum yield of A (molecules/photons)

[A] → concentration of A

This rate can be considered as a first-order rate constant Kc=Ka[A], and the integral can be

substituted by a summation in an interval of wavelengths, where a mean value takes the place

of the variable’s value within that interval. Absorption cross-sections and quantum yields are

functions of wavelength, and may also be a function of temperature and pressure, something that

is unique to species and reactions [Jacobson, 1999]. The actinic flux is usually estimated with

radiative transfer models, depending on the solar zenith angle [Roselle et al., 1999]. Another

approach is to measure the light intensity and convert this to an actinic flux. Photolysis of a

molecule may produce one or more sets of products, and the probability of each set of products is

embodied in the quantum yield term. The production of excess ozone in the atmosphere requires

NOx, VOCs, and sunlight. Under normal atmospheric conditions, the photolysis of NO2 (at

wavelengths < 424 nm), leads to the formation of ozone through reactions 2.2 and 2.3, and the

cycle is balanced, because NO and O3 react to regenerate NO2 (Eq. 2.4).

NO2
hv−→ NO + O· (2.2)
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O ·+O2
M−→ O3 (2.3)

NO + O3 −→ NO2 + O2 (2.4)

The above three reactions occur rapidly, establishing a steady-state ozone concentration:

[O3] =
J[NO2]
k[NO]

(2.5)

where k is the rate constant for reaction 2.4, and J[NO2] is the photolysis rate of NO2. How-

ever, if NO can be converted to NO2 without scavenging O3, excess O3 will be generated. The

conversion of NO to NO2 can occur with biogenic VOCs as the fuel as illustrated in Figure 2.5.

The primary removal for the major BVOCs is oxidation by the OH radical, but similar reac-

tions can occur by O3 and NO3 oxidation. Various reviews describe in great detail the reaction

pathways for the degradation of VOCs, both biogenic and anthropogenic [Atkinson, 1997, 2000;

Finlayson-Pitts and Pitts, 2000]. The right portion of Figure 2.5 shows the generalized reaction

pathway for VOCs in the atmosphere, where the important intermediate products are alkyl

radicals (R·), which quickly combine with O2 to form alkyl peroxy radicals (RO2·), and alkoxy

radicals (RO·). Regions with low NOx levels (typically less than 5-10 pptv) are termed “clean”

atmospheres, and those with significant NOx (in the ppb range) are termed “dirty” [Finlayson-

Pitts and Pitts, 2000]. The rates of reactions are related to the concentration of NOx in a very

complex manner. When NOx is low, nitric acid (HNO3) and hydrogen peroxide are formed, both

playing an important role in the formation of acid rain [Gaffney and Marley, 1991]. However,

when NOx levels are high, the reaction steps outlined above occur creating excess O3. The

formation of O3 is a non-linear process that is a function of the (HC/NOx) ratio, temperature,

and sunlight [Fehsenfeld et al., 1992; Logan, 1985].
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Lifetimes and reaction mechanisms of biogenic VOCs

Rate constants for the gas-phase reactions of many of the NMVOCs emitted from vegetation

with OH radicals, NO3 radicals and O3 have been measured and reported in recent literature.

These rate constants can be combined with assumed ambient tropospheric concentrations of OH

radicals, NO3 radicals and O3 to calculate the biogenic VOC lifetimes with respect to each of

these loss processes (Table 2.1). Considering both day and night, the half-life of isoprene ranges

from 1.5 to 3 hours. Since it has such a short lifetime, the amount of isoprene that escapes

from the boundary layer can be considered negligible. Kesselmeier et al. [2000] measured vertical

profiles of isoprene and some monoterpenes over a pristine forest in Amazonia. The lowest mixing

ratios were found at the highest altitudes (500 m), and the highest at the surface (Figure 2.6).

A diurnal variation is also noticed at a considerable degree as we get closer to the surface.

Monoterpenes generally contain at least one unsaturated carbon-carbon bond and often have

one or more rings in their structure. For α-pinene, an important monoterpene, the lifetime may

range from as little as 5 minutes to 3 hours, while other monoterpenes have even shorter lifetimes

[Kesselmeier and Staudt, 1999]. Plants also emit a wide range of other highly reactive VOCs,

including many oxygenated species [Winer et al., 1992]. Although many of these fluxes are small

when compared to those of isoprene and monoterpenes, they are often of similar magnitude to

the anthropogenic sources.

During the past two decades, a lot of research has tried to shed light into the chemical mecha-

nisms and the identification and quantification of the oxidation products involved. Several prod-

uct studies under atmospheric conditions have faced difficulties due to analytical problems in

detecting multifunctional groups, as well as the lack of commercial standards for the anticipated

products. The reactions and products have been reviewed by a number of researchers [Atkin-

son, 1990, 1997, 2000; Atkinson and Arey, 1998, 2003a,b; Calogirou et al., 1995; Fuentes et al.,

2000]. Two general mechanisms can be identified: (1) addition to C=C bonds by OH radi-

cals, NO3 radicals and O3, and (2) H-atom abstraction from C-H bonds (and to a much lesser

extent, from O-H bonds) by OH radicals, and NO3 radicals. Ozone reacts only by addition to

the C=C bonds, and for such BVOCs, addition of OH and NO3 will generally dominate over

H-atom abstraction by these radicals and will lead to hydroxy- or nitrooxy- substituted alkyl

radicals, respectively. H-atom abstraction by OH radicals and NO3 radicals occurs from the
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various C-H bonds in alkanes, ethers, alcohols, carbonyls and esters. This reaction pathway

is of minor importance for isoprenoids, alcohols, ethers, esters, and ketones containing C=C

bonds, but is important for aldehydes with C=C bonds (e.g. methacrolein). The reactions of

the alkyl or substituted alkyl radicals (R·) formed after H-atom abstraction from C-H bonds or

after OH or NO3 radical addition to the C=C bonds are illustrated in Scheme 1 of Figure 2.7,

with the reactions proceeding through the intermediary of organic peroxy and alcoxy radicals.

In the atmosphere, alkoxy radicals can decompose by C-C bond scission, isomerize by a 1,5-H

shift through a six-membered transition state and react with oxygen. Scheme 2 in Figure 2.7

shows details for the OH radical initiated reactions of isoprene as a representative mechanism.

In this scheme, the reactions are followed for only one of the six possible hydroxyalkyl radicals

[Atkinson, 1997]. The same source of research provides us with a summary table of the products

observed when isoprene reacts as an alkane with OH radicals, NO3 radicals and ozone (see Table

2.2). Recent studies provide new constraints on the chemistry of the poorly understood isoprene

resonance channels, which account for more than one third of the total isoprene carbon flux and

a larger fraction of the nitrate yields [Paulot et al., 2008]. The same study indicates that the

cis branch dominates the chemistry of the isoprene resonance channel with less than 5% of the

carbon following the trans branch. The yield of isoprene nitrates, which when oxidized release

nearly 50% of the NOx, was found to be approximately 11%. The large molar yields of formic

acid during chamber experiments suggest a novel mechanism describing its formation from the

organic nitrates [Paulot et al., 2008].

Initial studies attempting to quantify an isoprene-initiated secondary organic aerosol (SOA)

suggested that isoprene was not a significant precursor of SOA [Pandis et al., 1991]. Claeys et al.

[2004a,b] analyzed aerosol samples from the Amazonian forest and proposed that isoprene oxi-

dation could provide an additional source of SOA via multiphase acid-catalyzed reactions with

hydrogen peroxide. Recent laboratory chamber studies found a yield of 1-2% at high NOx levels

[Kroll et al., 2005], and 3% at low NOx levels [Kroll et al., 2006]. The presence of SO2 has been

found to attribute around 2.8% to the yield of SOA due to ozone [Edney et al., 2005]. An in-

cloud process for SOA formation from isoprene has also been identified [Lim et al., 2005]. Field

experiments provide evidence that the isoprene oxidation products hydroxyacetone, methylgly-

oxal, and glycoaldehyde contribute between 10 and 120 Tg of organic aerosol to the troposphere
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[Matsunaga et al., 2005]. Terpenes are oxidized in the atmosphere during the day by both OH

radicals and ozone, at night by NO3 radicals and O3, while the reaction with O3 leads to the

formation of additional OH radicals [Aschmann et al., 2001]. While reaction rate coefficients

for many of these reactions have been determined [Atkinson and Carter, 1984], there is a lack

of data regarding their products [Hakola et al., 2000, 2003]. A number of researchers observed

particle formation in the chemistry of terpenes, revealing that the mass-based aerosol yields were

strongly associated with the structure of the hydrocarbon, the initial hydrocarbon-to-NOx ratio

and the amount of seed aerosol initially present [Koch et al., 2000]. Kanakidou et al. [2005] review

the current understanding of organic aerosol sources and sinks.

Measurement of BVOCs and development of standardized emission factors

The research agenda on biogenic hydrocarbons is driven, to a large extent, by the need to

derive accurate emission inventories so that assessments can be made on the contribution of

hydrocarbons upon regional and global atmospheric chemistry. Ambient concentration lev-

els of biogenic NMVOCs, even in heavily forested rural areas, rarely exceed 5% of the to-

tal NMVOCs [Arnts and Meeks, 1981]. This caused a great deal of confusion, leading many

researchers to erroneously conclude that biogenic NMVOCs do not contribute significantly to

the formation of O3 or aerosols in the troposphere [Altshuller, 1983; Arnts and Meeks, 1981].

The development and application of measurement techniques, capable of identifying the variety

of biogenic species and determining emission fluxes at very low ambient levels, and the result-

ing discovery of different associated reaction pathways, have been the main reasons to think

otherwise.

Depending on the scale, such measurement techniques range from enclosures and environ-

mentally controlled gas exchange systems to measuring hydrocarbon fluxes from individual fo-

liage elements, branches, or entire plants, to micrometeorological methods to derive emissions

at the plant ecosystem level. Enclosure systems were based on the first conceptual design for

BVOC sampling, being particularly useful for defining the forcing variables controlling their

emission. Such systems range from whole-plant enclosings to controlled-environment cuvette

systems. Canopy-level flux estimation methods were also developed to overcome the limitations

of leaf-based fluxes and allow us to measure BVOC for many seasons without interfering with
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environmental conditions. Additionally, canopy-level measurements provide direct spatial aver-

ages of BVOC fluxes entering the atmospheric environment. The methods applied to determine

hydrocarbon fluxes at the canopy level by simultaneously analyzing micrometeorological pa-

rameters are: (a) gradient diffusion approach, (b) modified Bowen-ratio technique1, (c) relaxed

eddy accumulation technique, and (d) eddy covariance approach. Several authors discuss the

experimental techniques used for quantifying: (a) leaf, (b) canopy, or (c) landscape level fluxes

[Fuentes et al., 2000; Guenther et al., 1996]. Kaharabata et al. [1999] found that under similar

temperature and light levels canopy fluxes derived from the gradient diffusion approach varied

by 27% when compared against their leaf-level equivalent. Their analysis demonstrated that the

variability observed in measured hydrocarbon fluxes could be accounted for by varying numbers

of heterogeneously distributed clumps of emitter species within a varying footprint. Also, they

confirmed previous analysis [Lamb et al., 1996] in that the heterogeneous source distribution of

hydrocarbons has to be explicitly considered when estimating and comparing emissions based

on above-canopy measurements.

The variation of isoprene emissions primarily occurs at the genera level, with no real tax-

onomic pattern [Martin et al., 1991]. The developmental stage of the leafy biomass is also

expected to affect the isoprene emission rate. Most plants do not reach their basal emission

rates until full leaf development and expansion [Fuentes and Wang, 1999; Monson et al., 1994].

Ambient concentrations of isoprene above a central Pennsylvania deciduous forest have been

found to range from 0 to more than 30 ppbv during daytime, while typical midday levels were

between 5-10 ppbv [Martin et al., 1991]. In other ecosystems such as the tropical forests of

Brazil, inside-canopy isoprene levels of 8 ppbv have been reported [Martin et al., 1991]. As a

result, the compilation of a database with standardized emission factors factors is an extremely

difficult task, and a very important link between modeling algorithms and land cover/vegetation

databases. The Environmental Protection Agency (US EPA) has undertaken the task of devel-

oping and maintaining a database for the entire U.S., which is a part of the standard modeling

tools and supporting databases for regulatory applications [Kinnee et al., 1997; Lamb et al.,

1The modified Bowen-ratio (MBR) technique is a micrometeorological method that can be used to estimate air-
surface exchange rates, providing differences in concentrations between two heights can be resolved. Application
of the MBR method requires that fluxes and gradients for at least one scalar entity be measured in order to
directly compute the exchange coefficient k, which is assumed to be applicable for all scalars.
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1993].

2.2 Bioaerosols

Bioaerosols are defined as airborne particles that are living, contain living organisms or were

released from living organisms, including plants. Until recently, the atmospheric fate and trans-

port of bioaerosols has not been thoroughly studied in relation to peacetime society. Yet, modern

societies have been experiencing a continuous increase in allergic diseases, as a result of elevated

levels of aeroallergens and pollutants in metropolitan settings that are considered to be “dirty”.

Bioaerosol emissions in the atmosphere are also highlighted by another “modern Pandora’s box”,

the problem of cross-pollination and the control of the pollen dispersal from genetically modified

(GM) crops [Aylor et al., 2003]. Recent worldwide events, such as epidemics, call for new tools

to assess, predict and manage the aerial spread and associated risk of such aerosols. The first

step in assessing the risks of bioaerosols is determining their source, composition, and geograph-

ically specific behavior as atmospheric aerosols. It is suggested that the volumetric total of the

airborne particulates made up by biological material in remote continental, populated continen-

tal, and remote maritime environments is 28, 22, and 10% , respectively [Matthias-Maser et al.,

2000]. In some regions of the earth, biological material may comprise a substantial proportion

of the total aerosol mass concentration (e.g. in tropics, the range can be from 55 to 95%). The

size of a bioaerosol particle may vary from 100 µm to 0.01 µm. Assuming spherical equivalent

particles, pollens from anemophilous plants have typical diameters of 17-58 µm [Stanley and

Linskens, 1974], fungal spores are typically 1-30 µm in diameter [Gregory, 1973], bacteria are

typically 0.25-8 µm in diameter [Thomson, 1981], while viruses have diameters which are usually

less than 0.3 µm [Taylor, 2007]. Table 2.3 contains information regarding pollen size, volume,

and weight for several different species. The fragments from plants and animals may also be

of various sizes. In addition to size, an important characteristic of biological material is that it

does not necessarily occur in the air as independent particles. Past research identified the ma-

jority of bacteria at inland sites as being associated with particles of an aerodynamic diameter

greater than 3 µm. Unexpectedly, new scientific findings document that in the natural envi-

ronment, bacterial dispersal is faster and occurs over longer distances than previously assumed

[Lighthart and Shaffer, 1997]. The magnitude of this new potential risk is extremely difficult
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to assess, because there are insufficient data on quantity, identity, viability, and dispersal of

airborne microorganisms [Jones and Harrison, 2004].

2.2.1 Aeroallergen production and release

In this section, several environmental (external) and ecological (internal) factors related to

aeroallergen production are discussed. Phenology is a state within a sequence of growth stages

in the development process of vegetation or any organism. The general phenological stages that

most plants transition through include emergence, early vegetation, late vegetation, flowering,

fructification, and senescence (Figure 2.8). Plant communities within a spatial unit at any mo-

ment in time are at different developmental stages. Pollen is the male gametophyte, the structure

responsible for the production and storage of the gametes of seed-producing plants. There are

two main types of seed-producing plants, the angiosperms and the gymnosperms. Most of the

plants producing allergic pollen belong to the angiosperms. Gymnosperms, the group just be-

low the angiosperms on the evolutionary scale are of minor allergological importance [Falagiani,

1990]. The pollen particles and fragments develop in the pollen sacs (gymnosperm) or anthers

(angiosperms) which open when ripe, exposing it to the air. The majority of the plants have not

evolved like the anemophilous angiosperms but have maintained a vector-mediated pollinator

system. Yet some animal-polinated (zoophilus) species produce abundant pollen and are par-

tially adapted to wind-dispersal as a secondary mode of pollination [Faegri et al., 1989; Lewis

et al., 1983]. Because of such cases of either facultative anemophily or incidental release of pollen,

it is fallacious to ignore all zoophilus species as potential offenders in localized cases of inhalant

allergy. Pollen is released once the mechanism of dehiscence, opening of anthers or microstrobili

and release of pollen is initiated. The process and product properties vary in the different plant

families, and has been well described for the anemophilous species [Keijzer, 1987a,b; Keijzer

et al., 1987]. The onset and duration of dehiscence depends in part on meteorological conditions

which change from day to day. Under identical conditions, every species has its specific time of

anther dehiscence [Ogden et al., 1974]. Animals that depend on vegetation during their lifetime

have evolved in such way that their phenological stages are synchronized with those of the plants

they exploit.

Pollen production depends on different factors, such as the climate of the preceding year,
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the weather of summer and autumn, or simply on biological rhythms [Stanley and Linskens,

1974]. Distribution patterns of aeroallergens primarily reflect size, density, quantity of pollen

available and environmental conditions during dehiscence. The quantity of pollen produced

per plant unit is usually measured volumetrically and is found to vary significantly within dif-

ferent species. Anemophilus species almost always outproduce entomophilus species while the

hydrophilus species produce only a few grains per plant. Reddi [1986] noticed a great indi-

vidual variation in anemophilus species, with the grains released per anther to be between 32

(Bothriochloa) and 89,000 (Phoenix dactylifera). Quantities of 107 grains per plant are typ-

ical in Zea mays, while Vallisneria produces 72 to 144 grains per plant. Table 2.4 contains

information regarding pollen volume production for several different species on an annual and

50-year basis. In a more detailed approach, Molina et al. [1996] determined the number of pollen

grains produced at the branch, tree or crown level for different anemophilus species. However,

when modeling vegetation as a source of pollen, the chief interest concerns the number of grains

produced per area unit. Understanding the temporal component of the pollen flux is equally

important. In previous attempts to calculate the amount of pollen released from a specified

area, the numbers tended to be overestimated at the beginning and end of the season since the

variations in flowering time within the area of interest were not taken into account [Kawashima

and Takahashi, 1999]. Bringing these components together results in the concept of the spa-

tiotemporal flowering map, which is consisted of the land use/land cover database along with

a pollen release module that describes the availability of pollen particles. More information on

the development and restrictions of this map, along with the related datasets will be provided

in the following chapters.

2.2.2 Fate and transport of allergenic pollen grains

The effects of meteorological factors on atmospheric bioaerosol levels have been discussed in

several publications [Aylor, 1999; Aylor and Irwin, 1999; Jones and Harrison, 2004; Li and

Kendrick, 1994]. Major points from these reviews include the following facts regarding pollen:

• they are of irregular shape and diameter [Gregory, 1973; Stanley and Linskens, 1974];

• they can hydrate and dehydrate [Aylor, 2002, 2003];
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• they may build up aggregates (entomophilous species have a pollen kit on their surface

[Keijzer, 1987b]);

• they have different densities and settling velocities [Jarosz et al., 2003];

• they have species-specific, limited, and mostly unknown viability [Aylor, 2004];

• the concentration thresholds that cause allergic symptoms at the exposure endpoint depend

on the species [Reponen et al., 2001].

Pollen occurs in a number of shapes, mostly variations of spheres with a geometry determined

to some extent by the number and position of the germinal apertures. The pollen of certain

conifer trees contains an air sac resulting in a low density particle, which will behave like a smaller

higher density one [Jones and Harrison, 2004]. The size of pollen is related to the following

list of factors [Stanley and Linskens, 1974] : (1) chromosome numbers, (2) heteranthery2, (3)

temperature, (4) individual flower character, (5) mineral nutrition, (6) water conditions and (7)

number of germination pores. The rate at which particles are deposited from the atmosphere

by turbulent deposition can be presented in terms of a deposition velocity, which is a function

of the aerodynamic diameter [Nicholson, 1988b].

The upper limit of the convective ascent of air during the daytime is given by the thermal

inversion over which cumulus clouds indicate the position of actual updrafts. The horizontal

air speed within this layer for a medium wind is 5-10 m s−1, almost two orders of magnitude

greater than the free fall velocity of the grains. According to Stoke’s law, a pollen grain of size

25 µmwould have a free fall velocity of 7.5 cm s−1. Assuming a horizontal wind speed of 5 m s−1,

the pollen is capable of traveling 67 m when released from a height of 1 m. However, if released

from a height of 20 m, it would travel 1333 m. A parameterization methodology of the pollen

settling velocity, which is necessary to determine the sedimentation flux, has been discussed

in the literature [Aylor, 2002; Helbig et al., 2004]. Deposition of the grains is assumed to be

negligible compared to their sedimentation. Coagulation is neglected as well, since the typical

atmospheric number densities of the pollen grains are quite low. Particle size will also affect

2Heteranthery, the production of two or more stamen types by individual flowers reduces this conflict by
allowing different stamens to specialize in “pollinating” and “feeding” functions.
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the likelihood of entering the atmosphere, depending on the deposition surface characteristics

[Reynolds, 2000]. Nicholson [1988a,b] provides an extensive review of the pollen re-suspension

processes.

The vertical profile of the wind along with the average height of the vegetation have an

important role in the large-scale transport of pollen. The nighttime temperature inversion is

accompanied by still air, and after sunrise, the solar heat flux affects the convection currents in

the anther microenvironment. Under the influence of such currents, pollen can reach a relatively

high altitude. Independent of the pollen species and size, the highest density during field ex-

periments has be found to occur at heights between 250-650 m [Stanley and Linskens, 1974]. In

the same experiment, particle sedimentation is noticed when the night-time convection currents

are reduced significantly. This return of the pollen grains to the lower air strata at nighttime is

demonstrated in ragweed pollen trapping studies [Ogden et al., 1974].

Long distance dispersal of pollen

Long-distance dispersal (LDD) of pollen is important due to several reasons: (1) species ex-

pansion following climate change, (2) recolonization of disturbed areas and (3) control of pests.

Current knowledge suggests that the frequency and the spatial extent of LDD events are ex-

tremely difficult to predict. Researchers agree that mechanistic models coupling seed release and

aerodynamics with turbulent transport processes provide accurate probabilistic descriptions of

LDD of seeds by the wind [Kuparinen, 2006; Nathan et al., 2002]. Nathan et al. [2002] showed

that uplifting above the forest canopy is necessary and sufficient for LDD, setting an upper

bound on the probability of long-distance colonization. Most seeds were not uplifted and are

predicted to travel only up to several hundred meters, with a modal distance of roughly the

canopy height. On the contrary, the few seeds that were uplifted are predicted to travel at least

several hundred meters, and perhaps tens of kilometers. This suggests that the pollen escape

fraction, or the uplifting probability, or equivalently the frequency of LDD, is predictable from

the statistical distributions of seed release height, seed terminal velocity, and turbulent flow at

the time of release [Nathan et al., 2002]. Further experiments indicate that foliage shedding

from deciduous forests can also significantly increase the uplifting probability of pollen grains

[Nathan and Katul, 2005]. Keeping in mind these findings, release height was considered a key
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parameter for the dispersion output at coarse spatial resolution (12 km). Results from further

investigation will be presented in the relevant aeroallergen modeling implementation section of

Chapter 5.
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Chapter 2: Figures
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Figure 2.1: Mechanisms and location of production for the major biogenically emitted VOCs. In
this scheme a hypothetical tree emits all known major plant VOCs plus floral scents. The prob-
able plant tissues and compartments are indicated. Major uncertainties, indicated by question
marks, and the various VOC pathways are discussed in the text [Source: Hewitt, 1999].
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Figure 2.2: Chemical structures of major terpenoids and common oxygen-containing com-
pounds, also considered to belong to this broad biogenic VOC group.
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Figure 2.4: Environmental controls on isoprene and monoterpene emission flux [Source: Fuentes
et al., 2000; Harley et al., 1996, 1997].
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Figure 2.6: Vertical profiles of isoprene and some monoterpenes over a pristine forest in Ama-
zonia [Source: Kesselmeier et al., 2000].



37

R
O2

RO2
NO2

ROONO2
HO2ROOH

NO

RO

RONO2

RO2carbonyl
+

alcohol

O2

products

isomerizationdecomposition

biogenic VOC

OH

CH3

OH   + H3C C CH CH2

OH

CH3

H3C C CH CH2OH

OH

CH3

H3C C CH CH2

OH

and

OH

CH3

H3C C CH CH2OH

O2

OO

NO
OH

CH3

H3C C CH CH2OH

ONO2

OH

CH3

H3C C CH CH2OH   +   NO2

O

OH

CH3

H3C C CHOCH2OH   +

O2

HCHO   +   HO2

OH

CH3   +   HOCH2CHOH3C C

O2

CH3C(O)CH3   +   HO2

decomposition decomposition

Scheme 1

Scheme 2

Figure 2.7: General reaction scheme of alkyl or substituted alkyl radicals (Scheme 1) and details
for the OH radical initiated reactions of isoprene followed for one of the six possible hydroxyalkyl
radicals (Scheme 2) [Source: Atkinson, 2000; Atkinson and Arey, 2003a,b].



38

S.H. Gage et al. / Agricultural and Forest Meteorology 97 (1999) 249–261 251

and Hoekstra, 1992; Wiens, 1989; Wiens and Milne,
1989), particularly when such studies involve highly
mobile organisms (Isard et al., 1991; Taylor, 1989).
An important consideration in aerobiological studies
is the correspondence between temporal and spatial
scales (Levin, 1992; Wiens, 1989). A mismatch be-
tween the temporal and spatial dimensions can lead
to misinterpretation of the movement phenomenon.
Long-term observations in a small area may exhibit
high variability resulting in an inability to distinguish
between system patterns and system noise. On the
other hand, short-term observations over a large area
often result in imperceptible changes (Wiens, 1989).

2.1. Temporal (phenological) scale

Phenology is a state within a sequence of growth
stages of the development of an organism. These
stages are recurring biological events whose tim-
ing is regulated by biotic and abiotic forces (Lieth,
1974). However, phenology of poikilothermic organ-
isms is largely regulated by temperature and thus is
predictable. The movement of organisms over long
distances is influenced by their own growth as well as
changes in the development of their hosts at their geo-
graphic source and destination. Therefore, phenology
becomes a valuable indicator of organism characteris-
tics (both aerobiota and their hosts) and can aid in the
examination of the response of migrant populations
to changes in ecosystems at different temporal and
spatial scales.

Communities of organisms within a spatial unit at
any moment in time are at different stages in their
life histories. However, the stages of development or
phenological state of many species may be intimately
related. For example, the general phenological stages
that most plants transition through include emergence,
early vegetation, late vegetation, flowering, fructifica-
tion, and senescence (Fig. 1). Animals that depend
on vegetation during their lifetime have evolved such
that their phenological stages are synchronized with
those of the plants they exploit. Moreover, the rates
at which plants and animals in an ecosystem progress
through their phenological sequences are linked be-
cause variations in phenology are governed largely
by weather conditions. For example, a warm spring
will hasten the development of many plants and an-

Fig. 1. Representation of the phenological stages in foliage growth
of higher plants as measured by the leaf area index shown as
function of accumulated heat units.

imals within an area while an early frost may result
in widespread senescence. From the perspective of a
scientist studying the long-distance movement of or-
ganisms, two temporal scales at which the seasonal
progression of temperature and moisture conditions
can impact the phenology of vegetation within a ge-
ographic area are of primary importance: intra- and
inter-annual. Intra-annual changes in ecosystems, gen-
erally observed at weekly or monthly intervals, are
influenced by latitude, position on the continent, and
elevation. At this scale, the most evident phenological
changes on midlatitude landmasses are due to changes
in leaf biomass (Plate 1A). Since the seasonal progres-
sion of temperature and moisture varies with latitude,
the quantity of leaf biomass at different latitudes also
varies. In spring and fall, we observe a gradient of
greening from the southern to northern United States
(Plate 1A). Because the movement of organisms from
one geographical area to another can occur within in-
tervals of one week or less, it is imperative that take-off
is ‘ecologically timed’ so there is a high probability
of a successful landing in a geographic area with veg-
etation at the appropriate phenological stage.

Large-scale human modification of vegetation at
landscape scales has increased the synchrony of phe-
nological development in a wide range of organisms.
For example, the simultaneous planting of crops in
monocultures throughout large portions of the North
American continental interior (Corn Belt) has synchro-
nized the life stages of most agricultural pests and their

Figure 2.8: Typical representation of the phenological stages in foliage growth of higher plants,
as measured by the leaf area index shown as function of accumulated heat units [Source: Gage
et al., 1999].
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Tables

Table 2.1: Selected biogenic NMVOCs emitted from vegetation and calculated tropospheric
lifetimes with respect to Gas-Phase reaction with OH radicals, NO3 radicals, and O3.

lifetimes for reaction with

VOC class Compound Chemical Formula OH NO3 O3

Alkanes n-butane C4H10 5.7 d 2.8 yrs -

n-hexane CH3(CH2)4CH3 4.95 h 10 d -

C10-C17alkanes CnH2n+2 (n=10-17) - - -

Alkenes Propene C3H6 6.6 h 4.9 d 1.6 d

Benzene C6H6 12 d - -

Toluene C7H8 2.4 d 1.9 yrs -

Isoprene C5H8 1.4 h 1.6 h 1.3 d

Camphene C10H16 monoterpenes 2.6 h 1.7 h 18 d

3-carene 1.6 h 7 min 11 h

Limonene 50 min 5 min 2 h

Myrcene 40 min 6 min 50 min

Terpinolene 49 min 7 min 17 min

b-phellandrene 50 min 8 min 8 h

α-pinene 2.6 h 11 min 4.6 h

β-pinene 1.8 h 25 min 1.1 d

β-ocimene 2.2 h 7.6 min 0.7 h

Sabinene 1.2 h 7 min 4.6 h

β-caryophyllene C15H24 sesquiterpenes 40 min 4 min 2 min

Longifolene 3.0 h 1.6 h >33 d

Alcohols methanol CH3OH 12 days 1 year >4.5 yrs

2-methyl-3-buten-2-ol see Figure 2.2 2.1 h 8 d 1.7 d

cis-3-hexen-1-ol 1.3 h 4.1 h 6 h

Continued on next page



40

Table 2.1 – continued from previous page

VOC class Compound Chemical Formula OH NO3 O3

Linalool 50 min 6 min 55 min

Aldehydes Formaldehyde CH2O 1.5 d 80 d -

Acetaldehyde C2H4O 11 h 17 d -

n-hexanal CH3(CH2)4CH2CHO - - -

trans-2-hexenal C6H10O - - -

Ketones Acetone CH3C(O)CH3 66 d - -

6-methyl-5-hepten-2-one C8H14O 55 min 9 min 1.0 h

Camphor see Figure 2.2 - - -

Ethers 1,8-cineole see Figure 2.2 1 day 1.5 yr >4.5 yrs

Esters 3-hexenyl acetate see Figure 2.2 1.8 h 4.5 h 7 h

Bornyl acetate see Figure 2.2 - - -

Biogenic Methyl Vinyl Ketone - 6.8 h > 1 yr 3.6 d

Reaction Methacrolein - 4.1 h 14 d 15 d

Products 3-methylfuran - 1.5 h 3 min 19 h

Pinonaldehyde - 2.9 h 2.3 d > 2.3 yrs

Sabinaketone - 2.3 days 130 d > 0.9 yr
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Table 2.2: Reaction products of isoprene and yields with respect to Gas-Phase reaction with
OH radicals, NO3 radicals, and O3.

Product Yield (percentage)
OH radical reactions

methyl vinyl ketone + HCHO 32
methacrolein + HCHO 23
3-methylfuran 4-5
HOCH2C(CH3)=CHCHO and/or HOCH2CH=C(CH3)CHO observed
CH2=C(CH2OH)CHO observed
organic nitrates 8-14

NO3 radical reactions
methyl vinyl ketone 3.5
methacrolein 3.5
HCHO 11
O2NOCH2C(CH3)=CHCHO and isomers observed
O2NOCH2C(CH3)=CHCH2OH and isomers observed
O2NOCH2C(CH3)=CHCH2OOH and isomers observed

Ozone reactions
methyl vinyl ketone 16
methacrolein 39
HCHO 90
epoxides 5
OH 27
O(3P) < 10
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Table 2.3: Variation in pollen size, volume, and weight [Source: Stanley and Linskens, 1974]

Dimensions in µm) Volume Weight
Species Length Width Height (10−9 cm3) (10−9 g)
Abies alba 97.8 102.9 62.7 499.4 251.6
Abies cephalonica 97.1 98.6 86.2 422.6 212.2
Picea abies 85.8 80.5 66.3 278.2 110.8
Pinus silvestris 41.5 45.9 36.0 35.5 37.0
Larix decidua 76.0 72.0 50.0 180.2 176.3
Pseudotsuga taxifolia 84.8 81.1 54.8 219.2 188.8
Acer saccharum 32.5 23.6 24.6 16.5 6.6
Aesculus hippocastanum 31.0 16.4 18.2 4.8 0.9
Alnus glutinosa 26.4 22.8 13.7 4.4 1.4
Betula verrucosa 10.1 10.1 16.8 2.9 0.8
Fagus silvatica 55.1 40.5 41.1 50.3 26.0
Quercus robur 40.8 26.1 21.5 13.3 5.7
Tilia platyphyllos 40.5 40.1 20.6 15.0 6.5
Ulmus laevis 33.4 32.7 17.7 12.8 6.8
Zea mays 116.3 107.3 107.3 702.4 247.0
Cucurbita pepo 213.8 213.8 213.8 5,117.0 1,068.0

Table 2.4: Seasonal and average lifetime pollen yields per genus and species [Source: Schopmeyer,
1974]

Genus Approximate Species kg of pollen/tree
Volume (cm3) produced in 50 yrs

Larix 0.3 Picea abies 20
Pinus 150 Fagus sylvatica 7.6
Pseudotsyga 2 Pinus sylvestris 6
Alnus 4 Corylus avellana 2.8
Betula 12 Alnus sp. 2.5
Fagus 1.3 Betula verrucosa 1.7
Liquidambar 25
Populus 75
Ulmus 0.3
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Chapter 3

Aggregation of databases and modeling tools to support
biogenic emission modeling

The accuracy of meteorological fields is of primary importance in the development and applica-

tion of air quality modeling systems. In addition to transport, meteorological variables play a

major role in determining chemical reaction and mass emission rates, as well as the spatial and

temporal distribution of emissions from anthropogenic and biogenic sources. Land Use/Land

Cover (LULC) inputs are a critical part of both the meteorological modeling system and the

air quality/emissions models. In the absence of synoptic-scale forcing, the role of the land sur-

face is particularly important in driving boundary layer evolution and ultimately precipitation

patterns. Inaccurate LULC information often leads to very large errors in surface energy fluxes

and thus errors in boundary layer states. Within such models, many land surface variables are

commonly defined as a function of LULC via a “lookup table”. Variables frequently specified

in this way include leaf area index (LAI), fractional vegetation cover, canopy height, emissivity,

albedo, surface roughness, rooting depth and parameters related to stomatal resistance. These

vegetation-related variables exert significant control on the surface temperature energy balance

and subsequently on boundary layer processes and states, most importantly moisture and tem-

perature profiles. The lookup table approach assumes a one-to-one relationship between the

surface variable and the LULC category, with no variability represented within a LULC cate-

gory. In many model applications, seasonal or monthly parameter values are defined, providing

an annual cycle of vegetation phenology. In some applications, satellite observations can be used

to define a subset of these variables, primarily albedo, LAI and fractional vegetation cover.
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3.1 Topography, land cover, and vegetation databases

When considering elevation, LULC, and vegetation data for regional air quality modeling ap-

plications, an understanding of the optimal resolutions and formats is necessary. The National

Aeronautics and Space Administration (NASA), other U.S. government agencies, and private

industry offer a variety of remotely sensed data and LULC products that are relevant to air qual-

ity modeling and biogenic emissions. A brief description of the terrain, LULC, and vegetation

databases of interest is provided in the following subsections.

3.1.1 Terrain height and digital elevation model data

With respect to meteorological modeling applications, there are six types of terrain height data

with geographical resolutions of 1 degree, 30, 10, 5, and 2 minutes, and 30 seconds. The

majority of these datasets cover the entire globe (see Table 3.1). The 1-degree and 30-minute

data are from PSU/NCAR combined terrain/land-use tapes [Dudhia and Bresch, 2002] and

contain land elevation data where the ocean depth is set to be zero. The 5-minute data are

from the National Data Center. Both the ocean depth and the land elevation are provided at

a vertical resolution of 1 meter. Because of the cavities of 10-minute data in the PSU/NCAR

tapes, the 10-minute data are created by a 9-point weighted average method from the 5-minute

data. The highest resolution, 30-second terrain height data, is from the Defense Mapping Agency

and has a vertical resolution of 1/20 feet. This dataset includes North America as the contiguous

United States and a small portion of Canada. GTOPO301 is a global digital elevation model

(DEM) with a horizontal grid spacing of 30 arc seconds (approximately 1 km) [Systems and

USGS, 2002]. GTOPO30 was derived from several raster and vector sources of topographic

information [Systems and USGS, 2002]. For easier distribution, GTOPO30 has been divided

into tiles which can be selected from an online mapping interface. GTOPO30, completed in

late 1996, was developed over a three year period through a collaborative effort led by the U.S.

Geological Survey’s Center for Earth Resources Observation and Science (EROS) and a variety

of collaborating US and foreign agencies and institutes2.

1GTOPO30 website: (http://edc.usgs.gov/products/elevation/gtopo30/gtopo30.html)

2The following organizations participated by contributing funding or source data: the National Aeronautics
and Space Administration (NASA), the United Nations Environment Programme/Global Resource Information
Database (UNEP/GRID), the U.S. Agency for International Development (USAID), the Instituto Nacional de
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3.1.2 Land Use and Land Cover data

USGS Land Use and Land Cover (LULC) data consists of historical land use and land cover

classification data that was based primarily on the manual interpretation of 1970’s and 1980’s

aerial photography [U.S.G.S., 1994]. Secondary sources included land use maps and surveys.

Twenty one possible categories of cover type are included in the classification scheme. The

LULC files are included along with their associated maps which provide additional information

on political units, hydrologic units, census county subdivisions, and Federal and State land

ownership. USGS LULC data is available for the conterminous U.S. and Hawaii, but coverage is

not complete for all areas. The data is based on 1:100,000- and 1:250,000-scale USGS topographic

quadrangles. Files in GIRAS format will have a minimum polygon area of 10 acres (4 hectares)

with a minimum width of 660 feet (200 m) for man made features. Non-urban or natural features

have a minimum polygon area of 40 acres (16 hectares) with a minimum width of 1320 feet

(400 m). Files in CTG format will have a resolution of 30 m. Coarser LULC data can be

obtained from PSU/NCAR at resolutions of 1 degree, 30 and 10-minute global datasets. The

sources and characteristics of these products are summarized in Table 3.2.

3.1.3 Vegetation characterization databases

A number of vegetation characterization databases have been developed in the recent years

for use with general circulation or regional/mesoscale models. In the past decades, the simple

biosphere model (SIB) [Sellers et al., 1986] and its revision [Sellers et al., 1996] have been the

standard approach applied for global scale modeling. This section describes vegetation products

capable of being used with meteorological and air quality models focusing on regional scale

applications.

Biogenic Emissions and Landuse Database

The Biogenic Emissions Landuse Database in its latest version (BELD3) offers a classification

scheme that incorporates 230 vegetation types, resolved to 1 km [Kinnee et al., 1997]. It is a

combinatorial database of the USGS EROS (Earth Resources Observation System) Data Cen-

ter’s 1-km datasets with surveys conducted by various agencies. The EDC data are used for the

Estadistica Geografica e Informatica (INEGI) of Mexico, the Geographical Survey Institute (GSI) of Japan,
Manaaki Whenua Landcare Research of New Zealand, and the Scientific Committee on Antarctic Research (SCAR)
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western US, while other sources such as the US Department of Agriculture’s Census of Agricul-

ture and the US Forest Service Eastwide Forest Inventory and Analysis Database (EWDB), are

used for the Eastern US [Kinnee et al., 1997; Pierce et al., 1998]. Constructed by the means of

a remote sensing model, this database inherits the warning of the parent datasets when used

to describe heterogeneous areas. Among its strengths are the number of vegetation species in-

cluded, and the fact that it uses a combination of county agricultural and forestry data along

with remote sensing information [Pierce et al., 2002]. The database was created for estimating

emissions of BVOC from vegetation and NO from soil using the standard EPA biogenic and air

quality tools included in the Models-3 framework [Pierce et al., 1990]. Its structure includes a

lookup table with the emission factors, Leaf Area Index (LAI), biomass density, a summer/winter

emission switch, and a leaf correction factor for each vegetation class.

National Land Cover Dataset

The National Land Cover Characterization Project resulted in the development of a nation-

ally consistent land cover data set from Multi-Resolution Land Characterization (MRLC) data

called National Land Cover Data (NLCD) [Vogelmann et al., 1998]. In addition to mid-1990s

Landsat Thematic Mapper satellite data, a variety of supporting information including topogra-

phy, census, agricultural statistics, soil characteristics, other land cover maps and wetlands data

were used to determine and label the land cover type at a 30 m resolution [Vogelmann et al.,

2001]. Twenty-one classes of land cover along with four classes of urban/suburban cover type

were mapped, using consistent procedures for the entire U.S. Further information on the remote

sensing algorithms and the subsequent accuracy assessment that was performed by USGS can

be found in the scientific literature[Vogelmann et al., 2001]. Compared to the BELD3 inventory,

the NLCD dataset offers a much finer resolution in exchange for a much broader classification

scheme. This dataset is currently being revised based on Landsat Enhanced Thematic Mapper

(ETM+) data collected from the early 2000’s [Wardlow and Egbert, 2003]. ETM+ is a multi-

spectral scanning radiometer that is carried on board of the Landsat 7 satellite. The sensor has

provided nearly continuous acquisitions since July 1999, with a 16-day repeat cycle. Among its

characteristics, its spatial resolution is 30 m for five visible and one near-infrared bands. The

instrument resolution for the panchromatic band is 15 m, and for the thermal infrared band
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60 m.

NASA Earth Observing System vegetation products

The NASA Earth Observing System (EOS) provides a variety of platforms and instruments that

produce both LULC and vegetation products [Dwyer, 2006]. The MODerate-resolution Imaging

Spectroradiometer (MODIS) Land Cover Classification products contain multiple classification

schemes describing land cover properties [Cover and Change, 1999; Sulla-Menashe and Friedl,

2007]. The primary land cover scheme (Land Cover Type 1) identifies 17 classes of land cover

defined by the International Geosphere-Biosphere Programme (IGBP) which include 11 natural

vegetation classes, 3 developed land classes (one of which is a mosaic with natural vegetation),

permanent snow or ice, barren or sparsely vegetated, and water. The MOD12 classification

schemes are multitemporal classes describing land cover properties as observed during the year

(12 months of input data) [Hodges, 2001]. Successive production at quarterly intervals of this

“annual” product creates new land cover maps with increasing accuracies as both classification

techniques and the training site database mature [Friedl et al., 2002; Myneni et al., 2002].

Additional Science Data Set layers for other classification schemes include the University of

Maryland modification of the IGBP scheme (Land Cover Type 2), the MODIS LAI/fPAR (Land

Cover Type 3) scheme, the MODIS Net Primary Production (Land Cover Type 4) scheme, and

the Plant Functional Types (PFT) (Land Cover Type 5). These were provided to support the

Community Land Model (CLM) used in climate modeling. Land Cover Type 5 includes 12

classes, however, only one is an urban class. Four forest and two crop classes are also provided.

These data are provided on an annual basis at a 1-km resolution, which are attractive features

for use in air quality modeling systems.

The MODIS Global Vegetation Phenology product (MOD12Q2) provides estimates of the

timing of vegetation phenology at global scales [Soudani et al., 2008; Zhang et al., 2006]. As

such, MOD12Q2 identifies the vegetation growth, maturity, and senescence marking seasonal

cycles. The product is produced twice per year using 24 months of data as input (i.e., the

12 months of interest, bracketed by six months on either side) at a 1-km resolution. The

first production period highlights July through June, and the second run focuses on January

through December. This production schedule accounts for hemispheric differences in the timing
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of growing seasons, and enables the product to catch 2 growth cycles if necessary. The 1-km

resolution, timely updates, and seasonality features are characteristics that may be beneficial to

air quality modeling systems.

3.2 Components of air quality modeling systems for biogenic releases

The current paradigm in the application of air quality modeling systems (AQMS’s) in the United

States involves their coupling with a mesoscale meteorological model such as the MM5 [Grell

et al., 1994] or RAMS [Pielke, 1984]. Including MM5 which is reviewed in the following sub-

sections, this study utilizes a variety of models commonly available for research and regulatory

assessment applications: (1) American Meteorological Society/EPA Regulatory Model (AER-

MOD); (2) HYbrid Single-Particle Lagrangian Integrated Trajectory Model (HYSPLIT), and (3)

Models-3 or the Community Multi-scale Air Quality Chemical Transport Model (CMAQ-CTM).

A brief description of these models, the meteorological processors and the LULC datasets that

they employ is provided in the following sections.

3.2.1 PSU/NCAR Mesoscale meteorological model

The fifth-Generation PSU/NCAR [Dudhia and Bresch, 2002; Grell et al., 1994] MM53 system

is the most recent in a series of models first developed at Penn State University in the early

1970’s [Anthes and Warner, 1978]. Supported by NCAR since its inception, MM5 went through

a significant amount of change aimed at broadening its usage. Its use in air quality model

applications became common after incorporation of four-dimensional data-assimilation (FDDA)

capability. While no further development of MM5 is planned at NCAR, it continues to be the

most commonly used meteorological model for air quality applications. As can be seen from the

model flowchart (Figure 3.1), MM5 requires a significant amount of geophysical data. These

data are interpolated on a user-specified modeling grid through a special processor capable of

handling different types of vegetation/LULC and soil datasets (TERRAIN). The output file

generated by the processor contains grid-cell average surface elevation, fractional and dominant

3MM5 website: (http://www.mmm.ucar.edu/mm5/)
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LULC, fractional vegetation, and soil type. Physical parameters (e.g., albedo4, surface roughness

length5, moisture availability, emissivity, thermal inertia) for each vegetation/LULC category

are defined within the Land Surface Model (LSM). In an MM5 model run without LSM, the

physical parameters are assigned with the help of a look-up table (Table 3.3).

3.2.2 AMS/EPA Regulatory Model

AERMOD6 is a steady-state dispersion modeling system developed by U.S. EPA for estimating

near-field (50-km or less) impacts from surface and elevated sources [Cimorelli et al., 2005; Perry

et al., 2005]. The model flowchart (Figure 3.2) shows an integrated system that includes three

modules [Prater and Midgley, 2006]:

• A steady-state dispersion model designed for short-range (up to 50 kilometers) dispersion

of air pollutant emissions from stationary industrial sources ;

• A meteorological data preprocessor (AERMET) that accepts surface meteorological data,

upper air soundings, and optionally data from on-site instrument towers. It then calculates

atmospheric parameters needed by the dispersion model;

• A terrain preprocessor (AERMAP) whose main purpose is to provide a physical relation-

ship between terrain features and the behavior of air pollution plumes.

AERMET, the meteorological preprocessor, calculates and provides parameters such as

the modified Bowen ratio7, surface roughness length, surface friction velocity, convective scaling

velocity, surface heat flux, and convective and mechanical mixed layer heights to describe the

4Albedo is a term derived from the Latin word Albus meaning “white”, is a measure of reflectivity of a surface.
Typical values ranges from about 0.1 for water to 0.6 or higher for full snow cover, while most land areas are in
an albedo range of 0.1 to 0.4

5Roughness length is a parameter which is a measure of terrain roughness as “seen by” surface wind. It is
formally the height (in meters) at which the wind speed becomes zero when the logarithmic wind profile above
the roughness sub-layer is extrapolated to zero wind speed. In fact, the roughness length lies within the roughness
sub-layer, where the wind speed deviates from the logarithmic wind profile. This parameter represents the bulk
effect of roughness elements in the surface layer and very approximately has a value of around 0.1 times the height
of the roughness elements.

6AERMOD website: (http://www.epa.gov/scram001/dispersion prefrec.htm#aermod)

7The modified Bowen-ratio (MBR) technique is a micrometeorological method that can be used to estimate air-
surface exchange rates, providing differences in concentrations between two heights can be resolved. Application
of the MBR method requires that fluxes and gradients for at least one scalar entity be measured in order to
directly compute the exchange coefficient k, which is assumed to be applicable for all scalars.
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AERMOD Planetary Boundary Layer (PBL) . AERMOD uses the computed PBL parameters to

generate vertical profiles of needed meteorological variables. AERMET requires meteorological

observations and LULC-related surface properties, preferably at the source location (Figure 3.2).

Observations include morning upper air sounding, either a single surface measurement of wind

speed, wind direction, temperature, and cloud cover, or two measurements of temperature (at 1.5

and 10 m), together with a single measurement of solar radiation. Surface properties required by

AERMET are surface roughness length, Bowen ratio8, and albedo. Appropriate values of these

variables are a function of eight LULC categories (Water, Deciduous Forest, Coniferous Forest,

Swamp, Cultivated Land, Grassland, Urban, and Desert Shrub Land), four seasons (Spring,

Summer, Autumn, and Winter) and surface moisture (dry, wet and average moisture) are pro-

vided in the AERMET user manual (Tables 3.4 - 3.6). The precise characteristics of the eight

LULC categories, seasons and surface moisture conditions have not been defined in the manual.

Generally, users specify these values based on LULC properties surrounding the closest National

Weather Service (NWS) station. Finally, AERMAP generates location and height data for each

receptor location. It also provides information that allows the dispersion model to simulate the

effects of air flowing over hills or splitting to flow around hills.

3.2.3 Hybrid Single-Particle Lagrangian Integrated Trajectory Model

The National Oceanic and Atmospheric Administration (NOAA) and Air Resources Laboratory

(ARL) developed HYSPLIT4 [Draxler and Hess, 1998], which is used in this project. The

HYSPLIT4 model9 is a system for modeling trajectories, dispersion, and deposition of pollutants

that has been under development since 1982. Demonstrated in the flowchart (Figure 3.3), this

model uses gridded model output or a series of gridded analyses, such as Eta Data Analysis

Systems (EDAS), or output of a forecast model such as MM5/PSU, Eta, and others. The

model uses a hybrid between the Eulerian and Lagrangian coordinates to calculate trajectories

and dispersion of air parcels. Particle advection and diffusion calculations are performed in a

Lagrangian framework, while concentrations are calculated on a fixed grid. Air concentration

8A Bowen ratio is the ratio of energy fluxes from one medium to another by sensible and latent heating
respectively. It is used to determine how much solar heating goes to evaporation of surface moisture and typical
values range from about 0.1 (very wet) to 10 (very dry.

9HYSPLIT website: (http://www.arl.noaa.gov/ready/hysplit4.html)
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calculations associate the mass of airborne particulates with the release of puffs, particles, or a

combination of both which can be specified by the user. The dispersion rate is calculated from

the vertical diffusivity profile, wind shear, and horizontal deformation of the wind field. Air

concentrations are calculated at a specific grid point for puffs and as cell-average concentrations

for particles [Draxler and Hess, 1998]. One of three assumptions can be used for the case of

computing air concentrations along the parcels trajectory: a puff model, a particle model, and a

combination of puff and particle model (called PARTPUF). Other options in HYSPLIT4 allow

for gravitational settling, wet and dry deposition, and re-suspension of the pollutants [Draxler

and Hess, 1998]. The introduction of a half-life term can be a very useful tool for connecting the

pollen viability parameter with a decay rate due to the oxidative properties of the atmosphere.

These options give further flexibility to this model to replicate realistic conditions. The accuracy

of trajectories has been tested in large-scale experiments, where overall results indicated that

no significant differences were seen when compared with the meteorological data sets, with the

average error rate in the 20% to 30% range [Draxler et al., 1991].

3.2.4 Community Multi-scale Air Quality Chemical Transport Model

CMAQ-CTM is a component of Models-3 air quality modeling system [Byun and Schere,

2006; Byun and Ching, 1999; Dennis et al., 1996], with state-of-the-science parameterizations of

atmospheric processes affecting transport, transformation, and deposition of such pollutants as

ozone, particulate matter, airborne toxics, mercury, and acidic and nutrient pollutant species. It

is being extensively used for air quality forecasting and emission control strategy development.

The model was developed by the Atmospheric Modeling Division of U.S. EPA based in Research

Triangle Park, NC, in collaboration with various groups. It was first released to the public

in 1998. Support from the U.S. EPA and active participation of the scientific community has

facilitated its continued development. The CMAQ-CTM modeling system is currently being

maintained by the Center for Environmental Modeling for Policy Development (CEMPD)10 at

the University of North Carolina at Chapel Hill.

CMAQ is an Eulerian air quality model, and solves the discretized form of the Advection-

Diffusion Equation (Figure 3.4). Meteorological fields for CMAQ are generally obtained from

10CEMPD website: (http://cf.unc.edu/cep/empd/index.cfm)



52

dynamical data assimilating meteorological models (also referred to as mesoscale models). A

processor called MCIP (Meteorology Chemistry Interface Processor) [Otte, 2004] is used to

create input files for CMAQ. Its main function is to read in meteorological fields simulated by a

mesoscale model, compute dry deposition velocities and other variables that CMAQ needs but

are not available from the meteorological model, and output data in Models-3 Input/Output

Applications Programming Interface (IOAPI) format. Currently, MCIP is capable of processing

meteorological fields simulated by PSU/NCAR MM5 [Dudhia and Bresch, 2002; Grell et al.,

1994].

3.3 Biogenic VOC emissions algorithms and models

The development of biogenic emission estimates for air quality modeling in the United States

received special attention in the late 70’s with the release of the first VOC emission factors from

Zimmerman’s Tampa Bay study in 1979 [Zimmerman, 1979b]. The most detailed modeling

scheme has been developed by Guenther et al. [1993] and subsequent improvements have been

implemented in later versions of the BEIS and other models. This set of emission models for

isoprene, monoterpenes, and other VOCs have been commonly used in the scientific community

and are supported by several studies [Lehning et al., 2001; Petron et al., 2001; Pier and McDuffie,

1997; Street et al., 1996; Wang and Shallcross, 2000]. An example of a finer resolution application

of Guenther’s algorithm is reported in the study of Wiedinmyer et al. [2001] for the State of

Texas, USA. The detailed formulation of Guenther’s algorithm has been covered extensively

in literature and is provided in Appendix A for both the BEIS11 [Pierce, 2001] and the revised

Guenther’s version [Guenther et al., 2000]. In the following section, one can find brief description

of the individual BVOC models that incorporate Guenther’s algorithm along with some key

characteristics that have been improved over time. A complete listing and comparison of BEIS

with the rest of the models is summarized in Table 3.7.

11Biogenic Emissions Inventory System website: http://www.epa.gov/asmdnerl/biogen.html
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3.3.1 BEIS3 (Authors: Vukovich/Pierce)

The BEIS (Biogenic Emissions Inventory System) [Pierce and Waldruff, 1991; Pierce, 2001;

Pierce et al., 1990; Schwede et al., 2005] is a computer algorithm used widely to generate emis-

sions for air quality simulation models such as EPA’s CMAQ/Models-3 and the Regional Acid

Deposition Model (RADM). The model’s framework is presented in Figure 3.5. The FORTRAN

code is publicly available through the EPA’s website. BEIS was introduced in 1988 to esti-

mate VOC emissions from vegetation and NO emissions from soils. Since 2001, BEIS3.09 is

the default version in SMOKE (Sparse Matrix Operator Kernel Emissions) that is capable of

generating emission inventories for four species (Isoprene, monoterpenes, Other VOCs or OVOC

and NO). BEIS3.13 is the latest research version capable of estimating spatially and temporally

resolved emissions of the following:

• Isoprene, monoterpenes, oxygenated and other volatile organic compounds for a total of

34 species, including 14 monoterpenes and methanol;

• Carbon monoxide (CO) induced by photochemical transformation on or in vegetative

species; and

• Biogenic nitric oxide (BNO) due to microbial, predominantly from the genera pseudomonas

and bacillus, denitrification processes in soils.

In BEIS Pierce [2001] uses a slightly modified form of the Guenther et al. [1993] formulations

to estimate isoprene emissions based on leaf temperature and photosynthetically active radiation

(PAR) fluxes. The light correction factor γp = CL follows the same formula (Equation A-29),

with improvements on the empirical coefficients α and CL1 suggested by Harley et al. [1996,

1997], who showed that they will vary with past PAR levels experienced by the leaf. Incorpora-

tion of these additional extensions results in a light correction factor of about one for the top of

the canopy, to less than 0.30 for a leaf in the bottom of it while keeping PAR equal [Guenther

et al., 1999b]. Because these extensions are missing from the previous versions of BEIS, it is

likely that the newest implementation slightly overestimates the isoprene emissions, though no

study has been conducted to examine this issue. BEIS uses a big-leaf canopy model rather than
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a multilayer model that includes a simple sunlit/shaded solar radiation model (Equations A-

3 - A-28). A recent review of the updated BEIS3.13 model comparing a multilayer against one

that utilizes uniform vertical LAI profiles, found comparable results in the calculations of the

affected PAR adjustment factor [Schwede et al., 2005]. Since version 3.11 the model comes with

a revised BNO algorithm (Equations A-35 - A-37) to better distinguish between agricultural

and non-agricultural land, and to limit adjustments from temperature, precipitation, fertilizer

application and crop canopy to the growing season and to areas of agriculture [Williams et al.,

1992]. Finally, BEIS3 output can be directly linked with the CMAQ model, while previous

versions were being used with RADM (Regional Acid Deposition Model), UAM (Urban Airshed

Model) and ROM (Regional Oxidant Model). The Package for Analysis and Visualization of

Environmental data (PAVE) is the main tool that has been used for the visualization of the

model’s results.

3.3.2 GloBEIS2 (Authors: Yarwood/Estes)

The Global Biosphere Emissions and Interactions System (GloBEIS) was developed by NCAR

and ENVIRON International Corporation under funding from the Texas Natural Resources

Conservation Commission (TNRCC) [Yarwood et al., 1999, 2002]. It is written in Microsoft

Access and is fully menu-driven. The code allows users to estimate biogenic emissions of volatile

organic compounds, carbon monoxide, and soil NOx. It includes several isoprene algorithms:

BEIS2, BEIS2 with leaf angle correction for estimating PAR, and BEIS99. This option gives

the ability to compare different emission factor algorithms (BEIS2, GloBEIS3) in the same

model. The model’s emission algorithm reflects the method proposed by Guenther et al. [1995,

1993]. Seasonal adjustment of VOC is available as an option in GloBEIS. The model’s input is

comprised of the domain definition and the land cover/vegetation data, while PAR is calculated

externally. Sesquiterpene emissions and secondary aerosol formation have been incorporated

for a case study of Southeast Texas [Vizuete et al., 2004]. The canopy can be resolved in a

number of layers ranging from 2 to 99. The set of visualization/output capabilities is limited

within the Microsoft Access environment. Finally, there is no option for direct output to certain

photochemical models such as the SMOKE/CMAQ.
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3.3.3 BIOME3 (Authors: Janssen/Wilkinson)

The third generation Biogenic Model for Emissions (BIOME3) is developed by LADCO and

Alpine Geophysics. Sensitivity analyses have been conducted to determine the impacts to

biogenic emissions predictions over the Midwest United States [Wilkinson and Janssen, 2001].

BIOME3 includes a revised canopy model as well as a revised algorithm to estimate isoprene

emissions; however, the monoterpene, oxygenated VOCs, and biogenic nitric oxide formulations

remain unchanged. BIOME3 is an equilibrium terrestrial biosphere model that has been imple-

mented globally using a minimal set of just five woody and two grass plant types. The code is

written in the SAS environment. In BIOME3, leaf area is expressed as leaf area index (LAI).

A small number of ecophysiological constraints are used to select the plant types that may be

present in a particular climate. The model then calculates a maximum sustainable LAI and net

primary productivity (NPP) for each plant type.

BIOME3 contains the revised isoprene emissions algorithm based on the work of Guenther

et al. [1995, 2000, 1993]. Three sets of factors are available within BIOME3: the previous

BEIS2 bare factors, additional MEOH (methanol) and MBO (2-methyl-3-butenol) factors, and

a new alternative scheme for 34 explicit species. The second improvement is the inclusion

of the BEIS3 canopy model as derived from GloBEIS [Yarwood et al., 1999, 2002]. Unlike

the BEIS2 formulation which had only a five-type, fixed-canopy model based on forest type

(e.g. pine, coniferous, deciduous), the new canopy model is more general and more rigorous

in its treatment of energy transfer through a leaf canopy. Leaf-level estimates of temperature

and photosynthetically active radiation (PAR) are required in the biogenic isoprene emissions

algorithms. In BIOME3, the revised version of the BEIS leaf energy balance is used to adjust

PAR levels for sun and shaded leaves as a function of height in the canopy [Guenther et al.,

2000]. The third key characteristic of BIOME3 is the inclusion of a user-specified “isoprene

ratio” which is a global adjustment factor. In GloBEIS, this value is set to 1.43 which is

close to the ratio of isoprene rates determined from cuvette measurements versus leaf enclosure

measurements. Guenther suggests using a value of the range between 1.0 and 1.4, although

the exact reasoning is not well documented. Model output consists of a quantitative vegetation

state description in terms of the dominant plant type, secondary plant types present and the

total LAI and NPP for the ecosystem. As in BIOME2, this basic model output is classified
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into biomes for comparison with vegetation maps. Output comes as a day specific emissions

estimate. These emission estimates can then be speciated and converted to the appropriate

format for use with the UAMV/CAMX models, using the available post-processor that comes

with BEIS. Additionally, the post-processor can be used to convert those files into IOAPI files

for use in CMAQ and Models3.

3.3.4 BEIGIS (Authors: Scott/Benjamin)

The Biogenic Emission Inventory Geographic Information System (BEIGIS) is a spatially and

temporally resolved biogenic hydrocarbon emissions inventory model developed by the Califor-

nia Air Resources Board (CARB) [Scott and Benjamin, 2003]. BEIGIS is a model developed

specifically for the State of California and is structured in such way that allows for incorpo-

ration of best available California-specific data. It is the only model that is structured with a

geodatabase procedure (like the Environmental Systems Research Institute’s ArcGIS) in mind.

A very detailed model description and the accompanying results from the California study are

available in scientific literature [Scott and Benjamin, 2003]. Land use and land cover data were

derived from special field studies, the GAP database, and county agricultural offices. The leaf

mass database (or Leaf Area Index-LAI) is derived from satellite data. BEIGIS simulates hourly

emissions for three species: isoprene, monoterpenes, and MBO (2-methyl-3-butenol) at a 1x1 km

resolution. Emission factors are based on UCLA estimates [Benjamin and Winer, 1998; Karlik

and Winer, 2001; Winer et al., 1983, 1992]. Since those factors used are branch emissions factors

(as opposed to leaf factors used by the previous models), the canopy light extinction is not taken

into account in this model. PAR is generated from observed solar radiation data. Similarly to

BEIS, the BEIGIS model assumes that 42% of the total solar radiation belongs to the PAR

range. Leaf temperatures can be obtained from the first layer of a mesoscale meteorological

model such as the MM5 (surface layer height 30m).

3.3.5 Environmental variables of interest in modeling BVOC emissions

The environmental adjustment factors are clearly the backbone of biogenic VOC modeling.

As mentioned before for the case of BEIS, improvements have been implemented for the em-

pirical coefficients α and CL1 that determine the light adjustment factor (Equation A-29) for
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isoprene according to Harley et al. [1996, 1997]. The region has nearly constant CL at PAR

values exceeding what would be found during daytime mostly cloudy conditions (i.e., PAR

>1000 µmol m−2 s−1 or total radiation flux [I] of about 435 W m−2). When compared to the

previous versions, it is likely that the newest implementation slightly overestimates the isoprene

emissions. The canopy model in BEIS is based on a leaf energy balance and knowledge of the

LAI. Campbell and Norman [1998] developed an empirical relationship for sunlit and shaded

leaves that requires the calculation of the amount of PAR reaching them, depending on the

position of the sun (Equation A-3). Pierce [2001] computes the solar zenith angle from equation

A-7 that requires the calculation of the parameter δs based on equation A-10, which describes

the earth’s declination to the solar plane [Duffie and Beckman, 1980]. Although this formulation

takes into account the time of the day, it ignores the the day of the year, treating radiation reach-

ing the earth as if every day were the summer solstice in the northern hemisphere. By excluding

the effect of the day of the year, BEIS will overestimate the amount of radiation reaching the

canopy, resulting in a overestimate of the isoprene emissions. Though the overestimate will be

small for most of the summer, it will be noticeably large during warm winter days [Russell et al.,

2001]. In the past, the most popular way to estimate PAR for use in the emissions model was

the application of the meteorological input preprocessor for BEIS. Currently, there are several

approaches for estimating the photosynthetically active radiation (PAR):

• EPA’s Biogenic Emissions Inventory System (BEIS) preprocessor calculates PAR based on

cloud cover and pressure;

• surface observations from the SURFRAD12 network;

• using the Community Multiscale Air Quality (CMAQ/MCIP) code;

• using shortwave downward radiation calculated by the PSU/NCAR mesoscale atmospheric

circulation model MM5.

The BEIS preprocessor calculates PAR based on the angle of the sun, time of the day,

atmospheric pressure, and horizontal cloud fraction. A limitation of BEIS is that it does not take

12SURFRAD monitoring network is a part of NOAA’s Earth System Research Laboratory (Global Monitoring
Division) and U.S. Department of Commerce (http://www.srrb.noaa.gov/surfrad/)



58

into consideration the vertical cloud position. More recent methods include the application of a

conversion factor applied to the short-wave downward radiation calculated by a meteorological

model and use of satellite PAR data. The advantage of this approach is that the attenuating

effects of the clouds have already been accounted for in the the meteorological model (MM5).

Baker et al. [2001] published a preliminary comparison of the different approaches for the Ozark

Isoprene Experiment (OZIE) regional photochemical episode on July 18th of 1998. The results of

this study indicate that the MM5 methodology produces values which best match both satellite

and ground-based observations. The CMAQ/MCIP code appears to generate unrealistically

high values of PAR (daily maxima greater than 500 W m−2). The ability to use layer 1 (surface

layer, ranging 2-30 m depending on the project) MM5 calculated temperatures, supports the idea

of coupling MM5 with the emissions model described above. In addition, a surface radiation

monitoring network, SURFRAD, provides surface measurements of PAR for 8 locations of the

U.S. at 3-minute intervals. Satellite data may also be a useful tool for capturing the spatial

characteristics of PAR [Van Laake and Sanchez-Azofeifa, 2005]. Due to their limited temporal

availability, they are mainly applied to assure the quality of meteorological model estimates of

cloud cover.

Though Pierce [2001] accounts for canopy attenuation of PAR in his formulations, there is

still some debate in the literature about how to account for canopy effects not only for PAR, but

also for temperature. Lamb and Coordinating Research [1999] summarize the issues surrounding

the debate, pointing to the well-known discrepancies that exist between the higher measured leaf-

level isoprene emissions and the lower measured above-canopy levels. Even with the application

of isoprene canopy escape efficiency, coupled with a canopy attenuation model [Goudriaan and

van Laar, 1994], in a modified version of GloBEIS [Yarwood et al., 2002], that is more rigorous

than that used by Pierce [2001], Guenther et al. [1999a,b] calculated a difference between the

two of the order of 5%. Incorporating such a model could be critical when dealing with forested

areas with dense and high canopy. In addition, canopy adjusted temperature will also affect the

total monoterpene emissions. However, our knowledge of canopy effects is still incomplete and

requires further investigation so that these effects can be modeled in an improved way.

Several scientific groups (EPA/OAQPS, IL EPA, MCNC, and LADCO) have conducted vari-

ous tests to assess the sensitivity of air quality model results to biogenic inputs. The conclusions
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of these studies can be used as key-characteristics for establishing the current biogenic modeling

framework:

• BIOME3 takes a full advantage of the PAR output from MM5;

• A multi-layer canopy model may have insignificant effects (difference of 5%) in national

scale studies, but can be important for regional assessments;

• BEIS2 to BEIS3 comparison showed increased values on the order of 5 ppb or more, and

model to monitor comparisons showed better agreement when using BEIS3;

• The model’s uncertainties are associated with emission factors that need continued updat-

ing, and land cover/vegetation data that are of limited resolution;

• Only few biogenic models provided output for use with certain photochemical models;

• BEIGIS is the only example that used high-resolution data and provided output through

a Geographical Information System (ArcGIS).

3.4 Models for the pollen release and dispersal

The dispersal of seeds is directly connected to the ability of a population to spread, invade,

and migrate, whereas genetic information is transmitted by pollen flow. This way many plant

diseases are also dispersed along with the pollen particles. Kuparinen [2006] reviews several

types of models that have been developed for modeling airborne particle dispersion. The author

lists these models in four categories in increasing order of complexity:

• The simplest dispersal models are used as sub-models in models describing a larger process,

such as in a spatially explicit metapopulation model. They are based on a simplified and

computationally easy description of the shape of the particle dispersal pattern with only

a few model parameters;

• Empirical models with varying numbers of model parameters have been used for modeling

observed dispersal patterns. The parameters of the traditional empirical dispersal models

are shape parameters of the mathematical curves, describing for example, the density of

the tail of the dispersal pattern;
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• Quasi-mechanistic models have been recently developed for pollen applications. These

models have descriptive parameters that are estimated by statistical methods from disper-

sal data;

• Fully mechanistic models incorporate the description of the physical factors affecting par-

ticle dispersal and are able to predict the dispersal process based on measurements of the

environmental conditions during the dispersal period.

The development of realistic emission inventories is a very important area in all cases of

dispersion modeling, including the release of pollen particles. One problem arises from the fact

that currently no detailed maps of the spatial distribution of the relevant plants are available.

As described in the previous chapter, the emission of pollen particles is determined by several

factors. Phenological observations indicate that pollen emissions depend on the start and the

intensity of the flowering season. Modeling the state of vegetation over time and space scales

of our interest can be an extremely uncertainty-bound task. For example, it is well known that

the birch pollen flowering shows inter-annual variations [Clot, 2001; Estrella et al., 2006], and

long-term trends [Dose and Menzel, 2004; Rousi and Heinonen, 2007; Schleip et al., 2006]. The

emission of pollen depends on meteorological variables, such as temperature, wind gusts and

longer-term temperature and drought stresses [Mullins and Emberlin, 1997; Puls, 1987; Rempe,

1938]. Helbig et al. [2004] proposed a parameterization that was modified for the needs of this

and takes into account these individual factors. The authors applied their parameterization to an

isolated field in the Rhine Valley, Germany showing that pollen grains can travel large distances,

especially in inhomogeneous terrain where secondary circulation systems are generating vertical

velocities substantially greater than zero. In the relevant pollen modeling section significant

attention will be paid to the numerous issues faced in such pollen studies, along with the fact

that the lack of observational data does not allow for any comparison with real-time results.

3.4.1 Phenological modeling applications

There are several semi-empirical models for predicting the start and duration of the flowering

season at the species-level. Descriptions of the flowering start time are based on three main

principles:
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• climatological averaging of long-term observations;

• heat sums, such as the growing degree-days, and period units;

• dynamic models (i.e. promoter-inhibitor model of Schaber and Badeck [2003]

The estimates based on climatological averages are not suitable for performing dynamical

short-term simulations, in which conditions can be substantially different from climatic averages

[Adams-Groom et al., 2002; Emberlin et al., 2002]. However, the climate-based values are

available or can be easily developed for the entire U.S., while the other methods mentioned

above are usually based on local or, at best state-wide observations. Therefore, their application

for the case of nation-wide modeling is a difficult task. The description of other parameters of

flowering such as its intensity and the total amount of released pollen also require the use of

semi-empirical models that predict the next-year flowering features, based on conditions of the

previous growing season [Masaka and Maguchi, 2001; Ranta et al., 2005].



62

Chapter 3: Figures
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Figure 3.1: Schematic flowchart of the 5th Generation Meteorological Model (MM5) [Source:
Dudhia and Bresch, 2002].
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Figure 3.2: Schematic flowchart of the AMS-EPA Regulatory Model (AERMOD)[Source: Prater
and Midgley, 2006].
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Figure 3.3: Schematic flowchart of the Hybrid Single-Particle Lagrangian Integrated Trajectory
model (HYSPLIT - ARL/NOAA.) [Source: Draxler and Hess, 1998].
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Tables

Table 3.1: Terrain height and elevation model products

Resolution Data source Coverage Size(bytes)

1 deg. (111.0 km) USGS Global 129,600

30 min. (55.0 km) USGS Global 518,400

10 min. (18.5 km) USGS Global 4,665,600

5 min. (9.25 km) USGS Global 18,662,400

2 min. (3.70 km) USGS Global 116,640,000

30 sec. (0.925 km) USGS Global 1,866,240,000

Tiled 30 sec. GTOPO30 by USGS Global 57,600,000

(0.925 km) EROS Data Center (33tiles) or 51,840,000

in 1996 for each tile

Table 3.2: Land Use and Land Cover (LULC) mapping products

Resolution Data source Coverage Size(bytes)

1 deg. (111.0 km) PSU/NCAR Global 842,400

30 min. (55.0 km) PSU/NCAR Global 3,369,600

10 min. (18.5 km) PSU/NCAR Global 30,326,400

200 and USGS Global varying

30 meters
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Table 3.3: Description of the 13 categories involved in the PSU/NCAR classification scheme for
MM5 and the physical parameters for the North Hemisphere seasons [Source: Grell et al., 1994]

Land use Albedo Moisture Emissivity Roughness length Thermal inertia

Sum Win Sum Win Sum Win Sum Win Sum Win

Urban land 18 18 5 10 88 88 50 50 0.03 0.03

Agriculture 17 23 30 60 92 92 15 5 0.04 0.04

Range-grassland 19 23 15 30 92 92 12 10 0.03 0.04

Deciduous forest 16 17 30 60 93 93 50 50 0.04 0.05

Coniferous forest 12 12 30 60 95 95 50 50 0.04 0.05

Mixed forest 14 14 35 70 95 95 40 40 0.05 0.06

Water 8 8 100 100 98 98 0.01 .01 .06 0.06

Wetland 14 14 50 75 95 95 20 20 0.06 0.06

Desert 25 25 2 5 85 85 10 10 0.02 0.02

Tundra 15 70 50 90 92 92 10 10 0.05 0.05

Permanent ice 80 82 95 95 95 95 .01 .01 0.05 0.05

Sub/Tropical forest 12 12 50 50 95 95 50 50 0.05 0.05

Savannah 20 20 15 15 92 92 15 15 0.03 0.03

Table 3.4: Albedo as a function of season and LULC as specified in the AERMOD modeling
system [Source: U.S.E.P.A, 1998]

Land use Spring Summer Autumn Winter

Water (fresh and sea) 0.12 0.10 0.14 0.20

Deciduous Forest 0.12 0.12 0.12 0.50

Coniferous Forest 0.12 0.12 0.12 0.35

Swamp 0.12 0.14 0.16 0.30

Cultivated Land 0.14 0.20 0.18 0.60

Grassland 0.18 0.18 0.20 0.60

Urban 0.14 0.16 0.18 0.35

Desert Shrubland 0.30 0.28 0.28 0.45
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Table 3.5: Surface roughness length as a function of season and LULC as specified in the
AERMOD modeling system [Source: U.S.E.P.A, 1998]

Land use Spring Summer Autumn Winter

Water (fresh and sea) 0.0001 0.0001 0.0001 0.0001

Deciduous Forest 1.00 1.30 0.80 0.50

Coniferous Forest 1.30 1.30 1.30 1.30

Swamp 0.20 0.20 0.20 0.05

Cultivated Land 0.03 0.20 0.05 0.01

Grassland 0.05 0.10 0.01 0.001

Urban 1.00 1.00 1.00 1.00

Desert Shrubland 0.30 0.30 0.30 0.15

Table 3.6: Bowen ratio as a function of season, LULC and moisture levels as specified in the
AERMOD modeling system [Source: U.S.E.P.A, 1998]

Land use Spring Summer Autumn Winter

Moisture levels Dry Avg Wet Dry Avg Wet Dry Avg Wet Dry Avg Wet

Water (fresh and sea) 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 2.0 1.5 0.3

Deciduous Forest 1.5 0.7 0.3 0.6 0.3 0.2 2.0 1.0 0.4 2.0 1.5 0.5

Coniferous Forest 1.5 0.7 0.3 0.6 0.3 0.2 1.5 0.8 0.3 2.0 1.5 0.3

Swamp 0.2 0.1 0.1 0.2 0.1 0.1 0.2 0.1 0.1 2.0 1.5 0.5

Cultivated Land 1.0 0.3 0.2 1.5 0.5 0.3 2.0 0.7 0.4 2.0 1.5 0.5

Grassland 1.0 0.4 0.3 2.0 0.8 0.4 2.0 1.0 0.5 2.0 1.5 0.5

Urban 2.0 1.0 0.5 4.0 2.0 1.0 4.0 2.0 1.0 2.0 1.5 0.5

Desert Shrubland 5.0 3.0 1.0 6.0 4.0 1.5 10.0 6.0 2.0 10.0 6.0 2.0
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Table 3.7: Biogenic emission models - attribute comparison table

Model BEIGIS BEIS3 BIOME3 GloBEIS

Sponsors CARB EPA LADCO/ TNRCC

MCNC Alpine Geophysics Environ

Programming ArcView FORTRAN SAS Microsoft

Language Access

Canopy Model BEIS2 (No light BEIS2 (No light BEIS2 or Guenther

Attenuation) Attenuation) Guenther

Canopy layers 5 5 2 to 99 2 to 99

PAR calculation Read in Calculated Read in Read in

Isoprene ratio none none variable 1.43 (variable)

Primary California BELD3 BELD3 TNRCC

Landuse State-specific Specific

Visualization ArcView PAVE SAS commands Microsoft

FSVIEW/GRAPH Access

Photochemical Not Available CMAQ CMAQ UAM-V

model output CMAQ
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Chapter 4

Modeling emissions of biogenic VOCs and their effect on
tropospheric ozone levels

Despite significant progress in photochemical modeling science in the last decades, large uncer-

tainties still remain associated with the role of biogenic emissions in the formation of surface

ozone. While it is extremely difficult to quantify the uncertainty levels of biogenic emission

estimates due to insufficient monitoring data, an uncertainty factor of three has been suggested

as a reasonable estimate for total VOCs nationwide [National Research Council, 1991]. The

objective of this chapter is to evaluate the impacts of using biogenic emission estimates from the

BEIS modeling system on ozone predictions for the Northeastern United States. For the area

of interest as defined by the Ozone Transport Committee (OTC domain), biogenic emissions

account for about 5% of the total NOx emissions. During the summertime months, biogenic

VOCs including isoprene and monoterpenes account for 64%, 88%, and 91% of the domain-wide

emissions of paraffinic carbons (PAR), higher aldehydes (ALD2), and olefins (OLE), respec-

tively, when BEIS model output is converted to chemical mechanism species (Table 4.1). In

order to estimate the effect of biogenic emissions, the standard biogenic modeling methodology

will be compared against a set of standard and modified vegetation databases, performing a

basic sensitivity analysis for the domain of interest.

4.1 Description of the BVOC sensitivity studies

Several approaches have been used to estimate the contribution of biogenic emissions to O3 based

on modeling studies. In the first approach, the current situation and modeling methodology are

treated as a “base case”. Then biogenic emissions are removed to calculate their contribution

to O3. Here, the contribution of biogenic emissions to O3 concentrations under current condi-

tions can be estimated. It should be noted, however, that this contribution estimate may vary
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according to the degree of perturbation (e.g. -10% slightly, -100% totally). By selecting a total

perturbation, one can address the “global” sensitivity and bypass the possible issue of nonlin-

earity in the effect of biogenic emissions on O3 and particulates. A second approach consists of

simulating the natural atmosphere with no human influence. The O3 concentrations calculated

in such a simulation would represent the absolute contribution from biogenic emissions. There

are, however, two major issues associated with this approach:

• Current urban-to-regional scale air quality models have never been evaluated under such

conditions and the validity of those models in such applications is uncertain (e.g. in a

similar manner that global models systematically underestimate O3 concentrations by 5

to 10 ppb [Wang et al., 1998c]);

• Biogenic emissions interact with anthropogenic emissions to produce ozone and particulate

matter.

Due to the above reasons, simulating an atmosphere with only biogenic emissions may not

be of relevance, a point particularly valid for the densely populated Northeast United States.

A third general category of approaches includes techniques that can “tag” each molecule to a

specific source, or calculate the sensitivity coefficient of O3 to biogenic emissions. However, the

non-linearity of the response of O3 and particulates to changes in biogenic and anthropogenic

emissions will lead to different results depending on the source attribution, or the local sensitivity

techniques being used. In this study, we elected to bound the problem by applying the first

approach along with extensive testing and modification of the spatial allocation methodology

of the BEIS model. The contribution of biogenic emissions and natural boundary conditions

(BC) to O3 and particulates deduced by removing these components from the base case is

expected to be different from the concentrations of O3 and particulates in a simulation with

natural BC and only biogenic emissions. This is due to non-linearity in the chemical production

of secondary air pollutants. The range of values predicted in these simulations for biogenic

influences on O3 should, therefore, provide reasonable bounds for this study.

The first step in the modeling approach involves testing the model’s spatial components and

allocation methodology under standardized environmental conditions in order to exclude the ef-

fect of meteorology. The latest emission factors for the United States and Canada produce small
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differences in emissions that affect mostly the Canadian forests. Coupling these factors with the

CBM-IV [Gery et al., 1989] chemical mechanism gives very close results in surface O3 concen-

trations within the United States. Most chemical mechanisms include a number of aggregate

biogenic stable species, established to attend different criteria (Table 4.2). CACM for example,

classifies biogenics attending to the potential to generate secondary organic aerosols [Griffin

et al., 2002]. On the other hand, LCC [Lurmann et al., 1987] and RACM [Stockwell et al.,

1997] treat individual species explicitly as pinene, limonene, myrcene, and carene. CBM-IV

has been widely used for O3 studies, and therefore is selected for the sensitivity studies that

will be presented in this chapter. The second step focuses on comparing the intermediate phe-

nological variables (biomass density, leaf area index) calculated in BEIS, with relevant remote

sensing products from the MODIS instrument. The biogenic emission estimates were adjusted

to account for the difference between the static and dynamic approach in obtaining these vari-

ables, and a new set of simulations were performed with the CMAQ model. Based on these

improvements, the following three sensitivity cases will be considered:

• Lower limit sensitivity case with no biogenic emissions, but with base case BC that include

the contribution of natural species;

• Best estimate sensitivity case A with (a) standard, and (b) updated biogenic emissions

calculated using BEIS, and natural contribution to BC;

• Best estimate sensitivity case B using remote sensing products for leaf area index adjust-

ments on (a) isoprene, and (b) total biogenic emissions.

4.2 Application of the Models-3 system with refinements to the BEIS

module

4.2.1 Meteorological data preprocessing - MM5 simulation description

The MM5 mesoscale atmospheric model has been widely used to generate meteorological data

for air quality studies in the United States. Meteorological fields generated by the University of

Maryland for MANE-VU/OTC modeling, featured two nested domains with a grid spacing of

36 and 12 km respectively (see Figure 4.1). A modified Blackadar PBL scheme uses a first-order
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diffusivity formulation suitable for stable and neutral environments and a nonlocal closure for

unstable regimes. MM5 was resolved vertically into twenty-nine variably spaced full sigma levels.

While the first layer had a height of 28 m, 11 layers were used in the lowest kilometer of the PBL.

The chosen model physics options included the rapid radiative transfer model (RRTM, [Mlawer

et al., 1997], Kain-Fritsch cumulus parameterization [Kain, 2004], medium range forecast (MRF)

boundary layer parameterization [Hong and Pan, 1996], and simple ice microphysics scheme

[Dudhia, 1989]. The initial and boundary conditions for the outer grid of the MM5 simulation

were provided by the National Center for Environmental Prediction (NCEP spatial resolution:

2.5◦). The USGS elevation and LULC databases that were utilized in the MM5 setup are

presented in Figures 4.2 and 4.3. The standard USGS database is sufficient for the purpose of

our study and consistent with the BEIS methodology. It should be noted that modifications in

the LULC component of the meteorological model should be always encompassed in the biogenic

model. A bridge between the microphysics modules of the meteorology model and the biogenic

model itself, is a missing component that would be extremely useful in air quality modeling

studies.

The MM5 simulated period covered the entire year of 2002, and the MCIP preprocessor was

used to convert monthly output for the Models-3 system. As described in the previous chapter,

temperature and incoming radiation at the top of the canopy are the critical variables being

passed from the meteorological output to the biogenic emissions model. MCIP calculates the

temperature for the surface layer at both its bottom and top. Since leaf temperature is such

a critical variable, the BEIS formulation provides with the option to choose from two different

heights (1.5 and 10 m respectively). This decision should be based on the domain characteristics

and the final MM5 performance at each level. In addition, total incoming radiation for the top

of the layer is passed from MM5 output, and half of this amount is assumed to be equal to

the fraction of photosynthetically active radiation (fPAR). As a quality assurance test of the

meteorological output for biogenic modeling, the modeled variables were compared against the

U.S. surface radiation (SURFRAD) monitoring network. Time series plots of these variables

for the cells that enclose the three SURFRAD monitors found within the 12 km OTC domain,

are presented for the month of August in Figures 4.4 - 4.6. A good correlation to the monitor

values can be observed in the resulting comparison scatter plots of each individual variable and
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SURFRAD station involved in this study (Figure 4.7). Additional MCIP variables used in the

BEIS model include surface pressure, convective and non-convective precipitation. The basic

set of variables handled by BEIS was considered enough for the purpose of our study, when the

employed chemical mechanism is considered (CB-IV). More information on the mechanism will

be provided in the following subsection.

4.2.2 Application of improved BEIS modules for the Northeast United States

Biogenic emissions were calculated using versions 3.09, 3.12, and the experimental 3.13 of the

BEIS model along with MCIP meteorology fields for the entire 2002. As described in the

previous chapter, the general processing approach has not changed significantly in the most

recent versions. Version 3.09 involves a simplified method that uses only the USGS part of the

BELD database, leaving out the high-detail species-level component. The updated methodology

(versions 3.1x) is used to estimate emission fluxes for each one or a group of the 34 biogenic

species/compounds based on individual vegetation densities mapped using the BELD database.

Those species are then subsequently assigned to the species covered by each chemical mechanism.

For the case of the CBM-IV chemical mechanism it results to 12 species (Table 4.1 with the

addition of CO, NR), while using the older 3.09 version would produce only 4 CBM-IV species.

In total, CBM-IV includes 37 chemical species (12 of which are photolytic) and 78 reactions.

Additionally, BEIS treats natural emissions of NO from soils, biomass burning, and lightnings.

The Campbell and Norman methodology was incorporated in order to calculate appropriate

light correction factors for isoprene and methyl butenol (MBO) [Campbell and Norman, 1998].

An analysis of each step followed in the BEIS modeling approach will be the subject of the

following subsections.

Spatial allocation of the BVOC emission potential using the BEIS model

The spatial allocation of the biogenic VOC emission potential under the BEIS modeling frame-

work is determined by the function Normbeis. Normbeis utilizes the BELD vegetation database

in conjunction with the standardized emission factor look-up table that corresponds to the spe-

ciation profiles described before. For some plant species, emission factors for specific terpenes,

sesquiterpenes, and oxygenated compounds remain to be investigated [Lamb and Coordinat-

ing Research, 1999]. Since for the majority of these species the factors are based on taxonomical



74

assignment of the plant species whose emission factors are relatively well defined, the emission

factor lookup table is under continuous review [Benjamin and Winer, 1998]. Table 4.3 lists a

lumped version of the BEIS lookup table for the 10 most abundant tree families that are present

within the OTC domain based on the BELD vegetation database. In addition to the the emission

factors for the major biogenic VOCs, the vegetation emission database contains the associated

leaf area index and dry leaf biomass factors that are used in phenological modeling. As it is

well known for the Northeast U.S. and Canada, the density of the oak trees ranks among the

highest. This, along with the fact that oak is one of the strong isoprene emitters, identifies them

as a very significant family for regional air quality modeling. In contrast to the Southern U.S.,

monoterpene emitters have a weak presence in the MANE-VU/OTC domain. For the rest of the

biogenic emission factors (OVOC and NO), uncertainties involved in quantification are obvious

from the almost uniform emission potential.

The current version of BEIS (3.13) features an updated emission factor table along with

minor modifications in the environmental correction factor formulation. In earlier versions of

BEIS-3, standardized isoprene emission factors for black spruce, blue spruce, white spruce, and

Englemann spruce were assumed to be 14 µg C/g/h. Based on detailed measurements of spruce

emissions, this emission factor has been lowered to 7 µg C/g/h (Isebrands et al. [1999], Pat-

tey et al. [1999], and Westberg et al. [2000] report a range of 6-8 µg C/g/h. Assuming a leaf

biomass of 1500 g m−2, this translates into an area flux of 10.500 g C/km2/h2. A map show-

ing the spatial distribution of the total spruce species density for the OTC domain is provided

in Figure 4.8. The reduction in the isoprene emission factor for all the spruce species has

consequently resulted in reductions in the emission fluxes for USGS-defined coniferous forests

(from 11.383 g C/km2/h2 to 7.918 g C/km2/h2 and for USGS-defined deciduous forests (from

8.232 g C/km2/h2 to 6.707 g C/km2/h2. USGS-defined forest data are used for estimating bio-

genic emissions from Canada (Figure 4.9), where species-specific densities are not available for

the BELD3 database. Additionally, the USGS portion of BELD3 is used in the standard version

of BEIS (3.09). Comparison of the Normbeis (Figures 4.10 - 4.12) output suggests that the

isoprene changes are expected to affect emissions from Canada and slightly the Northeast United

States.

The standardized emission factors for monoterpenes were also updated. In earlier versions of
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BEIS-3, the emission factor for Douglas fir was 1.41 µg C/g/h. Based on extensive measurements

of Pressley et al. [2004], this factor was reduced to 0.39 µg C/g/h in BEIS-3.13. Assuming a leaf

biomass of 1500 g m−2, it translates into an area flux of 585 g C/km2/h2. In the same manner,

the emission for hemlock was changed from0.18 µg C/g/h to 0.95 µg C/g/h. With a leaf biomass

of 700 g m−2, the monoterpene area flux for hemlock is assumed to be 665 g C/km2/h2. A map

showing the spatial distribution of the total Douglas fir and hemlock species density for the

OTC domain is provided in Figure 4.13. Comparison of the Normbeis output reveals that

the monoterpene changes are expected to have barely noticeable effect in the Northeast United

States (Figures 4.14 - 4.16).

Phenology modeling using BEIS-3: Leaf Area Index modifications

Leaf biomass provides the energy that drives the growth of the tree stand and is therefore the

subject of several models [Makela, 1986; Valentine, 1985]. It is also possible to describe changes

in the leaf biomass using less formal techniques including expert knowledge, which is subject to

verification using visual estimation or photogrammetric techniques. The leaf biomass values that

are listed in Table 4.3 reflect peak foliar density (e.g. these values are the maximum leaf biomass

factors that occur during the growing season). Leaf area index (LAI) is defined as the total one-

sided green leaf area per unit ground surface area. LAI describes a fundamental property of

the plant canopy in its interaction with atmosphere, especially concerning radiation, energy,

momentum, and gas exchange [Monteith and Unsworth, 1990]. Leaf area plays an important

role in the absorption of radiation, in the deposition of photosynthates during the diurnal and

seasonal cycles, and in the pathways and rates of biogeochemical cycling within the canopy-soil

system [Bonan, 1995].

BEIS-3 calculates summer and winter LAI for each cell within the modeling domain based

on the lookup table for emissions processing (Table 4.3) along with a wintertime adjustment

factor. This factor indicates the fraction of the emissions factors to use when estimating bio-

genic emissions in the winter months (e.g. zero indicates that the plant species does not emit

in the winter months). It is unclear how this factor was determined, therefore is likely to be

highly uncertain. The resulting map for the OTC domain based on the BEIS model is presented

in Figure 4.17. The methodology developed for the study of the biogenic VOCs was based on
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incorporating a satellite leaf area index product (MODIS), in order to calculate the intermedi-

ates to the biogenic emissions variables. The MODIS instrument has been used in monitoring

of canopy phenology from the perspective of examining potential effects of climate change [Ahl

et al., 2006; Myneni et al., 1997]. Computational limitations along with known satellite issues

during the winter months (e.g. cloud/snow coverage affects 4 out of 5 days), restricted our

application to the month of August. Algorithms to convert the geographical coordinate system

and resample to the 12 km grid for the OTC domain were developed. The final result for the

area of interest during the first week of August is provided in Figure 4.18. Comparison against

the MODIS 8-day LAI product for the first acquisition period of August 2007 reveals signifi-

cant differences between the calculated and the remotely sensed vegetative stage (Figure 4.19).

Since it is well established that most of the monoterpenes are not emitted by the leafy part of

the vegetation, two separate scenarios were developed. In the first scenario, only the isoprene

emissions were adjusted according to MODIS LAI product. In the final scenario, a “worst case”

approach with all biogenic emissions (except soil NO and CO) adjusted according to MODIS

LAI was implemented. Results from the comparison of the strength of emission source, and its

effect on O3 levels, will be presented in the following section.

4.3 Biogenic emissions and photochemical modeling simulation re-

sults

This section provides modeling results for the OTC/MANEVU domain for the scenarios estab-

lished before. It is separated into two areas of interest: the improvement of the Biogenic Emis-

sion Inventory System (BEIS) implementation in the Sparse Matrix Operator Kernel Emissions

(SMOKE) model, and the application of the Community Multiscale Air Quality model (CMAQ)

using the relative emission inventories. A Geographical Information System (GIS) was estab-

lished for the relative inputs and output of each step of the modeling procedure for better

visualization purposes. Additionally, relevant portions of the USEPA air quality system (AQS)

database were incorporated in the GIS database along with the location of each monitoring

station. For verification purposes CMAQ output was compared against the USEPA monitoring

stations that were operating in the domain and period of interest.
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4.3.1 Emissions comparison with different BEIS formulations

Emissions inputs for the CMAQ model are typically developed using the Sparse Matrix Operator

Kernel Emissions (SMOKE) processing system. A schematic overview of the data collection

processing that includes both anthropogenic and biogenic emissions from the OTC domain is

provided in Figure 4.20. Total biogenic emission estimates for the OTC domain during the

month of August 2002 were calculated for each scenario. Figure 4.21 shows the total emission

for each biogenic species included in the CBM-IV mechanism, with individual LAI adjustments

(excluding NO and CO emissions). Detailed time series plots of the isoprene and monoterpene

emissions in the domain were created using hourly BEIS output for the simulated scenarios

(Figure 4.22). The domain-wide contribution of the biogenic emissions to their anthropogenic

counterparts for the simulations performed in this study is summarized in Table 4.4. From data

above, it can be concluded that the BEIS emission factor updates do not have a significant

contribution to the total biogenic emissions assigned to the OTC domain. On the other hand,

leaf area index adjustments seem to have a quite significant effect on the emissions of isoprene

and the rest of the biogenic groups involved in the CBM-IV mechanism.

In order to examine the spatial effect of the emission model modifications, August 12th of

2002 was selected as a day with strong biogenic influence, suitable for further investigation.

A set of maps showing the allocation of these emission totals during the morning hours of

August 12th is provided for the domain of interest. Figure 4.23 and 4.24 show a comparison

of the LAI-adjusted and the updated BEIS allocation of isoprene emissions respectively, as

calculated for the morning of August 12th of 2002. Similar comparison maps are presented for

the case of monoterpene emissions in figure 4.25 and 4.26. For both cases a significant increase

can be noticed in the Southwest portion of the OTC/MANEVU domain and in Northern areas

covered by dense Canadian forests. Densely populated areas that are classified under urban land

cover are, as expected, associated with decreased biogenic emissions when the MODIS-adjusted

scenario is applied.

4.3.2 Surface ozone levels during the August 2002 scenarios

In the sensitivity simulations with biogenic influences adjusted or removed, both the spatial and

temporal distribution of O3 changed following the changes in emissions and BC. The response,
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in terms of absolute and relative changes in O3, also varies as a function of time and location.

We first analyze the response as a function of location. Hourly surface ozone concentrations

were obtained for each modeling scenario across the entire OTC/MANEVU domain. The four

time periods considered are 0800-0900, 1200-1300, 1600-1700, and 2000-2100 EST. Briefly these

four periods can be characterized as follows. During the early morning period, there is injection

of fresh emissions in the surface layer, and the mixing layer starts to grow rapidly. The 1200-

1300 EST period reflects the time during which, photochemical reactions, vertical mixing, and

advection processes dominate. During the 1600-1700 EST period, the mixed layer starts to

collapse with decreasing solar insolation. The 2000-2100 EST period is characterized by the

dominance of nighttime chemical and removal processes. It should be noted that the relative

roles of different atmospheric processes are not constrained to these specific time periods since

they can overlap; these periods are considered here for examining the overall temporal response

of the modeling systems in relation to the spatial effect of the biogenic emissions.

Figures 4.27-4.30, 4.31-4.34, 4.35-4.38, and 4.39-4.42 provide hourly ozone maps for each

computational scenario for 8 am, 12 pm, 4 pm, and 8 pm EST during the 12th of August,

respectively. From this set of figures, we can observe the strong influence that biogenic emissions

impose on the East Coast, and more specifically along the northeastern urban corridor region.

The importance of the southeastern states is apparent when O3 maps that include biogenic

emissions are compared against the anthropogenic-only scenario. More specifically, this effect can

be demonstrated in Figures 4.31-4.34, where the Southeast areas that experience concentrations

above 50 ppb have greatly expanded when compared against the Northeast, where the effect has

a smaller spatial extent.

Finally, the temporal distribution of ozone was examined for the duration of the entire

modeled period. Figure 4.43 shows the response of O3 to different emission and BC scenarios

using two spatially aggregated metrics: domain maximum O3 and domain average O3. The

daily time series reveal that the simulation maximum and average was strongly influenced by the

biogenic emissions and for some days by the overwhelming anthropogenic component (August

23rd). As a result, the overall modeled domain maximum was not affected by the inclusion

of biogenic emissions. Domain-wide average daytime and nighttime ozone concentration time

series were created from the CMAQ output and can be found in Figure 4.44. As expected, the
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observed daytime effect of biogenic emission results to an increase of 5 ppb or more of O3, while

the reduced nighttime influence is less significant (around 2-3 ppb).

4.3.3 Statistical analysis of model performance

The map presented in Figure 4.45 shows a subset of the AQS monitoring database, more specif-

ically the ozone monitoring station network, established and maintained by the USEPA. The

database was processed for all monitors within the OTC/MANEVU domain, and each of them

was compared against cell-specific model output. Daily maximum ozone concentration plots are

provided for a subset of O3 monitors within the State of New Jersey (Figure 4.46). In order to

have a direct comparison against the NAAQS standards, time series plots for the hourly and

8-hour average O3 concentration are shown in Figures 4.47 and 4.48. Tesche and McNally [1997];

Tesche et al. [1990] and the E.P.A. [1991] recommended several statistical measures to perform

evaluation of the grid-based urban-scale photochemical models. A number of investigators have

applied some of these measures in the evaluation of urban and regional-scale photochemical mod-

els. In this study, we applied a total of four statistical measures, the first three of which have

been recommended by the EPA to assess model performance; these are (i) unpaired accuracy, (ii)

normalized bias, (iii) normalized absolute gross error, and (iv) correlation coefficient, as defined

in the list presented in Appendix B. The database used in this section of the study, consists

of the predicted and measured hourly ozone concentrations at all monitoring stations for each

episode day, and as such these data are paired in both space and time. In other words, for the

duration of the episode there is one set of measured and predicted maximum ozone, providing

744 pairs for the modeled month (spin-up time was also allowed) for each monitoring location

within the data analysis grid. The statistical metrics have been calculated taking in account all

the ozone monitors located within the State of New Jersey, and the results are summarized in

table 4.5.

4.3.4 Ozone response to increasing biogenic emissions

Several investigators focused on the policy-making aspect of issue - by answering the question

of the different emission reduction options applied uniformly throughout the entire domain. In

such simulations, a metric - the index of improvement, or relative change factor- is defined as:
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Relative Change Factor =
(O3)base − (O3)control

(O3)base
· 100% (4.1)

where O3 is the hourly ozone concentration at each grid cell.

Previous studies showed have showed differences in the temporal and spatial ozone patterns

when biogenic emissions were “perturbed” [Sistla et al., 2001]. The index of improvement was

calculated at each monitor location and at each grid cell of the analysis domain, averaged over

the entire simulation period. For the case of the Northeast United States, a summary table with

the calculated relative change factor is provided in Table 4.6. As we can see from this table the

increase in BVOC emission, as it was described in the two major scenarios, resulted in a relative

change factor that ranged from 1.01 to 1.05. This change is considered to be important for the

summertime months when an increase of 5 ppb can move an area to non-attainment standards

for ozone.
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Figure 4.1: The OTC domain with the inner (12 km resolution) and outer (36 km resolution)
grids used in meteorological/photochemical modeling.
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Figure 4.2: A three dimensional view of the OTC domain and topography provided by the
USGS elevation data (GCS: NAD83).
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Figure 4.3: Dominant land use classification scheme for the OTC domain according to the USGS
database that was used in meteorological modeling with MM5 (GCS: NAD83)
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Figure 4.4: Comparison of meteorological variables of interest (Temperature and fPAR) cal-
culated by MM5 (solid lines) and measured at the Penn State University (PA) SURFRAD
agro-meteorological station (circles) for the month of August 2002.
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Figure 4.5: Comparison of meteorological variables of interest (Temperature and fPAR) calcu-
lated by MM5 (solid lines) and measured at the Bondville (IL) SURFRAD agro-meteorological
station (circles) for the month of August 2002.
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Figure 4.6: Comparison of meteorological variables of interest (Temperature and fPAR) cal-
culated by MM5 (solid lines) and measured at the Goldwin Creek (MS) SURFRAD agro-
meteorological station (circles) for the month of August 2002.
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Figure 4.8: Total Spruce species density based on the individual tree species included in the
BELD3 geodatabase (GCS: NAD83).
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Figure 4.9: Combined deciduous and coniferous forest density based on the USGS forest classi-
fication of the BELD3 geodatabase (GCS: NAD83).
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Figure 4.10: Temperature and light normalized isoprene emission using the BEIS allocation
methodology and the standard (3.12) emission factors (GCS: NAD83).
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Figure 4.11: Temperature and light normalized isoprene emission using the BEIS allocation
methodology and the updated (3.13) emission factors (GCS: NAD83).
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Figure 4.12: Difference between the standard BEIS (3.12) and the updated BEIS (3.13) tem-
perature and light normalized isoprene emission potential (GCS: NAD83).
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Figure 4.13: Combined Douglas Fir and Hemlock density based on the individual tree species
included in BELD3 (GCS: NAD83).
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Figure 4.14: Temperature normalized monoterpene emission from the BEIS allocation method-
ology using the standard (3.12) emission factors (GCS: NAD83).
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Figure 4.15: Temperature normalized monoterpene emission from the BEIS allocation method-
ology using the updated (3.13) emission factors (GCS: NAD83).
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Figure 4.16: Difference between the standard BEIS (3.12) and the updated BEIS (3.13) tem-
perature normalized monoterpene emission potential (GCS: NAD83).
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Figure 4.17: Leaf area index calculated based on the BEIS model (GCS: NAD83).
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Figure 4.18: Leaf area index obtained from resampling the 8-day composite MODIS satellite
product for the first acquisition period of August 2007 (GCS: NAD83).
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Figure 4.19: Map showing the ratio of the MODIS over the BEIS leaf area index estimate for
each cell of the OTC domain (GCS: NAD83).
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Figure 4.20: Overview of the data collection processing for the OTC/MANEVU domain under
the SMOKE/Models-3 framework.
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Figure 4.21: Total biogenic emissions during the month of August 2002, mapped according
to the CB-IV chemical mechanism species, for the 3 major scenarios developed for the OTC
domain.
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Figure 4.22: Hourly isoprene and monoterpene emission time series for the entire OTC domain,
during the three simulated scenarios for the month of August 2002.
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Figure 4.23: Hourly isoprene emission between 10 and 11 am of August 12th calculated with
the updated BEIS (3.13) (GCS: NAD83).
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Figure 4.24: Hourly isoprene emission between 10 and 11 am of August 12th calculated with
the MODIS adjusted BEIS (GCS: NAD83).
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Figure 4.25: Hourly total monoterpene emission between 10 and 11 am of August 12th calculated
with the updated BEIS (3.13) (GCS: NAD83).
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Figure 4.26: Hourly total monoterpene emission between 10 and 11 am of August 12th calculated
with the MODIS adjusted BEIS (GCS: NAD83).
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Figure 4.27: Surface ozone concentration calculated with the CMAQ model between 8 and 9
am of August 12th using no biogenic emissions (Scenario 1) (GCS: NAD83).
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Figure 4.28: Surface ozone concentration calculated with the CMAQ model between 8 and 9
am of August 12th using the updated BEIS 3.13 emission factors (Scenario 2) (GCS: NAD83).
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Figure 4.29: Surface ozone concentration calculated with the CMAQ model between 8 and 9 am
of August 12th using MODIS adjusted LAI for isoprene emissions (Scenario 3) (GCS: NAD83).
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Figure 4.30: Surface ozone concentration calculated with the CMAQ model between 8 and 9
am of August 12th using MODIS adjusted LAI for all biogenic emissions (Scenario 4) (GCS:
NAD83).
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Figure 4.31: Surface ozone concentration calculated with the CMAQ model between 12 and 1
pm of August 12th using no biogenic emissions (Scenario 1) (GCS: NAD83).
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Figure 4.32: Surface ozone concentration calculated with the CMAQ model between 12 and 1
pm of August 12th using the updated BEIS 3.13 emission factors (Scenario 2) (GCS: NAD83).
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Figure 4.33: Surface ozone concentration calculated with the CMAQ model between 12 and
1 pm of August 12th using MODIS adjusted LAI for isoprene emissions (Scenario 3) (GCS:
NAD83).
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Figure 4.34: Surface ozone concentration calculated with the CMAQ model between 12 and 1
pm of August 12th using MODIS adjusted LAI for all biogenic emissions (Scenario 4) (GCS:
NAD83).
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Figure 4.35: Surface ozone concentration calculated with the CMAQ model between 4 and 5
pm of August 12th using no biogenic emissions (Scenario 1) (GCS: NAD83).
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Figure 4.36: Surface ozone concentration calculated with the CMAQ model between 4 and 5
pm of August 12th using the updated BEIS 3.13 emission factors (Scenario 2) (GCS: NAD83).
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Figure 4.37: Surface ozone concentration calculated with the CMAQ model between 4 and 5 pm
of August 12th using MODIS adjusted LAI for isoprene emissions (Scenario 3) (GCS: NAD83).
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Figure 4.38: Surface ozone concentration calculated with the CMAQ model between 4 and 5
pm of August 12th using MODIS adjusted LAI for all biogenic emissions (Scenario 4) (GCS:
NAD83).
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Figure 4.39: Surface ozone concentration calculated with the CMAQ model between 8 and 9
pm of August 12th using no biogenic emissions (Scenario 1) (GCS: NAD83).
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Figure 4.40: Surface ozone concentration calculated with the CMAQ model between 8 and 9
pm of August 12th using the updated BEIS 3.13 emission factors (Scenario 2) (GCS: NAD83).
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Figure 4.41: Surface ozone concentration calculated with the CMAQ model between 8 and 9 pm
of August 12th using MODIS adjusted LAI for isoprene emissions (Scenario 3) (GCS: NAD83).
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Figure 4.42: Surface ozone concentration calculated with the CMAQ model between 8 and 9
pm of August 12th using MODIS adjusted LAI for all biogenic emissions (Scenario 4) (GCS:
NAD83).
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Figure 4.43: Maximum (top) and daily averaged (bottom) domain-wide ozone concentration
calculated with the CMAQ model for the biogenic scenarios developed for the OTC/MANEVU
domain.
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Figure 4.44: Averaged daytime (noon-7 pm, top figure) and nighttime (midnight-7am, bottom
figure) domain-wide ozone concentration calculated with the CMAQ model for the biogenic
scenarios developed for the OTC/MANEVU domain.
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Figure 4.45: Selection of ozone monitors from the PAMS EPA network situated in the modeling
region (GCS:NAD83.
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Figure 4.46: Daily maximum ozone concentration comparison between CMAQ simulations using
BEIS and MODIS adjusted leaf area index for a selection of PAMS monitors within the OTC
domain (340273001 (top), 340190001 (middle), 340150002 (bottom)) during the month August
2002.
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Figure 4.47: Hourly ozone concentration comparison between CMAQ simulations using BEIS
and MODIS adjusted leaf area index for a selection of PAMS monitors within the OTC domain
(340273001 (top), 340190001 (middle), 340150002 (bottom)) during the month of August 2002.
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Figure 4.48: 8-hour average ozone concentration comparison between CMAQ simulations using
standard and updated biogenic emissions and a selection of PAMS monitors within the OTC
domain (340273001 (top), 340190001 (middle), 340150002 (bottom)) for August 2002.



127

Tables

Table 4.1: Description of major species with biogenic significance under the CBM-IV chemical mecha-
nism.

CBM-IV Species Description of the lumped structure
ISOP Isoprene

TERPB β terpene surrogate species
FORM Formaldehyde
ETH Ethene
PAR The single bonded one-carbon-atom surrogate is used to

represent the chemistry of alkanes and most of the alkyl
groups found in other organics

OLE The double bonded two-carbon-atom surrogate is used to
represent the chemistry of alkanes whose carbon-carbon
double bonds are found in 1-alkenes

ALD2 The two-carbon-atom surrogate is used to represent the
chemistry of acetaldehyde and higher aldehydes that
contain the -CHO group and adjacent carbon atoms.
Used also to represent 2-alkenes that react very rapidly
in the atmosphere to produce aldehyde products

TOL The seven-carbon-atom surrogate is used to categorize
monoalkylbenzene structures

XYL The eight-carbon-atom surrogate is used to categorize
dialkylbenzene and trialkylbenzene structures

NO Nitrogen oxide surrogate
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Table 4.2: Reactions of biogenic stable species included in chemical mechanisms for the Models-3 system.

Reaction LCC CBM-IV RADM2 EMEP RACM SAPRC99 CACM

Isoprene + OH x x x x x x x

Isoprene + NO3 x x x x x x x

Isoprene + O3 x x x x x x x

Isoprene + O x x x x x

α - Pinene1+ OH x x

α - Pinene + NO3 x x

α - Pinene + O3 x x

β - Pinene2 + OH x

β - Pinene + NO3 x

β - Pinene + O3 x

Limonene3 + OH x x

Limonene + NO3 x x

Limonene + O3 x x

Myrcene + OH x

Myrcene + NO3 x

Myrcene + O3 x

γ - Carene + OH x

γ - Carene + NO3 x

γ - Carene + O3 x

BIO-Low4 + OH x

BIO-Low + NO3 x

BIO-Low + O3 x

BIO-Low + O x

BIO-High5 + OH

BIO-High + NO3 x

BIO-High + O3 x

BIO-High + O x

1α - pinene and other cyclic terpenes with one double bond

2β - pinene

3d-limonene and other cyclic diene-terpenes

4Low SOA monoterpene species (α - terpineol)

5High SOA monoterpene species (γ - terpinene)
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Table 4.3: Predominant tree families in the OTC domain along with the associated leaf area index
(LAI), dry leaf biomass factor, and major biogenic VOC emission factors.

Tree Major BELD Leaf Biogenic Emission Factors
Family Species Density LAI Biomass Isoprene Monotrpene OVOC NO

Quercus Oaks 32.35 5 375 26250 66 311 2
Aceraceae Maples 13.90 5 375 38 529 311 2
Pinaceae Pines 9.44 3 700 70 1853 581 2
Fagaceae Beech 4.8 5 375 38 192 311 2

Cupressaceae Cypress 3.64 3-5 375 38-70 33-609 311 2
Carya Hickory 3.64 5 375 38 530 311 2

Betulaceae Birch 3.42 5 375 38 66 311 2
Oleaceae Ashes 3.15 5 375 38 33 311 2
Moraceae Mulberries 1 5 375 38 66 311 2

Table 4.4: Biogenic contribution (percentage) to the total CBM-IV species emissions for the month of
August 2002 in the OTC domain.

CBM-IV Species BEIS 3.12 BEIS 3.13 LAI adjusted
NO 5.3 5.3 5.3
CO 7.3 7.3 7.3

TOL 35.8 35.8 44.5
FORM 84 84 88.3
ETH 67.6 67.6 75
XYL 5.8 6.3 8.7
ALD2 87.9 87.9 91.2
PAR 64 63.8 71.5
OLE 91.3 91.1 93.6
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Table 4.5: Summary of statistical measures for the analysis grid compared with ozone monitoring
stations in New Jersey.

Parameter BEIS 3.13 modeled MODIS & BEIS3.13 model
Sample size 9,672 9,672
Unpaired accuracy(%) 10.86 10.45
Ratio of the means 0.9403 0.9676
Normalized bias 1.0704 1.1451
Normalized gross error 1.5596 1.6150

Table 4.6: Relative change factor between the MODIS-adjusted and BEIS 3.13 scenarios calculated
using CMAQ output for the cells that contain ozone monitoring stations in the State of New Jersey.

Monitor ID Relative Change Factor
34—041—0005 1.0516
34—043—0005 1.027
34—045—0002 1.0264
34—053—0006 1.0321
34—055—1004 1.0328
34—063—1006 1.0134
34—065—0004 1.031
34—067—1015 1.0351
34—081—0124 1.0126
34—083—0004 1.0133
34—085—0067 1.0332
34—091—0004 1.0369
34—093—0003 1.0355
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Chapter 5

Modeling the emission and transport of aeroallergens at
a regional scale

5.1 Background

There is significant evidence that air pollution may contribute to the increase in pollen allergies

and asthma in densely populated areas [Aberg, 1989; Asher et al., 1995; Ishizaki et al., 1987;

Kogevinas et al., 1999]. However, no direct correlation between pollen release and emission peaks

of common pollutants (including fine particulates) has been identified in the literature [Behrendt

et al., 1991; Ring et al., 2001]. Modeling the emission and the dispersion of allergenic particles

has not been considered in previous air quality modeling studies for criteria pollutants, as most

implementations ignore the coexistence of chemicals or other particles. One of the objectives of

this chapter is to demonstrate the addition of the most significant aeroallergens in a regional

air quality model framework. This allows for studying exposures to co-occuring pollutants and

aeroallergens and can be an extremely useful tool for sub-populations of concern (asthmatics,

children, etc.).

As described in the first section of Chapter 1, techniques for modeling particle dispersal

can be roughly grouped into two modeling approaches: Eulerian and Lagrangian. The Eulerian

modeling approach focuses on the density of the particle pattern and, thus, explains the dispersal

of an individual particle by modeling the probability of finding it in a given area. The Lagrangian

approach models the movement of the particle itself, typically by simulating trajectories for

dispersing particles. Before proceeding with analyzing the study design, a brief review of the

most significant efforts in modeling pollen particles is presented.
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5.1.1 Eulerian modeling approach: analytical models for the dispersal pattern

A characteristic type of a model formulated under the Eulerian framework is based on the theory

of atmospheric diffusion. Dupont et al. [2006] reviews the Eulerian framework for pollen dispersal

over heterogeneous vegetation canopies. If it is assumed that particle movement can be defined

by an uncorrelated, homogeneous random walk (diffusion) around deterministic drift (advection),

then the particle dispersal pattern can be described by an advection-diffusion equation (ADE)

[Di-Giovanni et al., 1989; Loos et al., 2003; McCartney and Lacey, 1991; Turchin, 1998]. This

equation can be considered as describing the random movement of particles around the mean

airflow. The ADE can be solved analytically by making several simplifying assumptions [Turchin,

1998]. The simplest solution for the equation is the classical Gaussian plume model [Di-Giovanni

and Beckett, 1990; Loos et al., 2003; Turchin, 1998], which is found by omitting the effects of

gravity, deposition and spatiotemporal variation on particle movement. The effect of gravity

can be incorporated by using an extended version of the Gaussian plume model - a solution

called the ’tilted plume’ [Andersen, 1991; Di-Giovanni and Beckett, 1990; Di-Giovanni et al.,

1989; Okubo and Levin, 1989]. However, some of the parameters needed for these models are

not easily measurable [Di-Giovanni and Beckett, 1990; Loos et al., 2003]. At the microscale, it

might be justified to use the Gaussian type of models as developed by Walklate et al. [2004] for

oilseed rape and by Jarosz et al. [2004] for maize. Such models, however, can only be applied

close to the pollen source and are optimized for smaller plants with a shorter release height (i.e.

a few meters/feet).

The general problem with dispersal models based on the advection-diffusion equation is that

all attempts to add realistic features have led to severe modeling difficulties. Modeling deposition

at the ground level and within the canopy is complicated [Di-Giovanni and Beckett, 1990; Okubo

and Levin, 1989]. A further increase in realism adding vertical variation in horizontal wind and

vertical movement leads to difficult boundary-value problems with only non-closed form solutions

[Andersen, 1991; Okubo and Levin, 1989]. The effect of the canopy on particle movement - even

though it is considered an important factor - has to be omitted because of technical difficulties in

solving the equation numerically, and because of several simplifications required for an analytical

solution [Andersen, 1991; Di-Giovanni and Beckett, 1990; Loos et al., 2003; Okubo and Levin,

1989]. Because of the difficulties in finding models that include the major biological components
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affecting dispersal - but are still simple enough to be analytically tractable - a Lagrangian

modeling approach using simulation techniques rather than analytical solutions for determining

the particle dispersal pattern is the current preferred method [Andersen, 1991; Di-Giovanni et al.,

1989; Nathan et al., 2001].

5.1.2 Lagrangian modeling approach: trajectory models

The simplest way to obtain a straight-line trajectory for an airborne particle is to calculate its

landing point based on fixed horizontal and vertical wind speeds [Di-Giovanni et al., 1989; Nathan

et al., 2001; Soons et al., 2004]. An important increase in realism is obtained by simulating a

particle trajectory so that temporary airflows, particularly vertical airflow, affect the dispersing

particle during its flight [Andersen, 1991; Soons et al., 2004; Tackenberg, 2003]. The simplest way

to obtain the temporary wind fluctuations is to measure them empirically [Tackenberg, 2003],

or to simulate them [Soons et al., 2004]. However, autocorrelation between wind conditions

during subsequent moments is an important factor affecting particle dispersal. Therefore, for

modeling such airflows, empirical wind measurements collected at a fixed point are not ideal

because they might not fully capture the autocorrelation [Soons et al., 2004]. Over the past few

years the Lagrangian stochastic (LS) turbulence model has frequently been suggested as a way

of producing realistic descriptions of temporary airflows [Aylor and Flesch, 2001; Jarosz et al.,

2004; Nathan et al., 2002; Soons et al., 2004]. The LS turbulence model simulates the airflow by

estimating the acceleration of an air parcel at given atmospheric conditions [Aylor and Flesch,

2001; Jarosz et al., 2004; Soons et al., 2004]. The LS model has been used in a cross-wind

integrated form [Aylor and Flesch, 2001; Jarosz et al., 2004], or in a fully 3D form [Nathan

et al., 2002; Soons et al., 2004]. Typically, the canopy has been assumed to be horizontally

homogeneous [Aylor and Flesch, 2001; Nathan et al., 2002; Soons et al., 2004], but local changes

in ground surface roughness have also been accounted for [Jarosz et al., 2004]. The models have

been modified to describe particle dispersal from forest canopies [Nathan et al., 2002], as well

as from lower canopies, such as fields or grasslands [Aylor and Flesch, 2001; Jarosz et al., 2004;

Soons et al., 2004]. To increase the realism of the dispersal mechanisms, the reduction in particle

trajectory autocorrelation time due to a particle falling from one airflow into another because

of gravity, has also been added to the LS models [Aylor and Flesch, 2001; Boehm and Aylor,
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2005; Jarosz et al., 2004].

5.1.3 Identifying dispersal mechanisms for pollen particles

A comparison between empirical data has shown that analytical models incorporating only the

main features of atmospheric transport can predict the average dispersal distances [Bullock and

Clarke, 2000; Greene and Johnson, 1995; Loos et al., 2003; Okubo and Levin, 1989; Skarpaas

et al., 2003], but they tend to underestimate the tail of the dispersal curve [Bullock and Clarke,

2000; Greene and Johnson, 1989, 1995; Loos et al., 2003; Skarpaas et al., 2003]. As described

in the previous chapter, there is convincing evidence that the long-range transport of pollen

from remote regions can significantly affect pollinating seasons. That is particularly important

for regions on the Northern hemisphere, where the flowering takes place later in spring. This

transport causes sudden increases of concentrations of pollen that can occur up to a month

before the start of the local pollen season [Siljamo et al., 2004]. Standard mechanisms describ-

ing the movement of seeds do not provide information about events such as temporary gusts

and updrafts that cause long distance dispersal (LDD) [Higgins et al., 2003]. Because recent

attention has been focused in particular on modeling LDD, simple models that only focus on the

average environmental conditions have been considered inadequate [Bullock and Clarke, 2000;

Higgins et al., 2003; Nathan et al., 2001, 2002; Soons et al., 2004; Tackenberg, 2003]. Simplified

attempts to include upward fluctuations in dispersal models have been able to improve the pre-

dictions of LDD [Andersen, 1991; Nathan et al., 2001; Skarpaas et al., 2003]. However, irregular,

autocorrelated, turbulent fluctuations, such as temporary updrafts, have turned out to be key

mechanisms causing LDD [Nathan and Katul, 2005; Nathan et al., 2002; Soons et al., 2004;

Tackenberg, 2003], and explaining the shape of the dispersal curve [Nathan and Katul, 2005;

Nathan et al., 2002]. Therefore the description of the turbulent fluctuations in the model is at

least as important as the description of the mean airflow [Nathan and Katul, 2005].

In our study, we will focus on the dispersion of allergenic pollen grains on the regional scale.

Schueler and Schlünzen [2006] used a non-hydrostatic mesoscale model to simulate the dispersion

of oak pollen in an area of 200x200 km2. The proposed parameterization of the emission flux

mainly depends on the estimated annual production and the vapor pressure deficit. The pollen

grain viability was taken into account according to a function of the particle exposure to sunlight.
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Due to a lack of observations, the authors were not able to test and compare their modeling

results. Sofiev et al. [2006a] presented a feasibility study of the use of a modeling system originally

designed for emergency modeling Siljamo et al. [2004]. Their model was used to study the long

range transport of Birch pollen to Finland and subsequently extended to included most of Europe

[Sofiev et al., 2006b]. This model includes parameterizations of the settling velocity and of the

dry and wet deposition. In order to prescribe the pollen emissions, a detailed Birch forest map

in conjunction with climatological values for the pollen emissions were used. Comparison with a

limited number of observational data indicated the possibilities and limitations of the modeled

pollen distributions. The authors were able to demonstrate that pollen can be transported

over quite large distances in the order of several kilometers. Pasken and Pietrowicz [2005] used

the HYSPLIT4 model coupled with MM5 meteorology to simulate oak pollen concentrations

during a pollen episode that was observed at Clayton, MO. The author used pollen counts to

provide with thresholds for a constant source emission model for oak species. Besides the rough

assumptions employed in the emission source characterization, oak pollen is a larger particle with

lesser allergenic potential when compared to other species found in the Northeast. Comparisons

of the above modeling studies have indicated that there are still large discrepancies between

observations and simulation results.

5.2 Study design and allergenic species selection for the Northeast

The complex landscape and the wide range of climatic conditions in the Northeast United States

are accompanied by a broad spectrum of vegetation species. Pollen calendars differ from one

area to the other, however the entire pollination period for the majority of the species starts in

late winter and ends in autumn. In typical pollen emission and dispersion simulations, the period

of interest is defined by the individual phenology of the major species involved. Grass pollen

induced pollinosis has been identified as the most frequent pollen allergy in Europe [Huynen

et al., 2003]. The difficulty in modeling pollen emissions from such a source results from the fact

that the grass pollen family (Poaceae) is comprised of more than 600 genera and over 10,000

species. Ragweed (Ambrosia) is the etiologic agent in about half of all cases of pollinosis in

the United States. The height of release and particle properties of the average grass pollen

family can be approximated by the typical characteristics of the ragweed species. Although the
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grass flowering season spans late spring and the entire summer, ragweed is predominant during

the late summer to autumn transition period. For trees, one of the most allergenic pollen is

produced from birch (Betula). However, the phenology of Birch trees is complicated and it

remains a challenge to predict the total amount of pollen or the emission rate for a given season.

In general, pollen calendars reveal that birch pollen values usually peak one to three weeks after

the start of the tree season.

With the above species in mind, a prototype approach for aerobiological applications us-

ing existing air quality models (CMAQ/Models-3) along with a variety of supporting databases

(BELD3, PLANTS) was developed. The modeled processes under this framework are sum-

marized in Figure 5.1. The resulting methodology can divided in two approaches, the reverse

analysis of the pollen release through local pollen counts (pollen calendars) and backward trajec-

tory modeling, and the forward analysis which relies on modeling of the emission and dispersion

processes. In order to verify the abundance of the selected vegetation, a number of databases

were investigated for their application suitability. The underlying vegetation database that was

utilized was the BELD dataset, which provided the species-level spatial density for the domain of

interest. Table 5.1 provides a list of the most abundant species in the OTC/MANEVU domain,

along with a compilation of species-specific information that includes size, flowering period, and

the characteristic allergens they contain. It is easy to identify that the most abundant tree

species such as the oaks and pines are not the most important allergen carriers. Furthermore,

the particles produced by those species are larger and heavier, and as a result expected to de-

posit at a smaller distance from their source. Most of the satellite products are expected to

face difficulties in identifying ragweed densities, mainly due to the plant size and population

dynamics. The BELD 3.1 database does not contain species-level information for ragweed. As

a result, the PLANTS database was used as an alternative in order to incorporate county-level

ragweed occurrence information. Since ragweed is a rather invasive species, it is expected to be

present in most of the area of interest.
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5.3 Forward modeling of allergenic pollen aerosol emission and dis-

persion

Kawashima and Takahashi [1995] presented a method to estimate the distribution of airborne

pollen of Japanese cedar by developing a modeling framework using a meteorological model as

the basis for predicting the wind fields. One of its drawbacks was related to the flowering time of

Japanese cedar, as the calculated pollen numbers tended to be overestimated at the beginning

and the end of the season. As the authors reported, the simulation did not take into account the

variations in flowering time in the study area, a problem which was later corrected in a revised

version of the model [Kawashima and Takahashi, 1999]. A similar method to estimate the

detailed mesoscale distribution of airborne pollen, by using a separate simulation to synthesize

weather and vegetation data, is incorporated in this study. The methods developed for the

Northeast United States will be discussed in the following subsections. A list of the parameters

and values used as inputs in the pollen module simulations that will be presented and discussed

in later sections is summarized in Table 5.2.

5.3.1 Species phenology and spatiotemporal flowering map development

The pollen emission source has been parameterized by several authors as a function of the

total pollen production during a flowering period of n days, with the actual pollen production

dependent on the dynamic meteorological conditions [Hilaire, 2007]. Using pollen counts and

their statistical interpretations to drive the pollen emission module for forward modeling of the

dispersal can be misleading. For the case of total tree pollen the counts are the result of multiple

species with overlapping emissions (can be viewed as species-specific distributions), along with

the effects of the transport processes involved until the final deposition and particle trapping.

The onset of the pollen shedding period can be predicted with simple phenological models

utilizing heat degree days along with appropriate species-specific thresholds. Heat degree days

are calculated as a cumulative function of the daytime temperatures above a threshold value

characterized in the following manner:
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D =



de∑
d=ds

(T̄d − Tt) , when Td > Tt

0 , otherwise

(5.1)

where, Td is the mean temperature of the current day, Tt is a species-specific threshold

temperature, and d is the day between the start (ds) and end (de) of the calculations. As a

result, the number of degree days applied to any particular day of the week is determined by

calculating the mean temperature for the day and then comparing the mean temperature to a

base value (typically 65 degrees Fahrenheit). For calculating degree hours the concept remains

the same, utilizing hours instead of days. In such a case, the temperature threshold for the same

species will be different. Selecting thresholds and starting date for the calculations depend on

the definition of the heat sum and the geographical location. A heat degree map for the United

States calculated with a 50 degree Fahrenheit base is presented in Figure 5.2. Based on the

cumulative heat degree days observed at the Newark meteorological station, a time series plot

with the evolution of this variable, indicating the emission threshold developed for the case of

Birch phenology is provided in Figure 5.3. The cutoff value that was assigned for this case was

selected to be 2000 heat degree days (since Jan 1th of the selected year. Temperature threshold

values that have been used in literature for the case of Birch range from 2.3 to3.5 ◦C.

5.3.2 Pollen emission model formulation

Due to the numerous uncertainty sources, most authors involved in modeling the pollen emission

suggest developing very general source parameterizations. For most of the cases, the maximum

occurring pollen grains in a season, the pollen production term is the starting point. In this

study a modified version of the emission parameterization according to Helbig et al. [2004] and

Sofiev et al. [2006a] was implemented. A similar methodology has been followed by a number of

mesoscale modeling groups in Europe [Vogel et al., 2008]. The vertical pollen emission Fpollen at

the top of the canopy is proportional to the product of a characteristic concentration and a series

of meteorological resistances that define the fraction of pollen that can finally be uplifted:
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Fpollen = ce ·Ke · c∗ (5.2)

The characteristic concentration c∗ is calculated using the following parameterization:

c∗ =
qp

LAI · hc
(5.3)

where, qp describes the pollen grains produced in one season in grains per square meter, LAI

represents the leaf area index and hc the canopy height of the corresponding species. In this

manner, qp is reduced by the previously emitted amount of pollen grains. Molina et al. [1996] de-

termined the number of pollen grains for 10 different species. However, pollen grain numbers

are traditionally reported per branches, trees, and crown diameter. In this study, a typically

suggested area source for birch species and ragweed has been incorporated (Table 5.2). The

remaining factor, ce is considered to be a plant-specific function that describes the likelihood

to bloom. This factor takes into account that not all flowers are blooming at the same time,

although the meteorological conditions can be ideal for pollen release. To achieve that, the num-

ber of flowers increases with time until a maximum is reached. Afterward, the number decreases

until we reach the end of the pollen-shedding period:

ce = 4 · 10−4

(
d

S
− d2

S2

)
(5.4)

where, d is the actual day of the pollen season lasting for the interval S. Outside of the pollen

season, ce is set to zero. The initiation of the pollen period is calculated based on a phenology

module that utilizes heat degree days. The simulation result is a spatiotemporal flowering map

that will cover the entire period and domain of interest that will be reviewed in the results

section.

It is obvious that the available pollen grains cannot be emitted into the atmosphere, if the

meteorological conditions are unfavorable. At this point, a daily profile for each of the species

of interest (Birch, Ragweed) was compiled from various literature sources at similar latitudes.
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This was established in our case with a meteorological trigger system that could optimally assign

pollen emission rates. For example, recent literature sources suggest that periods with high

tree pollen count are characterized by high maximum temperature, low rainfall and an absolute

humidity of around 6 g m−3. In general, the strongest positive correlation was with temperature,

as described also before for the case of Alder [González Parrado et al., 2009]. In other cases that

involve extensive databases that run for decades such that of Basel, Switzerland, it was shown

that due to a temperature increase, the start of flowering in the case of Birch occurred about 15

days earlier [Frei and Gassner, 2008]. Finally, the meteorological triggers that will be examined

involve the following parameterization for each of the variables of interest:

Ke = Kh ·Kh ·Kw (5.5)

where:

• Humidity: For levels below 50, there is full release of pollen. For humidity above 80, there

is no pollen release. For intermediate humidity between 50 and 80, the release of pollen is

given by:

Kh = e0
80− h
80− 50

(5.6)

• Wind:

Kw = e0

5− e
w10m + uconv

1.5

 (5.7)

• Precipitation:

Kr = e0

(
1− p

0.5

)
(5.8)

where, e0 stands for the current value of emission, h represents the relative humidity, w10m is

the wind at 10 m above ground (m s−1), uconv is the convective wind (m s−1), and p represents

precipitation in (mm h−1).

5.3.3 Pollen grain as an atmospheric pollutant

The existing methodology for calculating deposition velocities in the CMAQ environment
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was reviewed in order to determine its applicability for the case of pollen particles. The deposi-

tion velocity calculations under the CMAQ framework (Figure 5.4) are based on the approach

described by Seinfeld and Pandis [2006]. As a comparison step, the pollen particle specific formu-

lations of the deposition velocity are presented in the following section, along with experimental

results that were obtained from various literature studies and will be included for reference in

Appendix C.

The large size of pollen grains, some 5-50 times larger in linear dimensions than conventional

atmospheric aerosols, raises a whole set of questions related to the applicability of existing

atmospheric dispersion models to the evaluation of atmospheric transport and deposition. There

are several ways to check the assumptions underlying virtually all dispersion models. Here we

use the Navier-Stokes equation as the basis for such an analysis. In its general form, the Navier-

Stokes equation that describes the motion of a small volume of air can be written as follows:

∂~ν

∂t
+ (~ν · ∇)~ν = −1

ρ
g rad p+

η

ρ
∆~ν (5.9)

where ~ν is a velocity of the volume of air (Lagrangian velocity), ρ is the density of air, p is

pressure, and η is the dynamical viscosity (a typical value for air: ηair = 1.8× 10−5 kg s−1 m−1).

For slow laminar motion in the (psedo-)stationary case, one may write:

η∆~ν − g rad p = 0 (5.10)

Here the stationary condition is:
∂~νi
∂t

= 0 (5.11)

Slow motion means that the Reynolds number is small, i.e., Re =| ~ν | d/ν � 1, where d is

a linear dimension (diameter) of the moving object and ν = η/ρ is the kinematical viscosity.

The air viscosity can be calculated by the equation C-1 which is derived from the Suther-

land’s equation (Discussed in relevant Appendix 3, valid between 0 <T <555 K). From Equa-

tions 5.9 and 5.10, it can be shown that the total force applied to a spherical object moving

through the air is:
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FStokes = 6πrηu
(

1 +
3ru
8ν

)
(5.12)

where r is a radius of the sphere and u is its velocity relative to the surrounding air. The

correction term in brackets is small when Re� 1. Using the above equations and the physical

characteristics of pollen grains, one can quantify their behavior in an atmospheric flow and

evaluate the applicability of existing dispersion modeling approaches to this type of pollutant.

Transport with air masses

A key assumption in all dispersion models is that the pollutant is transported together with the

air masses, and follows the airflow, including small turbulent eddies, which means that its inertia

is negligible. To check this assumption, it is enough to estimate the relaxation time and distance

of the pollen grain in air and compare them with characteristic scales in the troposphere. Below

we use the parameters of Birch and Ragweed pollen as one because: (1) most allergic people

are sensitive to these species; (2) are the types of pollen that can be classified as one of the

furthest-transported class of pollen grain; and (3) both grain shapes are almost spherical, which

considerably simplifies the analysis. However, the methodology is applicable for other species,

too, as long as the shape-related correction terms are taken into account.

If a particle enters an airflow with its own velocity different from that of the surrounding air,

it is forced to follow the main movement with a force represented by Equation 5.9.

m
dv

dt
= −Fstokes = −3πdηµ (5.13)

where m is the mass of the particle. The relaxation time t for Birch pollen will then be:

τ =
d2 · ρpart

18η
(5.14)

Here we have used as a characteristic density of Birch pollen ρpart=800 kg m−3 and diameter

d=20 µm. Assuming a velocity fluctuation scale of 1 m s−1 mm−1, one can see that the grain

inertia results in a relaxation distance of the scale of mm, the characteristic path, after which
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the grain motion has become adjusted to that of the surrounding air. Therefore, for velocity

gradients smaller than 1 m s−1 mm−1, the grain can be considered as noninertial. Since in the

real atmosphere the gradients are much smaller, this assumption seems to be well fulfilled. The

only comparable spatial scale is the near-surface laminar scale, which can be about several

mm thick. However, near the surface, the intensity of turbulence decreases, together with small

scale velocity variations, which means that even this layer cannot be penetrated by the pollen

grains due to their inertia [Sofiev et al., 2006a]. The above semi-qualitative analysis shows that:

(a) for typical atmospheric conditions, the pollen particles (at least Birch and Ragweed particles)

do follow the air flows, including turbulent eddies; (b) inertia of grains is also insufficient to

penetrate the near-surface laminar layer. Therefore, pollen transport in the atmosphere can be

treated via existing advection-diffusion and deposition schemes, which entirely neglect the inertia

of the transported species. In addition, the above equations allow straightforward evaluation of

dry deposition fluxes, as shown below.

Dry deposition evaluation

The classical scheme for the near-surface dry deposition fluxes includes at least two parallel chains

of resistances (see Figure 5.4): one represents gravitational settling; the other consists of aero-

dynamic, molecular diffusion and surface resistances. Despite the inherently self-contradicting

definition of gravitational resistance, this scheme can be used (with clear understanding) to

estimate the relative importance of the fluxes through both chains. Considering the stationary

motion of a grain due to gravitational force, from equation 5.12 one can derive the particle’s

terminal settling velocity:

us =
d2ρpartg

18η
(5.15)

where g is gravitational acceleration. This is the same expression used by Sofiev et al. [2006a].

The two assumptions behind this formula are: (1) that the correction term in Eq. 5.12 is small,

and (2) the Reynolds number is small. For Birch and Ragweed grains, these assumptions are

fulfilled:

u ∼ 1.2 cm s−1;
3du
16ν
∼ 3.2 · 10−3; Re ∼ 1.7 · 10−2 (5.16)
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The gravitational resistance is the inverse of the settling velocity:

Rgrav = 1/u ∼ 85 s m−1 (5.17)

The aerodynamic resistance RA is independent of particle features and has typical values of

1-100 s cm−1, depending on the efficiency of the turbulence. The surface resistance for particles

is usually assumed to be zero, which is quite reasonable for the case of pollen grains. The laminar

layer resistance RB representing the process of diffusion through the near-surface thin laminar

sublayer is usually computed as:

RB =
2
κu∗

(
Sc

Pr

)2/3

, Sc = ν/D (5.18)

where u∗ is a friction velocity, κ = 0.4 is the von Karman constant, Pr=0.72 is the Prandtl

number, and Sc is the Schmidt number. The diffusivity D of the grain due to molecular-scale

processes can be computed from Brownian diffusion and the Einstein formula that connects D

with kinematical Navier-Stokes considerations:

D =
kT

3πdη
(5.19)

where k is the Stefan-Boltzman constant (k=1.38× 10−23 J K−1), and T is the temperature of

the air. For Birch and Ragweed pollen, we get approximately:

D ∼ 10−12 m−2 s−1; RB ∼ 3.5× 105 s m−1 (5.20)

Comparison of these values and the gravitational settling velocity shows that diffusion plays

a negligible role in (Birch and Ragweed) pollen dry deposition from the atmosphere. Since the

laminar layer also cannot be penetrated by grains due to their inertia (as described above),

the overall dry deposition velocity for this type of pollen will be about 1 cm s−1. This estimate

is comparable with the values for classical long-range transported species and corresponds to

half-lifetime of ∼ 1 day in the atmosphere due to dry deposition. This implies that about half of

the emitted mass will be transported over a distance greater than 10× 103 km. In reality part

of the grains can stay in the atmosphere considerably longer due to turbulent vertical mixing,
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which will oppose the downward motion. A more experimental approach to the estimation of

the settling velocity of corn pollen can be found in Aylor [2002] and in applications to other

species, in Helbig et al. [2004]. The application of the deposition velocity formula as described

in the above literature (excluding the effects of water content on the particle size) is presented

in Figure 5.5 on appendix 3. Typical pollen settling velocities calculated with this experimental

method are in accordance with the CMAQ methodology (See summary literature values for a

spectrum of species on Table 5.3).

5.4 Simulation results for Birch and Ragweed species

5.4.1 Local pollen counts and backward modeling of the pollen dispersion

There are various devices for air sampling for both viable and total spore counts (also referred

to as non-viable) analysis [Macher and Macher, 1999]. All these devices operate on only few

basic principles: deposition, impaction, and suction. The most common device in the United

States, the Rotorod impaction sampler, is present in more than 300 different locations [Frenz,

1999]. A private aerobiological network (Airborne Allergen Network - Multidata Inc.) gathers

data collected from each Rotorod monitor after being analyzed according to a common protocol

[Frenz et al., 1997]. The mechanism consists of a rotating arm-impactor that collects pollen

grains on two plastic rods that the device’s motor rotates through the atmosphere (Figure 5.6).

The sampling surface is usually analyzed microscopically on a daily basis (excluding the weekends

and holidays) to include the following pollen categories with respect to the grain’s origin: trees,

grasses, total weeds (divided into ragweed and non-ragweed grains).

The Rotorod device used in this study is located in the roof of the UMDNJ building, in

Newark, New Jersey. Daily averages were available for the years 1990-2003, excluding the spring

of 2000 and some sporadic missing values for tree counts during 1991 and 1998. The annual

time series plots for total tree and ragweed counts provided in Figure 5.7 indicate that tree

pollen emerges during the late March/early May, while ragweed starts during late August/early

September. During 2002 the counts demonstrate a mid-March peak while most of the tree pollen

is trapped during late March (Figure 5.8). It is clear that the predominant pollen in the region

during the spring is coming from trees, with a study maximum of 9301 grains/m3 observed during
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2002. The spring pollen period of 2002 appears earlier and stronger than usual, comparable only

to the 9118 grains/m3 observed during 1994. Ragweed counts indicated substantially smaller

atmospheric levels when compared with the tree component. The year with the maximum

counts remained the same with the total tree pollen counts. The study maximum was found to

be 690 grains/m3 during 1994, while the maximum daily counts for 2002 were 187 grains/m3).

Comparison of total pollen counts obtained by two different Rotorod devices located 5.6 km

apart has revealed monthly and daily differences [Frenz et al., 1997]. The same study concludes

that differences were most pronounced for counts exceeding 100 pollen grains/m3.

An in-depth analysis of the pollen counts can be provided by including the effect of simulated

meteorology along with backward trajectory modeling and pollen source mapping tools that

utilize vegetation geodatabases. Independently of the employed methodology, weather conditions

should be examined closely as they drive both emission and dispersion of the allergenic particles.

For our case, local meteorological data were obtained for the years of interest from the station

located in Newark International Airport. The windrose plot presented in Figure 5.9 provides an

illustration of the wind component for the entire year of 2002. Representative time series plots

of the local meteorological parameters of interest versus the pollen counts for 2002 are presented

in Figure 5.10 for total tree pollen and in Figure 5.12 for ragweed pollen particles. Windroses

relevant to each pollen season of the same year are presented in Figure 5.11, and Figure 5.13,

respectively.

Two modeling scenarios were developed based on the intricacies of 2002, as described above

in terms of pollen counts. A period that was carefully examined was the month of April of

2002 which, during the third week, exhibits a strong tree component reaching the monitor

location. The second scenario refers to the ragweed simulation for the month of September. The

HYSPLIT model offers a computational environment for a variety of transport options, from

simple air parcel trajectories, to complex dispersion and deposition simulations. An application

of simple 8-hour backward trajectory that reaches 20 m above the surface of UMDNJ location,

at 11 am of April 17th is visualized in Figure 5.14. In a more complex setup for the months

and species of interest (Figures 5.15 and 5.16), multiple backward trajectories on days with

low and high pollen levels can combine to produce a backward plume. April 18th and 19th

along with August 5th and 12th were selected as representative days with high pollen counts.
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In the same manner, April 15th and 24th along with August 7th and 18th were selected as

representative days with high pollen counts. The backward trajectories can be also used to

identify and locate clusters of significant pollen sources in the regional scale. In order to achieve

that an underlying vegetation information layer was created in a GIS framework based on the

tree density map developed by the USGS/USFS/EPA (BELD3). A comparison of the NLCD

and USGS databases, as incorporated for the area of interest in the GIS software (ArcGIS), is

presented in Figure 5.17. Plumes from 8-hour backward trajectories reaching the device location

every two hours are illustrated in Figure 5.18. From these figures we can conclude that high

tree pollen counts do not necessarily correspond to trajectories above densely forested areas.

This can be potentially due to the fact that the trajectories are outside the “emission window”

for specific species-emitters within the area of the air parcel. The only clear finding that can

be seen from this analysis is that high counts are correlated positively with winds following the

direction of east. A daily vegetation index, characteristic of the pattern of the backward pollen

trajectory and the association with the underlying vegetation density, can be a useful metric

for such applications. An example of this metric is presented in a raw and distance-weighted

manner in Figure 5.19. Further cluster analysis options are available with the use of TrajStat,

an external program developed for HYSPLIT [Wang et al., 2009].

5.4.2 Evaluation of pollen emission timing and intensity

One of the most difficult problems in pollen-dispersion forecasting is to evaluate the emission flux

of grains and its time evolution. At this point, it has to be pointed that the system developed

for “proof of concept” simulations during the Spring of 2002 used an additional “climatological”

emission term, which was based on the results of long-term mean observed birch and ragweed

flowering dates. The underlying spatial database was BELD3.1 for the case of Birch, and a

modified version of the P.L.A.N.T.S. database developed and maintained at the U.S. Department

of Agriculture for the case of Ragweed simulations. The result of the emission model for the

case of Birch (April 2002) are presented in a set of maps in Figure 5.20. The maps show a good

agreement with the monthly temporal profile, as it was recorded in the UMDNJ Rotorod device

during the Spring of 2002.
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5.4.3 Pollen dispersion results

During the trial reanalysis simulations of 2002, the CMAQ model run once per monthly scenario

in order to capture the effects of the entire “emission window” and to allow for certain initial

spin-up time for better performance. In the first step of the result analysis, the main focus

was on the dispersion comparison of the two modeling options (CMAQ versus HYSPLIT). The

patterns observed for a similar area source by each model are provided in Figures 5.21-5.22. As

we can see, the entire day was dominated by constant-direction winds that transported particles

throughout the Long Island. This flow was consistent throughout the day, as maps with the

hourly output (ending at 8 am, 12 pm, 4 pm and 8 pm) indicate. The two models showed

significant resemblance in capturing the pattern and intensity of the Birch pollen transport.

HYSPLIT calculated plumes covered larger areas than CMAQ output for a variety of dispersion

parameterizations (options under the dispersion module).

In the next modeling step, the full month simulations for the case of Birch and Ragweed were

explored. Mapped simulation output for Birch and Ragweed pollen is presented in Figures 5.23-

5.26 and 5.27-5.30. A different release height was investigated for the case of Birch, with the

emission being assigned (to a smaller percentage, usually 20%) in the second layer. The dispersal

pattern revealed to be almost identical with some additional area covered by higher atmospheric

levels around the 12 by 12 km emission cell. In the same manner, simulations with extended

heigh were performed in HYSPLIT and the results of trajectory paths agree to this small increase

in longer transport probability. Finally, concentration timeseries plots of the modeled months

during 2002 are presented in Figures 5.31-5.32. These plots indicate a good correlation of the

modeled pollen source with the observed values of pollen counts at the same cell location as the

UMDNJ Rotorod device (Figures 5.15-5.16).

5.5 Discussion

The general attitude towards coarse atmospheric aerosols is that its influence is primarily local

or, at most, regional. This study, along with others in the field of aerobiology, shows that from

the point of view of atmospheric dispersion modeling, birch pollen grains resemble the behavior

of anthropogenic aerosols with a diameter smaller than 10 µm (PM10). In particular, pollen
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has a similar gravitational settling velocity close to 1 cm s−1. A general explanation for this

similarity (although pollen is more than twice the size) is that pollen is a low-density particle,

which makes it more susceptible to air currents and drastically reduces gravitational settling.

There are also several important differences that bring birch pollen grains into the scale of

large-scale transported pollutants. Firstly, the grains are hydrophobic, which significantly re-

duces the intensity of both in-cloud processes and subcloud scavenging, by far the most intensive

sinks of atmospheric aerosol. Secondly, anthropogenic pollutants with concentration levels of

5 − 10% near the source are often negligible, or at least is not treated as a major problem.

In the case of pollen, the opposite situation occurs: concentrations of 100 grains/m3 of air are

considered “high level” while the near-source levels are typically an order of magnitude greater.

Therefore, even if dilution and removal of pollen during transport reaches 90% the remaining

amount is still considered significant enough to cause health problems. Thirdly, birch forests are

abundant over large areas of both Europe and the United States, thus representing an uniquely

extensive source area that allows even for transatlantic transport. Finally, pollen emission takes

place under conditions that favor large-scale distribution: sunny days in late Spring, no precip-

itation, moderate wind, and an emission height of more than 10 m. These conditions lead to a

quick mixing of the emitted mass over a deep layer due to turbulence. All the above-mentioned

factors induce a large-scale dispersion of pollen and confirm at a qualitative level the conclu-

sions derived from formal computations of pollen behavior based on the physical characteristics

of the grain. The above factors are reasonably well reproduced by existing meteorological and

dispersion models, therefore simplifying their application to pollen dispersion simulations.
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Figure 5.1: Atmospheric processes relevant to the fate and transport of allergenic pollen grains
[Source: Helbig et al., 2004].

Figure 5.2: Calculated heat degree days for the entire United States during 2002 (50 degrees
Fahrenheit threshold).
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Figure 5.3: Calculated heat degree days for the Newark International Airport meteorological
station during 2002 (50 degrees Fahrenheit threshold) using NCDC data.

Figure 5.4: Schematic depiction of the processes that influence deposition velocity calculations
in the CMAQ model using land-use specific resistances [Source: Seinfeld and Pandis, 2006].
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Figure 5.5: Deposition velocity calculations using the method described in Aylor [2002] for a
range of pollen sizes and densities, assuming typical temperature and wind speed.

Figure 5.6: The Rotorod device along with a depiction of the sampling principle: air and particle
trajectories around an impaction cylinder - only the black particle will impact [Source: Falagiani,
1990].
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Figure 5.7: Annual tree and ragweed pollen counts in Newark, NJ for the years 1990-2003. Data
for UMDNJ Newark were provided by Dr. Bielory.
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Figure 5.8: Tree and ragweed pollen counts in Newark, NJ for the modeled year of 2002. Data
for UMDNJ Newark were provided by Dr. Bielory.
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Figure 5.9: Windrose for the Newark International Airport meteorological station during the
entire year of 2002.
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Figure 5.10: Time series plot of the tree pollen counts against the meteorological variables
recorded at Newark, NJ during 2002.
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Figure 5.11: Windrose for Newark Meteorological Station - Spring of 2002 (tree pollen).
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Figure 5.12: Time series plot of the ragweed pollen counts against the meteorological variables
recorded at Newark, NJ during 2002.
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Figure 5.13: Windrose for Newark Meteorological Station - Autumn of 2002 (ragweed pollen).
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Figure 5.14: 6-hour HYSPLIT backward trajectory that ends at the UMDNJ location at 11AM
local time, April 17th of 2002.
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Figure 5.15: Tree pollen counts for the month of April 2002. Data for UMDNJ Newark were
provided by Dr. Bielory.
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Figure 5.16: Ragweed pollen counts for the month of August 2002. Data for UMDNJ Newark
were provided by Dr. Bielory.
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Figure 5.17: The National Land Cover Database (a) and USGS forest density (b) maps for the
area of Newark, NJ
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Figure 5.18: Plumes from backward trajectories corresponding to low pollen counts (Top figure:
May 5-7) and high pollen counts (Bottom figure: May 21-23) reaching the Newark monitoring
location.
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Figure 5.19: (a) Raw, and (b) distance-weighted vegetation density metric based on the BELD3
database and the overlapping backward trajectories for low and high pollen counts.
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Figure 5.20: Hourly Birch pollen emissions for the 5th, 10th, 15th, 20th, 25th, and 30th day of
April (GCS: NAD83).
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(Continued...) Hourly Birch pollen emissions for the 5th, 10th, 15th, 20th, 25th, and 30th day of
April (GCS: NAD83).
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Figure 5.21: Plume comparison plots utilizing CMAQ (left) and HYSPLIT (right) models for
a single cell Birch emission during 07:00 - 08:00 and 11:00 -12:00 on April 16 of 2002. The two
models closely capture the direction and spread of the plume (GCS: NAD83).
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Figure 5.22: Plume comparison plots utilizing CMAQ (left) and HYSPLIT (right) models for
a single cell Birch emission during 15:00-16:00 and 19:00-20:00 on April 16th of 2002.
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Figure 5.23: Hourly averaged surface pollen concentration calculated with the CMAQ model
using Birch emissions for 8am of April 16th 2002 (GCS: NAD83).
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Figure 5.24: Hourly averaged surface pollen concentration calculated with the CMAQ model
using Birch emissions for 12pm of April 16th 2002 (GCS: NAD83).
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Figure 5.25: Hourly averaged surface pollen concentration calculated with the CMAQ model
using Birch emissions for 4pm of April 16th 2002 (GCS: NAD83).
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Figure 5.26: Hourly averaged surface pollen concentration calculated with the CMAQ model
using Birch emissions for 8 pm of April 16th 2002 (GCS: NAD83).
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Figure 5.27: Hourly averaged surface pollen concentration calculated with the CMAQ model
using Ragweed emissions for 8am of August 15th 2002 (GCS: NAD83).
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Figure 5.28: Hourly averaged surface pollen concentration calculated with the CMAQ model
using Ragweed emissions for 12pm of August 15th 2002 (GCS: NAD83).
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Figure 5.29: Hourly averaged surface pollen concentration calculated with the CMAQ model
using Ragweed emissions for 4pm of August 15th 2002 (GCS: NAD83).
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Figure 5.30: Hourly averaged surface pollen concentration calculated with the CMAQ model
using Ragweed emissions for 8 pm of April 16th 2002 (GCS: NAD83).
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Figure 5.31: Daily averaged surface pollen concentration calculated with the CMAQ model
using Birch emissions for the modeled month of April 2002 (GCS: NAD83).
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Figure 5.32: Daily averaged surface pollen concentration calculated with the CMAQ model
using Ragweed emissions for the modeled month of August 2002 (GCS: NAD83).
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Tables

Table 5.1: Predominant pollen shedding species of allergenic potential in the OTC domain
(Source: BELD3 database).

Quercus 

Pinaceae

Cupressaceae

Moraceae

Betulaceae

Cypress, Juniper, Cedar

Alder, Birch, Hazel

Mulberries

Oleaceae Ashes 

Fagaceae Beech

Aceraceae Maples

Pines

Oaks 19-39

FAMILY

Carya

11-25

Hickory, Pecan

40-44 4.80

26-33 3.15

19-32 3.42

35-55 3.64

23-38 13.90

32.35

53-73 9.44

20-36 3.64

< 1

MAJOR SPECIES
Dp 

(μm)
OTC BELD3 
density (%)

POLLEN 
PERIOD

March -May

May - June

March - June

April - May

March - June

April - May

April - May

May - June

May-June

ALLERGEN 

t9,t15

t16, t73

t7

t6, t17, t23

t70

t2, t3, t4, 
t210

t1

t22

t5

Table 5.2: Species-specific input parameters for the pollen emission module.

Property Birch Ragweed
qp in pollen grains/m2 1·109 2.1·109

S in days 15 15
LAI 5 3

hc in m 20 2
Emission height in m 2 20

Particle size (diameter in µm) 20 20
Particle density (kg/m3) 1080 800
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Table 5.3: Estimated settling velocity for typical pollen grains (cm/s). Adapted from Knox and
Inst [1979]

Species Bodmer (1927) Knoll (1932) Dyakowska (1937) Eisenhut (1961)
Abies alba 38.7 12.0
Larix decidua 12.5 - 22 9.9 12.3 12.6
Picea abies 8.7 6.8 5.6
Pinus silvestris 2.9 - 4.4 2.5 3.7 3.7
Taxus baccata 1.1 - 1.3 2.3 1.6
Abies incana 1.7 - 2.2 2.1
Betula verrucosa 1.3 - 1.7 2.4 2.9 2.6
Carpinus betulus 4.5 6.8 4.2
Quercus robur 2.9 4.0 3.5
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Chapter 6

Conclusions and discussion

Biogenic emissions make a significant contribution to the levels of aeroallergens and secondary

air pollutants such as ozone, and understanding the major factors contributing to allergic airway

diseases requires accurate characterization of emissions and transport/transformation of biogenic

emissions. However, biogenic emission estimates are laden with large uncertainties. Furthermore,

the current biogenic emission estimation models use low-resolution data for estimating land use,

vegetation biomass and VOC emissions. Furthermore, there are currently no established methods

for estimating bioaerosol emissions over continental or regional scale. Therefore, there is a need

for improvements in the methods for estimating the emissions and transport/transformation of

biogenic VOCs and bioaerosols.

6.1 Refinements and Application of the BVOC modules

In the first part of the thesis, an detailed review of different approaches and available databases

for estimating biogenic emissions was conducted, and multiple geodatabases and satellite im-

agery were used in a consistent manner to improve the estimates of biogenic emissions over the

continental United States. These emissions represent more realistic, higher resolution estimates

of biogenic emissions (including those of highly reactive species such as isoprene). The impact of

these emissions on tropospheric ozone levels was studied at a regional scale through the applica-

tion of the USEPA’s Community Multiscale Air Quality (CMAQ) model. Minor, but significant

differences in the levels of ambient ozone were observed,

6.2 Development and Application of the pollen modules

In the second part of the thesis, an algorithm for estimating emissions of pollen particles from

major allergenic tree and plant families in the United States was developed, extending the
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approach for modeling biogenic gas emissions in the Biogenic Emission Inventory System (BEIS).

A spatio-temporal vegetation map was constructed from different remote sensing sources and

local surveys, and was coupled with a meteorological model to develop pollen emissions rates.

This model overcomes limitations posed by the lack of temporally resolved dynamic vegetation

mapping in traditional pollen emission estimation methods. The pollen emissions model was

applied to study the pollen emissions for North East US at 12 km resolution for comparison

with ground level tree pollen data. A pollen transport model that simulates complex dispersion

and deposition was developed through modifications to the USEPA’s Community Multiscale

Air Quality (CMAQ) model. The peak pollen emission predictions were within a day of peak

pollen counts measured, thus corroborating independent model verification. Furthermore, the

peak predicted pollen concentration estimates were within two days of the peak measured pollen

counts, thus providing independent corroboration. The models for emissions and dispersion allow

data-independent estimation of pollen levels, and provide an important component in assessing

exposures of populations to pollen, especially under different climate change scenarios.

6.3 Discussion: Direct health effects of biogenic emissions

6.3.1 Health effects related to BVOC emissions

Several studies on the inhalation pharmacokinetics of the isoprenoid group have been conducted

for a number of species including rats, mice, and monkeys [Dahl et al., 1990; Melnick et al., 1996;

Peter et al., 1990]. The major representative, isoprene, is showing no significant relationship

to carcinogenesis [Cox et al., 1996]. Toxicological studies on human lung cells suggest that

once isoprene is released in the atmosphere, it reacts to form products that induce potentially

greater adverse health effects than isoprene itself [Doyle et al., 2004]. Since the ambient levels

of isoprene are very low, occupational exposure studies targeted wood-processing environments

where the compound can be abundant [Martin et al., 1991]. Other authors emphasized on

the formation of strong airway irritants in isoprene mixtures with O3 and NO2 [Wilkins et al.,

2001]. Nevertheless, biogenic VOCs are important ozone precursors and therefore are of great

significance when trying to derive air pollution-related health indicators.
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6.3.2 Health effects related to aeroallergens

Allergic diseases represent a major health problem of most modern societies [Ring, 1997]. Pollen

allergens are integral pollen constituents. They have to be released during a process of activation

in order to become bioavailable [Behrendt and Becker, 2001]. The main pathway of exposure

to allergenic pollen grains is through inhalation, while ingestion and dermal exposure are of

lessen importance. The two main symptoms of exposure are seasonal allergic rhinitis (hay fever)

and asthma. They often coexist and share a genetic background [Braunstahl et al., 2000].

Epidemiologic, pathophysiologic and clinical studies strongly suggest a link between rhinitis and

asthma. The reason why pollen causes asthma in some persons and allergic rhinitis in others are

obscure. Allergic rhinitis is induced by pollen grains when they make contact with the upper

respiratory tract (nostrils, oral cavity, and eyes). A patient may suffer irritation when grains are

impacted on the eye at relatively low speeds [Knox and Inst, 1979]. Asthma is an inflammatory

disease of the airways, mainly associated with high levels of air pollution [Hiltermann et al.,

1997]. If inhaled, pollen may be deposited in the uppermost ciliated portion of the respiratory

tract. During an asthmatic reaction, symptoms develop in the deeper, non-ciliated parts of the

lung which show accumulation of fluid and secretions in the terminal bronchioles. Symptoms

may appear immediately following pollen exposure or be delayed for some hours. The entry

of pollen to the lungs depends on the size of pollen and the diameter of the airways. Inhaled

particles with a diameter greater than 30 µm which includes pollens and most fungal spores,

are deposited in the trachea and upper bronchi (See Figure 6.1). Any particles deposited in

the lungs are removed by alveolar fluid and by macrophages. Experimental inhalation of pollen

grains labeled with radioactive technetium (99mTc), showed that most of the pollen was deposited

in the oropharynx and did not reach trachea [Knox and Inst, 1979]. A portion was swallowed

and through the process of persorption, passed directly from the stomach to the bloodstream

within 45 minutes. The significance of persorption in the initiation of allergic reactions remains

to be assessed.

Exposure requires the occurrence of the presence of a potential environmental agent at a

particular point in space and time, and the presence of a person or persons at the same location

and time. A significant population fraction, with estimates that vary from 2 to 25% [Cookson and

Hopkin, 1988; Marsh et al., 1981; Raeburn and Webber, 1994], consists of susceptible individuals,
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who, after exposed to a similar mix of environmental stimuli as all others become sensitized and

on subsequent contact, develop allergic symptoms. This, is in fact implied in the term allergy

meaning “expression of a different response”. An interesting observation, confirmed by medical

history records, is that even in the susceptible group there is a wide patient-to-patient and

family-to-family variability with respect to the spectrum of sensitizing agents (single allergen or

effect of a series of unrelated substances) and the clinical presentation (rhinitis, asthma, eczema,

alone or associated with each other). Individual liability might depend on both genetic and

non-genetic causes. In the presence of a similar reactive background, susceptibility of different

target organs may vary under the effect of sex, age, actual environmental exposure, life style,

and other associated diseases [Falagiani, 1990].

The term allergen does not refer to pollen itself, but factors that are located on or within

it that may induce allergic disease. Allergens are proteins or glycoproteins that are capable

of eliciting the formation of specific skin-sensitizing or reaginic antibodies through the body’s

immune system. The nature of allergic response was first defined as ”the acquired, specific,

altered capacity to react” [Knox and Inst, 1979]. Acquired means that there must have been

previous exposure to the allergen to stimulate the immune system and develop hypersensitiv-

ity. It also means that once identified, steps can be taken to avoid unnecessary exposure to

allergen. Specific, refers to the precise molecular relationship that exists between the allergen

and the corresponding antibodies produced in response. Related allergens may carry common

determinants, allowing in this way for a degree of cross-reaction between them. Altered capacity

to react describes the different response induced by the same allergen after antibodies have been

produced against it. The allergic response may be increased as hypersensitivity, or it may be

decreased as a result of increased immunity. Two types of allergic response have been identi-

fied: immediate or delayed hypersensitivity (taking place several hours after contact with the

allergen).

An allergen is an antigen capable of binding human IgE antibodies. The IgE antibody was

first isolated and characterized by [Ishizaka et al., 1970] and shares the particular property of

binding to basophils and mast cells. The interaction of allergen and cell-bound IgE induces

degranulation of the cells, and at the same time several mediators like histamine are released.

Figure 6.2 presents the sequence of events in the production of allergic response. Only a few
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molecules of allergen and IgE are required to cause an allergic reaction since the amplification

obtained by the release of several molecules of histamine is quite high [Falagiani, 1990]. Recently,

an involvement of IgE during the mammalian embryo implantation in the maternal uterus has

been described [Cocchiara et al., 1992, 1996].

6.3.3 Populations and microenvironments of concern - synergistic effects of pollen

and gaseous air pollutants

Millions of people worldwide are periodically exposed to air pollution levels that exceed health-

based air quality guidelines. Epidemiologic studies have demonstrated consistent associations

between exacerbations of respiratory disease and air pollution [Bascom et al., 1996]. These

associations are most often noted with particulate matter smaller than 10 µm (PM10) or with

ozone. Harmful effects of air pollution may predominate in the most sensitive subjects of the

population, such as asthmatics or patients with chronic obstructive pulmonary disease. A recent

study indicates that there is no consistent evidence that children with wheeze, positive histamine

challenge, and doctor diagnosis of asthma reacted differently to air pollution from children

with wheeze and doctor diagnosis of asthma and children with wheeze only [Jalaludin et al.,

2004]. Recent studies also indicate that it is not certain whether factors encountered in a farm

environment may protect against the development of allergy or not. A study, conducted in

several countries of the E.U. found that living on a farm in childhood was associated with a

reduced risk of atopic sensitization in adulthood [Leynaert et al., 2001]. Compared with other

adults, those who had lived on a farm as a child were less frequently sensitized to cat and to

Timothy grass, and were at lower risk of having nasal symptoms in the presence of pollen. There

are two more subpopulations of concern, florists and pregnant women. An epidemiological study

among 111,702 children born in Stockholm [Forsberg et al., 1998] between 1988 and 1995 suggests

that there is a strong connection between maternal pollen exposure and asthmatic children. The

last 12 weeks of pregnancy and the corresponding pollen were pointed as the most significant

parameters.

There is also a strong suggestion that certain pollutants that can be found in the urban air

can influence the bioavailability of pollen allergen [Behrendt and Becker, 2001]. By the use of

fluidized bed reactors, the influence of both gaseous and particulate upon allergen release from
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pollen can be studied in a dose-, time-, and humidity- dependent fashion [Behrendt et al., 1997;

Risse et al., 2000]. The scanning electron micrographs (SEM) seen in Figure 6.3, show that

birch pollen found in urban microenvironment interacts with airborne matter that sticks to the

grain coating in a greater degree compared to rural sites [Behrendt et al., 1997]. Exposure of

P.Pratense pollen to high concentrations of SO2 induces a significant reduction of liberation of

a major allergen. This leads to the assumption that the bioavailability of major grass pollen

allergens might be grossly reduced in regions polluted with SO2 as compared with non-polluted

areas. This observation is associated with the well-known paradoxic finding of low asthma and

hay fever rates in 5-6 year old children from areas with heavy SO2 pollution in the former East

Germany compared with children living in the West part [Ring et al., 2001; von Mutius et al.,

1992]. For the case of NO2, no change in bioavailability was observed under identical conditions.

Binding of Lol p 1, a major grass pollen allergen, to diesel-exhaust particles under experimental

conditions has been observed by Knox [Knox and Inst, 1979]. Furthermore, airborne particles

agglomerate onto pollen surfaces in heavy-traffic areas, but not in park regions that are devoid

of high concentrations of air pollution [Behrendt et al., 1997].

A very interesting part, in terms of modeling the pollen levels and the potential exposure, is

the indoor environment. In the indoor environment there are pollutants like NO2, that can be

found in concentrations that approach outdoor levels (due to emission from pilot lights and gas

stoves [Gauderman et al., 2000]. In order to investigate the factors affecting indoor and outdoor

microenvironmental concentrations of aeroallergens, and the relationships between them, Stock

[Stock et al., 1985] took 12-hour samples of airborne pollens and spores from two fixed ambient

air monitoring stations and inside and directly outside of 12 houses during the period June to

October in Houston. Outdoor concentrations of pollen were spatially less heterogeneous than

those of spores, and showed greater seasonal and diurnal variation. Indoor levels of both pollen

and spores were uniformly lower than outdoor levels for all 12 air-conditioned homes, with

indoor pollen counts on average 30% of outdoor values, and indoor spore counts on average

20% of outdoor values. Indoor levels of both aeroallergens in most homes were not significantly

correlated with simultaneous outdoor levels. Variation in exposure to aeroallergens indoors

appears largely determined by variations in both infiltration of outdoor air and activities of the

household. A study, using dust wipes in order to estimate the level of pollen in residences,
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concluded that higher concentrations can be encountered close to the entrance and windows

[Forsberg et al., 1998]. The level of humidity is one of the indoor parameters that can also affect

the bioavailability of pollen.

6.4 Future work: Biogenic emissions and climatic change

Climate change may increase the frequency and intensity of ozone episodes in future summers in

the United States. A warming climate is believed to result in increased morbidity and mortality

related to ozone, an impact that is often overshadowed by concerns about the direct effects

of increased heat stress. Peak ambient O3 concentrations are typically observed in summer

months, when higher temperatures and increased sunlight enhance O3 formation and also lead

to increased emission of biogenic and fugitive anthropogenic hydrocarbons, important precursors

of O3 formation. Numerous epidemiology studies have reported associations between O3 and

hospital admissions or emergency visits for respiratory conditions, diminished lung function,

and a variety of other health outcomes. A relatively recent but growing body of literature has

also documented acute effects on mortality in large cities, in many cases while controlling for

particulate matter and other pollutants.
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Figures
PLATE 25:  RESPIRATORY SYSTEM (ANTERIOR VIEW)

Return to: Image Gallery
Image List

To enlarge, click on image.
Click on image again to return to original size.

Figure 6.1: Anterior view of the human respiratory system (Source: Stedman’s Medical Dictio-
nary).
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Figure 6.2: Sequence of events in the production of allergic response.

Figure 6.3: Scanning Electron Microscopy image of a ragweed pollen in a polluted and clean
atmosphere [Adapted with permission from Behrendt et al., 1997].
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involved under a changing climate.
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Appendix A

Equations for the estimation of biogenic emissions

A.1 Isoprene Emissions

Isoprene is emitted only during daylight hours from specific deciduous species, such as

oak, willow, aspen, and poplar, and only from spruce for the group of coniferous species. In

BEIS3, Pierce [2001] uses a slightly modified form of the Guenther et al. [1993] formulation. The

emission flux can be defined as:

E = ξ · Es · CA
L · CT ·A (A-1)

where,

E → total emission rate of isoprene (µg ha−1 h−1)

ξ → seasonal adjustment coefficient (dimensionless)

Es → species-specific emission rate of isoprene at 30 ◦C and 1000 µmol m−2 s−1

CA
L → ratio of the canopy-adjusted PAR to the PAR above the canopy (dimensionless)

CT → temperature correction factor (dimensionless)

A → areal extend of the species in the modeled location (ha)

However, Guenther et al. [1995, 1999b, 2000] have refined their model to estimate isoprene

emission according to the following formula:

E = ε ·Dp ·Df · γP · γT · γA · ρ ·A (A-2)

where,
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ε → landscape average emission capacity (µg g−1 h−1)

Dp → annual peak foliar density (g ha−1g· ha−1)

Df → fraction of foliage present at a particular time of year

γP , γT , γA → emission activity factors for PPFD, temperature, and leaf age (dimensionless)

ρ → canopy escape efficiency (dimensionless)

A → areal extend of the species in the modeled location (ha)

In the revised Guenther formulation [Guenther et al., 2000], ε · Dp is equivalent to Es in

BEIS3, γT is equivalent to CT , and γP is equivalent to CA
L . However, though the parameters are

equivalent, the formulation of the parameters may be slightly different. This leaves the Guenther

et al. [2000] terms Df , γA, and ρ unaccounted for in the Pierce [2001] BEIS3 formulation.

The canopy adjusted PAR, CA
L , is computed via a simple canopy model that accounts for

the effects of variations of PAR with height in the leaf canopy. CA
L approaches the value of 1.0

for the case of thin canopies. The canopy model in BEIS3 is based on a leaf energy balance

and knowledge of the Leaf Area Index (LAI). CA
L , or the ratio of the canopy-adjusted PAR to

the PAR above the canopy, is calculated for the sunlit and shaded leaves using an empirical

expression derived by Campbell and Norman [1998]:

CAL = LfS · CL(PARS) + LfD · CL(PARD) (A-3)

where,

E → total emission rate of isoprene (µg h−1)

LfS → fraction of sunlit leaves (dimensionless)

LfD → fraction of shaded leaves (dimensionless)

CL → light correction factor (dimensionless)

PARD → the amount of PAR on shaded leaves (µmol m−2 s−1)

PARS → the amount of PAR on sunlit leaves (µmol m−2 s−1)

The fractions of sunlit and shaded leaves, LfS and LfD are estimated as:
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LfS =
1− exp (−K · LAI)

K · LAI
(A-4)

LfD = 1− CfS (A-5)

where K (dimensionless) is the direct beam solar radiation extinction coefficient:

K =

√
1 + [tan(ϑ)]2

2
(A-6)

where ϑ is the solar zenith angle, calculated according to the equation developed by ?]:

ϑ = α cos
[
δs · sin

( πϕ
180

)
+
√

1.0− δ2s · cos
( πϕ

180

)
· cos

(
15π
180
· tϑ
)]

(A-7)

tϑ = t+
λ

15
−0.123470 sin (tr)+0.004289 cos (tr)−0.153809 sin (tr + tr)−0.060783 sin (tr + tr)−12

(A-8)

where ϕ is the latitude (◦C), λ is the longitude (in degrees), t is local time converted to

Greenwich Mean Time (hours), tr is the terrestrial rotation angle (rad) defined by equation A-9,

and δs is a parameter of the earth’s declination to the solar plane defined by equation A-10.

tr =
πΩt
180

(A-9)

δs = sin
(
πδ

180

)
· sin

(
tr +

π

180
· tρ
)

(A-10)

tρ = 279.9348 + 1.914827 sin (tr)−0.079525 cos (tr) + 0.019938 sin (tr + tr)−0.00162 cos (tr + tr)

(A-11)

where Ω is the fraction of complete rotation per day (360/365.242); and δ is the earth’s

declination to the solar plane (23.443 833 ◦C). Note that though the formulation of A-10 takes
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into account the time of the day, it does not take into account the day of the year. To account

for the day of the year, the first term of the equation A-10 should read:

sin
(
πδ

180
sin
[
π

180

(
360 · 284 + n

365

)])
(A-12)

where n is the Julian day of the year (i.e. 1 to 365). The PAR for shaded and sunlit leaves

is computed via the following two equations:

PARD =
PARd [1− exp (−0.61 · LAI)]

0.61 · LAI
+
PARb [exp (−0.894 · LAI)− exp (−K · LAI)]

2
(A-13)

PARS = K · (PARb + PARd) · PARD (A-14)

where PARd is the amount of PAR from diffuse visible solar radiation defined by equation

A-15, and PARb is the amount of PAR from direct beam, visible radiation defined by equation

A-16:

PARd = Ir · Ivc · Ivd · f (A-15)

PARb = Ir · Ivc · Ivb · f (A-16)

where Ir is the ratio of the observed, or modeled, solar radiation to the clear sky total solar

radiation defined by equation A-23; Ivb is the fraction of visible solar radiation that is from direct

beam solar radiation defined by equation A-17; Ivd is the fraction of visible solar radiation that

is from diffuse beam solar radiation defined in equation A-18; Ivc is the clear sky total visible

solar radiation defined by equation A-19; and f=4.6 is an empirical factor that converts solar

radiation in terms of energy to solar radiation in terms of photon flux.
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I.
v
b =



0.009550 ·
Ivcb
Ivc

, for Ir ≤ 0.21[
1.0−

(
0.9− Ir

0.7

)2/3
]
·
Ivcb
Ivc

, for 0.21<Ir<0.89

0.941124 ·
Ivcb
Ivc

, for Ir ≥ 0.89

(A-17)

Ivd = 1− Ivb (A-18)

Ivc = Ivcb + Ivcd (A-19)

where Ivcb is the clear sky, direct beam visible solar radiation defined by equation A-20; and

Ivcd is the clear sky, diffuse visible solar radiation defined by equation ??.

Ivcb = 600 · exp (−0.185m) · cosϑ (A-20)

Ivcd = 0.42 · (600− Ivcb) · cosϑ (A-21)

where m is the atmospheric optical thickness defined by the following equation:

m =
P

P0 · cosϑ
(A-22)

where P is the observed pressure (mbar); and P0 is the standard pressure (1013.25 mbar).

Ir =
I

Ic
(A-23)

where I is the observed, or modeled incoming solar radiation; and Ic is the clear sky total

solar radiation defined in the following manner:

Ic = Iicb + Iicd + Ivcb + Ivcd (A-24)
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where Iicb is the clear sky, direct beam near infrared solar radiation defined by equation A-25;

and Iicd is the clear sky, diffuse near-infrared solar radiation defined by equation A-26.

Iicb = (720 · exp (−0.06m)− ω) · cosϑ (A-25)

Iicd = 0.65 ·
(
720− ω − Iicb

)
· cosϑ (A-26)

where ω is absorption by water of solar radiation in the near-infrared spectrum defined by

the following relationship:

ω = 101.64 · (2m)0.3 (A-27)

Note that in some references, PAR is expressed in µmol m−2 s−1, while in others PAR is

expressed in units of W m−2. Rather than convert the units in equation A-1, and related isoprene

equations, the units in the original references are retained. The approximate conversion factor

between PAR (µmol m−2 s−1)and total solar radiation I (RGRND from MM5 model output is

defined in W m−2 is:

PAR = 0.5 · 4.6 · I (A-28)

where, 0.5 is an empirical coefficient that indicates approximately 50% of the total incoming

solar radiation is PAR, and 4.6 is an empirical conversion factor from W m−2 to µmol m−2 s−1.

The light correction factor, CL in equation A-3 is calculated as:

CL =
α · cL1 · PAR√
1 + α2 · PAR2

(A-29)

where,

α → 0.0027 (1000 µmol m−2 s−1)

cL1 → 1.06 (dimensionless)

PAR → photosynthetically active radiation (µmol m−2 s−1)

BEIS3.12 uses constant values for the above coefficients as in Guenther et al. [1993]. More
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recent work by ?] describes an approach with updated coefficients α and cL1 varying with canopy

height. Values for α and cL1 are calculated as follows:

α = 0.001 + 0.0085 · LAI (A-30)

cL1 = 1.42 exp−0.3 · LAI (A-31)

where LAI is the cumulative leaf area index above the leaf. The PAR adjustment factor

is calculated at each level in the canopy, using the photosynthetic photon flux density at that

level, and then integrated to get a whole canopy value. BEIS3 uses the methodology described

by Guenther et al. [1993] to estimate the dimensionless temperature correction factor, CT , ap-

pearing in equation A− 1:

CT =
exp (

cT1 · (T − TS)
R · TS · T

)

1 + exp (
cT1 · (T − TM )
R · TS · T

)
(A-32)

where,

cT1 → 95 000 J mol−1

cT2 → 230 000 J mol−1

TM → 314 K

TS → normalizing ambient temperature (303 K)

R → Ideal gas constant (8.314 J K−1 mol−1)

A.2 Monoterpene Emissions

The sum of monoterpene emissions can estimated following the approach suggested by Guenther

et al. [1993]:

E = ξ · Es · CT ·A (A-33)

where,
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E → total emission rate of monoterpenes (µg ha−1 h−1)

ξ → seasonal adjustment coefficient (dimensionless)

Es → species-specific emission rate of total monoterpenes at 30 ◦C and 1000 µmol m−2 s−1

CT → temperature correction factor (dimensionless)

A → areal extend of the species in the modeled location (ha)
The temperature correction factor, CT , for monoterpenes is dimensionless and is estimated

based on leaf temperature, which is assumed to equal ambient temperature, T:

CT = exp (β[T − Ts]) (A-34)

where β = 0.09 K−1 is an empirical coefficient that can also be thought as an inverse

temperature scale. The monoterpene emissions temperature factor monotonically increases with

increasing temperature. This same CT formula is used by BEIS3 as the OVOC temperature

correction factor. The exponential form of equation A-34 is based purely on a statistical fit of

measured emission rates [Guenther et al., 1993].

A.3 Biogenic Nitric Oxide Emissions

Biogenic nitric oxide (BNO) is emitted as a result of microbial nitrification-denitrification activ-

ities in soil and is enhanced through nitrogen-based fertilizer application [Williams et al., 1992].

BEIS3 uses the empirical model developed by Williams et al. [1992] to estimate BNO emissions

E, from soils:

E = Es · CT ·A (A-35)

where,

E → total emission rate of BNO emissions (µg ha−1 h−1)

Es → species-specific emission rate of BNO at 30 ◦C and 1000 µmol m−2 s−1

CT → temperature correction factor (dimensionless)

A → areal extend of the species in the modeled location (ha)
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CT is the dimensionless temperature conversion factor, which is estimated based on soil

temperature, Tsoil

CT = exp (T3 · [T− Ts]) (A-36)

where T3 = 0.071 C−1 is an empirical scaling parameter that describes the rate of in-

crease of BNO emissions with soil temperature; 30 ◦C is a constant identical o the tempera-

ture scale TS (expressed as 303 K in equations A-32 and A-34); Tsoil is the soil temperature,

parameterized based on ambient air temperature with the following equation [Williams et al.,

1992]:

Tsoil = T1(T− 273.15K) + T2 (A-37)

where T1 = 0.72 and T2 = 5.8 ◦C are empirical model parameters that relate soil temperature to

ambient temperature; T(C) is the leaf temperature which is assumed to be equal to the ambient

temperature.
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Appendix B

Definitions for statistical measures of model performance

B.1 Unpaired accuracy

This statistical measure compares the accuracy of the maximum measured and predicted

ozone concentrations unpaired in time or in space. It should be noted that this statistical measure

may not be very meaningful given the large areal extend of the modeling domain. However, it

was included in the study since it is one of the recommended metrics in the regulatory analysis

[E.P.A., 1991].

Unpaired accuracy =
Pmax - Omax

Omax
· 100% (B-1)

where, Pmax and Omax are the maximum predicted and observed values, respectively, of all the

stations.

B.2 Normalized bias

This statistical measure provides for an estimate of bias in the models. The E.P.A. [1991] rec-

ommends a range of ±5% − 15% for this statistic as an acceptable level of model performance.

The statistic is defined as:

Normalized Bias =
1
N

∑ Pi −Oi
(Oi)

(B-2)

where, Pi and Oi are the predicted and observed values, respectively, at station i, and N is the

total number of stations.
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B.3 Normalized Average Absolute Gross Error

This metric reflects an overall bias between predicted and measured ozone concentrations

in contrast to the normalized bias in which the over- or under-predictions could cancel each

other out. The E.P.A. [1991] suggested a range of 30% - 35% as an acceptable level of model

performance for this metric.

Normalized Average Absolute Gross Error =
1
N

∑ | Pi −Oi |
(Oi)

(B-3)

where, Pi and Oi are the predicted and observed values, respectively, at station i, and N is the

total number of stations.
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Appendix C

Parameterization of the deposition velocity for typical
pollen particles

The air viscosity can be calculated by the following equation which is derived from the Suther-

land’s equation (valid between 0 <T <555K):

η = η0
T0 + C

T + C

(
T

T0

) 3
2

(C-1)

where,

C → Sutherland’s constant [120 K]

T 0 → Reference temperature [291.15 K]

η0 → viscosity [18.27× 10−6 Pa]

With particle diameter assumed to be 20 µm and the density estimated at 800Kg/m3, for a range

of temperature values between 0 and 20 ◦C, itappearsthatthevalueofpollensettlingvelocityisabout1 cm s−1.T ypicalpollensettlingvelocitiesarepresentedinTable 5.3.Aylor [2002]studiedsettlingvelocitiesofpollengrainsfromboththeexperimentalandtheoreticalpointofview.Basedonaseriesofmeasurementsforcorn(Zea mays)pollengrains, hederivedanequationforthesettlingvelocity.Ittakesintoaccountthevariabilityofthedensityofthepollengrainsduetotheirabilitytohydrateanddehydrate.Settlingvelocityiscalculatedusingtheformulation :

u2
s =

2ρPVP g
ρacd(us)AP

(C-2)

where, ρa and ρp are the density are the density of air and of the pollen grain, respectively, VP andAP are

the volume and cross-sectional area of the pollen grain, cd is a drag coefficient, and g is gravita-

tional acceleration.

For a spherical particle with diameter DP , equation C − 2 becomes:

u2
s =

4ρPDP g

3ρacd(us)
(C-3)

which reduces to a well known result for a spherical particle small enough to obey Stokes law.
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Over a wide range of Reynolds numbers (including the Re ∼ 0.5-2.5 of interest here), the drag

coefficient can be represented well by the formulation of Fuchs [1964] and Friedlander [1977]:

cd =
24
Rep

(1 + 0.158Re2/3p ) (C-4)

where Rep is the particle Reynolds number based on the characteristic diameter of the pollen

grain. For the spheroidal corn pollen grains, DP in Eq.C−3 was replaced by a volume-equivalent

diameter, De, given by:

De = 3

√
L1L2

2 (C-5)

applied to a prolate grain with the major and minor principal radiusL1 and L2. The ratio

L1/L2 for the corn pollen has been found to be around 1.1 for freshly collected pollen, but in

most cases investigators assume it is reasonable to take the dynamical shape factor equal to 1.0

[Aylor, 2002; Fuchs, 1964].

A complicated factor is the increase in density of pollen grains that occurs during drying

(since water has a smaller density than the solid material). In changing from a fresh, fully

hydrated state to a dehydrated state, the density ρP of corn pollen increases from about 1.25

to 1.45 g cm−3, so that the density must be expressed as a function of De, and equation C − 3

becomes:

u2
s =

4ρP (De)gDe

3ρacd(us)
(C-6)

where,

ρp(De) = ρH2O

(
1−

(
Dd

De

)3
)

+ ρsolid

(
Dd

De

)3

(C-7)

where Dd is the diameter of a pollen grain in the dried state. Over the range of diameters

encountered here, Eq. C−7 can be replaced by a linear function with a maximum error of ≤ 2%.

The application of the deposition velocity formula as described above (excluding the effects of

water content on the particle size) is presented in Figure 5.5.
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