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ABSTRACT OF THE THESIS

A Higher Order Collective Classifier

By Vikas Menon

Thesis Director:

Paul B. Kantor and

Co-Directed by William M. Pottenger

Modern statistical machine learning techniques often rely on the assumption that data in-

stances are independent and identically distributed (IID). However, recent work in statistical

relational learning has demonstrated the utility of violating the independence assumption.

Specifically, the research has shown the value of leveraging relationships between data in-

stances based on higher-order paths. In this thesis, I present a novel Higher Order Collective

Classifier (HOCC), a statistical relational machine learning technique that leverages latent

information present in higher-order co-occurrences of items across data instances. A general

framework is presented in which HOCC can be applied to event detection in time series data.

Given the importance of cyber-security, HOCC is applied to two different data sets in the

cyber-security domain: first, a Border Gateway Protocol (BGP) dataset, for detection and

classification of anomalies, and second, a Network File System dataset for building models of

user activity for masquerade detection. Performance of HOCC compares favorably against

first-order models that do not leverage higher-order information, achieving separation of

classes that heretofore were difficult to separate.
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Marian (again :) and Prof. Michael Grigoriadis for teaching me Computer Science. I wish

to thank Carol DiFrancesco for helping out with the tons of paper work I churned out for

her. I also thank Nikita and Stephen for very insightful discussions in my field.

When, I came to Rutgers, I was helped by a number of graduate students who were part

of the Rutgers Indian Graduate Student Association (RIGSA) and thank them for being

around and lending a helping hand when I needed it the most.

Last, but definitely not the least, I want to thank my extended family, my roommates

and friends, my home away from home; Parashar, Teda, Rohit and Mona.

iii



Dedication

I dedicate this thesis to Mom, Dad, Chechi and Bala.

iv



Table of Contents

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

Dedication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1. A Brief Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2. A Departure From The IID Assumption . . . . . . . . . . . . . . . . . . . . 4

1.3. What Is Higher Order Learning? . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4. Thesis Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2. Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1. Prior Work in Higher Order Learning . . . . . . . . . . . . . . . . . . . . . 12

2.1.1. D-HOTM: Distributed Higher Order Text Mining . . . . . . . . . . . 13

2.1.2. HOPA: Higher Order Path Analysis . . . . . . . . . . . . . . . . . . 13
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Chapter 1

Introduction

The focus of the applications in this thesis is, network (or cyber) security. Today a major

fraction of financial transactions happen on the Internet, and it is estimated that companies

worldwide lost over a trillion dollars in 2008 due to security breaches and/or masquerades.

Recently, for example, a $250,000 bounty was offered by Microsoft to obtain information

leading to the arrest of the creator of a difficult to eradicate worm, Conficker. In general,

addressing a problem in cyber-security involves three steps: detection, classification and

resolution. The first two steps are important for sound diagnosis ultimately leading to

resolution.

The primary motivation for this work has been the difficulty in distinguishing between

different classes of events in network data. In this thesis, we present a novel Higher Order

Collective Classifier (HOCC) capable of distinguishing between varieties of network events,

in particular applied to security.Though the focus is on network security applications, I

believe that HOCC can be used to solve a large variety of problems related to classification

of time series data.

We solve two distinct and difficult network security problems; first anomaly detection

and classification and second, masquerade detection. The goal of anomaly detection and

classification systems is to first identify a disruptive or unusual event (anomaly detection)

and then provide some analysis or background by comparing the ongoing problem event
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with past problem events (classification). Identifying non-normal network activity is called

anomaly detection, while classification is the task of assigning a class or label to an instance

based on domain expertise. Both anomaly detection and classification are necessary for

providing a sound diagnosis and resolution of a disruptive event. Another way of looking

at the same problem is by identifying ongoing activity on the network. Such activity may

be normal, worm, electricity loss and so on. These events in network data can be separated

using two distinguishing criteria. First, binary, where each event can be classified as either

anomalous or normal or in other words, anomaly detection. Second, general multinomial

classification, where an event can be classified to belong to more than one class from several,

such as network outage, virus, electricity loss, etc, or simply put, classification. No system

has been capable of both anomaly detection and classification in particular to the Border

Gateway Protocol (BGP). We discuss this problem in more detail in Chapter 4.

The other class of network security problems that requires separation is masquerade

detection. Masquerades are attempts by users (potentially with legitimate system access) to

gain privileges not available to them, such as a user obtaining the administrator password to

gain access to files that would otherwise not be accessible to him/her. Masquerade detection

has traditionally been a difficult problem.

One reason why masquerade detection is a difficult problem is the lack of sufficiently

large labeled data. Previous efforts in masquerade detection have relied on a single dataset,

the Schonlau dataset. Given the limited amount of datasets to test masquerade detection

systems, it is understandable that present systems are not robust enough for large scale

deployment. In our efforts to test for masquerades, we worked on a previously unexplored

dataset from the perspective of masquerade detection. Our success at solving this prob-

lem indicates that a new and large dataset now has the potential to be utilized for the
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advancement of masquerade detection systems.

1.1 A Brief Overview

To begin a more detailed discussion we give a very abstract view on the working of the

Higher Order Collective Classifier (HOCC). HOCC essentially generates a distribution of

integers from a graph generated over a window of time from the network data. The generated

distribution can be compared with another window’s distribution using various statistical

tests. We use the Student’s T-test p-values to differentiate between distributions generated

from two distinct windows. The Student’s T-test p-value provides a confidence measure and

is a number between zero and one. A p-value of less than 0.05 is sufficient to conclude that

two windows are distinctly different from one another. The ability to distinguish between

events and separate them is of key importance to the problem of classification. Using this

simplistic framework, we show how HOCC can be applied to a large class of problems. In

this thesis our primary focus is on the class of network security problems. We discuss the

details of the working of HOCC in Chapter 3.

As mentioned above, HOCC deals with graphs, the obvious next question is how are

these graphs generated? The answer lies in the use of co-occurrence information. Co-

occurrences form the basis of HOCC graph generation mechanism. One way of looking at

graph generation from a fixed number of records is treating records as vertices and con-

necting two records by an edge if they share an attribute. The inverse representation is the

attribute value pairs from each record forms the vertices in the graph and co-occurrence of

two attribute value pairs in a record generates an edges in the graph. Both of these tech-

niques have their advantages and disadvantages and previous work has utilized both these

graph representations. HOCC uses the inverse representation. One distinguishing impact
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of utilizing co-occurrences is that it violates the Identical and Independent Distribution of

instances ( or IID) assumption which underlies most statistical techniques. We explain this

in the next section.

1.2 A Departure From The IID Assumption

Data has been traditionally treated as Independent and Identically Distributed (IID) [1].

For instance, the roll of fair dice where the result of each roll has no impact on any other.

Identical distribution implies that any two significantly large random samples drawn from

the data set would have the same underlying distribution. IID is an important assumption

underlying several statistical methods and theorems (for instance, the central limit theo-

rem). Statistical techniques typically summarize a distribution to simplify the underlying

mathematics and thereby, end up losing valuable information that lies in the order and/or

distribution of data [2]. If labeled data is limited and does not capture the underlying

model, statistical techniques become less accurate. In general, in the absence of IID data or

normality violations, statistical techniques are far less robust. In such cases, it is beneficial

to exploit information in relationships between instances [3]. One class of algorithms that

utilize such relational information is collective classification.

In general, collective classification utilizes a similarity metric for comparing features of

an instance being classified to a set of instances similar to the instance under consideration.

Similarity can be defined using various metrics: [11] is based on hyper links whereas in our

case we leverage higher-order co-occurrences of items, etc. In more abstract terms, similarity

defines the edges in a graph in which instances are the vertices. The location of an instance

in the graph is then used to calculate the class of that instance. For example, [11] uses

several techniques including a majority operator to label the class of blogs based on the
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hyper link structure of the network. In this case the majority operator assigns the label of

the majority of its neighbors to a blog.

This thesis presents a novel Higher Order Learning (HOL) based technique. HOL tech-

niques are a new paradigm for statistical machine learning which explicitly violate the IID

independence assumption. The techniques are able to extract rich latent information present

in higher-order item co-occurrences and outperform first order (i.e., traditional) techniques

for supervised classification in the presence of limited training data. The details of the

technique are presented in Chapter 3. In the next section, we describe HOL in more detail.

1.3 What Is Higher Order Learning?

Traditional statistical techniques use information (attributes) from each individual data

point to build models. The attributes describing each data point are ‘first order’ information

in the sense that they occur in a given data point. In other words, the attributes are

not relational in that they are derived from a single instance. As noted, however, [1]

concludes that valuable relational information can be exploited in model construction. In

fact, when there is little labeled training data, latent information based on higher-order

item co-occurrences can be leveraged to build more robust models [4], [5], [6], [7].

A well known algorithm that exploits link structure and thus, violates the IID indepen-

dence assumption is the Google Page Rank algorithm [8]. It utilizes explicit hyper links

to build a graph and then, assigns a weight (authority) to each page based on its position

in the graph. Co-occurrence is a widely used concept in everyday life. Consider market

basket analysis, where it is likely that customers will purchase spare batteries with a digital

camera. Also, it is likely that customers will purchase a digital camera with a Secure Digital

(SD) card. Assuming that these transactions have a high frequency but batteries are not
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purchased with SD cards, it would be beneficial for a retailer to leverage the higher-order

association between the SD card and batteries (through the digital camera) and place these

items together on shelves to increase cross-selling. This is an example of a second order

association. Such associations are also extensively used in investigations by law enforce-

ment agencies. For example, a large methamphetamine crackdown was executed by the US

Drug Enforcement Agency based on higher-order associations in documents, addresses and

phone numbers [9]. Literature Based Discovery techniques also leverage such higher-order

relations to discover new knowledge. For instance, magnesium was discovered as a possi-

ble factor in migraines in a medical informatics study of second-order associations between

terms in MEDLINE abstracts [10]. Another interesting ranking metric is the Erdös number.

Paul Erdös, a prolific writer and mathematician, was reserved the special author number of

zero. Any authors who published a paper with him are assigned a rank of one (a first order

co-occurrence). Anyone who publishes with someone who published a paper with Erdös is

assigned the number 2 (a second order co-occurrence) and so on. The smaller a person’s

Erdös number, the better.

In general, any association involving items across records is defined as a higher-order

association. The techniques discussed in this thesis rely on the link structure in an item

co-occurrence graph, but as noted instead of assigning weights or classifying individual in-

stances, the techniques assign a weight to an entire (sub)graph. The Higher Order Collective

Classifier (HOCC) uses such higher-order associations to build robust models with limited

data. Our experimental methodologies have generally researched higher-order co-occurrence

associations up to order five. As can be seen in Chapter 6, beyond this computation becomes

infeasible.

As noted, there have been several learning algorithms developed based on HOL including
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Higher Order Näıve Bayes and Higher Order SVM for supervised learning and Distributed

Higher Order Association Rule Mining [4], [5], [6], [7]. A general feature of all these al-

gorithms has been the ability to outperform first-order techniques in the presence of very

limited training data. HOCC is a novel collective classification technique based on HOL

that has been applied to network data.

HOCC has been successfully applied to difficult problems in network security. To the

best of my knowledge, it is the only system capable of both anomaly detection and classifi-

cation of events in Border Gateway Protocol control-plane data. These results are presented

in Chapter 4. HOCC is also capable of building models of users from low level Network

File System calls in masquerade detection, something that could not be achieved accurately

by first-order techniques. These results are presented in Chapter 5. HOCC is applied over

a window of time. It leverages the link structure of the instances in the window to build

a graph that models the underlying event. From this graph HOCC extracts information

to build a distribution of higher-order associations. This distribution can be compared to

other distributions to test for statistical similarity. In essence, HOCC provides a measure of

difference between two (sub)graphs. As noted we apply this scheme in two completely dif-

ferent problem domains: first, anomaly detection and classification and second, masquerade

detection. Though both applications are with network data, the domain can be expanded

to include a variety of time-series problems such as detecting the state of activity of the

human brain based on EEG data. We discuss HOCC in detail in Chapter 3.

1.4 Thesis Contributions

This thesis makes the following contributions to Higher Order Learning based systems in

particular and Computer Science in general:
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• A novel technique for extracting higher order features. Previous techniques had larger

space and time complexity and hence could not be considered for real time deployment.

The new techniques presented in this work can be utilized to extract higher order

information efficiently. These techniques can be extended to all previous Higher Order

Learning based systems

• A novel higher order learning based collective classifier; HOCC. Collective classifica-

tion has traditionally worked at the instance level, classifying an instance based on its

neighborhood. In this work we present a collective classifier that classifies a collective

based on the entire neighborhood

• A novel technique capable of anomaly detection and classification for the BGP dataset.

Till recently no single system has been capable of both anomaly detection and classi-

fication on the BGP dataset. HOCC is the first system that has shown the potential

to do this and that too efficiently.

• A new dataset for masquerade detection.Previous masquerade detection systems relied

on a single data set for testing masquerade activity. This has limited the development

of masquerade detection systems. The exploration of a completely new dataset for

masquerade detection is therefore a significant contribution to the field.

• A novel approach to masquerade detection using HOCC. Given the data, we were able

to successfully model user behavior. Using this behavior we were able to differentiate

between users with high accuracy.

• Time Complexity improvements in general Higher Order Learning based systems.

Previous Higher Order Learning based systems have suffered from very high time

complexity. The algorithms for Path Enumeration presented in this thesis were able
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to outperform previous algorithms by two orders of magnitude. To give a brief idea,

previous techniques would require days to model six minutes of data whereas HOCC,

can complete the same task in less than 4 minutes. The algorithms presented can be

employed by all higher order learning based systems and improves performance of all

HOL systems across the board.

The applications of HOCC presented in this thesis is presently under review at the IEEE

Information and Security Informatics conference, 2009.
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Chapter 2

Related Work

Modern data mining algorithms primarily leverage first-order relations, aiming to discover

patterns such as association or classification rules only within records. The underlying

assumption is that records are independent and identically distributed [1]. This assumption

simplifies the underlying mathematics of statistical models, but in fact does not hold for

many real world applications [2]. Although useful models can be learned, in many cases

more accurate models can be learned if higher-order associations are leveraged by the data

mining algorithm - associations between records. For example, in supervised learning a

classification model is applied to a single record and a prediction is made based on the

items (i.e., attribute-value pairs, or features) of the given record in a context-free manner,

independent of the other records in the dataset. However, this context-free approach does

not exploit the available information about relationships between records in a dataset [3].

Coupled with this is a growing need for data fusion due to increasing data fragmentation [13].

Consequently, there is a greater need to incorporate contextual information - e.g., higher-

order associations that cross record boundaries.

Prior work mathematically proved that Latent Semantic Indexing (LSI), a well-known

approach to information retrieval, implicitly depends on higher-order co-occurrence associa-

tions [5]. This work also demonstrated empirically that higher-order associations play a key
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role in the effectiveness of systems based on LSI. LSI can reveal hidden or latent relation-

ships among terms, as terms semantically similar lie closer to each other in the LSI vector

space. This can be demonstrated using the LSI term-term co-occurrence matrix. Let’s as-

sume a simple document collection where D1 is human, interface and D2 is interface, user.

Clearly, the terms “human” and “user” do not co-occur in the co-occurrence matrix of this

simple two-document collection. After applying LSI, however, the reduced representation

co-occurrence matrix may have a non-zero entry for “human” and “user” thus, implying

a similarity between the two terms. This is an example of second order co-occurrence; in

other words, there is a second-order path between “human” and “user” through “interface”.

In a related effort, [14] uses higher-order co-occurrence to solve a component of the

problem of lexical choice, which identifies synonyms in a given context. In another effort, [15]

use second order co-occurrence to improve the runtime performance of LSI. Second- and

higher-order co-occurrence has also been used in other applications, including word sense

disambiguation [16] and stemming [17].

In statistical relational learning (SRL), models operate on relational data that includes

explicit links between instances. These relations provide rich information that can be used

to improve classification accuracy of learned models since attributes of linked instances are

often correlated, and links are more likely to exist between instances that have some com-

monality [2]. Given a set of test instances, relational models typically simultaneously label

all instances in order to exploit the correlations between class labels of related instances.

This is called collective classification (or collective inference), and as noted violates the tra-

ditional independence assumption. Several studies [18], [19], [1] have shown that by making

inferences about multiple data instances simultaneously collective inference can significantly

reduce classification error [20].
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One of the earliest and best known works in SRL is a probabilistic relational model

(PRM) proposed in [22]. This model extends Bayesian networks to the relational domain by

incorporating relational information into the dependency structure of traditional Bayesian

networks. In follow-on work, [23] uses a structured logistic regression model to capture both

content and link information and find that using link distributions improves classification

accuracy. One difference of this work from their early work is that they use a discriminative

model (logistic regression) rather than a generative model (Näıve Bayes). They use simple

link attributes in order to exploit dependencies between related instance labels. In a related

effort, [1] presents a form of collective classification in which class labels of all the instances

in a test set are simultaneously decided. This allows their technique to explicitly make

use of the correlations between the labels of related instances. Their approach leverages

Relational Markov Networks, an extension of Markov Networks [25] for relational data.

[19] also extends a graphical model, in this case Dependency Networks [21] for relational

data. Their technique introduces Relational Dependency Networks, a new form of a PRM

that estimates joint probability distributions of relational data. In a recent effort, [3] uses

a graphical model that can be considered a first-order Markov random field or Markov

network. The authors use an approximation technique termed relaxation labeling for link-

based classification. In summary, several recent studies including those mentioned above

show that collective classification can significantly improve classification accuracy compared

to the traditional classification techniques.

2.1 Prior Work in Higher Order Learning

There have been a number of developments in the field of Higher Order Learning that led to

the development of HOCC. In this section we present existing Higher Order Learning based
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systems that demonstrate the utility of leveraging higher order co-occurrences or paths.

2.1.1 D-HOTM: Distributed Higher Order Text Mining

D-HOTM is the first system to make explicit use of Higher Order Associations, and lays the

foundations of this field [5]. D-HOTM is essentially a higher-order distributed association

rule mining algorithm that discovers interesting relationships between items in distributed

data. The technique was successfully applied to identify and predict relations between items

in e-market basket data. The approach relies on a record-relation graph where each trans-

action is a vertex in the graph and items that co-occur in different records form the edges.

D-HOTM was also applied to predict crime in data obtained from the Richmond, Virginia

Police Department. The approach was validated by discovering higher-order associations

between criminals and crime types in training data that correctly predicted future criminal

behavior [6].

2.1.2 HOPA: Higher Order Path Analysis

HOPA is a Higher Order Learning based approach capable of classifying worm events [4].

Prior work focused on anomaly detection due to the difficulty in distinguishing events, but

HOPA succeeded in classifying events. (Additional background and related work is provided

in the introduction and related work section of Chapter 4.)

Surprisingly, however, HOPA failed to model an important class: normal. This limits

the applicability of the technique since only signatures of known events can be detected.

Another significant drawback of HOPA is that it cannot be implemented in real time. With

HOPA, building a model of a single snapshot of data on a PC workstation could take a day

or more depending on the density and number of vertices in the graph.



14

HOCC is a direct successor of HOPA. At an abstract level, the goals of the two systems

are essentially the same, but the techniques used for graph comparison differ. Unlike HOPA,

the novel comparison technique introduced in HOCC is capable of defining a model of normal

behavior. This implies HOCC can not only distinguish between various events but also

identify anomalies. As noted, HOCC also has significantly less time complexity, building

models in minutes instead of hours.

2.1.3 HONB: Higher Order Näıve Bayes

HONB is a supervised Higher Order Learning algorithm [24]. As the name suggests, the

approach is based on Näıve Bayes. Instead of utilizing priors based on term frequencies

in documents, HONB employs priors derived from the higher-order path counts. The ap-

proach constructs an item relation graph for each class and calculates higher-order priors

for each item in each class. HONB was validated on a number of datasets including the

20 Newsgroups, a widely accepted standard in text classification. The performance in the

presence of limited training data compares favorably to the well known Support Vector

Machine, outperforming SVM by a significant margin. In the experiments reported in [24],

classification performance improved by 27% over Näıve Bayes and 14% over SVM.

In summary, previous work in Higher Order Learning has demonstrated the importance

of utilizing information present in higher-order co-occurrences, or paths [4], [5], [6], [7], [24].

The work in this thesis falls into three broad categories: first, the HOCC system itself

and how it leverages higher order associations in modeling; second, applications of HOCC

in the cyber-security domain in chapters 4 and 5; and third, improvements to run-time

performance of HOCC in chapter 6. In the following chapter, we present HOCC.
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Chapter 3

HOCC: A Higher Order Collective Classifier

In this chapter, we present the theory underlying HOCC. We define the item co-occurrence

graph, paths and record sets followed by record set enumeration. To set the context, we

first present an overview of the operation of HOCC: HOCC creates a graph from instances

aggregated from a window. Each window has a fixed number of instances. Each instance

consists of a set of attribute-value pairs, or items. The vertices of the graph are unique items,

while the edges are generated based on co-occurrence of items in one or more instances.

Each edge in the graph is labeled by the identifier(s) of the instance(s) in which the two

items co-occur. As such, in time series data the window and resulting graph represent a

snapshot of ongoing activity. Graphs are characterized using various techniques, such as

item set enumeration [4] or record set enumeration, the latter of which is described in this

thesis. The characterization of a given window of a known event is termed a model of that

event.

HOCC compares signatures of known models (e.g., of worms or users) to models of real-

time network data. An event is either classified or an anomaly or masquerade is detected

when the real-time model is statistically significantly different from the known model.

With this context in mind, the following section presents the theory behind HOCC’s

graph characterization and comparison technique. Note that in what follows a ’record’ is

identical to an ’instance.’
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3.1 Theory

Most of the definitions presented in this section can be found in graph theory text books

such as [27], [26]. The theorems and definitions provide the basis of HOCC and also the

logic behind the design decisions. We start by defining a window.

Definition 3.1.1 A window R is a set of records ri ∈ R with fixed cardinality. Each record

ri is a set of unique (attribute, value) pairs, also referred to as items.

This definition for a window can be extended because a value could imply an integer,

floating point number, string or an object such as an image, audio or video file. For the data

sets that we employed in the experimental results reported in Chapters 4 and 5, however,

the values were exclusively integers. Another constraint not explicit in this definition is that

we applied HOCC to time series data. A time constraint is not included in the definition,

however, because HOCC need not be constrained to time series data alone.

There is a trade-off involved with the window cardinality (size) and time taken to analyze

a given window. We will later see that linearly increasing the window size exponentially

increases processing time. Also, the degree of overlap between successive windows is limited

by the available compute power. As a result, the key parameters for an HOCC model is

cardinality of a window or window size and the bin size. We use the term bin because in

most of the applications we aggregated data over a small time span and binned it together

to form a single record. For the purposes of this discussion, the terms bin and record should

be treated as equivalent.

Definition 3.1.2 An item co-occurrence graph G = (V,E) is an undirected multi-graph,

where V is the set of vertices and E is the set of edges. Given a dataset R, vertex set V

is the set of all distinct attribute-value pairs of R. An edge e(u,v,i) connects two vertices u
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Figure 3.1: Windowing Over A Time Series Of Bins. Each Bin Is Equivalent To A Record.

and v if and only if there exists a record ri ∈ R that contains both attribute-value pairs u

and v.

Since G is undirected, if an edge eu,v,i exists, then ev,u,i also exists and both represent

the same edge. Each edge is also labeled by ri, the record that contains both items. Two

attribute-value pairs can belong to two different records. This means it is possible to have

multiple edges between pairs of vertices in the graph. This is why the co-occurrence graph

is a multi-graph. Also, by Definitions 3.1.1 and 3.1.2, each record ri ∈ R can be represented

as a fixed subset of the vertices V from graph G.

The number of vertices in the graph is equal to the number of unique attribute-value pairs

in a window. This is a number that lies between the number of attributes (if all attributes

of a given type have the exact same value) and the number of attributes multiplied by the

number of records in a window (when each attribute-value pair is unique). Generally, as the

window size increases linearly, the number of vertices (attribute-value pairs) in the graph

increases linearly. In Chapter 6, we will see the effect on HOCC’s time complexity as the

number of vertices increases linearly.
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A simple path in the graph is a sequence of connected non-repeated vertices. The length

of any simple path in G is bounded by |V |-1. If there exists a simple path P consisting

of {vi where i ∈ [1, p]}, then there must exist a reverse path P ′ consisting of {vj where

j ∈ [p, 1]}

The terms forward and reverse paths in this context should not be confused with the

same terms used for directed graphs. For example, a forward path is of the form x− y− z,

where x, y and z are attribute-value pairs, then the reverse of this path is z − y − x. Both

of these are distinct paths in the undirected graph G and are mirror images of each other.

A direct corollary of the above statements is :

Corollary 3.1.3 The number of forward paths is equal to the number of reverse paths in

G.

3.2 Record Set Enumeration

We turn now to record set enumeration, which is the key to the novelty of HOCC. We start

by defining a record set.

Definition 3.2.1 A record set is an ordered collection of non repeated records ri ∈ R in

an item co-occurrence graph G = (V,E) such that there exists a simple path P consisting of

vi where i ∈ 1, p such that each rj ∈ ej,j+1 where j ∈ (1, p− 1). By definition the size of a

record set is the length of the path.

Figure 3.2 depicts a simple example. The definition ensures that record boundaries are

crossed at least once to create a record set. Counting record sets is significantly faster than

the bipartite matching technique used to count item sets in [4], as we can quickly compute

all record sets by simply taking the cross product of all sets of records in a given path.
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Figure 3.2: Example: Record Set Enumeration for p = 2. X,Y and Z represent attribute-
value pairs in an Item Co-occurrence graph. The records connecting two items are the
records where they co-occur. The record sets generated from these attribute value pairs are
represented on the right.

Using the ordering information from a path distinguishes it from the technique used in [6].

The definition also guarantees the exclusive use of higher order co-occurrence information

to generate the distribution of the record set frequencies. The record set frequencies are

utilized to create the frequent-frequent record set distribution described in the next section.

Definition 3.2.2 A higher order path is an ordered set of vertices than lie along a simple

path of length greater than one with no two edges labeled with the same record.

This means every higher-order path crosses record boundaries. Simple paths of length

one do not qualify as a higher order path because they imply first order co-occurrence. A

direct corollary of the above two definitions is that each record set belongs to some higher

order path in the graph.

In order to enumerate all record sets, HOCC enumerates all paths in the graph and

then for each path calculates all record sets. Each distinct record set occurs one or more

times. HOCC uses the frequency of occurrence of the distinct record sets to calculate

what we term the frequent-frequent record set distribution. Before discussing record set

enumeration further, however, we give a short proof that leads to a minor optimization.

Lemma 3.2.3 If A is a multi set representing the frequency of distinct record sets for an

item co-occurrence graph G and F represents the frequency of distinct record sets obtained
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Figure 3.3: Condensed version of the graph in Figure 3.2

from only forward path in a graph, then A = F ∪ F .

Proof: A can be represented as the multi set representing the frequencies of distinct record

sets for all forward (F ) and reverse (R) paths. Therefore, A = F ∪ R. Each path at

most generates one record set. The record sets generated from the reverse paths are an

exact mirror of the record sets generated from the forward paths by Definition 3.2.1. For

example, if a forward path generates a single record set rx; ry; rz then the reverse will

generate rz; ry; rx. By Corollary 3.1.3, the number of distinct forward paths is equal to the

counts of the reverse paths. Therefore, the counts of the distinct record sets paths generated

by a forward path will be the same as the counts of record sets generated by the reverse

path. In other words, F = R. Replacing R by F , we get A = F ∪ F

Each path containing unique labeled edges qualifies as a higher order path and the labels

of the edges taken in order is a record set for the path. Thus, in the multi-graph, each simple

path generates at most a single record set.

As far as implementation is concerned, it is too expensive to enumerate all paths in a

multi-graph. Therefore, all edges in the item set co-occurrence graph between a pair of

vertices are represented as a single edge. This is the condensed version of the multi-graph.

Each edge is represented by a set of record labels. Each label implies a co-occurrence

between two items in a record ri. Figure 3.3 is the condensed version of Figure 3.2. Each

path thus corresponds to an ordered, non-empty set of records. HOCC chooses a record
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from each edge (set) such that no two records are repeated. This satisfies the definition of

a record set and guarantees that higher order associations are leveraged.

In the worst case, the record set enumeration cost is O(|R||P |), where |R| is the window

cardinality and |P | is the path length. But, in practice, co-occurence of items is not so

high and record set enumeration completes in unit time. This worst case complexity would

only arise if all edges were between the same pair of vertices which means, in the condensed

version, the number of vertices is going to be small and path enumeration will complete

quickly. Path enumeration is the bottleneck in HOCC, and hence, time complexity of the

record set enumeration can be ignored.

3.3 Frequent-Frequent Record Set Distribution

Once all record sets have been enumerated, the frequency of each unique record set in all

higher order paths in the graph is counted. This is denoted as the frequency of a record

set. HOCC then enumerates the number of record sets that share the same frequency.

This distribution is denoted as the frequent-frequent or f-f record set count and represents

the underlying model of an event. HOCC uses this distribution to compare against other

models during anomaly or masquerade detection, as well as during event classification.

The number of record sets in a graph is bounded by
( O(
V P )

)
, where V is the number of

vertices in a graph and P is the length of each path. Each record set is denoted by xi.

HOCC counts the frequency of each record set generated from all paths in the graph and

denotes this by c(xi). This set can be large and as noted HOCC reduces this further by

calculating the frequency of the frequency of each record set, c(c(xi)). Figure 3.4 depicts

a simple example. This frequent-frequent record set distribution represents the model of

the underlying event. We compare event models by comparing these distributions using the
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Figure 3.4: Frequent-Frequent Record Set Enumeration

Students T-Test.

In this manner, HOCC generates a distribution of integers from a window based on the

link structure of the graph. The information extracted for building the distribution is local

in nature in that it reflects the influence of near neighbors of items in the co-occurrence graph

- i.e., it depends on higher order paths. However, instead of using this information directly

to classify instances, HOCC globally aggregates the higher order relations to generate the

frequent-frequent record set distribution, thereby collectively modeling all instances in the

graph. This is a key distinction of HOCC from standard collective classification techniques.

In conclusion, Figure 3.5 portrays the entire process in a generic application of HOCC

to network data.

In this chapter, we have described HOCC in detail, with the sole exception of the path

enumeration algorithm. We present this in Chapter 6 with proofs of correctness, asymptotic

time complexity analyses and a direct comparison with previous Higher Order Learning

systems.
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Figure 3.5: The General Framework Of HOCC Applied To Network Data
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Chapter 4

Anomaly Detection & Classification: The BGP Dataset

4.1 Introduction

Border Gateway Protocol (BGP) is the de facto inter domain routing protocol. BGP is

responsible for the discovery and maintenance of paths between autonomous systems (ASes)

in the Internet. The Internet is made of thousands of ASes, which are loosely defined as a

connected set of IP prefixes under a single administration [28]. BGP provides reachability

information to ASes and distributes external reachability internally within an AS. With the

exponential growth of ASes, BGP has become one of the most critical components of the

Internet’s infrastructure. Within the last few years, Internet routing dynamics have been

extensively studied [29], [30], [31], [32].

The Internet has become the backbone of much import, and attacks on BGP servers

have the potential to make systems and services unreachable. This is unacceptable given

the dependence on the Internet for so many aspects of modern-day life. Events such as

the East Coast electricity blackout of August 2003 brought down hundreds of BGP servers,

completely disrupting the routing fabric. Misconfiguration of BGP servers can also disrupt

routing [33]. Finally, the BGP routing fabric can and has been severely affected by worms.

Each of these events - natural phenomena, malicious worms and mis configurations - have

different impacts on the Internet, and it is thus important to precisely identify the nature

of such anomalous events.
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In fact, a precise diagnosis is important because different events require different correc-

tive action. For instance, some events could cause a surge of traffic but at little to no cost to

the network [34]. Others might require rebuilding of routing tables [35], and worms require

quarantine/containment techniques. An accurate and timely diagnosis of the anomalous

events is thus necessary for determining the right corrective action to aid a quick recovery.

The Slammer (also known as Sapphire) worm infected machines running Microsoft SQL

Server starting January 25th 2003. It was one the fastest spreading worms of the time.

The only limiting factor to the spread of Slammer were other Slammer-infected machines

competing for the same resources. Slammer took several database servers out of action.

Access to several websites was restricted because of bandwidth saturation. Fortunately,

for the Internet, Slammer did not carry a malicious payload. Had that been the case, the

consequences could have been very severe. Even though the Slammer worm only affected

SQL servers, its impact was observable in traces of the BGP control-plane traffic. The

primary reason Slammer could not be contained was because it spread far too quickly for

detection and human intervention. Quick identification of the spread of the epidemic would

have helped in shutting down services or quarantining infected machines thereby reducing

damage [36].

In contrast to Slammer, the Witty worm infected only a fraction of the number of

servers Slammer infected. But what it lacked in numbers, it compensated for in malice.

Once the worm infected a machine, it sent copies of itself to 20,000 random destinations.

Each packet was of a random but small size, making it difficult to filter and small enough

that it would not be broken down or readily dropped by networks. The worm then randomly

over-wrote 65 Kilobytes of data on the hard drive of infected machines, and repeated this

until the machine was brought down. The worm spread very rapidly and within 45 minutes
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had infected 12,000 machines. The only reason for the relatively small number of infected

machines was the fact that infected machines would completely stop or reboot, killing the

worm and curtailing further spread of infection. Similar to Slammer, Witty could not be

contained due to the rapid rate at which it spread, leaving insufficient time for detection

and human intervention [37].

The Blackout event on the other hand was caused by the loss of electricity to 3175 BGP

servers on August 14, 2003. The event resulted in loss of connectivity to several institutions

and individuals for hours to days. This event required regeneration of paths in the network.

Although the event was not necessarily of a malicious nature, its impact was very similar.

It resulted in frenetic activity on the part of the adjacent BGP servers because known paths

had disappeared. However, the impact of the event was local in nature and did not result

in any cascaded failures elsewhere [38].

4.2 BGP Anomaly Detection and Event Classification

[39] provides an excellent survey of general anomaly detection problems and techniques.

There have been several successful systems developed for the detection of anomalies in

BGP traffic. Some previous techniques applied to BGP data include using neural networks

and rule mining techniques that can detect novelty (or anomalies), such as those presented

in [40] and [41] respectively. In [41], Li et al. use attributes derived from BGP traffic to

detect Internet routing anomalies. They employ data mining techniques, in particular a

decision tree machine learning algorithm, to train a model using labeled data. The authors

use the counts of different types of BGP messages divided into one minute bins. Their

model consists of the rules learned, and is used to detect occurrences of abnormal events.

Basically, their system can distinguish between two classes - event and normal - but cannot
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identify the exact type of an event. Thus, one important drawback in their approach is

that it cannot distinguish between different anomalous events such as worms. In fact, in

her public review, Dina Katabi from MIT points out the importance of identifying whether

an abnormal event is caused by a worm, blackout or misconfiguration [41]. Similarly , [40]

achieves success in detecting novel events in BGP but is unable to differentiate between

them.

Several other research efforts of a similar nature have been conducted in [28], [17], [15]

and [42]. [15] proposes two approaches, signature-based and statistics-based detection. The

authors employ wavelets and k -means clustering to build an instance-learning framework

that identifies anomalies for a given prefix as well as across prefixes. Most of these efforts

follow the same basic steps: first, the system is trained using labeled training data, and

then the system examines test data and flags anomalies. In summary, previous work has

been focused on the detection of anomalies rather than the classification of events, and is

thus in general unable to differentiate between events.

One significant exception that succeeded in the classification of events is [4] which is

able to distinguish between events with very high accuracy. However, the authors were

unable to build a model for non-anomalous events (normal behavior). As a result, the

approach cannot be used for anomaly detection per se. In addition, the approach has a

high time complexity which prevents it from being used in practice (this point is discussed

in Chapter 6). This then forms the basis for our work. We build on the work completed in [4]

and develop a novel approach capable of precisely classifying events as well as identifying

anomalies. More significantly, we achieve this in real-time based on a novel approach that

leverages our research in Higher Order Learning.
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Figure 4.1: BGP Anomaly Detection System

4.3 Results: Application of HOCC to BGP Data

Figure 4.1. shows an overview of the system for real time anomaly detection and classifica-

tion.

The BGP control plane data is in binary. We use free tools provided by [43] to convert

the binary files into plain text representing packet level information. This information is

continuous and each packet has a time stamp. We use these time stamps to create three

second bins. Each three second bin consists of a variable number of packets. We extract

the following information for each three second bin:

1. Number of Announcements

2. Number of Withdrawals

3. Number of Announcements and Withdrawals

4. Number of AS prefixes announced. Each announcement (1) can announce several AS

prefixes

5. Number of AS prefix withdrawals. Each withdrawal (2) can withdraw several AS
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prefixes

6. Number of AS prefix announcements and withdrawals

The bins are generated every three seconds. We create a sliding window over 120 of such

three second bins. HOCC is applied to each of these sliding windows. Each sliding window

is defined as a model of the event. We define three models that we shall refer to frequently.

• Real Time Model: The 120 three second bins window that is obtained from real

time BGP event data is the real time model.

• Normal Model: This model is a window over 120 (labeled) normal bins. The normal

model is used in detection of anomalies.

• Event Model: This model is again a window of 120 (labeled) event bins. This model

represents the signature of the previously known event and is used for classification.

To perform anomaly detection, we compare the Real Time Model to the Normal Model

while for classification we compare the Real Time Model to the Event Models of all pre-

viously known events. The models consist of a single window containing 120 three second

bins. We compare models by performing the student’s T-test between the frequent-frequent

record set distributions of the two events generated by HOCC. The results indicate that we

can successfully model an event using a single window (1/480 of the available data).

For Witty and Slammer, a data set of 600 bins, 300 of which are pre-event and 300 post

was employed, while for Blackout a dataset of 800 bins, 400 of which are pre-event and 400

post was employed. As noted, we created a sliding window containing 120 three second

bins. For each window, we constructed the item co-occurrence graph and listed paths of

length three (|P | = 3). 480 windows (600 - 120 bins) were created for Slammer and Witty

and 680 for Blackout, with each window as noted consisting of 120 bins each.
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Table 4.1: Event vs Event comparison
Event 1 Event 2 T-Test

result
Slammer Witty 0.00016127
Blackout Witty 0.031218
Slammer Blackout 0.036645
Normal Slammer 1.06× 10−5

Normal Witty 0.035918647
Normal Blackout 0.000401

The results are depicted in Figures 4.2, 4.5, 4.3, 4.6, 4.4 and 4.7 below. In these figures,

the values along the X-axis are the window numbers while the Y axis corresponds to the

value of the t-test ranging between 0 and 1. The red line at the bottom is a measure of

significance set to 5%. The thin green line indicates the point in time where the bins from

the event start filtering into the window and the thick green line indicates the point at

which the sliding window is completely into the event.

4.3.1 Supervised Classification

As discussed previously, HOCC statistically distinguishes between events based on t-tests

between event models. The results in Table 4.1 indicate that the event models are statis-

tically significantly different based on t-test p-values. Our results support the conclusion

that these events can be distinctly identified and distinguished.

Figures 4.2, 4.3 and 4.4 portray the p-values of the t-test comparisons between the real

time models (sliding windows across time) and the event models of Witty, Slammer and

Blackout respectively. In Witty and Slammer, HOCC detected a peak almost exactly at the

point the window starts moving into the event. For Blackout, the event is detected about

10 windows or 30 seconds later. Larger p-values of the T-test indicate that the distribution

of the real time model matches the distribution of the event model. Small values indicate
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Figure 4.2: Witty Supervised

that the models are dissimilar. The results of the t-test p-values remain consistently greater

than 5% for Slammer and Blackout once the windows move into the event and less than 5%

otherwise. For Witty, the t-test p-values rise sharply and significantly at the start of event

but immediately after, decline sharply. We speculate that this is due to the aforementioned

nature of Witty - it was not widespread due to the destructive payload, and previous work

has largely ignored it because it is so difficult to model.

4.3.2 Anomaly/Novelty Detection

In this section, we present results of anomaly detection in which we compared the real time

event model with the normal event model. Figures 4.5, 4.6 and 4.7 show results of anomaly
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Figure 4.3: Slammer Supervised
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Figure 4.4: Blackout Supervised
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detection using HOCC to identify the Witty, Slammer and Blackout events as anomalies,

not events per se. Here, the t-test values were obtained by comparing the real time model

to the normal model. We observe large t-test p-values (closer to 1) before the events begin.

This is consistent with the fact that the pre-event period is normal, and the t-test values

do not lead us to conclude that the models are statistically significantly different. As the

windows move into the anomaly, however, the t-test values fall significantly (to less than

5%). This drop is very large for Slammer and Blackout where the t-test values are of the

order of magnitude 10−5 and 10−4 respectively. For Witty, the drop is not as large, but

enough to be statistically significant. This indicates that the anomalies are statistically

significantly different from normal. The t-test p-values remain significant for Slammer and

Blackout, but return to almost normal for Witty. This behavior is consistent with our

earlier results when classifying Witty - in essence, to the best of our knowledge HOCC is

the first learning algorithm capable of modeling Witty for event classification as well as for

anomaly detection.

4.4 Discussion

As we have already mentioned in Section 4.2: Related work, anomaly detection and classi-

fication in the BGP control plane has been a difficult problem. This is primarily due to the

unavailability of training data. Data for BGP anomaly detection and classification is sparse

because anomalous events not only occur rarely but also rarely if ever recur. This means

that there is very little training data for rule mining or classification algorithms to use and

build robust systems. Traditional rule mining and classification techniques end up over

fitting the data, making event classification difficult. Then, what is it that makes Higher

Order Learning techniques work so consistently in such situations? The answer lies in the
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Figure 4.5: Witty Unsupervised
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Figure 4.6: Slammer Unsupervised
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Figure 4.7: Blackout Unsupervised
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ability of Higher Order Learning algorithms to construct robust models using very little

training data. This has been a feature of Higher Order Learning techniques right from the

start. For instance, the Higher Order Näıve Bayes algorithm has been shown to outperform

standard Näıve Bayes, as well as state of the art SVM classification algorithms for text

classification in the presence of very small training sets. As expected of course, increasing

the training data improves performance of first-order (non-higher order) algorithms but in

some cases Higher Order Learning algorithms continue to exceed the performance of their

first-order analogues even as samples scale to 90% of the training data (the usual percent-

age used in 10-fold cross validation). We believe this is the reason that HOCC has proven

capable of doing what no other first-order based technique has accomplished: given just 120

instances of an event, HOCC builds robust models useful in both classification and anomaly

detection.
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Chapter 5

Masquerade Detection: The Network File System Dataset

5.1 Introduction

We use the Harvard Network File System(NFS) dataset for masquerade detection [56]. The

purpose for collecting such a large corpus was to analyze and compare the trace with similar

prior traces, analyze performance and impact on file servers and analyze the correlations

between attributes in the dataset. This data set was not intended for use in a security

context. We explored how this data set could be used for masquerade detection. To the

best of my knowledge, no other work has been reported in the literature that has attempted

using the Harvard NFS dataset for masquerade detection on this scale.

The Network File System (NFS) Dataset consists of network file system accesses at Har-

vard University for two groups, the Electrical Engineering and Computer Science graduate

students and CAMPUS the central computing facility at the university. For privacy rea-

sons, the dataset has been anonymized. The anonymization process replaced all UID (User

Identity), GID (Group Identity) and IP (Internet Protocol) addresses with arbitrary but

consistent values. The data set contains a wealth of information and can be ‘replayed’ in

real time to simulate the entire traffic stream.

Because of the nature of the anonymization, we make a few assumptions. One important

underlying assumption is that the data contains no masquerades. This way, we can assume

that each user was him/herself and test for masquerades by comparing one user model with
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another. Another assumption is that although the users’ behavior changes over time, the

change is of such a nature that the core behavior of a user remains most like him/herself.

This assumption is important and enables us frame the solution as a maximum likelihood

problem. Our experimental results confirm the validity of this latter assumption. These

results are also presented in [44]. In the following sections, we explain the use of HOCC for

detection of masquerades and compare results with first order systems on this NFS dataset.

5.2 Masquerade Detection

A masquerader impersonates another user to obtain privileges not available to him/her.

These privileges can be used to either access unauthorized information from the system

(a security breach) or perform a malicious attack on the system that could either damage

it or convert the system into a host machine for launching future attacks. Sophisticated

masqueraders generally possess information about the system, network topologies, system

vulnerabilities and the exact nature of installed security systems/mechanisms/processes.

Trivial access control mechanisms cannot stop such masqueraders because they possess

adequate information to bypass them. In fact, more often than not, the masqueraders are

authentic system users who have both knowledge and expertise to fool the system into

believing they are another user.

Masquerade detection has been a difficult problem. To make matters worse, data for

masquerade detection is difficult to obtain primarily due to privacy concerns [45], [46], [47],

[48]. A problem that makes masquerade detection difficult is the fact that user behavior

changes over time, so a user’s behavior today can potentially be completely different a year

later. False positives have plagued several masquerade detection systems. In addition, data

collection efforts have not focused on security. This has made quantifying performance
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across different datasets difficult. However, using the Harvard NFS traces - a new, large

corpus of labeled data - it should be possible to address these problems.

In the next section, we discuss how HOCC is applied to the Harvard NFS dataset.

5.2.1 The Dataset

We chose to model the EECS dataset consisting mostly of research users. This data set

should be more difficult to model because of the extensive use of scripts and daemons by

advanced users. The data set is characterized by a higher ratio of writes to reads against

the CAMPUS data set, which predominantly consists of reads (over 95%). The EECS data

set is smaller and consists of only 283 million calls (approximately 120 GB uncompressed)

while the CAMPUS dataset is larger and occupies 320 GB when compressed.

The dataset is divided into two sets, one of NFS calls and another of NFS replies. The

calls are made by users to the NFS server and the replies are the NFS server’s responses

to the calls. It is important to note that users do not explicitly make calls to the NFS

server; rather, calls for service are made by numerous applications on the users’ behalf. In

this sense, the calls represent a user’s pattern of use of applications and utilities that access

the NFS. As such, they are intuitively a good basis for modeling user activity. As a result,

we chose to filter replies and model only calls. Each call is composed of several attributes,

which were down-selected to a small subset, described in the next section.

5.2.2 Attribute Selection

The call dataset consists of 40 attributes, many of which are undefined depending on the

executing operation. From these 40, we selected a subset of seven attributes. We choose

these attributes based on the application of attribute subset selection techniques in the
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WEKA Workbench [50]. For attribute selection, we employed two WEKA methods, Deci-

sion Trees and Linear Support Vector Machines. We first applied the WEKA J48 Decision

Tree learner to determine attributes that were not selected by the algorithm when classify-

ing user ID. We then executed the Linear SVM and ranked attributes with their coefficients.

If an attribute was not selected and had a small co-efficient, it was dropped. This process

was repeated until we converged on the seven final attributes. The final set of attributes

selected is: time stamp, source address, source port, user ID, group ID, call type (which

could be one of 21 different NFS call types), Acc (Access permission type) and Stable how

(this is a bit that indicates the nature of a write).

It is important to note that domain expertise also argues for including these particular

attributes. For instance, it is a well known fact that IP addresses and ports, the nature of

calls made, etc. are important to model a user’s behavior. Related to this, one interesting

attribute throughout this work has been GID. A masquerader is likely going to get the neces-

sary group privileges of the user he is emulating, which means incorporating GID may be of

little value. Modeling without GID proved difficult for the first-order techniques, however.

As a result, we performed experiments both with and without GID to evaluate first-order

techniques but all the results for HOCC were generated without the GID attribute.

5.2.3 Methodology & Results

We selected 10 users randomly from the NFS file traces. For each of these 10 users we

choose a random start point in time from the traces and collected 500,000 raw NFS calls.

From these calls, we extracted information from the seven selected attributes. These calls

were then divided into two categories, one for training and a second for testing. The initial

calls in the sequence were used for training and the remaining for testing. The time span
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for these calls was approximately two weeks.

Using the time stamps, we binned the data into 2, 4, 8, 16, 32, 64, 128 and 256 second

intervals. Each bin consisted of the following information; total number of calls, total

number of source addresses, total number of source ports, total number of calls of each

of the 21 types of calls, total number of groups, total number of acc and total number of

stable how. Thus, we created eight series of binned data.

For each of the bin series, windows were created ranging in size of 10, 20, 40, 80, 120 and

160 bins. Each of these windows was used to generate the item co-occurrence graph that

models user activity for that period. Note that in this case an ’item’ is defined as a particular

value of one of the seven attributes. HOCC was used for the comparison of these models.

As noted in the Introduction to this chapter, we expected the learned models of each user

to conform with the test models for the same user. Using every possible combination of

bin series and window size, we constructed 10 models for each user. We present the results

obtained for models with two second bins and a window size of 80 in Table 5.1.

In Table 5.1, the columns correspond to the models learned for each user and the rows

correspond to models of other users used for testing. Each comparison is the average p-

value of 200 comparisons (10 training models × 20 test models). For example, the first value

in the table corresponds to the comparison of column 18a88 training set versus row user

18a88 test set. A large value reflects greater similarity. To be precise, although anything

larger than a value of p=0.05 would be sufficient to conclude that two distributions are not

statistically significantly different, a larger p-value indicates lesser dissimilarity. The ideal

comparison table would then be a unit matrix with ones along the diagonal and zeros off

diagonal. However, as noted there is variation even between models learned for the same

user. Also, there is undoubtedly noise due to background daemons and services. This makes



44

T
ab

le
5.

1:
U

se
r

vs
.

U
se

r
co

m
pa

ri
so

n.
T

w
o

Se
co

nd
B

in
s

W
it

h
W

in
do

w
Si

ze
80

U
se

r
18

a8
8

18
a8

a
18

a8
9

18
a8

e
18

a9
f

18
aa

9
18

aa
a

18
ad

2
18

ad
6

18
b1

7
18

a8
8

0.
95

35
0.

38
11

0.
16

18
0.

05
56

0.
06

23
0.

00
31

0.
18

91
0.

00
72

0.
82

06
0.

23
67

18
a8

a
0.

26
66

0.
73

49
0.

16
48

0.
14

64
0.

00
03

5.
19

E
-0

7
0.

24
25

3.
06

E
-0

6
0.

37
57

0.
00

56
18

a8
9

0.
16

16
0.

16
37

0.
93

39
0.

17
41

0.
15

82
0.

15
63

0.
19

08
0.

15
68

0.
16

21
0.

15
93

18
a8

e
0.

05
76

0.
10

36
0.

17
69

0.
83

57
0.

01
46

0.
00

68
0.

55
84

0.
00

83
0.

06
85

0.
02

27
18

a9
f

0.
08

40
0.

00
08

0.
15

85
0.

01
14

0.
79

74
1.

31
E

-0
6

0.
13

82
0.

00
06

0.
06

07
0.

16
59

18
aa

9
0.

00
54

8.
73

E
-0

7
0.

15
65

0.
00

44
4.

15
E

-0
6

0.
68

55
0.

11
43

0.
00

01
0.

00
43

2.
00

E
-0

7
18

aa
a

0.
18

68
0.

22
30

0.
19

28
0.

47
81

0.
13

57
0.

11
33

0.
95

43
0.

11
88

0.
19

53
0.

15
13

18
ad

2
0.

01
09

6.
11

E
-0

6
0.

15
70

0.
00

55
0.

00
08

8.
05

E
-0

6
0.

11
95

3
0.

54
10

0.
00

83
2.

05
E

-0
5

18
ad

6
0.

85
60

0.
48

96
0.

16
21

0.
06

63
0.

09
11

0.
00

81
0.

19
41

0.
01

59
0.

86
08

0.
26

16
18

b1
7

0.
22

06
0.

00
87

0.
15

94
0.

01
74

0.
18

06
1.

40
E

-0
7

0.
15

08
2.

37
E

-0
5

0.
16

21
0.

73
12



45

user modeling a difficult problem, in particular for first order techniques that end up over

fitting and in the worst case, performing at the baseline.

As can be seen in Table 5.1, our results show large values along the diagonal with an

average of 0.8 whereas the non-diagonal elements average 0.13.

One of the concerns with this technique is that some users may have small p-values when

compared to themselves, e.g., for user 18ad2 the p-value is 0.541. In other cases, during

testing we might find a test user that is not significantly different from the user model under

consideration. To resolve these issues, we employ a maximum likelihood framework for one

class classification [44]. In such cases, we apply the MAX operator on the corresponding

row. The MAX operator sets the largest average p-value to one and zero to the rest of

the values in the row. In case there are two equally large, MAX randomly chooses one. In

the case of user 18ad2, this maximum likelihood framework tells us that the user indeed is

most like himself (the largest values are highlighted in bold). This can also be confirmed

by applying the MAX operator to each column. For this simple MAX operator, both

precision and recall are defined as the ratio of the sum of the diagonal to the total number

of users (since there can only exist one maximum in each row and the rest are zero). As

a result, for this small set of users we achieved both 100% recall and 100% precision. A

notable instance is user 18ad6. This user, even though most similar to himself, is also quite

similar to user 18a88. Even though this instance satisfies the MAX operator property and

is correctly identified, it is expected that a good technique should strongly differentiate

between the two. For this reason, we also tried comparing users with different models. For

example, using 64 second bins and windows of size 80 we can strongly distinguish between

user 18ad6 and 18a88 as shown in Table 5.2. Thus, a second approach optimized for a

particular user could be used for validation.
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Table 5.2: User vs. User comparison. 64 Second Bins With Window Size 80
User 18a88 18ad6
18a88 0.7455 0.1308
18ad6 0.1437 0.9028

When we choose the best models for each user for comparison, the diagonal has a larger

average p-value of 0.89 and the average of non-diagonal elements falls to 0.11. This is

depicted in Table 5.3 By building custom models for each user in the maximum likelihood

framework, we again achieved both 100% recall and 100% precision for this set of users,

similar to the results in Table 5.1. In both cases, by applying the MAX operator we

were able to achived ideal performance with 100% precision and 100% recall using just 160

seconds of labeled data to build our models.

In complete contrast to these results, first-order techniques achieved only low accuracies.

We explored the parameter space in experiments with first-order algorithms by varying

the dataset used (raw data vs. the binned, aggregated data), as well as by conducting

experiments both with and without GID. We first ran the Nave Bayes algorithm on the

raw dataset without binning. The class for each instance was set to UID and the classifier

was trained using 10 fold cross validation, implying 90% of the data was used to train

the models. Even though we gave it substantially more data to learn from, including the

GID attribute, the Nave Bayes classifier achieved an accuracy of only 70.07%. Also, as the

number of users increased (i.e., number of classes increased) the quality of models dropped

significantly. For instance, Nave Bayes achieved a classification accuracy of only 50% on a 20

user dataset. We also used the more sophisticated J48 Decision Tree learner for identifying

users. With GID, although 10-fold CV accuracy was high, J48 built a tree of depth 125

with 105 leaves that seriously overfit on GID. After removing the GID attribute, the J48

performance dropped to 70% accuracy.
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It may be argued that HOCC had an advantage due to using binned, aggregated data.

To level the playing field, we also evaluated the first-order learners using the same binned

data provided to HOCC. In this case, Nave Bayes’ performance averaged 37% for the 10

users. J48 was able to do slightly better with an average accuracy of 47%. These first-order

learner results are clearly unacceptable for use in masquerade detection systems.

5.3 Discussion and Concluding Remarks

The results indicate that HOCC can successfully build models of users and can distinguish

between them. This is a significant step forward from first-order systems which suffered

from unacceptably low accuracy and high false positive rates. For HOCC, even the sim-

plistic MAX operator was sufficient to provide exceptionally good performance in terms

of accuracy, precision and recall. As the number of users increases, however, it is likely

more users could be similar to each other. As demonstrated in our experimental results, in

such cases it is possible to select model parameters (bin and window size) that are better at

discriminating between users rather than using a single set of parameters for comparison.

These masquerade detection techniques can be integrated with FileWall [49] policies.

FileWall is a network middlebox that enables the use of context-aware policies for file

systems using both network and file system context. FileWall has been designed to minimize

administrative overheads for common file system operation and has been tested under heavy

loads. Such integration is left for future work, but the primary issue to be addressed is the

complexity of path enumeration. We address this issue further in the following chapter,

Chapter 6. Another interesting area of possible future work is the use of approximation

techniques for estimating the frequent-frequent record set distributions. This is a promising

direction, and has potential for use in other Higher Order Learning algorithms as well.
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Finally, record set enumeration is amenable to parallelization - an increasingly important

direction given the trend towards more and more cores in standard off-the-shelf processors.

We address this point further in Chapter 6 as well.

One limitation of HOCC is that the approach depends on obtaining at least one window

of NFS calls for the model. A masquerader who has knowledge of this approach, however,

could attack by making few calls in a short burst with a frequency designed to avoid de-

tection. The burst could potentially affect only a single bin in any given window. Such a

scheme might not generate a graph sufficiently distinct from the user’s. For this reason,

an approach that detects intrusions in a small sample is needed. In other words, from a

security perspective it is advantageous to choose smaller windows so that the percentage

of masquerade calls to user calls within a given window is high. In contrast, our results

indicate that HOCC is more accurate for larger windows. This issue will likely be difficult

to resolve and will involve trade-offs in security, accuracy or time.

A highlight of this research is the fact that in it we have leveraged a new dataset for

security using a novel approach to collective classification based on Higher Order Learning.

The ability to build user models from this dataset indicates that HOCC can be successfully

employed to detect masquerades. Prior to this, efforts reported in the literature have relied

exclusively on a single dataset for masquerade detection, the Schonlau data set [48]. Given

the unavailability of data for security applications, the NFS dataset provides a large quantity

of high quality data for testing of security systems.
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Chapter 6

Time Complexity Optimizations for Higher Order Learning

Based Systems

All Higher Order Learning techniques are based on utilizing path information present in a

record-relation or entity-relation graph. Thus, a common theme in Higher Order Learning

is the need to perform path enumeration. In particular, it is necessary to enumerate all

paths in a graph up to a fixed length.

As noted, Higher Order Learning techniques are based on the idea of discovering all

possible connections between two vertices in a graph. This is reflected in the algorithms

that were utilized in first generation Higher Order Learning approaches, which attempted to

solve this all-pairs / all-paths problem [4], [6], [7]. These approaches are based on iteration

over all pairs, which is O(n2), followed by the use of [51]’s algorithm for enumeration of

all paths between a given pair of vertices. The complexity of path enumeration for each

path using [51] in the worst case is O(V E) where V is the number of vertices and E is the

number of edges.

Several graph theory techniques [27], [26] were explored in prior work including transitive

closure and the Floyd-Warshall closure which provide reachability information between two

vertices but do not provide the exact paths between the two. Modifying these algorithms

to generate all paths requires complex data structures which add to the time complexity.

Powers of the adjacency matrix can also be used for determining counts of paths. For



51

example, the square of an adjacency matrix identifies the unique second-order paths, but

not the exact number of paths connecting any given pair of vertices.

In [52], it was shown that all paths in a graph could be enumerated in O(V 3) matrix

operations. However, this bound relied on the ability to perform matrix operations in

constant time, which is infeasible on a general purpose architecture. There do however

exist approximate algorithms that provide the counts of the number of paths in the graph

such as [53], [54]. But these algorithms do not provide the precise path counts that have

been employed so successfully in Higher Order Learning approaches to date. Nonetheless,

in the future work the efficacy of approximate algorithms will be explored in the context of

Higher Order Learning. For now, however, the challenge is to enumerate paths efficiently

to support real-time applications.

Generation of All paths in a Graph

1: procedure Generate All Paths(G =(V ,E))
2: p← Desired Path Length.
3: for v such that v ∈ V do
4: P ← φ.
5: P ← v.
6: Process Paths (P , AdjList(v) ,p)
7: end for
8: end procedure

Process Paths

1: function Process Paths(P ,V ′,p)
2: if Length(P ) < p then
3: Print path P
4: for v ∈ V ′ do
5: if v /∈ Path P then
6: P ′ ← P + v
7: Process path (P ′, AdjList(v), p)
8: end if
9: end for

10: end if
11: end function



52

6.1 Proof of Correctness:

Algorithm “Generation of All paths in a Graph” generates all valid paths of length one.

Process path adds each element from the adjacency list of the source vertex one at a time to

generate new paths. The adjacency list of the source vertex corresponds to paths of length

one. This is repeated for each vertex in the graph. Thus, each edge or all paths of length

one get generated.

Assuming the algorithm generates all paths of length n, we prove by induction that all

paths of length n + 1 are also generated. There exists some path of length n from source

v1 to vn. vn+1 is some vertex in the adjacency list of vn.

There are three possible reasons why a path from v1 to vn+1 would not be generated.

1. vn+1 already lies along the path P. But then, by definition v1 to vn+1 would contain

repeated vertices and would not qualify as a path.

2. vn+1 does not lie along the adjacency list of vn. But then, no path starting from v1

through vn to vn+1 of length n+1 could exist.

3. The path length between v1 and vn+1 must be greater than n+1. We know that v1 to

vn is a path of length n. Therefore, vn to vn+1 must be a path of length greater than

one. But vn+1 lies in the adjacency list of vn and has a distance of one. Therefore, v1

to vn+1 must be of length n+1.

Because none of the above is possible, if a path exists, it will be discovered. It can be

similarly argued to prove that the algorithm does not generate non-existent paths.

The next question that needs to be answered is, “Does the algorithm terminate?”. This
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is answered by calculating the asymptotic complexity of the algorithm, the topic of the next

section.

6.2 Asymptotic Complexity Analysis

Every call to Process path creates a path of length less than P . The output step in the

Process path procedure takes O(P ) time where P is the path length. The depth of this

recursion is the path length, and is O(V P ). Each call takes O(P ) time giving us a total

complexity of O(P.V P ). It could also be argued that the output step takes constant time,

but that is not true in this case because the algorithm traverses a linked list to output the

path. It also could be argued that using strings would make this step take constant or O(1)

time. However, the use of strings would require insertion and deletion at the end of the

strings which would require O(P ) time. Hence, we conclude that the output step in Process

path takes O(P ) time.

The insert procedure traverses the adjacency list, calling Process path O(V ) times.

Each call to Process path generates one new path. If the total number of paths is

O(V P ), the overall time taken is O(V P .P ). In contrast, with the previous technique, each

path takes worst case O(V.E) time giving us a total complexity of O(V P+1.E) . Since path

length is generally some fixed constant, the new approach is O(V.E) faster than the previous

approach. As we shall see in the next section, practically speaking this has a significant

impact on the run-time of path enumeration.

6.3 Empirical Results

We present some empirical results obtained by comparing small and sparse graphs using

the path enumeration approach employed by [4] (HOPA) and the approach discussed in this
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thesis. The graphs were randomly generated using [55].

Figure 6.1 represents the time taken by [4] verses HOCC to perform path enumeration

for graphs of low density (0.1). The Y axis represents the log of the run-time and the X

axis represents the number of vertices in the graph. Each curve represents either HOPA

or HOCC. The numbers alongside represent the path lengths. For instance “HOCC 3” is

path enumeration using the technique employed by HOCC for paths of length three. It is

worth noting that HOCC is capable of enumerating paths of length six faster than HOPA

can enumerate paths of length five. For larger and denser graphs, this performance gap is

even greater.

Figure 6.1: Comparison of HOCC to HOPA

Next, to give an idea of the exponential nature of the path enumeration problem we

enumerate all paths using both HOCC and HOPA in graphs of density 0.1 and 0.2 in

Figures 6.2 and 6.3 respectively.

Finally, as a side note, the graphs generated from the BGP dataset consisted of an
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Figure 6.2: HOCC vs HOPA: Graph Density 0.1. X Axis Is The Number Of Vertices In The Graph
And Y Axis Is Time In Seconds

average of 500 vertices with edge density ranging from 0.16 to 0.35. HOPA in some cases

took over twenty hours for a single six-minute window to complete. In comparison, HOCC

modeled each six minute window in less than five minutes.

6.4 Leveraging Multi-Core Technologies

Although the present algorithm is essentially sequential in nature, it is possible to parallelize

this algorithm. In one such parallel implementation, each processing unit could make a copy

of the graph under consideration along with a set of vertices on which it would operate.

Assuming the respective sets correspond to the different classes of the model, the computa-

tion time on each individual processing unit would be proportional to number of vertices in

the given set. Of course, it is somewhat näıve to assume this, and if it is not the case then

interprocessor communication will be needed to enumerate paths between adjacent vertices

that belong to different sets (and are therefore on different processing units). Under more

or less ideal conditions in which the sets are independent (i.e., belong to different classes)
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Figure 6.3: HOCC vs HOPA: Graph Density 0.2. X Axis Is The Number Of Vertices In The Graph
And Y Axis Is Time In Seconds

and are also of similar size and density, the speedup will be proportional to the number of

processing units. In this case, the Process path procedure remains unchanged.

Task Divider

1: procedure Task Divider(G =(V ,E), N)
2: Divide the set of vertices into K equal partitions where each partition size is V/N
3: for each V ′ such that V ′ ∈ K do
4: Generate All Paths (G =(V ,E), V ′)
5: end for
6: end procedure

In the BGP dataset experiments conducted for this thesis, this level of performance was

not necessary. However, parallelization could prove quite useful subject to the validity of

the assumptions discussed above.
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Generation of All paths in a Graph: Parallel Implementation

1: procedure Generate All Paths(G =(V ,E), V ′)
2: p← Desired Path Length.
3: for v such that v ∈ V ′ do
4: P ← φ.
5: P ← v.
6: Process Paths (P , AdjList(v) ,p)
7: end for
8: end procedure
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Chapter 7

Conclusions and Future Work

In this thesis, we have presented a novel collective classification technique based on Higher

Order Learning, HOCC. The learning algorithm has been applied to two difficult problems

in network security; anomaly detection and classification and masquerade detection. The

performance of HOCC is favorable compared to first-order techniques. Also, the time

complexity of HOCC is significantly reduced from that of previous Higher Order Learning

algorithms. Higher Order Learning has consistently performed well in the presence of a very

limited labeled data. This has time and again been demonstrated in prior work including

HOPA [4] and HONB [24] . HOCC also has now demonstrated this same point with the

new NFS dataset. In fact, a related contribution of this work has been the use of the NFS

dataset in masquerade detection, an especially important application given the scarcity of

high quality data for security related problems.

One of the most important aspects of future work lies in improving the complexity of

path enumeration, which is in complexity class #P. Although HOCC operated sufficiently

efficiently for use in real-time on the BGP dataset, it was unable to achieve real-time per-

formance on the NFS data. Several suggestions were made of possible directions for future

work including approximation algorithms, parallelization, etc. Given that path enumera-

tion is in #P, a polynomial time approximation should be realizable. A related issue not
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addressed in this thesis is the space complexity, which is also exponential if paths are actu-

ally stored. In HOCC, this issue has been mitigated by performing record-set enumeration

on the fly, meaning that as soon as a new path is discovered, HOCC extracts all possible

record sets from the path. Nevertheless, a polynomial amount of space O(|W ||P |) where

|W | is the window size and |P | is the path length) is required to store all record sets.

Although HOCC was successful at identifying and classifying network events, another

important next step is prescribing a diagnosis. HOCC is purely a statistical tool and has

no expertise on the underlying data. Therefore, suggesting a prescription poses a challenge.

However, what HOCC can do is provide a prescription when it matches the signature of a

known event, if available.

Finally, we close with an intriguing question: How scalable is HOCC in terms of domain?

In the experiments conducted in this thesis, we dealt specifically with integer data. However,

prior work in Higher Order Leaning dealt with both textual data and e-market basket data.

Scaling HOCC to other data types could prove quite interesting. From another perspective,

in some ways HOCC is akin to Hidden Markov Models (HMMs) in the sense that in an

HMM a probable path is predicted based on known transition probabilities. Could a Higher

Order HMM be constructed that incorporates transition probabilities from multiple routes

between a pair of given nodes? It would also be interesting to compare HMMs with HOCC

in terms of performance because HMMs are extremely fast. The MAX operator defined for

use with the Harvard NFS data set is also similar in some ways to the maximum likelihood

framework used in HMMs. Based on this, my intuition is that HOCC can be scaled to the

same application domains that currently employ HMMs.
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