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Water uptake influences many properties of polymers and has been widely 

studied.  In the context of polymeric biomaterials, several recent publications reported an 

unusual high variability of analytical results of water uptake. In the current investigation, 

two possible causes for the high variability of water uptake data are studied: (1) 

variations in the initial molecular weight of the polymer samples and (2) variations in the 

processing conditions used during sample preparation. Using model polymers from the 

combinatorial library of L-tyrosine-derived polyarylates, it was shown that the water 

uptake variability could be reduced significantly by annealing the film specimens after 

pressing. With the introduction of an annealing step, accurate and reproducible results 

(relative SD < 11 %) could be obtained using a 3H-radiolabeled water method that 
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enables parallel measurements required for the efficient screening of multiple polymer 

samples.  

Water uptake from a subset of 23 polymers from this library could not be 

predicted using a single parameter such as glass transition temperature or hydrophobicity. 

Thus, a semi-empirical model using artificial neural networks was developed to predict 

with high accuracy (Pearson coefficient > 0.6) the water uptake, represented by the 

Weibull equation. Accurate predictions (within experimental error) of water uptake were 

obtained for 10 of the 18 polymers used in this study, with only one polymer for which 

predictions were very inaccurate. The model was evaluated in an external polymer set 

and showed high accuracy. A semi-empirical model was also obtained for degradation 

kinetic parameters, with accurate predictions (Pearson coefficient = 0.7) for the kinetic 

coefficient of the first order model, suggesting a first order mechanism.  

Predictions of water uptake and degradation kinetics were obtained for the rest of 

the library. These predictions may be used to select a group of polymers that satisfy 

certain design criteria, and eventually find a lead polymer for a specific medical 

application. However, modeling does not eliminate the need to run experiments, it only 

reduces the space of polymers that should be tested to find that lead polymer. 
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1  Opening 

1.1 Scope 

A library of L-tyrosine-derived polyarylates has been studied for water uptake and 

degradation. Previous studies have shown very high variability in the water uptake of 

certain polymers. A reproducible, fast and parallel method to measure water uptake was 

developed using radiolabeled water. A semi-empirical approach was used to model and 

predict the water uptake for a subset of the library, using only 18 polymers to train the 

model. 

1.2 Hypotheses 

Water uptake for a library of polymers can be accurately modeled using only a 

small subset of experimental data (the "training set") and molecular descriptors for all the 

polymers in the library. Accurate predictions for the rest of the library can be obtained 

using this model. 

1.3 Goals of the dissertation 

I. To validate an appropriate method to measure water uptake for a large number of 

samples in parallel. 

II. To develop a method to produce films for which water uptake is homogeneous 

throughout each film. 

III. To select a subset of polymers from the L-tyrosine-derived polyarylates in which 

water uptake and degradation can be measured, as a representative sample of the 

entire library. 
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IV. To measure water uptake and degradation of the selected subset of polymers, using 

the aforementioned methods. 

V. To extract kinetic parameters from the obtained water uptake and degradation data. 

VI. To build semi-empirical models for the water uptake of the subset of polymers for 

which water uptake and degradation was measured. 

VII. To predict water uptake and degradation for the rest of the polymer library. 

1.4 Thesis overview 

Chapter 2 presents the introduction and background regarding the L-tyrosine-

derived polyarylate library; water uptake, degradation and erosion processes; and semi-

empirical modeling used in polymer sets and libraries. 

Chapter 3 presents the experimental water uptake studies. The effects of 

quenching and annealing after compression molding, and the effect of initial molecular 

weight on the water uptake are evaluated. After validating a method to measure water 

uptake that uses radiolabeled water, it was used to measure water uptake for a subset 24 

polymers from the library (subset selection is further discussed in Chapter 5).  

Chapter 4 presents a kinetic analysis of the previously obtained water uptake 

measurements. Fick's diffusion, power law, Weibull and Peleg equations were used to 

model the water uptake behavior. 

Chapter 5 presents the application of the Combinatorial-Computational Method, 

developed by Kohn et al. in the New Jersey Center for Biomaterials [1], to select the 

subset of polymers for which water uptake was measured. In three iterations, starting 

from six polymers selected randomly, 23 polymers were selected. 



 

 

3 

Chapter 6 presents the semi-empirical model for water uptake of the L-tyrosine-

derived polyarylate library, using a small number of descriptors from an initial large set 

of descriptors developed previously in the New Jersey Center for Biomaterials. 

Descriptors were selected using a cluster analysis, decision tree analysis and linear 

regression, while the model was built using artificial neural networks. Predictions were 

built for the rest of the polymer library. 

Chapter 7 presents the experimental and computational study of polymer 

degradation of the library of L-tyrosine-derived polyarylates. Degradation was measured 

by means of molecular weight reduction in a one-year study. Different kinetic equations 

(zero, first, and second order) were applied to the degradation data. A semi-empirical 

model was built for kinetic parameters of degradation. Predictions were built for the rest 

of the polymer library. 

Chapter 8 presents the conclusions and future directions of this study. 
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2 Introduction and Background 

For short-term applications, non-degradable implantable biomaterials may need to 

be removed surgically after they accomplish their objective. Alternatively, degradable 

biomaterials do not need to be removed, since they will eventually disappear. During this 

process, the implanted polymeric device undergoes water uptake, degradation, and 

erosion (Figure 2-1). Water uptake is an important parameter in the characterization of 

biodegradable polymers [2, 3]. It affects degradation, swelling and changes in mechanical 

properties [4, 5], as well as the biological response [6] and drug release behavior [7, 8].  

 

Figure 2-1: Schematic representation of the process of bioresorption. 

 

Previously, the L-tyrosine-derived polyarylate library (Figure 2-2) was 

synthesized and characterized by Kohn and coworkers [9-11]. Hooper et al. [12] showed 

that bone pins made from tyrosine-derived polyarylates are resorbed in vivo without a 

significant inflammatory response. Currently, a tyrosine-derived polyarylate is used in a 

FDA approved device for hernia repair [13].  
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Figure 2-2: General structure of L-tyrosine-derived polyarylates. Symbol Y stands for 8 diacids (shown on 

the left side) and symbol R stands for 14 tyrosine-derived diphenols (shown on the right side). 

2.1 Degradation and erosion 

Degradation is the chemical transformation of a high molecular weight (Mw) 

polymer into lower Mw polymers and oligomers. This process involves the cleavage of 

chemical bonds and can be driven by hydrolysis, enzymes, radiation, or temperature. 

Degradation is influenced by many materials/device properties such as (i) ability of water 

to penetrate the matrix, (ii) distribution of hydrophilic and hydrophobic chemical groups 

along the backbone chain, (iii) degree of swelling, (iv) rigidity of the backbone chain, (v) 

solubility of oligomers determined by pH, ionic strength, temperature and buffering 

capacity, and (vi) device geometry in terms of size and shape. 

No comprehensive degradation study has been conducted for the L-tyrosine-

derived polyarylates. However, Tangpasuthadol et al. [14, 15] studied and modeled 
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degradation for a similar polymer library, the L-tyrosine-derived polycarbonates (Figure 

2-3). Polycarbonates have three potentially hydrolyzable bonds (i.e., amide, carbonate, 

and ester), from which the backbone carbonate bond is randomly hydrolyzed at a faster 

rate than the pendent chain ester bond, thereby reducing the Mw, while the amide bond is 

stable to hydrolysis in an aqueous buffer solution without enzymes.  

 

Figure 2-3: General chemical structure of tyrosine-derived polycarbonates [14]. 

 

From the polyarylate library, poly(DTE adipate) has higher in vivo degradation 

than the equivalent polycarbonate (i.e., poly(DTE carbonate)). Both polymers show 

random hydrolytic chain cleavage and a very small amount of acidic degradation 

products [12], in contrast with other polymers like poly(lactic acid) (PLA) (Figure 2-4) 

that releases carboxylic end groups, provoking autocatalysis of other bonds and acidic 

degradation by-product generation [16].  
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Figure 2-4: Chemical structure of poly(lactic acid) (PLA). 

Finally, oligomers are released depending on their solubility in the media, and this 

process drives erosion, which correspond to the mass loss of the polymer. The erosion is 



 

 

7 

determined by both water diffusion and degradation rates. When water diffusion into the 

water-insoluble bulk polymer occurs faster than degradation, the matrix undergoes bulk 

erosion. However, if water diffusion is slower than degradation, the polymer matrix 

undergoes surface erosion. Erosion also depends on environmental conditions, such as 

temperature and pH, as well as matrix dimension and geometry [17]. 

2.2 Water uptake 

Water uptake is the first event after device implantation. It depends on polymer 

chemistry and structure (e.g., Mw, macromolecular structure, and rigidity), matrix size 

and geometry (e.g., surface area over volume ratio and porosity), swelling of the matrix, 

environmental conditions (e.g., ions, pH, and temperature), processing induced properties 

(e.g., residual stresses), and the presence of other molecules besides the polymer (e.g., 

water, drugs and additives). 

In previous studies, Small et al. [18] observed a variability up to 100% in the 

water uptake of polyacid-modified composite resins, Jeong et al. [19] observed over 80% 

of variability in the water uptake of poly(D,L-lactic-co-glycolic acid)/poly(ethylene 

glycol) (PLGA/PEG) di-block polymer blend films, Bajpai et al. [20] observed water 

uptake variability over 30% for calcium  alginate/chitosan bi-polymeric beads, and Lyu et 

al. [21] observed very high variability in the water uptake of PLA.  In our laboratory, we 

observed that some tyrosine-derived polyarylates exhibited highly reproducible water 

uptake profiles, while others showed great variability, despite the fact that analyses were 

performed by the same operator using identical methods. The published reports as well as 

our own experience convinced us that the occasionally observed high variability of water 

uptake is poorly understood. Given the importance of water uptake studies and the 
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frequency by which such studies are performed in many different laboratories, this 

phenomenon warrants further investigation and an explanation.   

Water uptake by a polymer matrix is affected by the polymer's free volume, 

which depends on the density, the physical state, and the glass transition temperature (Tg) 

of the polymer [14]. Akbari et al. [22] showed that those parameters also depend on the 

fabrication technique. In polyanhydride matrices, they showed that solvent-cast devices 

present a less packed morphology associated with higher initial water uptake, in 

comparison with compression-molded devices that have a more densely packed 

morphology associated with lower water uptake. 

It was further shown that water uptake is influenced by polymer mobility and 

relaxation [23, 24].  It seems, therefore, reasonable to assume that the degree of physical 

ageing experienced by the test specimen, as well as its thermal history, especially the 

degree to which the test specimen was either quenched or annealed, are additional 

fabrication-dependent parameters that may contribute to variability during water uptake 

studies.  Again, the published data are inconsistent: while Akele et al. [25] have shown 

that physical ageing does not affect the water diffusion behavior into polycarbonate films, 

Surana et al. [26] have shown that physical aging decreases the rate and extent of water 

uptake by trehalose samples, and Loo et al. [27] observed that long annealing periods 

increase the water uptake of PLGA films.   Likewise, the effect of the Mw of the polymer 

specimens used for water uptake studies is not fully understood.  The few published 

studies examining the effect of polymer Mw on water uptake indicate that that the effect 

of variations in the Mw of test specimens is unpredictable, i.e., reducing the Mw of the 

test polymer can result in either higher [28, 29] or lower water uptake [30, 31]. 
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In the past, only a limited number of experimental methods were used to measure 

water uptake, the most common being gravimetric analysis [32] and thermogravimetrical 

analysis (TGA).  In addition, the use of 3H-radiolabeled water (3H2O) had been explored 

for both polymers [18, 33] and other materials such as concrete and proton exchange 

membranes [34, 35]. After incubation, the radioactivity in the sample is a measure of the 

sample's degree of hydration. This method is particularly suitable for measuring very 

small amounts of water uptake.  Radioactive water has also been used to determine the 

transport of vapor water through polymer films [36]. The method is generally described 

as simple, fast and sensitive.   

2.3 L-tyrosine-derived polyarylate library 

The library of L-tyrosine-derived polyarylates consists of A-B-type copolymers 

having an alternating sequence of a diphenol and a diacid (Figure 2-2) [37]. This library 

was obtained by copolymerizing 14 tyrosine-derived diphenols with 8 aliphatic diacids in 

all possible combinations resulting in 112 distinct polymers. Changes in polymer 

backbone or pendent chain lengths affect polymer properties such as Tg and surface 

hydrophobicity [37]. 

2.4 Hydration studies on the L-tyrosine-derived polyarylate library 

Suarez et al. [38, 39] studied the hydration of a series of polymers from this 

library by means of measuring thermally stimulated depolarization currents, showing that 

water is tightly bound to the amide carbonyl group and loosely bound to the ester 

carbonyl group in the pendent chain of the diphenol moiety. Also, they observed that 

polymer packing was affected by hydration, being more dense in more hydrated stages. 
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Water fills in polymer free volume and probably disrupts the interchain amide-hydrogen 

bond networks, enhancing polymer packing.  

2.5 Quantitative Structure-Property Relationships 

Quantitative Structure-Property Relationships (QSPR) are surrogate models that 

use multivalent statistical correlations that quantify the relationship between structural 

parameters (descriptors) and target properties, allowing the identification of the most 

important molecular descriptors that explain the variability of the experimental data, as 

well as build predictions over instances (polymers) that were not used in train the model. 

The predictions obtained from those methods are useful to find trends and relative order 

of the target property among the polymer set, and thus, QSPR models allow narrowing 

the search space for a desired value of the target property within the polymer family of 

study. Experimental measurements must be always generated to validate those 

predictions. 

2.5.1 Measurement of model accuracy  

Two typically used parameters to evaluate model accuracy are the correlation 

coefficient and the Pearson coefficient. The squared correlation coefficient (R2) is defined 

by 
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where Xi is the experimental value of the parameter for each polymer (i = 1,...,n) and Yi is 

the predicted value of the parameter for each polymer (i = 1,...,n). The Pearson 

coefficient (r) is defined by 
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where 

! 

X  and sX are the average and standard deviation of the experiment values over all 

polymers, respectively, while 

! 

Y  and sY are the average and standard deviation of the 

predicted values over all polymers, respectively. 

2.5.2 Linear regression 

A linear regression is used to linearly correlate one or more independent variables 

(inputs) with one dependent variable (output) using a least square function. It is one of 

the simplest methods to build a surrogate model but it does not allow non-linear 

interaction of variables.  

2.5.3 Artificial neural networks 

An Artificial Neural Network (ANN) is an information processing system that is 

inspired by the way the brain processes information [40, 41]. One commonly used ANN 

is the Multi-Layer Perceptron that consists of a set of source nodes (neurons) as an input 

layer, a set of computational nodes combined into one (hidden) layer, and a set of nodes 

as an output layer (Figure 2-5). The input nodes pass values to the first hidden layer, its 

nodes to the second and so until producing outputs. 
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Figure 2-5: Scheme of an Artificial Neural Network (ANN). 

 

The three basic elements of the neural network are: a set of synapses or 

connecting links, represented as a weight wkj for each neuron (k) and each synapse (j); an 

adder that sums the input signals (xj) weighted by the respective synapses linear 

combiner; and an activation function (ϕ), that limits the amplitude of the output (yk): 
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where bk is the bias function of each neuron, used as a threshold to activate or not each 

node of the network. The activation function can be linear or non-linear, allowing 

nonlinear function mappings. 

This ANN configuration is called feed-forward due to the evolving feature of the 

network, where the input signals propagate through the neural network in a forward 

direction on a layer-by-layer basis. Two types of signals pass through the network: 

function signals and error signals. Function signals are input signals that come in at the 

input end and propagate forward to the output. Error signals are originated at the output 

neuron and propagate backward. 
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2.5.4 Descriptors 

Descriptors are required to build QSPR models. They can range from 

experimental to calculated measurements. Experimental measurements have the 

advantage that they relate directly to polymer properties, but they must be generated for 

all polymers for which predictions are expected. Calculated descriptors are often less 

representative of the actual polymer; for example, sometimes they only consider the 

monomer or a small oligomer structure, and not the complete polymer structure. 

However, calculated descriptors allow generating predictions for polymers that may not 

be synthesized yet. 

Calculated descriptors can be as simple as the number of hydrogen atoms in the 

monomer and as complicated as 3D structures obtained from the trajectories during 

molecular dynamics simulations. Any descriptor must meet the following requirements: 

(i) independent of the number of atoms, (ii) unique regarding the 3D arrangement of 

atoms, and (iii) invariant against translation and rotation of the entire molecule [42].  

For hydration studies, the following parameters have been commonly used:       

(1) radial distribution functions (RDFs), (2) self diffusion coefficients calculated from 

mean square displacements [43, 44], (3) coordination number calculated from the area 

under RDFs [44], (4) 3D atomic density maps known as spatial distribution functions 

[45], (5) angular distribution functions [46], (6) RDF over volume available for solvent 

[46], (7) dynamic water motions [44], and (8) chain flexibility parameters [46]. 

2.5.5 Decision tree analysis 

Decision tree analysis [47, 48] is typically used to evaluate the significance of 

each descriptor with respect to the set of experimental data. Decision tree analysis is a 
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"divide and conquer approach" (Figure 2-6). An attribute (descriptor) is placed at the root 

node and a branch is made for each possible value or class. If all instances (polymers) at a 

node have the same classification, it stops developing that part of the tree.  

 

Figure 2-6: Scheme of a decision tree. 

 

The algorithm of this decision tree is based on the information gain, defined as the 

amount of information that would be needed to specify whether a new instance should be 

classified in this node or not. The information is defined as 
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where freq(cjs) is the proportion of instances of type j in the node at the attribute s. The 

information gain of each attribute is calculated as 

 

! 

gain(attribute) = info(attribute)" info(attributes) , ( 2-5 ) 

where 

! 

info(attributes) is the average information of all attributes. 

The attribute that has the highest gain is selected at the root of the tree. Then, this 

calculation is repeated recursively for each new node, until all instances have the same 

classification or the data cannot be split any further. When the attributes are numerical, 
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numeric thresholds are placed halfway between the values that delimit the boundaries of 

each split. 

2.5.6 Surrogate modeling for polymers 

Several groups have used surrogate modeling on polymers. In general, those 

studies show that the larger the training set, the more accurate the model. The number of 

descriptors used in the model ranges from 2 to 11 descriptors from either experimental or 

calculated measurements. Gao et al. suggested that the number of descriptors should be 

less than 20% of the number of samples used in the training set [49]. In general, ANN 

models give more accurate predictions than linear models [50-55]. 

Models built with experimental descriptors have been developed for compressive 

strength [51], wear properties [56], and drug release [57]. Those models present very high 

accuracy (R2 over 0.9) respect to a set of polymers that were not used in training the 

model (the "test set"). 

In general, models built with calculated descriptors present lower accuracy than 

those built with experimental descriptors. A large number of groups have studied Tg [50, 

52, 53, 58-79], with correlation coefficients over 0.80 for training sets, and between 0.71 

and 0.96 for test sets.  

Other surrogate models for polymers include properties like density [52, 69], 

refraction indices [49, 52, 53, 55, 63, 80-83], lower critical solution temperature [84-86], 

intrinsic viscosity [54, 87, 88], gaseous diffusion [89, 90], imprinting factor [91, 92], 

contact angle [61], specific heat capacity [69], cohesive energy [69, 93], molar volume 

[53, 69], solubility [94, 95], dielectric constant [75], thermal decomposition [96], and 

molar stiffness [97]. They include linear and nonlinear models, with model accuracies 
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that depend on the polymer system, size of set, type and number of descriptors, and 

property. Reported correlation coefficient for test sets were over 0.7 with the exception of 

refraction index (R2=0.38) [55] and imprinting factor (R2=0.15) [91]. Biological response 

has been modeled by Kohn et al. for the libraries of L-tyrosine-derived polyarylates [98-

103] and polymethacrylates [104], with Pearson correlation coefficient over 0.54 and R2 

over 0.78, respectively. 

Ebube et al. [105] built an ANN model for water uptake by polymer blends of  

hydroxypropyl methylcellulose (HPMC), hydroxypropyl cellulose (HPC), 

polyvinylpyrrolidone (PVP), sodium alginate and carregeenan, using the composition of 

the blend as descriptor. Using 15 polymer blends as training set, they were able to predict 

within 8% of the value the water uptake of 9 polymer blends. They also were able to 

predict within less than 7% error, the wet Tg of the same polymer blends. 

2.5.7 Surrogate modeling for the L-tyrosine-derived polyarylate library 

Kohn et al. have built successful predictions of protein adsorption and cell 

response for the combinatorial library of L-tyrosine-derived polyarylates [98-103]. The 

authors developed surrogate models using two-dimensional molecular descriptors (i.e., 

independent on the polymer conformation) obtained from simple drawn polymer 

structures. With these models, they were able to correctly predict 38 of the 45 polymers 

for fibrinogen adsorption and and 41 of 48 polymers for rat lung fibroblast proliferation, 

with Pearson coefficient values of 0.54 ± 0.12 and 0.54 ± 0.09, respectively [100, 103] 

Recently, Gubskaya et al. [106] calculated descriptors from relaxed three-

dimensional polymeric structures obtained from MD simulations of tetramers in vacuum 

and implicit water. In this work, decision tree analysis and ANNs were used to predict 
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fibrinogen adsorption with a Pearson coefficient of 0.67 ± 0.13. The incorporation of 

three-dimensional descriptors leads to certain improvement in comparison with previous 

surrogate models. 

Finally, Kholodovych et al. [107] predicted water uptake for the same polymer 

library using preliminary experimental data and QSPR modeling. They used water uptake 

measurements at room temperature after 20 days, for 13 polymers, with a correlation 

coefficient of 0.87 for the full training set. 



 

 

18 

3 Water Uptake studies 

As fully discussed in Section 2.2, previous studies have shown high variability in 

the measurements of water uptake [18-21]. In this chapter, we evaluate the effects of film 

quenching or annealing after compression molding, and the effect of the initial molecular 

weight (Mw) of the test specimen on its water uptake behavior, for selected polymers 

from the L-tyrosine-derived polyarylate library. Water uptake was measured using 3H-

radiolabeled water (3H2O) for a subset of this library to explore the structure-property 

relationships of a combinatorial library of polymers respect to the water uptake behavior. 

3.1 Materials and methods 

3.1.1 Materials 

L-tyrosine-derived polyarylates were synthesized as described previously by 

carbodiimide-mediated solution polycondensation of a diphenol and a diacid at room 

temperature [11]. Poly(D,L lactic acid) (PLA), 100 kDa, 0.84 dL/g, was obtained from 

Absorbable Polymer Technologies. 

3.1.2 General methods 

The following methods were used throughout: 

3.1.2.1 Film processing 

Polymer films of ~200 µm thickness were compression molded using a Carver 

Press (Fred S. Carver Inc.). Each sample was equilibrated for 5 minutes prior to pressing 

at 50-70 °C above the polymer’s glass transition temperature (Tg). Pressure was then 
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ramped from 0 to 15 kpsi over 1.5 min, held at that pressure for 1 min, and ramped to 

ambient pressure in 1 min.  

3.1.2.2 Molecular weight measurements 

Mw was measured by a gel permeation chromatography (GPC) system consisting 

of two PL-gel columns (105 - 103 Å pore size and 30 cm in length, Polymer Laboratories 

LTD) connected to a Waters 717 autosampler and a Waters 2489 detector (Waters Corp., 

MA). The mobile phase was tetrahydroduran (THF) at a flow rate of 1 mL/min. The Mw 

was calculated relative to a set of commercially available monodispersed polystyrene 

standards (Waters Corp., MA). The degree of polymerization (DP) was calculated by 

dividing the number average molecular weight (Mn) by the molecular mass of one 

repeating unit of each polymer. 

3.1.2.3 Glass transition temperature measurements 

The Tg was determined by differential scanning calorimeter (DSC 910, TA 

Instruments, Inc). The temperature profile was:  ramp from -55 ºC to 150 ºC at               

10 ºC/min, isothermal for 2 min at 150 ºC, ramp from 150 ºC to -55 ºC at 10 ºC/min, 

isothermal for 1 min at -55 ºC, and -55 ºC to 150 ºC at 10 ºC/min. The wet and dry Tg's 

were determined from the first and second heating scan, respectively, by the half Cp 

extrapolated tangent method. 

3.1.2.4 Water uptake by thermogravimetrical analysis 

Samples of 1 cm in diameter were incubated in separated vials with 7 mL of water 

and stored at 37 ºC. After 1, 2, 3, and 4 weeks of incubation, the respective samples were 

removed from the vials, blotted dry, cut to squares of ~5  mm × 5 mm, and placed into the 
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thermogravimetric analyzer (TGA 2950, TA Instruments). The samples were equilibrated 

at 30 degrees and then ramped to 200°C at a rate of 7 °C/min. Measurements were taken 

in triplicate (3 samples, each from a different film) at each time point.  

Water content was measured using the following equation: 

 

! 

WU(%) =100 "
Mloss

Mdry

#WU0  ,    ( 3-1 ) 

where Mloss is the mass loss of the sample between 30 and 180°C,  Mdry is the (steady 

state) mass measured by the TGA at >180°C, and WU0 is the water content at time zero, 

measured by TGA for a sample of each film before incubation in water. 

3.1.2.5 Water uptake by 3H-radiolabeled water (3H2O) 

3H-radiolabeled water (Sigma-Aldrich) with an activity of 1 mCi/mL was diluted 

with HPLC grade non-radiolabeled (“cold”) water to a concentration of 0.2 µCi/mL. 

Samples 1 cm in diameter were incubated in separated vials with 7 mL of 3H2O (0.2 

µCi/mL) and then stored at 37 ºC. After the same incubation times, the respective sample 

was removed from the vial, rinsed with distilled water, blotted dry and dissolved with 3 

mL of THF (VWR) and 12 mL of liquid scintillation cocktail (LSC) (Ecolite). A control 

curve was constructed with 0, 0.5, 1, 2, 4, and 8 µL of 0.2 µCi/mL 3H2O (in triplicate), 3 

mL of THF and 12 mL of LSC.  Radioactive counts were measured using a scintillation 

counter (Beckmann 6500), and water content (

! 

M3
H
2
O

) was calculated using the 

calibration curve. Water uptake (WU) was calculated as the water content relative to the 

original dry weight (Msample): 
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3.1.3 Experiments 

3.1.3.1 Water uptake method validation 

PLA (100 kDa) films were used as control samples to validate and compare the 

two methods for water uptake, TGA (n=4) and 3H2O (n=10). An ANOVA statistical test 

was used to compare the uptake values obtained from the two methods, while the relative 

standard deviation (rsd) was used to evaluate their reproducibility. 

3.1.3.2 Effect of annealing and quenching on water uptake 

Poly(DTB succinate) (145 ± 11 kDa), poly(DTE adipate) (127 ± 7 kDa), 

poly(DTE glutarate) (80 ± 1 kDa) and PLA (100 kDa) films were used for the study of 

sample preparation protocols. Films were pressed as described above and were then 

either quenched by fast cooling or annealed at 5 - 10 ºC above Tg for at least 20 h. Water 

uptake was measured using 3H2O, after 3 or 5 days of incubation in 3H2O at 37 ºC.  A 

minimum of 5 samples were taken from different areas of the film. Plots of measured 

water uptake versus distance along the film were used to evaluate film heterogeneity 

(Figure 3-1), and the rsd of the average of all measurements on each film provided a 

further (quantitative) indication of the effect of sample preparation.  

 

Figure 3-1: Scheme of the pressing and sampling procedure. d is the distance of sample S from the center of 

the film. 
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3.1.3.3 Effect of initial Mw on water uptake 

The effect of initial Mw was studied by measuring the water uptake profiles of 

two poly(DTiP adipate) films, with  Mw’s of 144 ± 2 kDa (DP = 193 ± 5) and 40 ± 1 kDa 

(DP = 52 ±5), respectively.  Three films of each polymer were pressed and annealed 

above Tg for 20 h. Water uptake was measured using 3H2O, after 6 h, 12 h, and 1, 2, 3, 4, 

7, 14, 21, and 28 days of incubation in 3H2O at 37 ºC. 

3.1.3.4 Water uptake measurements 

Water uptake was measured for a subset of 24 polymers of the library of L-

tyrosine-derived polyarylates (Table 3-1). Three films of each polymer were pressed 

using the previously described protocol and annealed for at least 20 h at 5 to 10 ºC above 

their Tg. Following the 3H2O method described before, water uptake was measured for 6 

h, 12 h, and 1, 2, 3, 4, 7, 14, 21, and 28 days after incubation. Wet Tg was measured for 

the same times by DSC, as described above. 
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Table 3-1: L-tyrosine-derived polyarylates used in this study. 

Polymer Tg (ºC)1 Mw 

(kDa)2,3 DP4 

poly(DTO sebacate) 16 123 ± 1 87 ± 7 

poly(HTH sebacate) 23 64 ± 5 65 ± 5 

poly(DTH suberate) 24 106 ± 2 85 ± 1 

poly(DTO adipate) 26 132 ± 2 111 ± 3 

poly(DTH adipate) 34 98 ± 1 102 ± 1 

poly(DTB (R)(+) methyladipate) 35 61 ± 1 59 ± 4 

poly(DTsB sebacate) 36 116  ± 3 124 ± 6 

poly(HTH adipate) 40 87 ± 2 93 ± 3 

poly(DTB adipate) 42 111 ± 3 108 ± 3 

poly(DTO succinate) 43 84 ± 6 105 ± 19 

poly(DTM sebacate) 45 126 ± 4 152 ± 8 

poly(DTsB (R)(+) methyladipate) 45 79 ± 3 86 ± 16 

poly(DTsB glutarate) 46 86 ± 3 85 ± 2 

poly(DTBn adipate) 48 69 ± 8 73 ± 8 

poly(DTB glutarate) 50 105 ± 1 89 ± 2 

poly(DTM (R)(+) methyladipate) 53 68 ± 1 75 ± 1 

poly(DTiP adipate) 55 144 ± 2 193 ± 5 

poly(DTBn methyladipate) 55 90 ± 1 56 ± 1 

poly(DTE adipate) 59 126 ± 7 169 ± 11 

poly(HTE adipate) 61 * * 

poly(DTE glutarate) 64 80 ± 1 115 ± 5 

poly(DTB succinate) 67 145 ± 11 208 ± 20 

poly(DTM adipate) 67 99 ± 3 127 ± 3 

poly(HTE succinate) 78 * * 
1Glass transition temperatures are single measurements of polymer before pressing ± 1ºC. 
2Molecular weight: mean value of three different films ± SD.  
3The ´*´symbol indicates the polymers that did not dissolve in THF and thus, Mw could not be 

measured by THF-GPC.  
4Degree of polymerization: mean value from Mw´s of three different films ± SD. 
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3.2 Results and discussion 

3.2.1 Validation of water uptake methods 

For water uptake of PLA films, the TGA and 3H2O methods were each internally 

reproducible, with rsd less than 11 and 6%, respectively. The ANOVA test showed no 

significant difference between the two methods (p-value 0.75) (Table 3-2). The 

advantages and disadvantages of the TGA and 3H2O methods are summarized on Table 

3-3. The radioactive method was determined to be particularly suitable for high-

throughput experimentation, since it was sensitive, simple, fast and allows for parallel 

measurements (in our set-up: 30 samples per hour), while the TGA method requires serial 

measurements at a rate of about 1 sample per hour (with our set-up). This advantage is 

very relevant when libraries of polymers are studied and many samples need to be 

evaluated at the same time, and thus, the 3H2O method was used for the rest of this study.  

Table 3-2: Water uptake for poly(D,L lactic acid); comparison of TGA and 3H2O methods 

Time (weeks) 
Water uptake 

(%) by 3H2O1,2 

Water uptake (%) 

by TGA1,3 

1 67 ± 4 57 ± 6 

2 60  ± 4 57 ± 6 

3 53 ± 2 50 ± 1 

4 48 ± 2 51 ± 2 
1Each value is the mean value ± SD 
2n=10 
3n=4 
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Table 3-3: Advantages and disadvantages of water uptake methods: TGA and 3H2O 

Thermogravimetric analysis (TGA) Radiolabeled water (3H2O) 

Advantages 

No need to pre-weigh 

Little sample required (~ 10 mg) 

 

 

Disadvantages 

Water content of film before incubation must be 

measured 

Samples must be immediately measured after 

incubation 

Samples must be measured sequentially (time 

consuming) 

Polymer must be thermo-stable up to 120ºC 

Advantages 

Samples can be measured in parallel 

Only water uptake (and not initial water content) is 

measured 

Very accurate for low water uptake 

 

Disadvantages 

Administrative obstacles relating to the use of 

radioactive substances  

Controls must be run each time 

Generally may require larger sample size than 

TGA  

 

 

3.2.2 Processing study to achieve homogeneous films 

Results for the 4 polymers studied are summarized in Table 3-4, and 

representative data for poly(DTB succinate) are shown in Figure 3-2.  Quenched films 

presented high variability (rsd of 38%) and spatial dependence along the film. Annealing 

for 24 h significantly reduced the rsd to 16 % of the water uptake (p-value < 0.0001), 

without changing the average water uptake value. 

In separate experiments, quenched and annealed films of poly(DTE glutarate) 

presented similar water uptake profiles and no spatial variability, while for poly(DTE 

adipate), quenched films presented significantly higher water uptake values than annealed 

films (p-value < 0.0001) and no significant spatial variability (Table 3-4). 
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Table 3-4: Water uptake after incubation in radioactive water and 37ºC. 

Water uptake (%)1 

Polymer 
Days of 

incubation 
n 

Quenched film rsd2 Annealed film rsd2 

poly(D,L lactic acid) 3 15 30.4 ± 5.2% 17% 35.0 ± 5.3% 15% 

poly(DTB succinate) 3 15    5.8 ± 2.2% 38%   5.0 ± 0.8% 16%3 

poly(DTE adipate) 5 5 17.9 ± 1.1% 6%   14.3 ± 1.3%4 9% 

poly(DTE glutarate) 5 5 15.4 ± 1.0% 6% 15.1 ± 0.6% 4% 
1Samples were taken along a film that was quenched or annealed. Each value is the mean value of n 

samples from the same film ± SD  
2Relative standard deviation is the SD divided by the mean value  
3Annealing significantly reduces variability on water uptake of poly(DTB succinate) at p < 0.0001 
4Quenched and annealed for poly(DTE adipate) are different at p < 0.0001 
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Figure 3-2: Water uptake after 3 days of incubation in radioactive water and 37 ºC of poly(DTB succinate). 

Samples were taken along a film that was quenched or annealed, showing reduction in water uptake 

variability after annealing. See also Table 3-4. 

 

In a control experiment with PLA, which is an amorphous polymer, quenched and 

annealed films presented similar water uptake profiles, and no difference in the water 

uptake spatial variability (Table 3-4). 

One possible explanation for this result is that for some polymers, residual 

stresses and radial orientation are induced during pressing (Figure 3-1) and are not 
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released during quenching but can be released during annealing. In contrast, other 

polymers do not have significant residual stresses after processing and therefore, for these 

polymers, the results of water uptake measurements are independent of the specific 

processing method used. Unless it has been established that the morphology of a 

particular polymer is fully relaxed after processing, these results indicate that for 

comparative water uptake studies, all test specimens should be annealed to reach 

equilibrium.   

3.2.3 Effect of initial Mw on water uptake 

In an experiment performed using films of poly(DTiP adipate) having different 

Mw, the films with lower initial Mw had a higher equilibrium water content (Figure 3-3) 

and a faster initial degradation constant (k = 0.437 and 0.207, respectively, in a first order 

kinetics. See Chapter 7). We believe that the higher content of hydrophilic end groups in 

the lower Mw polymers provokes a higher driving force for water uptake, and a 

subsequently faster hydrolytic degradation, which will increase the hydrophilic end 

groups even more, in a positive feedback loop. 
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Figure 3-3: Water uptake profiles for poly(DTiP adipate) polymers with initial Mw of 40 kDa and 144 kDa. 

Each value is the mean value of three samples from three different films ± SD. 

3.2.4 Effect of water on glass transition temperature 

As expected, the Tg of all polymers decreases initially upon hydration. This 

behavior can be explained by the plasticization effect of water [5]. In some polymers the 

initial decrease in Tg was followed by a slight increase in Tg, showing an 

antiplasticization effect, probably due to hydrogen bonding formation [108] (Figure 3-4 

and Table 3-5).  
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Figure 3-4: Glass transition temperature (Tg) for a subset of the library of tyrosine-derived polyarylates. 

Each value is the mean value of three samples from three different films ± SD.  
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Table 3-5: Glass transition temperature (Tg) (ºC) for the subset of tyrosine-derived polyarylates. 

Polymer 
Mw 

(kDa)3,4 
Dry Tg1 

Initial 

Tg1,2 
1d1,2 7d1,2 14d1,2 21d1,2 28d1,2 

poly(DTO sebacate) 123 ± 1 16 ** ** ** ** ** ** 

poly(HTH sebacate) 64 ± 5 23 9 ± 1 ** 9 ± 2 9 ± 4 ** 16 ± 4 

poly(DTH suberate) 106 ± 2 24 13 ± 2 12 ± 2 12 ± 1 12 ± 1 13 ± 1 13 ± 1 

poly(DTO adipate) 132 ± 2 26 22 ± 1 13 ± 1 15 ± 1 16 ± 1 16 ± 1 15 ± 1 

poly(DTH adipate) 98 ± 1 34 29 ± 1 18 ± 1 18 ± 1 18 ± 1 20 ± 1 19 ± 1 

poly(DTB (R)(+) methyladipate) 61 ± 1 35 24 ± 1 21 ± 1 24 ± 1 25 ± 1 26 31 ± 4 

poly(DTsB sebacate) 116  ± 3 36 28 ± 1 19 ± 1 20 ± 1 20 ± 1 21 ± 1 21 ± 2 

poly(HTH adipate) 87 ± 2 40 24 ± 1 20 ± 1 22 ± 1 22 ± 1 22 ± 1 23 ± 1 

poly(DTB adipate) 111 ± 3 42 35 ± 1 21 ± 1 22 ± 1 22 ± 1 22 22 

poly(DTO succinate) 84 ± 6 43 37 ± 1 28 ± 1 ** 30 ± 1 32 ± 2 30 ± 1 

poly(DTM sebacate) 126 ± 4 45 28 ± 3 21 ± 1 24 ± 1 24 ± 1 24 ± 1 24 ± 1 

poly(DTsB (R)(+) methyladipate) 79 ± 3 45 41 ± 1 29 ± 1 32 ± 1 33 ± 1 33 ± 1 33 ± 1 

poly(DTsB glutarate) 86 ± 3 46 41 ± 1 30 ± 1 32 ± 1 33 ± 1 34 ± 3 34 ± 1 

poly(DTB glutarate) 105 ± 1 50 41 ± 1 26 ± 1 28 ± 1 28 ± 1 28 ± 1 28 ± 1 

poly(DTM (R)(+) methyladipate) 68 ± 1 53 47 ± 2 28 ± 1 34 ± 1 35 ± 1 35 ± 1 36 ± 1 

poly(DTBn methyladipate) 90 ± 1 55 42 ± 1 30 ± 1 33 ± 1 34 ± 1 34 ± 1 35 ± 1 

poly(DTiP adipate) 144 ± 2 55 35 ± 1 27 ± 1 32 ± 1 34 ± 1 33 ± 1 33 ± 1 

poly(DTE adipate) 126 ± 7 59 41 ± 2 23 ± 1 29 ± 1 29 ± 1 29 ± 1 ** 

poly(HTE adipate) * 61 54 ± 1 54 ± 1 56 ± 1 57 ± 1 58 ± 1 58 ± 1 

poly(DTE glutarate) 80 ± 1 64 61 ± 1 31 ± 1 31 ± 1 32 ± 1 32 ± 1 32 ± 1 

poly(DTB succinate) 145 ± 11 67 55 ± 4 45 ± 2 37 ± 1 39 ± 1 40 ± 2 39 ± 1 

poly(DTM adipate) 99 ± 3 67 54 ± 1 28 ± 1 28 ± 4 31 ± 1 33 ± 1 33 ± 1 

poly(HTE succinate) * 78 49 ± 6 32 ± 1 44 ± 1 45 ± 2 45 ± 3 45 ± 4 

1Each value is the mean value of three samples from three different films ± SD.  

2The ´**´symbol indicates that the Tg was not measured for that time and polymer.  

3Each value of Mw is the mean value of three different films ± SD, measured by THF-GPC.  

4The ´*´symbol indicates the polymers that did not dissolve in THF and thus, Mw could not be measured 

by THF-GPC. 
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3.2.5 Water uptake measurements 

After elucidating the effect of initial Mw and polymer processing, water uptake 

measurements were obtained for a subset of 23 polymers from this library. In most of the 

cases, rsd values were below 10% of the water uptake value, showing the importance of 

having high Mw polymers and an annealing step after polymer pressing. The water 

uptake after 28 days of incubation ranges from 2% to 250% and equilibration time ranges 

from less than 6 h to more than 42 days (Table 3-6). 

3.2.6 Structure-property relationships for water uptake 

Previous studies performed for this polymer library, showed a strong correlation 

between Tg and the hydrophobic nature of the polymer, where Tg increases as the 

number of carbon or oxygen atoms in the polymer backbone and pendent chain decreases 

[37]. Contrary to our initial expectations, we observed that water uptake (Table 3-6) does 

not yield a simple correlation with the hydrophilic factor (as calculated by Smith et al. 

[100]) (Figure 3-5) or the Tg of the polymers (Figure 3-6).  

Two polymers that do not follow this trend are poly(DTB succinate) and 

poly(HTE adipate). Their hydrophilic factors suggest higher water uptake levels than 

were observed. However, those polymers are in glassy state during incubation (i.e., their 

wet Tg remains above the incubation temperature of 37 ºC) (Figure 3-4 and Table 3-5) 

and thus, their physical state prevented more water from penetrating into the polymer 

matrix.  
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Table 3-6: Water uptake for a subset of the library of tyrosine-derived polyarylates.  

Polymer Mw (kDa)1,2 1d3 7d3 14d3 21d3 28d3 

poly(HTH sebacate) 64 ± 5 2.2 ±  0.3% 2.1 ±  0.1% 2.0 ±  0.4% 2.4 ±  0.3% 2.3 ±  0.2% 

poly(DTO sebacate) 123 ± 1 2.4 ±  0.4% 2.4 ±  0.4% 2.5 ±  0.3% 2.7 ±  0.5% 2.8 ±  0.2% 

poly(DTO succinate) 84 ± 6 4.0 ±  0.3% 3.0 ±  0.2% 3.3 ±  0.5% 4.1 ±  1.1% 3.1 ±  0.6% 

poly(DTB succinate) 145 ± 11 3.4 ±  0.3% 4.0 ± 0.7% 3.9 ±  0.3% 4.3 ±  0.2% 4.0 ±  0.4% 

poly(DTO adipate) 132 ± 2 3.1 ±  0.5% 3.9 ±  0.5% 4.7 ±  0.3% 4.5 ±  0.5% 5.8 ±  0.1% 

poly(HTE adipate) * 5.4 ±  0.3% 7.5 ±  0.7% 7.9 ±  0.6% 7.3 ±  0.2% 8.2 ±  0.5% 

poly(DTH suberate) 106 ± 2 5.5 ±  0.1% 8.3 ±  1.0% 9.6 ±  1.3% 11.1 ±  0.5% 13.0 ±  0.1% 

poly(DTM sebacate) 126 ± 4 7.5 ±  0.9% 12.1 ±  3.1% 13.6 ±  1.9% 11.7 ±  2.7% 13.6 ±  3.0% 

poly(DTM adipate) 99 ± 3 7.3 ±  0.7% 12.7 ±  2.9% 13.6 ±  2.0% 15.4 ±  5.6% 14.7 ±  3.5% 

poly(DTB glutarate) 105 ± 1 6.2 ±  0.2% 9.4 ±  0.5% 12.4 ±  1.3% 14.3 ± 0.9% 15.8 ±  1.9% 

poly(HTH adipate) 87 ± 2 7.6 ±  0.6% 13.3 ±  1.6% 15.6 ±  1.2% 17.2 ±  1.9% 16.8 ±  1.8% 

poly(DTH adipate) 97.7 ± 0.2 5.0 ±  0.5% 10.2 ±  0.9% 13.7 ±  0.4% 14.9 ±  0.8% 17.9 ±  1.1% 

poly(DTB adipate) 111 ± 3 5.3 ±  0.6% 10.0 ± 0.7% 12.2 ±  1.4% 17.4 ±  0.1% 18.9 ±  1.3% 

poly(DTsB sebacate) 116  ± 3 5.1 ± 0.2% 13.2 ± 0.8% 17.8 ± 0.7% 21.1 ± 0.9% 21.8 ± 1.4% 

poly(DTE glutarate) 80 ± 1 7.4 ±  0.1% 14.8 ±  1.9% 17.9 ±  1.3% 21.4 ±  1.3% 24.0 ±  1.7% 

poly(DTBn 

methyladipate) 
90 ± 1 7.4 ±  0.8% 19.2 ±  3.3% 27.1 ±  3.4% 29.7 ±  3.7% 34.5 ±  4.7% 

poly(DTiP adipate) 144 ± 2 10.4 ±  0.4% 19.8 ±  1.1% 24.6 ±  2.5% 24.8 ±  1.7% 28.1 ±  0.8% 

poly(DTE adipate) 126 ± 7 11.3 ±  0.3% 22.7 ±  1.4% 25.7 ±  2.3% 30.7 ±  6.9% 36.1 ±  3.5% 

poly(HTE succinate) * 26.3 ±  7.8% 36.1 ±  13.1% 42.9 ±  11.9% 44.5 ±  5.1% 50.0 ±  20.7% 

poly(DTsB glutarate) 86 ± 3 14.8 ±  1.3% 53.7 ±  2.1% 89.3 ±  2.6% 103.4 ±  5.2% 108.5 ±  0.8% 

poly(DTM (R)(+) 

methyladipate) 
68 ± 1 25.4 ±  1.2% 88.7 ±  2.2% 89.0 ±  3.1% 84.9 ±  6.5% 88.4 ±  1.2% 

poly(DTsB (R)(+) 

methyladipate) 
79 ± 3 24.4 ±  0.5% 91.1 ±  8.9% 110.4 ±  5.6% 119.9 ±  5.7% 126.7 ±  7.1% 

poly(DTB (R)(+) 

methyladipate) 
61 ± 1 32.9 ±  0.5% 80.1 ±  6.4% 135.1 ±  7.3% 196.6 ±  14.1% 252.9 ±  21.4% 

1Each value of Mw is the mean value of three different films ± SD, measured by THF-GPC.  
2The ´*´symbol indicates the polymers that did not dissolve in THF and thus, Mw could not be measured 

by THF-GPC. 
3Each value of water uptake is the mean value of three samples from three different films ± SD.  
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Figure 3-5: Water uptake after 1 day () and 28 days () of incubation, respectively, versus the 

hydrophilic factor as calculated by Smith et al. [55]. Each value is the mean value of three samples from 

three different films ± SD.  
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Figure 3-6: Water uptake after 1 day () and 28 days () of incubation, versus Tg. Each value is the mean 

value of three samples from three different films ± SD. 

 

Comparing five of the adipates of the study that have different number of carbons 

in the pendant chain (DTM:1, DTE:2, DTB:4, DTH:6, and DTO:8) (Figure 3-7), one 

would expect that the longer the pendant chain, the more hydrophobic the polymer, and 

thus the lower the water uptake. This is true for poly(DTE adipate), poly(DTB adipate) 
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and poly(DTO adipate). However, poly(DTM adipate) has lower water uptake levels than 

poly(DTE adipate), even though they have one and two carbons in the pendant chain, 

respectively. Also, poly(DTM adipate), poly(DTB adipate) and poly(DTH adipate) have 

no significantly different levels of water uptake, while they have different number of 

carbons in their pendant chains (1, 4 and 6, respectively). 
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Figure 3-7: Water uptake of five adipates. Each value is the mean value of three samples from three 

different films ± SD. 

3.3 Conclusions 

The study of water uptake for a subset of L-tyrosine-derived polyarylates gave us 

interesting insights. Polymer processing and Mw, two commonly overlooked polymer 

parameters when comparing different polymers, were found to be highly relevant to 

obtaining reproducible water uptake measurements for certain polymers. We believe that 

this is responsible for part of the high variability observed in our previous results and 

other published studies. Initial polymer film characteristics affect water uptake at later 

stages in the process and not only the initial water uptake values. Thus, the polymer 
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processing techniques and the initial Mw must be controlled. In particular, an annealing 

step is recommended after thermal processing and prior to analyses to enable comparable 

measurements across sets of diverse polymers that may have different relaxation 

properties. 

With proper attention to sample preparation, both TGA and 3H2O methods for 

measuring water update can produce satisfactory results.  For investigations of large 

polymer sets, as in the study of combinatorial polymer libraries, the 3H2O method affords 

the important advantage of parallel processing, which becomes more and more significant 

as the number of water-update determinations increases.  

From the measurements of water uptake for several polymers in the polyarlyate 

library, it became evident neither initial water uptake nor equilibration kinetics could be 

predicted by merely looking at the hydrophobic character and/or Tg of each polymer, 

which is further explored in Chapter 6.  



 

 

35 

4 Kinetic analysis of water uptake  

Different equations can be used to model water uptake. Some examples include 

the Fick diffusion, power law and the Weibull equation. This chapter presents the results 

of applying several kinetic models to the previously obtained water uptake data for 24 

polymers of the L-tyrosine-derived polyarylate library. 

4.1 Kinetic equations for water uptake 

4.1.1 Fick diffusion 

Fick's diffusion is often used to model the diffusion of a solvent into a polymeric 

matrix [7, 21, 30, 109-142]. Fick's second law is defined by:  
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where C is the concentration of the water at time t along the axis x, and D is the diffusion 

coefficient or diffusivity. It can be constant or dependent on concentration, position, 

history [119, 143], and the microporous structure [118] of the system. 

If the initial concentration of the solvent is zero and the polymer matrix is placed 

in an infinite bath of the solvent, Fick's second law can be rearranged as: 
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where WU(t) is the water uptake at time t, WUeq is the water uptake at t = ∞, and L is the 

thickness of the sample. At short times, when WU(t)/WUeq < 0.50, it can be approximated 

by: 
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For longer times, when WU(t)/WUeq > 0.60, the diffusion-relaxation model (first 

order equation) by Berens -Hopfengerg [144-146] [33, 147, 148] has been used. 

Relaxation increases the overall sorption due to a rearrangement of the polymer chains 

that tends to increase the available free volume, while diffusion tends to distribute the 

solvent homogeneously over the available free volume. This equation is defined as: 

  

! 
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where A and kBH are constants of the model.  

4.1.2 Power law equation 

A power law equation has been used by several groups to explain water uptake 

and drug release behavior [125, 138, 143, 145, 149-164], in particular in hydrogel 

systems: 

! 

WU(t)

WUeq

= kt
n ,      ( 4-5 )  

where k and n are constants. An exponent of n = 0.5 (Case I) indicates Fickian diffusion. 

When n = 1 (Case II), the equation corresponds to zero order [147]. When 1 > n > 0.5 

(also called anomalous diffusion), the water uptake is controlled by either swelling or 

erosion of the polymer matrix [154, 157]. No current explanation was found in the 

literature for the case of n < 0.5. 

The Deborah number (De) has been used to explain the effect of diffusion and 

relaxation in the previous classification [112, 151, 165, 166]. The Deborah number is 

defined by: 

  

! 

De =
"

#
,      ( 4-6 ) 
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where λ is the characteristic stress-relaxation time of polymer/solvent system, and θ is 

the characteristic diffusion time of solvent. The zero order release (equivalent to 1 > n > 

0.5) occurs when De ~ 1, and the rate of diffusion is similar to the rate of relaxation. 

When De >> 1, the diffusion is much faster than relaxation and elastic Fickian diffusion 

is observed. When De << 1, the relaxation is faster than the diffusion and viscous Fickian 

diffusion is observed. 

Another equation used to decouple the effect of diffusion and relaxation is: 

 

! 

WU(t)

WUeq

= kDt
m

+ kR t
2m ,     ( 4-7 )  

where kD is the contribution of Fickian diffusion and kR is the contribution from polymer 

relaxation [144, 145, 162, 167, 168]. 

4.1.3 Weibull equation 

Some authors have previously used the Weibull equation [169, 170], to study 

water or moisture uptake, especially in food science [122, 131, 171-179] and drug 

delivery systems [180-182]. The Weibull equation is defined by: 

 

! 

WU(t)

WUeq

= 1" exp
"

t

tscale

# 

$ 
% 

& 

' 
( 

b) 

* 
+ 

, + 

- 

. 
+ 

/ + 
,     ( 4-8 ) 

where tscale is the time scale of the release or uptake process (rate parameter), and b is the 

shape parameter, which depends on the process mechanisms, the lower the value of b, the 

faster is the process at short times. 

As explained by Machado et al. for the water uptake by cereals in water [171], 

this model represents the process as a sequence of probabilistic events eventually 

controlled by the failure of the matrix structure as a barrier to mass transfer. They show 
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that 1/tscale follows an Arrhenius type of relationship respect to the temperature of 

incubation. 

4.1.4 Other models 

Other models used for water uptake included a series of first order reactions due 

to different interactions [35, 183]: 

! 

WU(t) = WUi " 1# exp #ki " t( ){ }
i

$ +WUeq " 1# exp #keq " t( ){ } ,  ( 4-9 ) 

where WUi and ki are the water uptake and the kinetic coefficient due to each specific 

interaction, respectively. 

Two stage sorption has also been used to model water uptake, where the first part 

is modeled as Fickian and the second part is associated with an increase of surface 

concentration or polymer relaxation [146, 184-188].  

The Langmuir model has been applied for diffusion. In this model, water is 

separated in two types: free water and trapped water that cannot freely diffuse in the 

polymer matrix [139]: 

! 

WU(t)

WUeq

=1"
#

# +$
exp "$ % t( ) "

8

& 2

$

$ + #

1

2n +1( )
2
exp "

& 2n +1( )
2

2L
Dt

' 

( 
) 
) 

* 

+ 
, 
, 

- 
. 
/ 

0 / 

1 
2 
/ 

3 / n= 0

4

5 , ( 4-10 ) 

where γ is the probability that a water molecule become linked or trapped in the polymer 

at a given time and place, while α represents the probability that a water molecule 

becomes mobile at a given time and place. 

Also, empirical models have been used to explain water uptake behavior. Riggs et 

al. (1999) used an error function to explain the water uptake behavior of a polymer 

system [189]: 
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! 

WU(t) =WUeq " erfc
x

2 Dt

# 

$ 
% 

& 

' 
( ,    ( 4-11 ) 

while the Peleg equation has been extensively used to explain the water uptake of food 

systems [131, 177, 178, 190-194]: 

 

! 

WU(t) =
t

k
P1

+ k
P 2
t

,     ( 4-12 ) 

where kP1 and kP2 are constant of the model, fitted from the experimental values of water 

uptake. 

4.2 Models for the water uptake of L-tyrosine-derived polyarylate library 

4.2.1 Equilibration water uptake 

Water uptake measurements for 24 polymers from the L-tyrosine-derived 

polyarylate library (Chapter 3) showed that equilibrium water uptake was achieved for 19 

of the polymers. Equilibration times varied from less than 6 hours to more than 42 days 

(Table 4-1). These results were used in the analysis of different kinetic models as 

follows: 

4.2.2 Fick diffusion 

Fick's diffusion (eq. 4-3) was used to model the previous obtained water uptake 

data for the beginning of the water uptake profiles (WU/WUeq < 0.5). For values closer to 

equilibration, a first order equation was used (eq. 4-4). Models were obtained by 

minimizing the root mean squared error of the calculated value respect to the experimental 

value for each time point. Nine of the 24 polymers equilibrate before 1 day, and thus, 

Fick's diffusion equation could not be used. Five of the 24 polymers do not equilibrate by 
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42 days, and thus, the Fick's diffusion model was used for their complete water uptake 

profiles. This combined model produces relative absolute error of calculated values 

respect to experimental values that ranges from 2 to 28%, depending of the polymer, with 

an average of 10% (Table 4-2).  

Table 4-1: Equilibrated water uptake for the 24 polymers of the L-tyrosine-derived polyarylates. 

Polymer1 Water uptake equilibrium (%)2 Time of water equilibration 

poly(HTH sebacate) 2.3 ± 0.4% 1d 

poly(DTO sebacate) 2.7 ± 0.4% 3d 

poly(DTO succinate) 3.5 ± 0.6% < 6h 

poly(DTB succinate) 4.0 ± 0.3% 4d 

poly(DTO adipate) 6.1 ± 0.3% 28d 

poly(HTE adipate) 7.8 ± 1.1% 7d 

poly(DTH suberate) not equilibrated > 42d 

poly(DTM sebacate) 12.3 ± 2.7% 7d 

poly(DTM adipate) 14.5 ± 3.5% 14d 

poly(DTB glutarate) not equilibrated > 42d 

poly(HTH adipate) 18.0 ± 2.1% 21d 

poly(DTH adipate) not equilibrated > 42d 

poly(DTB adipate) 18.2 ± 1.2% 21d 

poly(DTsB sebacate) 21.0 ± 1.2% 21d 

poly(DTE glutarate) 29.6 ± 3.4% 35d 

poly(DTiP adipate) 27.6 ± 1.0% 28d 

poly(DTBn adipate) 32.2 ± 7.2% 21d 

poly(DTBn methyladipate) not equilibrated > 42d 

poly(DTE adipate) 36.2 ± 3.2% 28d 

poly(HTE succinate) 43.1 ± 10.6% 14d 

poly(DTM (R)(+) methyladipate) 90.1 ± 8.8% 7d 

poly(DTsB glutarate) 97.4 ± 4.1% 21d 

poly(DTsB (R)(+) methyladipate) 136.5 ± 10.0% 28d 

poly(DTB (R)(+) methyladipate) not equilibrated > 42d 
1Polymers are ordered by water uptake after 28 days. 
2Each value is the mean value of all samples after equilibration ± SD.  
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4.2.3 Power law 

A power law equation (eq. 4-5) was used to model the water uptake data. As in 

the previous model, it could be applied only for the beginning of the water uptake profiles 

(WU/WUeq < 0.5). For values closer to equilibration, a first order equation was used (eq. 

4-4). As in Fick's diffusion, the power law could not be used on polymers that equilibrate 

before 1 day of incubation and the linear model was not needed for polymers that do not 

equilibrate by 42 days. This combined model produces relative absolute error of 

calculated values respect to experimental values that ranges from 2 to 15%, depending of 

the polymer, with an average of 6%. The exponent of the power law (n) varies from 0.2 

to 0.7. This result shows that there are different mechanisms present in the water uptake 

for this polymer library, ranging from Fickian diffusion (n ~ 0.5), anomalous diffusion  

(0.5 < n < 1), and a third case that has not been explained in the literature (n < 0.5) (Table 

4-3). Future studies should focus on explaining this behavior. 

4.2.4 Weibull equation  

The Weibull equation (eq. 4-8) was used to model the water uptake data. It can be 

used for the complete water uptake profile, with the exception of polymers where the 

water uptake does not reach equilibrium. The model produces relative absolute errors of 

calculated values with respect to experimental values that range from 3 to 16%, depending 

of the polymer, with an average of 9% (Table 4-4).  
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Table 4-2: Parameters for Fick diffusion model, calculated to fit the experimental water uptake of L-

tyrosine-derived polyarylates. 

Polymer1 

Transition between 

Fick diffusion and 

1st order model 

(WU/WUeq~0.5)2 

k (Fick 

diffusion 

model)3 

A (1st 

order 

model)2 

kBH (1st 

order 

model)2 

Relative 

absolute 

error (%)4 

poly(HTH sebacate) <6h ** 0.28 2.2941 7% 

poly(DTO sebacate) <6h ** 0.12 0.1057 5% 

poly(DTO succinate) <6h ** 0.00 0.7992 9% 

poly(DTB succinate) <6h ** 0.27 0.5909 2% 

poly(DTO adipate) 1d ** 0.50 0.0568 5% 

poly(HTE adipate) <6h ** 0.34 0.1932 4% 

poly(DTH suberate) * 0.03 * * 28% 

poly(DTM sebacate) 12h 0.00 0.62 0.4996 5% 

poly(DTM adipate) 1d ** 0.63 0.1879 6% 

poly(DTB glutarate) * 0.04 * * 24% 

poly(HTH adipate) 2d 0.09 0.52 0.1040 5% 

poly(DTH adipate) * 0.04 * * 15% 

poly(DTB adipate) 7d 0.05 0.99 0.1066 17% 

poly(DTsB sebacate) 7d 0.05 1.12 0.1566 9% 

poly(DTE glutarate) 14d 0.07 1.12 0.0724 9% 

poly(DTiP adipate) 3d 0.10 0.69 0.1295 7% 

poly(DTBn adipate) 7d 0.07 2.40 0.2313 7% 

poly(DTBn methyladipate) * 0.07 * * 8% 

poly(DTE adipate) 3d 0.12 0.55 0.0642 4% 

poly(HTE succinate) 1d 0.00 0.66 0.1838 15% 

poly(DTM (R)(+) methyladipate) 3d 0.22 8.80 0.8078 14% 

poly(DTsB glutarate) 7d 0.14 2.08 0.2055 5% 

poly(DTsB (R)(+) methyladipate) 4d 0.24 0.72 0.0979 8% 

poly(DTB (R)(+) methyladipate) * 0.35 * * 17% 
1Polymers are ordered by water uptake after 28 days. 
2The '*' symbol represents polymers that did not equilibrate, and thus, no transition is observed (no need for 

1st order model). 
3The '**' symbol represents polymers that equilibrate before 1 day, and thus, no Fickian diffusion model 

can be applied. 
4The relative absolute error was calculated as the sum of the contribution from the Fickian model and the 

1st order model. 
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Table 4-3: Parameters for power law model, calculated to fit the experimental water uptake of L-tyrosine-

derived polyarylates. 

Polymer1 

Transition between 

power law and 1st 

order model 

(WU/WUeq~0.5)2 

k (power 

law model)3 

n (power 

law 

model)3 

Relative 

absolute 

error (%)4 

poly(HTH sebacate) <6h ** ** 5% 

poly(DTO sebacate) <6h ** ** 9% 

poly(DTO succinate) <6h ** ** 2% 

poly(DTB succinate) <6h ** ** 5% 

poly(DTO adipate) 1d ** ** 4% 

poly(HTE adipate) <6h ** ** 5% 

poly(DTH suberate) * 0.05 0.23 5% 

poly(DTM sebacate) 12h 0.00 0.00 6% 

poly(DTM adipate) 1d ** ** 9% 

poly(DTB glutarate) * 0.06 0.29 3% 

poly(HTH adipate) 2d 0.07 0.23 8% 

poly(DTH adipate) * 0.05 0.37 7% 

poly(DTB adipate) 7d 0.06 0.20 5% 

poly(DTsB sebacate) 7d 0.06 0.33 4% 

poly(DTE glutarate) 14d 0.07 0.36 3% 

poly(DTiP adipate) 3d 0.10 0.33 7% 

poly(DTBn adipate) 7d 0.06 0.52 8% 

poly(DTBn methyladipate) * 0.07 0.50 3% 

poly(DTE adipate) 3d 0.11 0.46 15% 

poly(HTE succinate) 1d 0.00 0.00 10% 

poly(DTM (R)(+) methyladipate) 3d 0.22 0.74 3% 

poly(DTsB glutarate) 7d 0.14 0.58 2% 

poly(DTsB (R)(+) methyladipate) 4d 0.25 0.67 12% 

poly(DTB (R)(+) methyladipate) * 0.31 0.60 5% 
1Polymers are ordered by water uptake after 28 days. 
2The '*' symbol represents polymers that did not equilibrate, and thus, no transition is observed (no need for 

1st order model). 
3The '**' symbol represents polymers that equilibrate before 1 day, and thus, no power law model can be 

applied. 
4The relative absolute error was calculated as the sum of the contribution from the power law model and the 

1st order model. 
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Table 4-4: Parameters for Weibull model, calculated to fit the experimental water uptake of L-tyrosine-

derived polyarylates. 

Polymer1 
WUeq (Weibull 

model)2 

b (Weibull 

model)2 

tscale (days) 

(Weibull 

model)2 

Relative absolute 

error (%)2 

poly(HTH sebacate) 2.3 ± 0.4% 0.53 0.08 7% 

poly(DTO sebacate) 2.7 ± 0.4% 0.25 0.05 5% 

poly(DTO succinate) 3.5 ± 0.6% 1.00 0.01 9% 

poly(DTB succinate) 4.0 ± 0.3% 0.45 0.24 3% 

poly(DTO adipate) 6.1 ± 0.3% 0.24 2.79 9% 

poly(HTE adipate) 7.8 ± 1.1% 0.25 0.26 0.06 

poly(DTH suberate) * * * * 

poly(DTM sebacate) 12.3 ± 2.7% 0.47 0.82 7% 

poly(DTM adipate) 14.5 ± 3.5% 0.42 2.21 8% 

poly(DTB glutarate) * * * * 

poly(HTH adipate) 18.0 ± 2.1% 0.45 3.06 5% 

poly(DTH adipate) * * * * 

poly(DTB adipate) 18.2 ± 1.2% 0.42 9.18 16% 

poly(DTsB sebacate) 21.0 ± 1.2% 0.54 7.57 12% 

poly(DTE glutarate) 29.6 ± 3.4% 0.49 12.66 7% 

poly(DTiP adipate) 27.6 ± 1.0% 0.51 4.60 5% 

poly(DTBn adipate) 32.2 ± 7.2% 0.67 8.76 12% 

poly(DTBn methyladipate) * * * * 

poly(DTE adipate) 36.2 ± 3.2% 0.54 5.79 5% 

poly(HTE succinate) 43.1 ± 10.6% 0.40 3.42 16% 

poly(DTM (R)(+) methyladipate) 90.1 ± 8.8% 0.91 3.74 12% 

poly(DTsB glutarate) 97.4 ± 4.1% 0.78 10.72 11% 

poly(DTsB (R)(+) methyladipate) 136.5 ± 10.0% 0.79 7.22 4% 

poly(DTB (R)(+) methyladipate) * * * * 
1Polymers are ordered by water uptake after 28 days. 
2The '*' symbol represents polymers that did not equilibrate, and thus, the Weibull model cannot be applied. 
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Table 4-5: Parameters for Peleg model, calculated to fit the experimental water uptake of L-tyrosine-

derived polyarylates. 

Polymer1 
kP1 (Peleg 

model) 

kP2 (Peleg 

model) 

Relative absolute 

error (%) 

poly(HTH sebacate) 1.57 43.56 7% 

poly(DTO sebacate) 5.91 36.74 5% 

poly(DTO succinate) 0.00 29.16 8% 

poly(DTB succinate) 4.68 24.38 3% 

poly(DTO adipate) 5.09 22.44 16% 

poly(HTE adipate) 1.94 13.81 9% 

poly(DTH suberate) 4.99 11.38 16% 

poly(DTM sebacate) 3.08 8.34 9% 

poly(DTM adipate) 4.10 8.09 15% 

poly(DTB glutarate) 8.39 7.58 22% 

poly(HTH adipate) 5.03 6.24 12% 

poly(DTH adipate) 14.49 6.38 24% 

poly(DTB adipate) 7.82 8.13 26% 

poly(DTsB sebacate) 12.65 5.22 20% 

poly(DTE glutarate) 8.23 4.70 19% 

poly(DTiP adipate) 4.88 4.22 14% 

poly(DTBn adipate) 13.24 2.91 19% 

poly(DTBn methyladipate) 13.07 2.60 15% 

poly(DTE adipate) 4.71 3.19 12% 

poly(HTE succinate) 1.70 2.83 18% 

poly(DTM (R)(+) methyladipate) 3.37 0.89 12% 

poly(DTsB glutarate) 7.01 0.84 13% 

poly(DTsB (R)(+) methyladipate) 3.14 0.67 7% 

poly(DTB (R)(+) methyladipate) 3.78 0.34 27% 
1Polymers are ordered by water uptake after 28 days. 
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4.2.5 Peleg equation 

The Peleg equation (eq. 4-12) was also used to model the water uptake data. In 

this case, it can be used for the complete water uptake profile, even for polymers that did 

not reach equilibrium water uptake. However, in this case, the parameters do not have 

any practical meaning. This equation produces relative absolute error of calculated values 

respect to experimental values that range from 3 to 27%, depending of the polymer, with 

an average of 15% (Table 4-5). 

4.3 Summary 

Figure 4-1, Figure 4-2, Figure 4-3, and Figure 4-4 show the water uptake profiles 

and the models described in this chapter. For polymers that equilibrate fast and have low 

values of water uptake, all models present very similar profiles. For other polymers, each 

model gives a different profile. Fick's diffusion and the power law models give a 

mechanistic explanation of the diffusion behavior. However, there is no explanation 

available for the case when n < 0.5 in the power law equation. Both of these models 

require more data than the available for the beginning of the water uptake profiles, since 

they are only applicable when the water uptake is less than 50% of the equilibration 

value. The use of the first order equation for late stages of water uptake is useful in those 

cases.  

In contrast, both Weibull and Peleg equations were derived empirically, so they 

do not give a clear mechanistic explanation of the process. However, they can be used in 

almost all the cases with very good fitting accuracy. Since the Weibull equation presented 
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higher accuracy than the Peleg equation, the Weibull equation was selected to be used in 

building a surrogate model for the water uptake data (Chapter 6). 
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Figure 4-1: Profiles of water uptake for L-tyrosine-derived polyarylates with the kinetic models (part 1). 

 



 

 

48 

0%

5%

10%

15%

20%

0 5 10 15 20 25 30

Experimental water uptake
Peleg
Fick's diffusion
Power law

W
a

te
r 

u
p

ta
k
e

 p
o

ly
(D

T
H

 s
u

b
e

ra
te

) 
(%

)

Time (days)

0%

5%

10%

15%

20%

0 5 10 15 20 25 30 35 40

Experimental water uptake
Weibull
Peleg
1st order

W
a

te
r 

u
p

ta
k
e

 p
o

ly
(D

T
M

 s
e

b
a

c
a

te
) 

(%
)

Time (days)

0%

5%

10%

15%

20%

25%

0 5 10 15 20 25 30

Experimental water uptake
Weibull
Peleg
1st order

W
a

te
r 

u
p

ta
k
e

 p
o

ly
(D

T
M

 a
d

ip
a

te
) 

(%
)

Time (days)

0%

5%

10%

15%

20%

25%

0 10 20 30 40

Experimental water uptake
Peleg
Fick's diffusion
Power law

W
a

te
r 

u
p

ta
k
e

 p
o

ly
(D

T
B

 g
lu

ta
ra

te
) 

(%
)

Time (days)

0%

5%

10%

15%

20%

25%

0 10 20 30 40

Experimental water uptake
Weibull
Peleg
1st order
Fick's diffusion
Power law

W
a

te
r 

u
p

ta
k
e

 p
o

ly
(H

T
H

 a
d

ip
a

te
) 

(%
)

Time (days)

0%

5%

10%

15%

20%

25%

30%

0 10 20 30 40

Experimental water uptake
Peleg
Fick's diffusion
Power law

W
a

te
r 

u
p

ta
k
e

 p
o

ly
(D

T
H

 a
d

ip
a

te
) 

(%
)

Time (days)  
Figure 4-2: Profiles of water uptake for L-tyrosine-derived polyarylates with the kinetic models (part 2). 
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Figure 4-3: Profiles of water uptake for L-tyrosine-derived polyarylates with the kinetic models (part 3). 
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Figure 4-4: Profiles of water uptake for L-tyrosine-derived polyarylates with the kinetic models (part 4). 
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4.4 Conclusions 

Different models can be used to fit the water uptake profiles obtained for a subset 

of the L-tyrosine-derived polyarylate library. Fick's diffusion and power law are only 

applicable to certain of those polymers because the equations were derived for short 

periods of time, related to equilibration time. Following the power law model, water 

uptake for the polymers from this library can behave very differently, ranging from 

Fickian to anomalous diffusion. The results for some polymers indicate slower water 

uptake profiles, with parameters not explained by the available literature.  

Using empirical equations, both Weibull and Peleg can successfully fit the water 

uptake profiles for almost all polymers that equilibrate within the time of study. 

However, they do not explain the mechanism of water uptake. The Weibull equation was 

selected to build a surrogate model for water uptake, as described in Chapter 6. 

Future studies should be designed to further elucidate the water uptake kinetics 

for this polymer library. They should include early measurements of water uptake to 

capture enough data points before equilibration, and longer studies are needed to capture 

the equilibration times and levels, for slowly equilibrating polymers. 
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5 Polymer selection for water uptake modeling 

The Combinatorial-Computational Method (CCM) [1], developed in The New 

Jersey Center for Biomaterials, was used to select a representative subset of polymers 

from the L-tyrosine-derived polyarylate library to build a semi-empirical model for water 

uptake. The first six polymers were selected randomly from the available polymer group. 

The remaining 17 polymers were selected in two iterations of the CCM. All 23 polymers 

were used in training, test and validation of a semi-empirical model for water uptake, as 

detailed in Chapter 6. 

5.1 Materials and methods 

5.1.1 Combinatorial-Computational Method 

The CCM is an iterative process that integrates fabrication, experiments and 

modeling to predict biomaterial properties and accelerate the discovery, design and 

optimization of materials for biomedical applications, as illustrated in Figure 5-1.  

The CCM usually begins with a materials need and a virtual library of many 

polymers that are potential candidates to meet the materials need. A small subset of 

polymers is synthesized and characterized. Calculated and experimental descriptors are 

generated from the chemical structure of each polymer and from physico-chemical and 

biological data. The polymer properties and the descriptors are fed into a computational 

model, leading to predictions of polymer properties for all members of the original 

polymer library. Based on these predictions, a small number of "lead polymers" can be 

selected for synthesis and detailed characterization. The last step can have three possible 

outcomes: (a) the predictions are validated and the "lead polymers" fulfill the materials 

need; (b) the predictions are not sufficiently accurate, requiring a second iteration of the 
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CCM; and (c) the predicted lead polymers show that no appropriate materials are 

contained within the particular library to fulfill the materials need, and a new library must 

be developed [1]. 

 

Figure 5-1: Scheme of the Combinatorial-Computational Method (CCM). Copyright ©2007 New Jersey 

Center for Biomaterials [1]. 

5.1.2 Experimental methods 

Water uptake measurements after 1, 7, 14, 21, and 28 days of incubation at 37ºC 

in radiolabeled water, were performed for a subset of polymers of the L-tyrosine-derived 

polyarylate library (Table 5-1), as described in Chapter 3. 
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Table 5-1: Subset of the library of L-tyrosine-derived polyarylates used in this study.  

Polymer1 Mw 
(kDa)2,3 Tg (ºC)4 Set Nº1 Set Nº2 Set Nº3 Final Set Predictions 

poly(DTO sebacate) 123 ± 1 16      
poly(DTB adipate) 111 ± 3 42      
poly(DTO succinate) 84 ± 6 43      
poly(DTE adipate) 126 ± 7 59      
poly(DTE glutarate) 80 ± 1 64      
poly(DTB succinate) 145 ± 11 67      
poly(HTH sebacate) 64 ± 5 23      
poly(DTH suberate) 106 ± 2 24      
poly(HTH adipate) 87 ± 2  40      
poly(DTM sebacate) 126 ± 4 45      
poly(DTiP adipate) 144 ± 2 55      
poly(DTM adipate) 99 ± 3 67      
poly(DTB (R)(+) methyladipate*)  61 ± 1 35      
poly(HTE succinate)   78      
poly(DTO adipate) 132 ± 2 26      
poly(DTH adipate) 97.7 ± 0.2 34      
poly(DTsB* (R)(+) methyladipate*) 79 ± 3 45      
poly(DTsB* glutarate)  86 ± 3 46      
poly(DTB glutarate)  105 ± 1 50      
poly(DTM (R)(+) methyladipate*)  68 ± 1 53      
poly(DTBn methyladipate*)  90 ± 1 55      
poly(DTBn adipate) 69 ± 8 61      
poly(HTE adipate)   61      
poly(DTO suberate)   21      
poly(HTH suberate)  27      
poly(DTO glutarate)  32      
poly(DTiB sebacate)  33      
poly(DTH methyladipate*)  33      
poly(DTB suberate)  37      
poly(DTO diglycolate)  40      
poly(DTBn sebacate)  42      
poly(DTH glutarate)  43      
poly(DTH diglycolate)  45      
poly(DTsB* suberate)  46      
poly(DTBn suberate)  47      
poly(DTsB* adipate)  50      
poly(DTH succinate)  53      
poly(HTE suberate)  54      
poly(DTiP methyladipate*)  54      
poly(DTM suberate)  55      
poly(DTiB adipate)  56      
poly(DTE methyladipate*)  63      
poly(HTE methyladipate*)  63      
poly(DTB diglycolate)  64      
poly(DTiB succinate)   75      

1The '*' symbol indicates the presence of more than one chiral center in the polymer repeat unit.  
2Molecular weight (Mw) was measured by THF-GPC (mean value of three different films ± SD).  
3The '' symbol indicates the polymers that did not dissolve in THF and thus, Mw could not be measured. 
4Glass transition temperature (Tg) was measured by DSC for the dry polymer before pressing. 
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5.1.3 Computational methods 

The data-mining package WEKA (Waikato Environment for Knowledge 

Analysis) [48] was used for the computational procedure that includes cluster analysis, 

decision tree analysis, and Artificial Neural Networks (ANNs). A schematic 

representation of this procedure is shown in Figure 5-2. A model was built for the water 

uptake after 1, 7, 14, 21 and 28 days of incubation. 

 

Figure 5-2: Schematic representation of the computational procedure. 

5.1.3.1 Cluster analysis 

Expectation-maximization (EM) [48] cluster analysis was employed to categorize 

the water uptake data for the polymers in the training set into three clusters or groups 

(i.e., low, medium, and high). EM is an iterative process consisting of an expectation (E) 

and a maximization (M) step. During the E step, cluster probabilities are calculated, given 

the current estimate of the parameters. During the M step, parameters are re-estimated to 

achieve maximum likelihood, using the distribution information determined in the E step. 

The overall likelihood is defined as 
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5.1.3.2 Descriptors 

The descriptors in this study include (i) “2D” descriptors based on the chemical 

structure of the polymers [195], and (ii) “3D” descriptors based on the chemical structure 

of the polymers in implicit water or vacuum incorporating polymer conformation [106].  

Two-dimensional descriptors for the entire library of 112 polymers were obtained 

by Smith et al. [195], using the basic molecular structure derived from the chemical 

formulae, and either Molecular Operating Environment (MOE, Chemical Computing 

Group Inc.) [196] or Dragon (Milano Chemometrics and QSAR Research Group [197]) 

commercial software packages. The 735 Dragon descriptors were calculated for each 

polymer by its monomeric unit, while the 127 MOE descriptors were calculated using 

chains of 32 repeat units in length. Descriptors vary from atomic and bond counting 

schemes to those representing the projection of a particular property onto the van der 

Waals surface of the molecule.  

Three-dimensional descriptors were obtained by Gubskaya et al. [106] for the 45 

polymers from the polyarylate library for which data on fibrinogen adsorption was 

available. Eleven of these 45 polymers exhibit a chiral center located in a pendent chain 

(DTsB) or/and in a diacid component (methyl adipate), and descriptors were calculated 

for both L and R isomers. Descriptors were obtained by Dragon commercial package 

using the 3D structures of the tetramers after structure minimization and 1 ns of 

molecular dynamics simulations using MacroModel v. 8.5 (Schrödinger) [198] 

commercial package with the generalized Born/surface area implicit solvent model [199] 

and the OPLS-all atom force field [200]. 721 descriptors were obtained for each implicit 

solvent (i.e., vacuum or water). The 3D geometrical representation was encoded in radial 



 

 

57 

distribution function descriptors, 3D-MoRSE (3D-MOlecule Representation of Structures 

based on Electron diffraction) descriptors, and WHIM (Weighted Holistic Invariant 

Molecular) descriptors [42]. Topological molecular indices were derived from the 

structural graph of a molecule by using the geometric distances between atoms instead of 

the topological distances, while GETAWAY (GEometry, Topology and Atom-Weights 

AssemblY) descriptors account for both geometrical and topological information [201].  

5.1.3.3 Decision Tree Analysis 

J48 (an algorithm of C4.5 decision tree family) [47, 48] was used to evaluate the 

significance of each descriptor with respect to the set of experimental water uptake data 

according to the classes identified by the cluster analysis, as explained in the 

introduction. 

5.1.3.4 Artificial Neural Networks  

An ANN [40, 41] is an information processing system that is inspired by the way 

the brain processes information. As explained in Section 2.5.3, in the WEKA data-mining 

package, ANN is represented by Multi-Layer Perceptron module.  

For this study, all input variables were scaled to the unit interval while the 

learning rate and the momentum applied for updating the weights were 0.3 and 0.2, 

respectively. Randomization of the initial weights and shuffling of the training data were 

performed by varying (up to 10 times) the seed for the random number generator to 

achieve full convergence of predicted values. 

ANN model for water uptake was built using the most significant descriptors 

identified by J48 decision tree analysis, and full training set. The relative absolute error 
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was used in comparison with the experimental error to evaluate the efficacy of each 

model. ANN predictions were obtained for the 56 polymers of the library (Table 5-1),  

whose 3D descriptors were available [106]. 

5.2 Results and discussion 

5.2.1 Iteration 1 

The first iteration of the CCM was performed using six polymers that were 

selected from the L-tyrosine-derived polyarylate library, upon availability and quality 

(i.e., high molecular weight (Mw)) (Table 5-1).  

5.2.1.1 Cluster analysis 

From the experimental results, a cluster analysis was performed for each time of 

water uptake independently (i.e., 1, 7, 14, 21 and 28 days) using the EM algorithm in 

WEKA. Three classes of polymers in terms of water uptake levels (i.e., low, medium and 

high) were selected for all time points (Table 5-2). 

Table 5-2: Water uptake classes of polymers of Iteration 1 of the CCM. 

Polymer1 Water uptake (1-28d) 

poly(DTO sebacate) LOW 

poly(DTO succinate) LOW 

poly(DTB succinate) LOW 

poly(DTB adipate) MEDIUM 

poly(DTE glutarate) MEDIUM 

poly(DTE adipate) HIGH 
1 Polymers are ordered by water uptake level. 
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5.2.1.2 Decision tree analysis 

A J48 decision tree with full training set was applied to the six polymers classes. 

Two descriptors (PJI2 and LP1) were selected to fully classify the 6 polymers (Figure 

5-3). Both descriptors were part of the 2D set. Further analysis of the descriptors is 

included at the end of this chapter. 

 

Figure 5-3: Decision tree for water uptake (1 to 28d) for Iteration 1 of the CCM.  
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Figure 5-4: Comparison of relative absolute error of ANN and experimental error for water uptake of the 6 

polymer set when using PJI2 and LP1 descriptors 
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5.2.1.3 Artificial neural networks 

Using the previous selected two descriptors, an ANN model was built for the 

subset of six polymers. The average relative absolute error of the model was 13.9%, and 

it compares favorably with the average experimental error of 10.5% (Figure 5-4). 

5.2.1.4 Predictions over rest of the library 

The descriptors selected by the decision tree analysis were only 2D, which are 

available for the entire library [195], and thus predictions could be obtained for the 

complete library of 112 polymers. Using these ANN models, feasible predictions of water 

uptake were obtained for 50 polymers from the rest of the library of L-tyrosine-derived 

polyarylates, while "unfeasible predictions" (i.e., negative water uptake) were obtained 

for 56 polymers. Those unfeasible predictions include all the DTBn, DTiP, DTsB, HTE, 

HTH and HTO polymers. Also, almost all methyl adipates, poly (DTiB diglycolate) and 

poly(DTiB glutarate) gave unfeasible predictions, showing that the model is not 

applicable for many nonlinear pendant chains and all HTR polymers. 

5.2.2 Iteration 2 

A second iteration of the CCM was performed with 12 polymers, including the six 

polymers from the first iteration, three new polymers that presented unfeasible 

predictions in the first iteration of the CCM (poly(HTH sebacate), poly(HTH adipate) and 

poly(DTiP adipate)), and three that presented feasible predictions of water uptake (Table 

5-1). 
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5.2.2.1 Cluster analysis 

A cluster analysis was performed for the experimental results of the 12 polymers. 

Three classes of polymers in terms of water uptake levels (i.e., low, medium and high) 

were selected for each time point. The classification was different for 1 to 14 days as 

compared with the water uptake at 21 and 28 days (Table 5-3). The new polymers 

appeared in all three classes, and the classification for poly(DTE glutarate) changes from 

medium to high water uptake after 21 days (as compared with the first iteration of the 

CCM). This situation is possible because clusters are generated comparing individual 

values with the complete set, and so, if the set changes, this comparison may be affected. 

Table 5-3: Water uptake classes of polymers of Iteration 2 of the CCM. 

Polymer1 Water uptake (1-14d) Water uptake (21-28d) 

poly(HTH sebacate) LOW LOW 

poly(DTO sebacate) LOW LOW 

poly(DTO succinate) LOW LOW 

poly(DTB succinate) LOW LOW 

poly(DTH suberate) MEDIUM MEDIUM 

poly(DTM sebacate) MEDIUM MEDIUM 

poly(DTM adipate) MEDIUM MEDIUM 

poly(HTH adipate) MEDIUM MEDIUM 

poly(DTB adipate) MEDIUM MEDIUM 

poly(DTE glutarate) MEDIUM HIGH 

poly(DTiP adipate) HIGH HIGH 

poly(DTE adipate) HIGH HIGH 
 1 Polymers are ordered by water uptake level. 

5.2.2.2 Decision tree analysis 

Using the experimental data for the second set of 12 polymers, the principal 

descriptors were selected by decision tree analysis using descriptors from 2D, 3D in 

water and 3D in vacuum. Two descriptors were enough to fully classify the experimental 
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data of water uptake. Removing those two descriptors, a second decision tree was 

obtained with two new descriptors (Table 5-4). Descriptors selected belong to the three 

possible sets of descriptors (2D, 3D in vacuum and 3D in water). Further analysis of the 

descriptors is included at the end of this chapter. 

Table 5-4: Most relevant descriptors that appear in decision tree analysis for water uptake in Iteration 2. 

Time point Descriptors1 Type 

PEOE_VSA-0 (2D) Partial charge 

P1m (3Dvacuum) WHIM 

H0e (3D water) GETAWAY 
1-14d 

petitjean (2D) Shape 

H-052 (2D) Atom-centered fragment 

P1m (3Dvacuum) WHIM 

PEOE_VSA-0 (2D) Partial charge 
21-28d 

P1s (3Dvacuum) WHIM 
 1Descriptors are shown in order of relevance. 

5.2.2.3 Artificial neural networks 

ANN models were built using the descriptors selected by decision tree analysis 

(two, three or four) and all the polymers as training set. Models built with more 

descriptors were more accurate (i.e., lower relative absolute errors respect to 

experimental error). The models obtained with four descriptors compare favorably with 

the experimental error (Figure 5-5). 

5.2.2.4 Predictions over rest of the library 

Using the models with four descriptors, unfeasible predictions were obtained for 

two polymers from the 44 remaining polymers of the library (poly(HTE succinate) and 

poly(DTB (R) methyl adipate)).  
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Figure 5-5: Comparison of relative absolute error of ANN and experimental error for water uptake of the 

second set of 12 polymers. 

5.2.3 Iteration 3 

A third set of polymers was used to run a third iteration of the CCM. It includes 

the previous 12 polymers used on the second set and the two polymers that presented 

unfeasible predictions (Table 5-1).  

5.2.3.1 Cluster analysis 

A cluster analysis was performed for the experimental results of the 14 polymers. 

Three classes of polymers in terms of water uptake levels (i.e., low, medium and high) 

were selected for each time point. The classification was different for each time of 

measured water uptake (Table 5-5). Both new polymers presented high levels of water 

uptake. In particular poly(DTB (R) methyladipate) presented water uptake higher than 

some other polymers in the set for more than one order of magnitude. This situation 

produced a change in the previous classification, in particular for the polymers that 

belong to the medium and high classes on previous iterations. 
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Table 5-5: Water uptake classes of polymers of Iteration 3 of the CCM. 

Polymer1 
Water 

uptake 1d 

Water 

uptake 7d 

Water 

uptake 14d 

Water 

uptake 21d 

Water 

uptake 28d 

poly(HTH sebacate) LOW LOW LOW LOW LOW 

poly(DTO sebacate) LOW LOW LOW LOW LOW 

poly(DTO succinate) MEDIUM LOW LOW LOW LOW 

poly(DTB succinate) LOW LOW LOW LOW LOW 

poly(DTH suberate) MEDIUM MEDIUM LOW LOW LOW 

poly(DTM sebacate) MEDIUM MEDIUM LOW LOW LOW 

poly(DTM adipate) MEDIUM MEDIUM LOW MEDIUM LOW 

poly(HTH adipate) MEDIUM MEDIUM LOW MEDIUM LOW 

poly(DTB adipate) MEDIUM MEDIUM LOW MEDIUM LOW 

poly(DTE glutarate) MEDIUM MEDIUM LOW MEDIUM MEDIUM 

poly(DTiP adipate) MEDIUM MEDIUM MEDIUM MEDIUM MEDIUM 

poly(DTE adipate) MEDIUM MEDIUM MEDIUM MEDIUM MEDIUM 

poly(HTE succinate) HIGH MEDIUM MEDIUM MEDIUM MEDIUM 

poly(DTB (R) 

methyladipate) 
HIGH HIGH HIGH HIGH HIGH 

1 Polymers are ordered by water uptake level. 

5.2.3.2 Decision tree analysis 

Following the same methodology than for the second iteration, four descriptors 

were selected to classify the water uptake for each time point, as classified as low, 

medium or high (Table 5-6). Descriptors selected belong to the three possible sets of 

descriptors (2D, 3D in vacuum and 3D in water). Further analysis of the descriptors is 

included at the end of this chapter. 
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Table 5-6: Most relevant descriptors that appear in decision tree analysis for water uptake in Iteration 3. 

Time point Descriptors1 Type 

R7e+ (3D water) GETAWAY 

R7e+ (3D vacuum) GETAWAY 

Gu (3D water) WHIM 
1d 

PW5 (2D) Shape 

SlogP_VSA4 (2D) Subdivided Surface Areas 

P1s (3D vacuum) WHIM 

SEigZ (2D) Eigenvalue-based indices 
7d 

JGI5 (2D) Topological (charge) 

SlogP_VSA4 (2D) Subdivided Surface Areas 

HATS8v (3D vacuum) GETAWAY 

SEigZ (2D) Eigenvalue-based indices 
14d 

HATS8p (3D vacuum) GETAWAY 

SlogP_VSA4 (2D) Subdivided Surface Areas 

VRA1 (2D) Eigenvalue-based indices 

SEigZ (2D) Eigenvalue-based indices 
21d 

VRA2 (2D) Eigenvalue-based indices 

SlogP_VSA4 (2D) Subdivided Surface Areas 

H-052 (2D) Atom-centered fragment 

SEigZ (2D) Eigenvalue-based indices 
28d 

MATS7m (2D) 2D autocorrelation descriptor 
 1Descriptors are shown in order of relevance. 

5.2.3.3 Artificial neural networks 

ANN models were built using the descriptors selected by decision tree analysis 

(two, three or four). For the water uptake at 1 day, the models built with three or four 

descriptors were more accurate in terms of relative absolute errors than the model with 

two descriptors. For all other time points, no further improvement was obtained by the 

inclusion of more than two descriptors. In this iteration, models obtained did not compare 

favorably with the experimental error (Figure 5-6). 
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Figure 5-6: Comparison of relative absolute error of ANN and experimental error for water uptake of the 

third set of 14 polymers. 

5.2.3.4 Predictions over rest of the library 

The model was used to predict water uptake for the remaining 31 polymers of the 

library and feasible predictions (i.e., positive values) were obtained for all polymers. A 

new set of nine polymers was selected from the predictions of this iteration for validation. 

 Table 5-7 shows the accuracy of those predictions on the nine polymers selected 

as test set. Four descriptors did not significantly improve water uptake predictions. The 

model built with three descriptors predicted with more than 35% error the water uptake 

for all the tested polymers, from which predictions for poly(DTO adipate), poly(DTBn 

methyladipate) and poly(HTE adipate) were extremely inaccurate (relative absolute error 

of more than 150%).   

Since these predictions were inaccurate, a separate semi-empirical model was 

used to model the water uptake of this polymer library, as further discussed in Chapter 6. 
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Table 5-7: Relative absolute error of model respect to experimental value for predictions made 

with model obtained in Iteration 3. 

Polymer 2 descriptors1 3 descriptors1 4 descriptors1 

poly(DTO adipate) 152% 176% 150% 

poly(DTH adipate) 38% 36% 57% 

poly(DTsB (R)(+) methyladipate) 57% 38% 34% 

poly(DTsB glutarate)  77% 71% 70% 

poly(DTB glutarate)  32% 38% 54% 

poly(DTM (R)(+) methyladipate)  85% 55% 52% 

poly(DTBn methyl adipate)  409% 352% 351% 

poly(HTE adipate) 193% 196% 222% 

poly(DTBn adipate) 323% 119% 108% 
  1 Average over all time points. 

5.2.4 Analysis of descriptors 

Table 5-8 summarizes all the calculated descriptors that were selected in the three 

iterations of the CCM. Only a few descriptors were selected in more than one iteration. 

Nevertheless, they represent only a few types of descriptors (i.e., topological, partial 

charge, atom-centered, subdivided surface area, WHIM and GETAWAY). 

Several topological descriptors were selected in the different instances. SEigZ, 

LP1, VRA1 and VRA2 are eigenvalue-based indices. They are computed from Weighted 

Distance Matrices of a Hydrogen-depleted Molecular Graph. SEigZ is the eigenvalue 

sum from Z weighted distance matrix [202]. LP1 (Lovasz-Pelikan index) is a topological 

descriptor that captures information about the molecular branching. LP1 is calculated by 

the eigenvalues of the adjacency matrix representing the molecular graph [203]. VRA1 

and VRA2 are defined by applying the Randic operator to the coefficients of the 

eigenvector-based index from the adjacency matrix [204]. PW5 is a Randic shape index 

obtained from an H-depleted molecular graph [205]. 
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Table 5-8: Summary of descriptors on Iterations 1, 2 and 3 of the CCM. 

Descriptor Type Set Nº1 Set Nº2 Set Nº3 

SEigZ (2D)    

LP1 (2D)    

VRA1 (2D)    

VRA2 (2D) 

Eigenvalue-based index 

(topological) 

   

PJI2 (2D)    

petitjean (2D)    

PW5 (2D)    

JGI5 (2D) 

Shape (topological) 

   

PEOE_VSA-0 (2D) Partial charge    

H-052 (2D) Atom-centered fragment    

SlogP_VSA4 (2D) Subdivided surface area    

MATS7m (2D) 2D autocorrelation descriptor    

Gu (3D water)    

P1m (3D vacuum)    

P1s (3D vacuum) 

WHIM 

   

R7e+ (3D water)    

R7e+ (3D vacuum)    

H0e (3D water) 

R-GETAWAY 

   

HATS8v (3D vacuum)    

HATS8p (3D vacuum) 
H-GETAWAY 

   

 

PJI2 and petitjean represent the petitjean shape index that captures the topological 

anisometry of the molecule (in 2D). They are obtained from the distance matrix that is 

derived from the molecular graph [206]. JGI5 is a mean topological charge index, used to 

evaluate the charge transfer between pairs of atoms and therefore, the global charge 

transfer in the molecule. The topological charge indices are computed using the 

topological level matrix, reciprocal square distance matrix and the adjacency matrix 

[207]. 
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Among other 2D descriptors, PEOE_VSA-0 is a charge descriptor that is 

calculated using the Partial Equalization of Orbital Electronegativities (PEOE) method. 

The PEOE charges depend only on the connectivity of the input structures: elements, 

formal charges and bond orders [208]. H-052 is an atom-centered fragment, a type of 

descriptor that gives information about the different functional groups describing each 

atom by its own atom type and bonds and atom types of its first neighbors [209]. 

SlogP_VSA4 is a subdivided surface area descriptor. SlogP descriptors are based on an 

approximate accessible van der Waals surface area calculation for each atom, along with 

the contribution to logP(o/w) for each atom [210]. MATS7m is a Moran autocorrelation 

coefficient, a general index of spatial autocorrelation obtained from the molecular graph 

[42]. 

Three-dimensional descriptors include WHIM (Weighted Holistic Invariant 

Molecular descriptors) and GETAWAY (GEometry, Topology, and Atom-Weights 

AssemblY) obtained in MD simulations performed in either water or vacuum. 

WHIM descriptors are based on the projections of the atoms along principal axes. 

They capture relevant 3D information regarding molecular size, shape, symmetry, and 

atom distribution with respect to invariant reference frames. Depending on the weighting 

scheme, different covariance matrices and different principal axes are obtained [211].  

Finally, GETAWAY descriptors can be of two types, H-GETAWAY and R-

GETAWAY. H-GETAWAY descriptors are calculated from the molecular influence 

matrix H. The diagonal elements (leverages) of H encode atomic information and 

represent the influence of each atom in determining the whole shape of the molecule. 

They account only implicitly for chemical properties of molecular atoms. They allow 
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consideration of chemical information provided by leverages with atomic weightings that 

account for specific physicochemical properties on the atomistic level [201]. R-

GETAWAY descriptors are calculated from the molecular influence matrix H in 

combination with geometric interatomic distances in the molecule. They account for the 

local aspects of the molecule such as branching, cyclicity and conformational changes 

[201].  

5.3 Conclusions 

Although the model obtained in this third iteration of the CCM was not highly 

accurate, the CCM was shown to be very valuable in the selection of the final polymer set 

for which water uptake was measured. The inclusion of polymers such as poly(DTB (R) 

methyladipate) in the model was essential since its water uptake differs dramatically from 

most other polymers. With this, the final set of 23 polymers is more likely to represent 

the complete range of water uptake values for the entire library of polymers. In the next 

chapter, this result is used as starting point to build a semi-empirical model for water 

uptake for this polymer library. 
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6 Surrogate modeling of water uptake 

As presented in Chapter 3, water uptake from polymers of the L-tyrosine-derived 

polyarylate library could not be predicted merely by looking at the hydrophobic character 

and/or glass transition temperature (Tg) of each polymer. In this chapter, semi-empirical 

modeling was applied to the Weibull parameters for water uptake, calculated in Chapter 

4, using the polymers selected by the Combinatorial-Computational Method (CCM) in 

Chapter 5.  

6.1 Methods 

6.1.1 Overview 

The data-mining package WEKA (Waikato Environment for Knowledge 

Analysis) [48] was used in this study. The methodology can be summarized in the 

following steps (Figure 6-1): 

• Two-dimensional descriptors were previously calculated by Smith et al. [101] for the 

complete library of 112 polymers. Three-dimensional descriptors were calculated by 

Gubskaya et al. [106], for 56 polymers from the library, as described in Chapter 5.  

• From those 56 polymers, 23 polymers were selected using the CCM to study water 

uptake, as detailed in the Chapter 5.  

• Using the Weibull equation, three parameters for water uptake (WUeq, b and tscale) 

were obtained for the polymers that reached an equilibrium water uptake in the time 

of the study (18 polymers of the 23), as described in Chapter 4. They were used for 

training and test set of the model, while the 5 remaining were used for external 

validation of the model. 
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• Using all 18 equilibrated polymers, a small set of descriptors were selected to build 

the model. 

• The subset of 18 polymers was divided into 16 for training and 2 for test, by all 

possible combinations, built for each training and test set, and used to predict for the 

rest of the 56 polymers of the library, for which descriptors were available. 

 

Figure 6-1: Scheme of experimental method for surrogate model of water uptake. 

6.1.2 Experimental parameters 

The three parameters of the Weibull equation described in Chapter 4 were used to 

build a surrogate model for water uptake (Table 6-1).  
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Table 6-1: Parameters for Weibull model for 18 polymers of the L-tyrosine-derived polyarylate library. 

Polymer1 WUeq (%) b tscale (days) relative 
absolute error 

poly(DTB adipate) 111kDa 18.2 ± 1.2 0.42 9.18 16% 
poly(DTB succinate) 145kDa 4.0 ± 0.3  0.45 0.24 3% 
poly(DTBn adipate) 69kDa 32.2 ± 7.2 0.67 8.76 12% 
poly(DTE adipate) 126kDa 36.2 ± 3.2 0.54 5.79 5% 
poly(DTE glutarate) 80kDa 29.6 ± 3.4 0.49 12.66 7% 
poly(DTiP adipate) 144kDa 27.6 ± 1.0 0.51 4.60 5% 
poly(DTM adipate) 99kDa 14.5 ± 3.5 0.42 2.21 8% 
poly(DTM sebacate) 126kDa 12.3 ± 2.7 0.47 0.82 7% 
poly(DTO adipate) 132kDa 6.1 ± 0.3 0.24 2.79 9% 
poly(DTO sebacate) 123kDa 2.7 ± 0.4 0.25 0.05 5% 
poly(DTO succinate) 84kDa 3.5 ± 0.6 1.00 0.01 9% 
poly(HTE adipate) 7.8 ± 1.1 0.25 0.26 6% 
poly(HTE succinate) 43.1 ± 10.6 0.40 3.42 16% 
poly(HTH adipate) 87kDa 18.0 ± 2.1 0.45 3.06 5% 
poly(HTH sebacate) 64kDa 2.3 ± 0.4 0.53 0.08 7% 
poly(DTM (R)(+) methyladipate) 68kDa 90.1 ± 8.8 0.91 3.74 12% 
poly(DTsB glutarate) 86kDa 97.4 ± 4.1 0.78 10.72 11% 
poly(DTsB (R)(+) methyladipate) 79kDa 136.5 ± 10.0 0.79 7.22 4% 

1 Polymers are ordered by name used in the descriptor set. 

6.1.3 Descriptor selection 

Starting from 2,272 descriptors (2D, 3D in vacuum and 3D in water for the 18 

polymers with experimental data), useless descriptors (i.e., constant and highly variable 

ones) were eliminated. 

A correlation based feature selection (CFS) was used to reduce the dimensionality 

of the descriptors for each parameter in study. CFS is a function available in WEKA that 

evaluates the worth of a subset of attributes (descriptors) by considering the individual 

predictive ability of each feature along with the degree of redundancy between them. 

With that, it selects a subset of attributes that are highly correlated with the parameter 

while removing irrelevant, redundant and noise attributes [212]. A genetic search 

algorithm was used in conjunction with the CFS, allowing a parallel search of the 

attribute space, and avoiding local optima. 
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Expectation-maximization (EM) [48] cluster analysis was employed to categorize 

the parameters of the Weibull equation for the polymers into three classes (i.e., low, 

medium, high).  

From the descriptors pre-selected and the parameters classification, two 

descriptors were selected by J48 decision tree [47] with full training set, as the most 

significant ones with respect to the set of Weibull parameters according to the classes 

identified by the cluster analysis. A linear regression with all pre-selected descriptors was 

used to select another two descriptors, i.e., the highest positive and negative weight on 

the linear regression. For details on the cluster and decision tree methods, see the 

introduction and Chapter 5. 

Three models were considered: Model 1 was built with three descriptors selected 

by decision tree and linear regression; Model 2 was built with four descriptors selected by 

decision tree and linear regression; and Model 3 was built with four descriptors selected 

by trial and error. 

6.1.4 Artificial Neural Networks 

Using a similar approach to that in Chapter 5, a multilayer perceptron was used to 

build Artificial Neural Networks (ANN) models for each parameter with the four 

descriptors selected previously. All input variables were scaled to the unit interval while 

the learning rate and the momentum applied for updating the weights were 0.3 and 0.2, 

respectively. Randomization of the initial weights and shuffling of the training data were 

performed by varying the seed for the random number generator. The model obtained 

with each seed represents a local optimum, based on the initial weights. Thus, running 

enough seeds and selecting the best model among them, would allow finding the global 
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optimum. For the present models, a hundred ANN models were obtained with different 

seeds, from which the best model in terms of root mean squared (rms) error for the 

training set was selected. 

Each model was built considering 16 polymers as training set and 2 polymers as 

test set, in all possible combinations. Model accuracy was evaluated by the Pearson 

coefficient (r) over the polymers when part of either the training or the test set, as defined 

in the introduction. 

6.1.5 Sensitivity of the model 

To evaluate the sensitivity of the model to different parameters, models were 

repeated with different descriptors, different number of descriptors (2, 3 and 4) and for 

different number of seeds. 

6.2 Results and Discussion 

6.2.1 Descriptors selection 

6.2.1.1 Cluster analysis 

Table 6-2 shows the classification obtained for each parameter by EM cluster 

analysis of the 18 polymers. 

6.2.1.2 Descriptor dimension reduction 

After removing useless descriptors, 1,912 descriptors were selected from the 

original 2,272 ones. CFS was used to select the descriptors that were highly correlated 

with the parameter of study, finishing with 475, 604 and 592 descriptors for WUeq, b, and 

tscale, respectively.  
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Table 6-2: Classification of polymers from EM cluster analysis of the three parameters of the Weibull 

equation for water uptake for the subset of the L-tyrosine-derived polyarylate library. 

Polymer1 WUeq b tscale 
poly(DTB adipate) 111kDa LOW  MEDIUM HIGH 
poly(DTB succinate) 145kDa LOW  MEDIUM LOW 
poly(DTBn adipate) 69kDa  MEDIUM HIGH HIGH 
poly(DTE adipate) 126kDa  MEDIUM  MEDIUM HIGH 
poly(DTE glutarate) 80kDa  MEDIUM  MEDIUM HIGH 
poly(DTiP adipate) 144kDa  MEDIUM  MEDIUM  MEDIUM 
poly(DTM adipate) 99kDa LOW  MEDIUM  MEDIUM 
poly(DTM sebacate) 126kDa LOW  MEDIUM LOW 
poly(DTO adipate) 132kDa LOW LOW  MEDIUM 
poly(DTO sebacate) 123kDa LOW LOW LOW 
poly(DTO succinate) 84kDa LOW HIGH LOW 
poly(HTE adipate) LOW LOW LOW 
poly(HTE succinate)  MEDIUM  MEDIUM  MEDIUM 
poly(HTH adipate) 87kDa LOW  MEDIUM  MEDIUM 
poly(HTH sebacate) 64kDa LOW  MEDIUM LOW 
poly(DTM (R)(+) methyladipate) 68kDa HIGH HIGH  MEDIUM 
poly(DTsB glutarate) 86kDa HIGH HIGH HIGH 
poly(DTsB (R)(+) methyladipate) 79kDa HIGH HIGH HIGH 

 1 Polymers are ordered by name used in the descriptor set. 

6.2.1.3 Decision tree analysis 

Two descriptors for each parameter were selected by decision tree analysis, using 

those pre-selected descriptors, and the classes for each parameter (Table 6-3). For WUeq, 

the decision tree built with the 2D descriptor nCt (number of tertiary carbon atoms (sp3)) 

and the 3D descriptor Mor25m in water, classified correctly 17 of the 18 polymers 

(Figure 6-2). Only one polymer was wrongly classified as "High" when it was "Medium". 

The decision tree for b, with the 2D descriptor BEHv2 and the 3D descriptors Mor27e 

and P2m in water, classified correctly 17 of the 18 polymers (Figure 6-3). Only one 

polymer was wrongly classified as "Low" when it was "Medium". Since three descriptors 

appeared in this tree, only the highest two (i.e., BEHv2 and MOR27e in water) were used 

in the ANN model. The decision tree for tscale, with the 3D descriptors L3u in water and 

HATS5e in vacuum. classified correctly 16 of the 18 polymers. Only two polymers were 
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wrongly classified, one as "Low" when it was "High", and the other as "Medium" when it 

was "Low". Further analysis of the descriptors is included at the end of this chapter. 

Table 6-3: Summary of descriptors selected by decision tree analysis. 

Parameter Descriptor Type 

nCt (2D) Atom counts 
WUeq 

Mor25m (3D water) 3D-MoRSE 

BEHv2 (2D) BCUT 

Mor27e (3D water) 3D-MoRSE b 

P2m (3D water) WHIM 

L3u (3D water) WHIM 
tscale 

HATS5e H-GETAWAY 

 

 

Figure 6-2: Decision tree for WUeq by J48. The values in parentheses after the classes represent the 

correct/incorrect classification of each class. 

 

Figure 6-3: Decision tree for b by J48. The values in parentheses after the classes represent the 

correct/incorrect classification of each class. 
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Figure 6-4: Decision tree for tscale by J48.  

6.2.1.4 Linear regression 

A linear regression was applied to correlate the parameter's values and the 

descriptors pre-selected (Section 6.2.1.2). The two descriptors with higher weights in the 

linear regression were selected to build the surrogate models (Table 6-4). R8p+ in 

vacuum and Mor25e in vacuum were selected for WUeq; Mor09p in vacuum and Mor18p 

in water were selected for b; and R8u+ and R6e+ in vacuum were selected for tscale. 

Further analysis of the descriptors is included at the end of this chapter.        

Table 6-4: Summary of descriptors selected by linear regression. 

Parameter Descriptor Type 

R8p+ (3D vacuum) R-GETAWAY 
WUeq 

Mor25e (3D vacuum) 3D-MoRSE 

Mor09p (3D in vacuum) 3D-MoRSE 
b 

Mor18p (3D water) 3D-MoRSE 

R8u+ (3D vacuum) R-GETAWAY 
tscale 

R6e+ (3D vacuum) R-GETAWAY 

6.2.2 Model 1 (3 descriptors) 

Model 1 was built using three descriptors for each parameter of the Weibull 

equation. They correspond to the two descriptors selected by the decision tree analysis 
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and one descriptor selected as the most correlated with each parameter by the linear 

regression. 

6.2.2.1 ANN model 

An ANN model was built for all combinations of 16 polymers as training set and 

2 as test set. Pearson correlation coefficients for training and test sets were calculated for 

the average prediction of each parameter for each polymer as part of either training or test 

set, respectively (Table 6-5). The model obtained for the equilibrium water uptake 

(WUeq), the most important parameter of the Weibull equation, is very accurate (r = 0.89). 

Predictions accurately represent the relative order in water uptake of the polymers studied 

(Figure 6-5). Figure 6-6 and Figure 6-7 show that the accuracy of the predictions of the 

other two parameters (b and tscale) is inaccurate for the test set (r = 0.45 and 0.42, 

respectively).  

Table 6-5: ANN results for the parameters of the Weibull equation, evaluated as the Pearson coefficient for 

training and test sets. 

Parameter Descriptors Model 1 Pearson coefficient of 
training sets1 

Pearson coefficient of 
test sets1 

nCt 
Mor25m water WUeq 
R8p+ vacuum 

0.99 0.89 

BEHv2 
Mor27e water b 

Mor09p vacuum 
0.95 0.45 

L3u water 
HATS5e vacuum tscale 

R8u+ vacuum 
0.98 0.42 

1average over all combinations of training/test sets. 
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Figure 6-5: Prediction versus experimental values for WUeq (Model 1) for polymers as part of  training 

(blue) and test (red) sets. Black line represents x=y. Values are presented as mean value ± SD of 

predictions (y-error) ± SD of experimental values (x-error). 
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Figure 6-6: Prediction versus experimental values for b (Model 1) for polymers as part of  training (blue) 

and test (red) sets. Black line represents x=y. Values are presented as mean value ± SD of predictions (y-

error). 
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Figure 6-7: Prediction versus experimental values for tscale (Model 1) for polymers as part of training (blue) 

and test (red) sets. Black line represents x=y. Values are presented as mean value ± SD of predictions (y-

error). 

6.2.2.2 Predictions over test and training sets 

Water uptake for each polymer was calculated from the predicted values of WUeq, 

b and tscale for each combination of training and test sets. When the predicted value of 

WUeq or b was a negative value, it was considered 0 water uptake. When the predicted 

value of tscale was a negative value, it was considered 10-10 days.  

Predictions of water uptake for ten polymers were accurate, with respect to the 

experimental values (Figure 6-8 and Figure 6-9). The water uptake profiles of those 

polymers ranges from low (poly(DTO adipate), poly(HTE adipate), poly(DTM adipate), 

and (poly(DTB adipate)), medium (poly(DTE adipate), poly(DTE glutarate), and 

poly(DTBn adipate)), and high values of water uptake (poly(DTsB glutarate), poly(DTM 

methyladipate), and poly(DTsB methyladipate)), showing that the model can accurately 

predict the three classes of water uptake in this polymer library. 
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Figure 6-8: Accurate predictions of water uptake (Model 1 with 3 descriptors). Experimental values are 

presented as mean ± SD over three samples from separated films. Predicted values are presented as mean ± 

SD over the different selection of training/test sets (part 1). 
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Figure 6-9: Accurate predictions of water uptake (Model 1 with 3 descriptors). Experimental values are 

presented as mean ± SD over three samples from separated films. Predicted values are presented as mean ± 

SD over the different selection of training/test sets (part 2). 

 

Predictions of water uptake for two polymers were accurate for training set, but 

inaccurate for test set. Predictions overestimate water uptake for poly(DTiP adipate) 

(Figure 6-10), and they underestimate water uptake for poly(HTH adipate) (Figure 6-11). 
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Figure 6-10: Overestimated predictions for test sets of water uptake (Model 1 with 3 descriptors). 

Experimental values are presented as mean ± SD over three samples from separated films. Predicted values 

are presented as mean ± SD over the different selection of training/test sets. 

 

Figure 6-11: Underestimated predictions for test sets of water uptake (Model 1 with 3 descriptors).  

Experimental values are presented as mean ± SD over three samples from separated films. Predicted values 

are presented as mean ± SD over the different selection of training/test sets. 

 

Predictions of water uptake for six polymers were inaccurate for both training and 

test set. Predictions overestimate water uptake for poly(DTB succinate), poly(DTO 

sebacate), poly(DTO succinate) and poly(HTH sebacate) (Figure 6-12). Predictions 

underestimate water uptake for poly(DTM sebacate) and poly(HTE succinate) (Figure 

6-13).  
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Figure 6-12: Overestimated predictions of water uptake for both training and test set (Model 1 with 3 

descriptors). Experimental values are presented as mean ± SD over three samples from separated films. 

Predicted values are presented as mean ± SD over the different selection of training/test sets. 

 

Figure 6-13: Underestimated predictions of water uptake for both training and test sets (Model 1 with 3 

descriptors).  Experimental values are presented as mean ± SD over three samples from separated films. 

Predicted values are presented as mean ± SD over the different selection of training/test sets. 
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6.2.3 Model 2 - 4 descriptors 

Model 2 was built using four descriptors for each parameter of the Weibull 

equation. They correspond to the two descriptors selected by the decision tree analysis 

and two descriptor selected as the two most correlated with each parameter by the linear 

regression. 

6.2.3.1 ANN model 

An ANN model was built for all combinations of 16 polymers as training set and 

2 as test set, using four descriptors obtained by decision tree and linear regression. the 

Pearson correlation coefficients for the training and test sets were calculated for the 

average prediction of each parameter for each polymer as part of either training or test 

set, respectively (Table 6-6). The model obtained for the equilibrium water uptake 

(WUeq), is very accurate (r = 0.83), but less than the previous model with 3 descriptors. In 

general, predictions accurately represent the relative order in water uptake of the 

polymers studied (Figure 6-14). Predictions for the other two parameters (b and tscale) 

were very inaccurate and highly variable as the selection of training and test sets were 

modified (Figure 6-15 and Figure 6-16). 
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Table 6-6: ANN results for the parameters of the Weibull equation, evaluated as the Pearson coefficient for 

training and test sets. 

Parameter Descriptors Model 2 Pearson coefficient of 
training sets1 

Pearson coefficient of 
test sets1 

nCt 
Mor25m water 
R8p+ vacuum 

WUeq 

Mor25e vacuum 

0.99 0.83 

BEHv2 
Mor27e water 

Mor09p vacuum 
b 

Mor18p water 

0.99 0.45 

L3u water 
HATS5e vacuum 

R8u+ vacuum 
tscale 

R6e+ vacuum 

0.98 0.37 

1Average over all combinations of training/test sets. 
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Figure 6-14: Prediction versus experimental values for WUeq (Model 2) for polymers as part of training 

(blue) and test (red) sets. Black line represents x=y. Values are presented as mean value ± SD of 

predictions (y-error) ± SD of experimental values (x-error). 
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Figure 6-15: Prediction versus experimental values for b (Model 2) for polymers as part of training (blue) 

and test (red) sets. Black line represents x=y. Values are presented as mean value ± SD of predictions. 
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Figure 6-16: Prediction versus experimental values for tscale (Model 2) for polymers as part of training 

(blue) and test (red) sets. Black line represents x=y. Values are presented as mean value ± SD of 

predictions. 

6.2.3.2 Predictions over test and training sets 

Water uptake for each polymer was calculated from the predicted values of WUeq, 

b and tscale for each combination of training and test sets. When the predicted value of 

WUeq or b was a negative value, it was considered 0 water uptake. When the predicted 

value of tscale was a negative value, it was considered 10-10 days. 
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Predictions of water uptake for six polymers (poly(DTB adipate), poly(DTBn 

adipate), poly(DTO adipate), poly(DTM methyladipate), poly(DTsB glutarate), and 

poly(DTsB methyladipate)) were accurate, with respect to the experimental values. 

Predictions of water uptake for four polymers were accurate for training set, but 

inaccurate for test set. Predictions overestimate water uptake for poly(DTE glutarate) and 

poly(DTiP adipate). Predictions underestimate water uptake for poly(DTE adipate) and 

poly(HTE succinate). 

Predictions of water uptake for eight polymers were inaccurate for both training 

and test set. Predictions overestimate water uptake for poly(DTB succinate), poly(DTO 

sebacate), poly(DTO succinate) and poly(HTH sebacate). Predictions underestimate 

water uptake for poly(DTM adipate), poly(DTM sebacate), poly(HTE adipate) and 

poly(HTH adipate). 

6.2.4 Model 3 - trial and error 

Ten other combinations of four descriptors were used to build models for the 

three parameters of the Weibull equation. The following represent the best models 

obtained for each parameter, in terms of the Pearson coefficient for the test sets. 

6.2.4.1 ANN model 

Table 6-7 shows the combined best predictions over test sets for each parameter. 

Predictions for WUeq did not improve significantly, while those for b and tscale improved 

significantly from the two previous models. 
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Table 6-7: ANN results for the parameters of the Weibull equation, evaluated as the Pearson coefficient for 

training and test sets  (Model 3). 

Parameter Descriptors for Model 3 Pearson coefficient of 
training sets1 

Pearson coefficient of 
test sets1 

number of primary C (sp3) 
R8m water 

C-003 
WUeq 

C-008 

0.99 0.84 

HATS7m vacuum 
Mor14p water 

MATS2e b 

MATS5m 

0.99 0.75 

MATS2e 
R2u vacuum 

HATS7m vacuum 
tscale 

R4m water 

0.99 0.61 

1Average over all combinations of training/test sets. 
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Figure 6-17: Prediction versus experimental values for WUeq (Model 3) for polymers as part of training 

(blue) and test (red) sets. Black line represents x=y. Values are presented as mean value ± SD of 

predictions (y-error) ± SD of experimental values (x-error). 
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Figure 6-18: Prediction versus experimental values for b (Model 3) for polymers as part of training (blue) 

and test (red) sets. Black line represents x=y. Values are presented as mean value ± SD of predictions. 
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Figure 6-19: Prediction versus experimental values for tscale (Model 3) for polymers as part of training 

(blue) and test (red) sets. Black line represents x=y. Values are presented as mean value ± SD of 

predictions. 

6.2.4.2 Predictions over test and training sets 

Predictions of water uptake for eight polymers (poly(DTB adipate), poly(DTBn 

adipate), poly(DTE glutarate), poly(DTM adipate), poly(DTO adipate), poly(HTE 

adipate), poly(HTE succinate) and poly(DTsB methyladipate)) were accurate, respect to 

the experimental values. 
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Predictions of water uptake for four polymers were accurate for training set, but 

inaccurate for test set. Predictions overestimate water uptake for poly(DTiP adipate), and 

they underestimate for poly(HTH sebacate), poly(DTM methyladipate) and poly(DTsB 

glutarate). 

Predictions of water uptake for six polymers were inaccurate for both training and 

they test set. Predictions overestimate water uptake for poly(DTB succinate), poly(DTO 

sebacate) and poly(DTO succinate), and they underestimate for poly(DTE adipate), 

poly(DTM sebacate) and poly(HTH adipate). 

6.2.5 Analysis of descriptors 

Table 6-8 summarizes the descriptors used in Models 1, 2, and 3 for the three 

parameters of the Weibull equation. All descriptors are different from those used in the 

CCM to select the final subset of polymers (Chapter 5). 

2D descriptors that appear in those models are functional group counts (nCt or 

number of tertiary carbon atoms (sp3) and number of primary carbon atoms (sp3)), atom 

centered fragments (C-003 and C-008), BCUT descriptors (BEHv2) and Moran 2D 

autocorrelations (MATS2e and MATS5m). 

C-003 corresponds to the number of CHR3 molecular subfragments, or tertiary 

carbon atoms, and C-008 correspond to the CHR2X subfragments. BCUT descriptors are 

obtained from the positive and negative eigenvalues of the adjacency matrix, weighting 

the diagonal elements with atom weights [213]. 2D autocorrelations are calculated from 

molecular graph by summing the products of atom weights of the terminal atoms of all 

the paths of the considered path length (the lag) for different weighting schemes [214]. 
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Table 6-8: Summary of descriptors used in models for parameters of the Weibull equation 

WUeq b tscale Descriptor Type M11 M21 M31 M11 M21 M31 M11 M21 M31 
nCt          

number of 
primary C (sp3) 

Atom counts          

C-003          
C-008 

Atom centered 
fragments          

BEHv2 BCUT          
MATS2e          
MATS5m 2D autocorrelation          
Mor25m          
Mor25e          
Mor27e          
Mor09p          
Mor14p          
Mor18p 

3D-MoRSE 

         
L3u WHIM          

HATS5e          
HATS7m H-GETAWAY          

R8p+          
R4m          
R8m          
R2u          

R8u+          
R6e+ 

R-GETAWAY 

         
1M1, M2, and M3 represent Models 1, 2 and 3, respectively. 

 

3D descriptors correspond to 3D-MoRSE descriptors (Mor25m, Mor27e, Mor14p 

and Mor18p in water, Mor25e and Mor09p in vacuum), WHIM descriptors (L3u in 

water), H-GETAWAY descriptors (HATS7m and HATS5e in vacuum), and R-

GETAWAY descriptors (R4m and R8m in water, R2u, R8p+, R8u+ and R6e+ in 

vacuum). 

3D-MoRSE (MOlecule Representation of Structures based on Electron 

diffraction) descriptors are calculated by summing atom weights viewed by a different 

angular scattering function. They provide 3D information from the 3D coordinates by 

using the same transform as in electron diffraction (which uses it to prepare theoretical 

scattering curves) [215]. 
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WHIM (Weighted Holistic Invariant Molecular descriptors) descriptors are based 

on the projections of the atoms along principal axes. They capture relevant 3D 

information regarding molecular size, shape, symmetry, and atom distribution with 

respect to invariant reference frames. Depending on the weighting scheme, different 

covariance matrices and different principal axes are obtained [211].  

H-GETAWAY (GEometry, Topology, and Atom-Weights AssemblY) descriptors 

are calculated from the molecular influence matrix H. The diagonal elements (leverages) 

of H encode atomic information and represent the influence of each atom in determining 

the whole shape of the molecule. They account only implicitly for chemical properties of 

molecular atoms. They allow consideration of chemical information provided by 

leverages with atomic weightings that account for specific physicochemical properties on 

the atomistic level [201].  

R-GETAWAY descriptors combine the information of the H matrix with 

geometric interatomic distances in the molecule, accounting for the local aspects of the 

molecule such as branching, cyclicity and conformational changes [201]. 

6.2.6 Sensitivity of models 

6.2.6.1 Sensitivity to descriptors 

Using ten different sets of four descriptors, different ANN models were built, with 

very different results depending on which descriptors were selected (Table 6-9). This 

result shows that the accuracy of the predictions over test sets for any of the Weibull 

parameters is highly dependent on the selection of descriptors, while the accuracy over 

training sets is not affected. 
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6.2.6.2 Sensitivity to number of descriptors  

Model 2 and Model 3 were repeated with the first two and three descriptors, with 

very different results (Table 6-10, Table 6-11, Table 6-12, Table 6-13, Table 6-14 and 

Table 6-15). For both sets, the use of only two descriptors resulted in less accurate 

models. For Model 2, the use of three descriptors resulted in better accuracy on the 

predictions of test sets (Model 1), in particular for WUeq (Figure 6-5). In contrast, Model 

3 required the fourth descriptor to obtain accurate predictions for b and tscale. 

 

Table 6-9: Pearson coefficient for training and test sets for ANN models for WUeq, b, and tscale using 

different groups of four descriptors.  

Parameter  Pearson coefficient of 
Training set 

Pearson coefficient of 
Test set 

Minimum 0.93 0.22 
Maximum 0.99 0.84 
Average 0.98 0.54 

SD 0.02 0.22 
WUeq 

n  10  10 
Minimum 0.95 -0.16 
Maximum 0.99 0.75 
Average 0.98 0.34 

SD 0.01 0.30 
b 

n  10  10 
Minimum 0.82 -0.05 
Maximum 0.99 0.61 
Average 0.97 0.35 

SD 0.06 0.25 
tscale 

n   9   9 
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Table 6-10: ANN results for WUeq. Effect of number of descriptors for Model 2. 

Descriptors Pearson coefficient of 
training sets 

Pearson coefficient of 
test sets 

nCt 
Mor25m water 0.97 0.74 

nCt 
Mor25m water 
R8p+ vacuum 

0.991 0.891 

nCt 
Mor25m water 
R8p+ vacuum 

Mor25e vacuum 

0.99 0.83 

  1Correspond to model 1. 

Table 6-11: ANN results for b. Effect of number of descriptors for Model 2 

Descriptors Pearson coefficient of 
training sets 

Pearson coefficient of 
test sets 

BEHv2 
Mor27e water 0.84 0.44 

BEHv2 
Mor27e water 

Mor09p vacuum 
0.951 0.451 

BEHv2 
Mor27e water 

Mor09p vacuum 
Mor18p water 

0.99 0.45 

 1Correspond to model 1. 

Table 6-12: ANN results for tscale. Effect of number of descriptors for Model 2 

Descriptors Pearson coefficient of 
training sets 

Pearson coefficient of 
test sets 

L3u water 
HATS5e vacuum 0.89 0.19 

L3u water 
HATS5e vacuum 

R8u+ vacuum 
0.981 0.421 

L3u water 
HATS5e vacuum 

R8u+ vacuum 
R6e+ vacuum 

0.98 0.37 

 1Correspond to model 1. 

 

 

 

 



 

 

97 

Table 6-13: ANN results for WUeq. Effect of number of descriptors for Model 3. 

Descriptors Pearson coefficient of 
training sets 

Pearson coefficient of 
test sets 

number of primary C (sp3) 
R8m water 0.95 0.76 

number of primary C (sp3) 
R8m water 

C-003 
0.99 0.85 

number of primary C (sp3) 
R8m water 

C-003 
C-008 

0.99 0.84 

 

Table 6-14: ANN results for b. Effect of number of descriptors for Model 3. 

Descriptors Pearson coefficient of 
training sets 

Pearson coefficient of 
test sets 

HATS7m vacuum 
Mor14p water 0.73 -0.02 

HATS7m vacuum 
Mor14p water 

MATS2e 
0.91 -0.11 

HATS7m vacuum 
Mor14p water 

MATS2e 
MATS5m 

0.99 0.75 

 

Table 6-15: ANN results for tscale. Effect of number of descriptors for Model 3. 

Descriptors Pearson coefficient of 
training sets 

Pearson coefficient of 
test sets 

MATS2e 
R2u vacuum 0.64 -0.07 

MATS2e 
R2u vacuum 

HATS7m vacuum 
0.86 0.05 

MATS2e 
R2u vacuum 

HATS7m vacuum 
R4m water 

0.99 0.61 
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6.2.6.3 Sensitivity to selection of test set 

As previous results showed, predictions may be very sensitive to the selection of 

training and test sets. Table 6-16 summarizes these results in terms of variability of 

predictions over different test sets. Depending on the polymer, the standard deviation of 

the predictions can be as low as 4%, and as big as 1600% of the predicted value. This 

result shows that the predicted values must be used as a reference and experiments are 

always needed for validation. 

6.2.6.4 Sensitivity to number of seeds 

As mentioned in Section 6.1.4, the initial weights are determined by the random 

seed number. Using descriptors selected in Model 2, and only one selection of training 

(16 polymers) and test set (2 polymers), an ANN model was built for 200 different 

random seeds. Figure 6-20, Figure 6-21 and Figure 6-22 show the rms error for 

predictions with different seed numbers, for WUeq, b and tscale, respectively. The average 

error of training set was lower than the test set, while the lowest error for test set was 

lower than for training set. The model is not trained with the test set, and thus it is not 

possible to select the best seed for the test seed until the test set is measured. For this 

reason, the best seed in terms of training set error was used to build the previously 

discussed models, after running 100 seeds, which showed to be enough to converge the 

lowest error for training set.  
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Figure 6-20: Left: Root mean squared error for predictions for WUeq over training and test sets with 

different seeds. Right: Cumulative best rms for training and test sets. 

 

Table 6-16: Sensitivity of training-test set selection, in term of SD over average of predicted value for each 

polymer as part of the test set. 

Parameter 
SD /average of 

predictions (%) 
Model 1 Model 2 Model 3 

Minimum 4% 4% 6% 

Maximum 97% 1629% 54% 

Average 26% 160% 20% 

SD 27% 397% 15% 

WUeq 

n 18 18 18 

Minimum 11% 16% 8% 

Maximum 1035% 336% 71% 

Average 89% 58% 21% 

SD 237% 77% 17% 

b 

n 18 18 18 

Minimum 10% 12% 23% 

Maximum 1033% 521% 545% 

Average 123% 107% 127% 

SD 232% 139% 131% 

tscale 

n 18 18 18 
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Figure 6-21: Left: Root mean squared error for predictions for b over training and test sets with different 

seeds. Right: Cumulative best rms for training and test sets. 

 

Figure 6-22: Left: Root mean squared error for predictions for tscale over training and test sets with different 

seeds. Right: Cumulative best rms for training and test sets. 

6.2.7 Comparison of models 

6.2.7.1 Predictions 

The outcomes of the three models do not show any correlations with polymer 

structure (i.e., no dependence on identity of either the alkyl ester or diacid component). 

Predictions of water uptake of four polymers were accurate using all models: poly(DTB 

adipate), poly(DTBn adipate), poly(DTO adipate), and poly(DTsB methyladipate). 

Predictions overestimate the water uptake of four polymers using all models: poly(DTB 

succinate), poly(DTiP adipate), poly(DTO sebacate), and poly(DTO succinate). 
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Predictions underestimate the water uptake of two polymers using all models: poly(DTM 

sebacate and poly(HTH adipate). For all other polymers, the accuracy on the predictions 

of water uptake depended on the model used. 

6.2.7.2 Validation set 

Using the three previous models, predictions were made for the 5 polymers that 

were left out of the training and test sets because their water uptake did not equilibrate 

and thus, the Weibull equation could not be used. For four of the five polymers, Model 3 

accurately predicts water uptake profiles for the beginning of the water uptake process 

(until 21 days for poly(DTH suberate), until 7 days for poly(DTB (R) methyladipate), 

poly(DTH adipate) and poly(DTB glutarate)) (Figure 6-23). 

Predictions for the fifth polymer, poly(DTBn methyladipate) are shown in Figure 

6-24). This polymer has a chiral center, and predictions were obtained for the option R 

and L isomers, separated or averaged. Accurate predictions were obtained with Model 1 

and 2, particularly for the L isomers. 

6.2.7.3 Predictions over rest of the library 

For each training and test set selection, predictions of each of the three Weibull 

parameters were made for the rest of the library (56 polymers for which descriptors were 

available), using each of the three models discussed previously. Water uptake for each 

polymer was then calculated from the predicted values of WUeq, b and tscale for each 

combination of training and test sets. When the predicted value of WUeq or b was a 

negative value, it was considered 0 water uptake. When the predicted value of tscale was a 

negative value, it was considered 10-10 days.  
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Figure 6-23: Predictions of water uptake for validation set (Models 1, 2 and 3).  Experimental values are 

presented as mean ± SD over three samples from separate films. Predicted values are presented as mean ± 

SD over the different selection of training/test sets. 

 

Figure 6-24: Predictions of water uptake for poly(DTBn methyladipate) (Models 1, 2 and 3).  Experimental 

values are presented as mean ± SD over three samples from separate films. Predicted values are presented 

as mean ± SD over the different selection of training/test sets. Left figure represents average predictions 

considering R and L isomers. Right figure represents independent predictions for R or L isomers. 



 

 

103 

 

Comparing predictions of water uptake after 28 days of models 1 and 2 (Figure 

6-25 and Figure 6-26, respectively), there are important differences in the predictions of 

five polymers (poly(DTBn (R) methyladipate) poly(DTE (L) methyladipate), poly(DTH 

(L) methyladipate), poly(DTsB (L) adipate), and poly(DTsB (R) suberate)). Even with 

those differences, those polymers belong to the same class of water uptake (i.e., low, 

medium, and high) in both predictions. 

Comparing model 3 (Figure 6-27) and model 1 or 2, there are more differences. 

Predictions for nine polymers were higher in model 3 than in the other two models 

(poly(DTB (L) methyladipate), poly (DTB diglycolate), poly(DTBn (L) methyladipate), 

poly(DTBn (R) methyladipate), poly(DTH diglycolate), poly(DTiB adipate), poly(DTiB 

succinate), poly(DTM (L) methyladipate) and poly(HTE succinate)). Predictions for ten 

polymers were lower in Model 3 than in the other two models (poly(DTE (R) 

methyladipate, poly(DTH succinate), poly(DTiB sebacate), poly(DTsB (R) adipate), 

poly(DTsB (L) adipate), poly(DTsB (L) suberate), poly(DTsB (R) suberate), poly (HTE 

(L) methyladipate), poly(HTE (R) methyladipate), and poly(HTE suberate)). 

Both models 1 and 3 predict low levels of water uptake for DTM (1-16%), DTO 

(1-21%) and HTH (5-13%) polymers (with the exception of methyladipates); low to 

intermediate levels of water uptake for DTBn (15-30%) and DTE (19-30%) polymers 

(with the exception of methyladipates), glutarate (2-29%) and suberate (1-30%) polymers 

(with the exception of DTsB), and sebacate (2-31%) polymers (with the exception of 

DTiB); intermediate levels  of water uptake for succinate (11-64%) polymers (with the 

exception of DTiB in Model 3); medium to high levels of water uptake for DTiB (42 to 
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159%) polymers; high levels of water uptake for DTiP methyladipates (103-139%); and 

different levels of water uptake for DTH (1-87%), adipate (4-121%), and methyladipate 

(12-128%) polymers. 

The main differences in predictions of model 1 and 3 are that only model 1 

predicts that all DTB polymers have low values of water uptake (less than 35%), while 

model 3 predicts values for DTB polymers up to 98%. Model 1 predicts only high values 

of water uptake for DTsB polymers (86-130%), while model 3 has predictions from 8% 

for that type of polymer. Model 1 predicts low values of water uptake (10-25%) for HTE 

polymers (with the exception of methyladipate), while Model 3 has higher predictions for 

some polymers (up to 44%). Model 1 predicts low levels of water uptake for diglycolate 

polymers (1-15%), while model 3 predicts higher values (11-63%) for those polymers. 

Finally, each model predicts a different order of DTiB polymers: succinate < adipate < 

sebacate for model 1, and sebacate < adipate < succinate for model 3. 

Figure 6-28 shows the overall profiles of water uptake predicted with model 3. It 

shows that different polymers show not only different values at 28 days, but also different 

profiles and times of equilibration. 
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Figure 6-25: Predictions of the water uptake at 28 days over 56 polymers of the polymer library (Model 1). 

Values are presented as mean value ± SD of the predicted value for each training/test set combination. 

Polymers are ordered from lowest to highest water uptake predicted values. 

 

Figure 6-26: Predictions of the water uptake at 28 days over 56 polymers of the polymer library (Model 2). 

Values are presented as mean value ± SD of the predicted value for each training/test set combination. 

Polymers are ordered from lowest to highest water uptake predicted values. 



 

 

106 

 

Figure 6-27: Predictions of the water uptake at 28 days over 56 polymers of the polymer library (Model 3). 

Values are presented as mean value ± SD of the predicted value for each training/test set combination. 

Polymers are ordered from lowest to highest water uptake predicted values. 

 

The predictions obtained can be used as a guideline for which polymers present 

low, medium and high levels of water uptake. If one application requires one of those 

levels of water in the polymer matrix, a subset can be selected from the prediction, and 

validated experimentally. The need for experiments does not disappear with modeling, it 

only allows a more focused design and more chances to find the right polymer with fewer 

experiments. 
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Figure 6-28: Predictions over 56 polymers of the polymer library (Model 3). Values are presented as mean 

value of the predicted value for each training/test set combination. Polymers are ordered from lowest to 

highest water uptake predicted values. 
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6.3 Conclusions  

A surrogate model was built to predict water uptake of a polymer sub-library of 

56  L-tyrosine-derived polyarylates using only 18 polymers for training (32% of the sub-

library) and either three or four descriptors selected from a large set descriptors, 

calculated from either 2D or 3D structures. Those descriptors included atom counts; 3D 

information about electron diffraction (3D-MoRSE); molecular size, shape, symmetry 

and atom distribution (WHIM); and chemical properties of molecular atoms, branching, 

cyclicity and conformational changes (GETAWAY). 

Three models were built using different number of descriptors (3 or 4). Accuracy 

depended on the descriptors used, considering 2 of the 18 polymers as test set, in all 

possible combinations. All models were able to accurately predict low, intermediate and 

high levels of water uptake for up 10 of the 18 polymers. Some models were able to 

predict water uptake for five polymers of the validation set that were not used in the 

descriptor selection. 

Using those models, predictions were obtained for the rest of the sub-library. 

Those predictions must be used as a reference of order of magnitude and ranking of 

polymers in terms of water uptake, and not in terms of absolute values. 

Limitations of this model include: (i) it needs experimental data to train the 

model; (ii) the descriptors give a reference of relevant parameters to the target property, 

but they cannot explain the mechanism; (iii) experimental measurements must be 

performed to validate the predictions; (iv) for new polymers outside of the sub-library, 

new descriptors must be generated, which is time consuming due to the need for 

molecular dynamics simulations.  
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The obtained models for water uptake can be improved by increasing the size of 

training set, by improving the descriptor selection algorithm, and by identifying other 

surrogate methods. 

Suggested future studies include: (i) use this method to build models for other 

properties, such as degradation (see Chapter 7); (ii) export the model to polymers outside 

the library; (iii) explore the design space for target properties (e.g., water uptake, Tg, 

contact angle, fibrinogen adsorption, and cell response). 
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7 Degradation studies  

A one year-degradation study was conducted in parallel to the water uptake study 

for a subset of the library of L-tyrosine-derived polyarylates. Samples were incubated in 

phosphate buffer saline (PBS) at 37ºC, and molecular weight (Mw) was measured every 

30 days. Different kinetic equations (zero, first and second order) were used to fit the 

experimental results. A surrogate model was built to model the kinetic parameters of 

degradation, and to predict them for the rest of the polymer library. 

7.1 Degradation kinetic studies 

Different hydrolytic polymer degradation kinetics have been reported in the 

literature. First order kinetics has been observed for poly(lactic-co-glycolic acid) (PLGA) 

[27, 216, 217], poly(lactic acid) (PLA) [218], polyglyconate B [219], multiblock 

poly(ester urethane)s [220], poly(ε-caprolactone) (PCL) [221], poly(1,3-trimethylene 

carbonate) (PTMC) [221],  poly(vinlyl acetate) (PVA) [222], poly(m-

phenylenediamineisophthyl)amide (MPD-I) [223], and L-tyrosine-derived polycarbonates 

[14, 15]. A first order degradation equation can be written as: 

 

! 

Mw = Mw0 " exp #k1t( ) ,     ( 7-1 ) 

where Mw and Mw0 are the molecular weight of the polymer at time t and time 0, 

respectively, and k1 is the degradation coefficient.  

A second order reaction has been observed for PLGA sponges without 

autocatalysis [217] and polysaccharides [224]. A second order degradation equation can 

be written as: 

 

! 

1

Mw
=

1

Mw
0

+ k
2
t ,      ( 7-2 ) 
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where k2 represents the degradation coefficient.  

Several studies have shown multiple stages (two, three or four) of degradation of 

poly(glycolic acid) (PGA) [225], PLA [21, 225], PLGA [21, 225], and polymandelide 

[226]. The first stage is controlled by water diffusion and saturation. The second stage 

generally presents a slow degradation, with first or second order kinetics, followed by a 

reduction of the mechanical properties, and the final weight loss and scaffold disruption. 

Some polymers present also an intermediate stage of accelerated degradation, in general 

associated with autocatalysis. 

7.2 Materials and methods 

7.2.1 Materials 

A degradation study was performed for 26 polymers of the library of L-tyrosine-

derived polyarylates (Table 3-1). Three films of each polymer were pressed using the 

previously described protocol in Chapter 3, and annealed for at least 20 h at 5 to 10 ºC 

above their Tg.  

7.2.2 Experimental methods 

7.2.2.1 Molecular weight measurements 

Mw was measured by a gel permeation chromatography (GPC) system consisting 

of two PL-gel columns (105 - 103 Å pore size and 30 cm in length, Polymer Laboratories 

LTD) connected to a Waters 717 autosampler and a Waters 2489 detector (Waters Corp., 

MA). The mobile phase was tetrahydroduran (THF) at a flow rate of 1 mL/min. The Mw 
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was calculated relative to a set of commercially available monodispersed polystyrene 

standards (Waters Corp., MA). 

7.2.2.2 Degradation studies 

Twelve samples per each film (one for each month) and three films per polymer 

were taken. Samples of 7 mm in diameter were incubated in separated vials with 10 mL 

of PBS and stored them at 37 ºC. PBS was replaced every 15 days. Samples were 

removed from the incubator every 30 days, blotted dry and frozen before Mw 

measurement as described above. 

7.2.3 Computational methods 

A surrogate model was built for several kinetic parameters of degradation of 21 

polymers of the L-tyrosine-derived polyarylate library (Table 3-1), using the same 

methodology as described Chapter 6 and the data-mining package WEKA (Waikato 

Environment for Knowledge Analysis) [48]. 

7.2.3.1 Descriptor selection 

Starting from the 2,272 descriptors described in Chapter 5 (2D, 3D in vacuum and 

3D in water for the 18 polymers with experimental data), useless descriptors (i.e., 

constant and highly variable ones) were eliminated. Then, a correlation based feature 

selection (CFS) was used to reduce the dimensionality of the descriptors for each 

parameter in study. Expectation-maximization (EM) [48] cluster analysis was employed 

to categorize the degradation parameters (i.e., kinetic parameters of zero, first and second 

order degradation) for the polymers into three classes (i.e., low, medium, high).  
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Table 7-1: Subset of the library of L-tyrosine-derived polyarylates used for the degradation study.  

Polymer1,2 
Initial Molecular Weight 

(Mw, kDa)3,4,5 

Glass transition 

temperature (Tg, ºC)5 

poly(DTO sebacate) 123 ± 1 16 

poly(HTH sebacate) 43 ± 1 * 23 

poly(HTH sebacate) 64 ± 5 23 

poly(DTH suberate) 106 ± 2 24 

poly(DTO adipate) 132 ± 2 26 

poly(DTH adipate) 98 ± 1 34 

poly(DTB (R)(+) methyladipate) 61 ± 1 35 

poly(DTsB sebacate) ** 116 ± 3  36 

poly(DTBn suberate) 34 ± 1 * 38 

poly(HTH adipate) 87 ± 2 40 

poly(DTB adipate) 111 ± 3 42 

poly(DTO succinate) 84 ± 6 43 

poly(DTM sebacate) 126 ± 4 45 

poly(DTsB (R)(+) methyladipate) 79 ± 3 45 

poly(DTsB glutarate) 86 ± 3 46 

poly(DTBn adipate) 69 ± 8 48 

poly(DTB glutarate) 105 ± 1 50 

poly(DTM (R)(+) methyladipate) 68 ± 1 53 

poly(DTBn methyladipate) 90 ± 1 55 

poly(DTiP adipate) 40 ± 1 * 55 

poly(DTiP adipate) 144 ± 2 55 

poly(DTE adipate) 126 ± 7 59 

poly(HTE adipate) 37 ± 4 * 61 

poly(DTE glutarate) 80 ± 1 64 

poly(DTB succinate) 145 ± 11 67 

poly(DTM adipate) 99 ± 3 67 
 1Polymers are ordered by Tg values.  

2The '**" symbol represent a polymer for which no 3D descriptors are available, and thus it was not 

used in the surrogate model for degradation. 
3Each value of Mw is the mean value of three different films ± SD.  
4The '*' symbol represent the polymers with very low Mw < 60kDa. They were not used in build the 

surrogate model for degradation. 
5Tg's are single measurements of polymer before pressing ± 1ºC. 
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From the pre-selected descriptors and the parameter classification, two descriptors 

were selected by J48 decision tree [47] with full training set, and two by linear 

regression. For details on the cluster and decision tree methods, refer to Chapters 2 and 5. 

7.2.4 Artificial Neural Networks 

Using the same approach as in Chapter 6, a multilayer perceptron was used to 

build Artificial Neural Networks (ANN) models for each parameter with the four 

descriptors selected previously. All input variables were scaled to the unit interval while 

the learning rate and the momentum applied for updating the weights were 0.3 and 0.2, 

respectively. Randomization of the initial weights and shuffling of the training data were 

performed by varying the seed for the random number generator 100 times.  

Each model was built considering 18 polymers as training set and 3 polymers as 

test set, in all possible combinations. Model accuracy was evaluated by the Pearson 

coefficient (r) over each training set and over all the polymers when part of the test set. 

Predictions were obtained for the rest of the 56 polymers of the library, for which 

3D descriptors were available (see Chapters 5 and 6). 

7.3 Results and Discussion 

7.3.1 Experimental measurements of degradation 

Mw's were measured monthly for the subset of 26 polymers. Measurements were 

completed for 5 months for all polymers, and for 12 months for some of the polymers. 

Degradation results were expressed as the Mw measured at time t with respect to 

the original Mw (Table 7-2 and Table 7-3). The results were highly dependent on the 

polymer, i.e., by 5 months, the relative Mw ranges between 10% and 88% of the original 
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Mw. After 12 months, Mw's were less than 30% of the initial value for all polymers for 

which the study was completed. 

7.3.2 Kinetic analysis of degradation 

The degradation data (Table 7-2 and Table 7-3) were used to build three different 

kinetic models: Zero order, first order and second order. The equation for a zero order 

degradation is given by: 

 

! 

Mw = Mw
0
" k

0
t ,       ( 7-3 ) 

where k0 represent the kinetic coefficient of this equation. Table 7-4 shows the obtained 

values for k0 for all polymers, as calculated from minimizing the root square error. The 

zero order kinetic model was in general applicable during the first part of the degradation 

curves (e.g., Figure 7-3, Figure 7-4, and Figure 7-5). For two polymers, poly(DTBn 

adipate) and poly(DTO succinate), zero order kinetics were applicable for the complete 

degradation curve (e.g., Figure 7-5). 

The fit of the data to a first order kinetic model (eq. 7-1) is shown in Table 7-5. 

For some polymers, first order kinetics were applicable to the complete experimental 

time (e.g., Figure 7-2, Figure 7-3, and Figure 7-5), while for other polymers, it was 

applicable only for the first part of the degradation curves (e.g., Figure 7-1, Figure 7-3, 

and Figure 7-4). 
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Table 7-2: Degradation profiles (first 6 months) for a subset of polymers from the library of tyrosine-

derived polyarylates. 

Polymer1 

Initial 

Mw 

(kDa)2 

1 mo3 2 mo3 3 mo3 4 mo3 5 mo3 6 mo3,4 

poly(DTO sebacate) 123 ± 1 100 ± 5% 84 ± 2% 71 ± 2% 57 ± 1% 45 ± 2% 35 ± 2% 

poly(HTH sebacate) 43 ± 1 97 ± 30% 92 ± 22% 98 ± 2% - 88 ± 1% 82 ± 1% 

poly(HTH sebacate) 64 ± 5 79 ± 8% 65 ± 10% 59 ± 7% 43 ± 4% 44 ± 4% 33 ± 4% 

poly(DTH suberate) 106 ± 2 94 ± 3% 89 ± 2% 81 ± 3% 73 ± 2% 64 ± 4% 54 ± 3% 

poly(DTO adipate) 132 ± 2 93 ± 1% 72 ± 2% 58 ± 2% 39 ± 4% 25 ± 3% 16 ± 2% 

poly(DTH adipate) 98 ± 1 96 ± 1% 90 ± 1% 82 ± 2% 71 ± 3% 57 ± 4% 41 ± 5% 

poly(DTB (R)(+) methyladipate) 61 ± 1 94 ± 1% 85 ± 1% 74 ± 2% 59 ± 1% 42 ± 3% 34 ± 1% 

poly(DTsB sebacate) 116  ± 3 83 ± 2% 73 ± 2% 65 ± 3% 54 ± 1% 46 ± 2% 39 ± 2% 

poly(DTBn suberate) 33 ± 1 84 ± 3% 69 ± 3%  3% 36 ± 2% 26 ± 2% 26 ± 2% 

poly(HTH adipate) 87 ± 2 68 ± 3% 51 ± 2% 38 ± 2% 26 ± 2% 16 ± 1% 12 ± 2% 

poly(DTB adipate) 111 ± 3 104 ± 3% 100 ± 13% 69 ± 3% 61 ± 3% 42 ± 2% 27 ± 1% 

poly(DTO succinate) 84 ± 6 71 ± 6% 72 ± 6% 71 ± 11% 54 ± 6% 54 ± 4% 48 ± 5% 

poly(DTM sebacate) 126 ± 4 90 ± 3% 78 ± 3% 69 ± 3% 58 ± 3% 46 ± 2% 36 ± 2% 

poly(DTsB (R)(+) methyladipate) 79 ± 3 94 ± 5% 80 ± 4% 73 ± 4% 62 ± 6% 51 ± 3% 40 ± 5% 

poly(DTsB glutarate) 86 ± 3 83 ± 5% 67 ± 5% 54 ± 4% 37 ± 2% 22 ± 2% ** 

poly(DTBn adipate) 69 ± 8 81 ± 10% 92 ± 11% 83 ± 11% 70 ± 9% 56 ± 7% 49 ± 7% 

poly(DTB glutarate) 105 ± 1 99 ± 3% 82 ± 2% 73 ± 6% 54 ± 4%  35 ± 3% ** 

poly(DTM (R)(+) methyladipate) 68 ± 1 81 ± 1% 73 ± 3% 65 ± 2% 52 ± 2% 35 ± 5% ** 

poly(DTBn methyladipate) 90 ± 1 107 ± 3% 95 ± 2% 91 ± 2% 88 ± 1% 78 ± 9% ** 

poly(DTiP adipate) 40 ± 1 60 ± 2% 46 ± 1% 26 ± 6% 16 ± 1% 10 ± 1% 7 ± 1% 

poly(DTiP adipate) 144 ± 2 81 ± 2% 71 ± 1% 61 ± 2% 51 ± 3% 39 ± 3% 30 ± 2% 

poly(DTE adipate) 126 ± 7 66 ± 5% 52 ± 3% 42 ± 2% 30 ± 2% 20 ± 1% 14 ± 1% 

poly(HTE adipate) 37 ± 4 72 ± 7% 48 ± 5% 36 ± 4% 26 ± 3% 18 ± 2% 14 ± 2% 

poly(DTE glutarate) 80 ± 1 96 ± 11% 73 ± 3% 60 ± 4% 49 ± 2% 32 ± 1% 18 ± 1% 

poly(DTB succinate) 145 ± 11 106 ± 10% 97 ± 8% 84 ± 7% 66 ± 7% 50 ± 5% 31 ± 5% 

poly(DTM adipate) 99 ± 3 90 ± 11% 80 ± 3% 56 ± 3% 38 ± 6% 33 ± 3% 21 ± 3% 
1Polymers are ordered by Tg. 
2Each value of Mw is the mean value of three different films ± SD, measured by THF-GPC. 
3Each value is the mean value of three samples from three different films ± SD, as a % of the initial Mw.  
4The '**' symbol represents future measurements. 
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Table 7-3: Degradation profiles (from 7 to 12 months) for a subset of polymers from the library of tyrosine-

derived polyarylates. 

Polymer1 

Initial 

Mw 

(kDa) 2 

7 mo3,4 8 mo3,4 9 mo3,4 10 mo3,4 11 mo3,4,5 12 mo3,4,5 

poly(DTO sebacate) 123 ± 1 28 ± 5% 20 ± 1% 16 ± 2% 13 ± 1% 12 ± 2% 9 ± 2% 

poly(HTH sebacate) 43 ± 1 78 ± 1% 71 ± 1% 63 ± 1% 56 ± 2% 49 ± 1% 41 ± 1% 

poly(HTH sebacate) 64 ± 5 29 ± 3% 23 ± 4% 16 ± 1% 12 ± 2% 12 ± 1% 10 ± 1% 

poly(DTH suberate) 106 ± 2 37 ± 2% 27 ± 4% 23 ± 1% 14 ± 2% 11 ± 1% ** 

poly(DTO adipate) 132 ± 2 10 ± 2% 6 ± 1% ** ** ** ** 

poly(DTH adipate) 98 ± 1 27 ± 2% 16 ± 1% ** ** ** ** 

poly(DTB (R)(+) methyladipate) 61 ± 1 ** ** ** ** ** ** 

poly(DTsB sebacate) 116  ± 3 28 ± 4% 25 ± 1% 20 ± 1% 17 ± 1% 14 ± 1% 11 ± 1% 

poly(DTBn suberate) 33 ± 1 17 ± 1% 11 ± 1% 9 ± 1% 7 ± 1% * * 

poly(HTH adipate) 87 ± 2 7 ± 1% 6 ± 1 % 5 ± 1% 4 ± 1% * * 

poly(DTB adipate) 111 ± 3 18 ± 1% 11 ± 1% 5 ± 1% 4 ± 1% 3 ± 1% * 

poly(DTO succinate) 84 ± 6 43 ± 4% 39 ± 3% 37 ± 2% 31 ± 3% 28 ± 3% 30 ± 3% 

poly(DTM sebacate) 126 ± 4 26 ± 2% 17 ± 1% 12 ± 2% 7 ± 1% 5 ± 1% 4 ± 1% 

poly(DTsB (R)(+) methyladipate) 79 ± 3 ** ** ** ** ** ** 

poly(DTsB glutarate) 86 ± 3 ** ** ** ** ** ** 

poly(DTBn adipate) 69 ± 8 38 ± 7% 27 ± 4% 22 ± 4% 15 ± 2% 11 ± 2% 8 ± 1% 

poly(DTB glutarate) 105 ± 1 ** ** ** ** ** ** 

poly(DTM (R)(+) methyladipate) 68 ± 1 ** ** ** ** ** ** 

poly(DTBn methyladipate) 90 ± 1 ** ** ** ** ** ** 

poly(DTiP adipate) 40 ± 1 5 ± 1% 4 ± 1% * * * * 

poly(DTiP adipate) 144 ± 2 23 ± 2% 15 ± 2% 9 ± 1% 6 ± 1% 3 ± 1% 2 ± 1% 

poly(DTE adipate) 126 ± 7 9 ± 1% 6 ± 1% 4 ± 1% 3 ± 1% * * 

poly(HTE adipate)  37 ± 4 ** ** ** ** ** ** 

poly(DTE glutarate) 80 ± 1 10 ± 2% 5 ± 1% 3 ± 1% 2 ± 1% * * 

poly(DTB succinate) 145 ± 11 20 ± 2% 13 ± 1% 7 ± 1% 4 ± 1% 3 ± 1% * 

poly(DTM adipate) 99 ± 3 13 ± 2% 7 ± 1% 5 ± 1% 4 ± 1% * * 
1Polymers are ordered by Tg 
2Each value of Mw is the mean value of three different films ± SD, measured by THF-GPC. 
3Each value is the mean value of three samples from three different films ± SD, as a % of the initial Mw.  
4The '**' symbol represents future measurements. 

5The '*' symbol represents late degradation stages where Mw was below the limit of detection of the GPC. 
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Table 7-4: Fitted parameter for the zero order equation for the degradation of the subset of L-tyrosine-

derived polyarylates. 

Polymer1 
k0 (slope zero order 

release)2 
(R2)2 Range2,3 

poly(DTO sebacate) 123kDa 0.137 0.997 1-5mo 

poly(HTH sebacate) 43kDa 0.030 0.868 0-7mo 

poly(HTH sebacate) 64kDa 0.075 0.964 1-9mo 

poly(DTH suberate) 106kDa 0.076 0.984 0-6mo 

poly(DTO adipate) 131kDa 0.150 0.990 0-6mo 

poly(DTH adipate) 98kDa 0.130 0.992 2-8mo 

poly(DTB (R) (+) methyladipate) 61kDa 0.118 0.981 0-6mo* 

poly(DTsB sebacate) 116kDa 0.085 0.990 1-8mo 

poly(DTBn suberate) 33kDa 0.118 0.985 0-7mo 

poly(HTH adipate) 87kDa 0.116 0.976 1-6mo 

poly(DTB adipate) 110kDa 0.145 0.964 2-8mo 

poly(DTO succinate) 84kDa 0.047 0.959 1-11mo 

poly(DTM sebacate) 126kDa 0.105 0.999 0-8mo 

poly(DTsB (R) (+) methyladipate) 79kDa 0.102 0.994 0-6mo* 

poly(DTsB glutarate) 86kDa 0.155 0.999 0-5mo* 

poly(DTBn adipate) 69kDa 0.082 0.971 0-12mo 

poly(DTB glutarate) 105kDa 0.158 0.988 1-5mo* 

poly(DTM (R) (+) methyladipate) 68kDa 0.120 0.981 0-5mo* 

poly(DTBn methyladipate) 90kDa 0.042 0.899 0-5mo* 

poly(DTiP adipate) 40kDa 0.154 0.982 1-4mo 

poly(DTiP adipate) 144kDa 0.093 0.991 1-9mo 

poly(DTE adipate) 126kDa 0.104 0.984 1-6mo 

poly(HTE adipate) 37kDa 0.185 0.955 0-4mo 

poly(DTE glutarate) 80kDa 0.137 0.988 0-7mo 

poly(DTB succinate) 145kDa 0.152 0.991 1-7mo 

poly(DTM adipate) 99kDa 0.141 0.975 0-6mo 
 1Polymers are ordered by Tg values.  

2Slope was calculated from the Mw data in the time range in the table. R2 is the correlation 

coefficient of the linear fit. 
3The '*' symbol represent the polymers for which data is still being recollected and thus, the slope is 

calculated with partial data. 
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Table 7-5: Fitted parameter for the first order equation for the degradation of the subset of L-tyrosine-

derived polyarylates. 

Polymer1 
k1 (slope first order 

release)2 
(R2)2 Range2,3 

poly(DTO sebacate) 123kDa 0.228 0.997 1-12mo 

poly(HTH sebacate) 43kDa 0.077 0.892 0-12mo 

poly(HTH sebacate) 64kDa 0.195 0.987 0-12mo 

poly(DTH suberate) 106kDa 0.100 0.960 0-6mo 

poly(DTO adipate) 131kDa 0.422 0.992 0-8mo* 

poly(DTH adipate) 98kDa 0.108 0.921 0-5mo 

poly(DTB (R) (+) methyladipate) 61kDa 0.188 0.942 0-6mo* 

poly(DTsB sebacate) 116kDa 0.185 0.993 0-12mo 

poly(DTBn suberate) 33kDa 0.283 0.973 0-10mo 

poly(HTH adipate) 87kDa 0.371 0.995 0-8mo 

poly(DTB adipate) 110kDa 0.425 0.983 2-11mo 

poly(DTO succinate) 84kDa 0.104 0.970 0-11mo 

poly(DTM sebacate) 126kDa 0.167 0.972 0-6mo 

poly(DTsB (R) (+) methyladipate) 79kDa 0.152 0.969 0-6mo* 

poly(DTsB glutarate) 86kDa 0.242 0.976 0-4mo 

poly(DTBn adipate) 69kDa 0.224 0.978 2-10mo 

poly(DTB glutarate) 105kDa 0.154 0.908 0-4mo 

poly(DTM (R) (+) methyladipate) 68kDa 0.153 0.980 0-4mo 

poly(DTBn methyladipate) 90kDa 0.047 0.873 0-5mo* 

poly(DTiP adipate) 40kDa 0.437 0.995 0-7mo 

poly(DTiP adipate) 144kDa 0.207 0.982 0-7mo 

poly(DTE adipate) 126kDa 0.342 0.994 0-11mo 

poly(HTE adipate) 37kDa 0.332 0.997 0-6mo* 

poly(DTE glutarate) 80kDa 0.226 0.961 0-5mo 

poly(DTB succinate) 145kDa 0.445 0.983 3-10mo 

poly(DTM adipate) 99kDa 0.389 0.990 2-10mo 
 1Polymers are ordered by Tg values.  

2Slope was calculated from the Mw data in the time range in the table. R2 is the correlation 

coefficient of the linear fit. 
3The '*' symbol represent the polymers for which data is still being recollected and thus, the slope is 

calculated with partial data. 
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Table 7-6: Fitted parameter for the second order equation for the degradation of the subset of L-tyrosine-

derived polyarylates. 

Polymer1 

k2-BEGINNING 

(slope second 

order 

release)2 

(R2)2 Range2 

k2-END (slope 

second order 

release)2 

(R2)2 Range2,3 

poly(DTO sebacate) 123kDa 0.302 0.959 1-5mo 1.456 0.989 6-12mo 

poly(HTH sebacate) 43kDa 0.047 0.867 0-7mo 0.318 0.976 8-12mo 

poly(HTH sebacate) 64kDa 0.349 0.953 0-7mo 1.319 0.945 8-12mo 

poly(DTH suberate) 106kDa 0.135 0.924 0-6mo 1.642 0.940 7-11mo* 

poly(DTO adipate) 131kDa 0.379 0.879 0-4mo 4.021 0.966 5-11mo* 

poly(DTH adipate) 98kDa 0.099 0.918 0-4mo 1.535 0.923 5-8mo* 

poly(DTB (R) (+) methyladipate) 61kDa 0.115 0.968 0-3mo 0.635 0.998 4-6mo* 

poly(DTsB sebacate) 116kDa 0.257 0.962 0-6mo 1.356 0.966 8-12mo 

poly(DTBn suberate) 33kDa 0.328 0.876 0-5mo 2.556 0.997 6-10mo 

poly(HTH adipate) 87kDa 0.675 0.959 0-4mo 3.539 0.980 5-10mo 

poly(DTB adipate) 110kDa 0.629 0.904 2-6mo 8.068 0.984 7-11mo 

poly(DTO succinate) 84kDa 0.210 0.955 0-12mo 0.232 0.961 3-12mo 

poly(DTM sebacate) 126kDa 0.219 0.941 0-5mo 5.153 0.983 8-12mo 

poly(DTsB (R) (+) methyladipate) 79kDa 0.129 0.967 0-3mo 0.445 0.979 4-6mo* 

poly(DTsB glutarate) 86kDa 0.280 0.967 0-3mo 1.353 0.958 3-5mo* 

poly(DTBn adipate) 69kDa 0.164 0.847 0-6mo 1.564 0.958 7-11mo 

poly(DTB glutarate) 105kDa 0.131 0.967 0-3mo * * * 

poly(DTM (R) (+) methyladipate) 68kDa 0.215 0.963 0-4mo * * * 

poly(DTBn methyladipate) 90kDa 0.034 0.983 0-4mo * * * 

poly(DTiP adipate) 40kDa 1.260 0.905 0-4mo 4.336 0.980 5-8mo 

poly(DTiP adipate) 144kDa 0.294 0.942 0-5mo 13.908 0.945 9-12mo 

poly(DTE adipate) 126kDa 0.754 0.918 0-5mo 6.104 0.993 6-11mo 

poly(HTE adipate) 37kDa 0.719 0.969 0-4mo * * * 

poly(DTE glutarate) 80kDa 0.395 0.886 0-5mo 12.198 0.993 7-10mo 

poly(DTB succinate) 145kDa 0.260 0.906 1-5mo 8.405 0.991 8-12mo 

poly(DTM adipate) 99kDa 0.437 0.917 0-5mo 5.453 0.971 6-10mo 
1Polymers are ordered by Tg values.  
2Slope was calculated from the Mw data in the time range in the table. R2 is the correlation coefficient of 

the linear fit. 
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Results for the second order kinetic model (eq. 7-2) are shown in Table 7-6. 

Second order kinetics were in general applicable only to the first part of the degradation 

curves (e.g., Figure 7-3 and Figure 7-4), followed by a much faster degradation phase, 

characterized by a second kinetic coefficient. Only for poly(DTO succinate) was the 

second order kinetic applicable for the complete degradation curve (Figure 7-5). 

Those results show that it is not possible to determine the degradation kinetic 

solely from the Mw reduction data. Further experiments must be performed with model 

compounds to understand the degradation mechanism for this polymer library. 

7.3.3 Effect of initial molecular weight 

As described in Chapter 3, poly(DTiP adipate) water uptake was greater for the 

lower initial Mw polymer. Similarly, as shown in Figure 7-1, degradation was faster to 

the lower Mw material. 

However, the relationship between Mw and degradation is inverted for poly(HTH 

sebacate) (Figure 7-2), which presents very low water uptake levels. One possible 

explanation is the different nature of the two polymers (DTR vs HTR). Further 

experiments should be designed to explain those differences and how different initial Mw 

affects the degradation rates for different classes of polymers. 
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Figure 7-1: Degradation profiles of poly(DTiP adipate) of two different Mw's (40kDa and 144kDa), as 

modeled for first order kinetics. 
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Figure 7-2: Degradation profiles of poly(HTH sebacate) of two different Mw's (44kDa and 64kDa), as 

modeled for first order kinetics. 

7.3.4 Effect of polymer structure 

As was the case for water uptake (Chapter 3), degradation rates also cannot be 

directly derived from the polymer structure. Comparing five of the adipates of the study 

that have different number of carbons in the pendant chain (DTM:1, DTE:2, DTB:4, 

DTH:6, and DTO:8) (Figure 7-3), one would expect that the longer the pendant chain, the 

more hydrophobic the polymer, and thus the slower the degradation rate, but all of them 

present a very similar degradation profile. 
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Comparing the DTB polymers of the study that have different number of carbons 

in the diacid chain (succinate: 2, glutarate: 3, adipate: 4, and methyladipate: 5) (Figure 

7-4), they do not present any difference in their degradation profiles. 

However, comparing three of the DTO polymers with different number of carbons 

in the diacid chain (succinate: 2, adipate: 4, and sebacate: 8), very significant differences 

in degradation rates were observed. The fastest degradation was observed for poly(DTO 

adipate), followed by poly(DTO sebacate) and poly(DTO succinate). Again, degradation 

kinetics cannot be inferred by merely examining at the chemical structure of the 

monomers.  
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Figure 7-3: Degradation profiles of five "adipate" polymers, as modeled for zero, first or second order 

kinetics. 
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Figure 7-4: Degradation profiles of four "DTB" polymers, as modeled for zero, first or second order 

kinetics. 
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Figure 7-5: Degradation profiles of three "DTO" polymers, as modeled for zero, first or second order 

kinetics. 

7.3.5 Relationship between water uptake and degradation 

As shown in Figure 7-6, degradation cannot be correlated with the water uptake 

equilibrium levels, as calculated in Chapters 3 and 4. One would expect that the higher 

the water content, the faster the degradation, which is not what is observed. Only the 

kinetic coefficient of the zero order equation is slightly correlated with the equilibrium 

water uptake.  
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Figure 7-6: Water uptake equilibrium (WUeq, %), as calculated in Chapter 4, compared with kinetic 

parameters of zero order (k0), first order (k1), and second order kinetics (k2), and with the Mw after 5 

months of incubation, in terms if % of initial Mw.  

7.3.6 Surrogate model of degradation 

The previous results show the need for a different model for degradation, 

independent of the water uptake values and including not only the chemical structure of 

the polymers, but also three-dimensional features that could explain the different 

degradation profiles. Since there is no evidence to prefer one kinetic model over the other 

two, a surrogate model was built for the values of the kinetic parameters of all three 
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kinetic equations (k0, k1, and k2), and for the Mw levels after 5 months of incubation, as 

compared with the initial Mw's. 

7.3.6.1 Cluster analysis 

Table 7-7 shows the classification obtained for each parameter by EM cluster 

analysis of the 21 polymers. The classification changes depending on which kinetic 

model is used. 

Table 7-7: Classification of degradation kinetic parameters for the subset of the L-tyrosine-derived 

polyarylate library. 

Polymer1 k0 k1 k2 Mw 5 months (%) 

poly(DTB adipate) 110kDa HIGH HIGH HIGH MEDIUM 

poly(DTB glutarate) 105kDa HIGH LOW LOW MEDIUM 

poly(DTB succinate) 145kDa HIGH HIGH MEDIUM MEDIUM 

poly(DTBn adipate) 69kDa LOW MEDIUM LOW MEDIUM 

poly(DTE adipate) 126kDa MEDIUM HIGH HIGH LOW 

poly(DTE glutarate) 80kDa HIGH MEDIUM MEDIUM MEDIUM 

poly(DTH adipate) 98kDa HIGH LOW LOW MEDIUM 

poly(DTH suberate) 106kDa LOW LOW LOW HIGH 

poly(DTiP adipate) 144kDa LOW LOW MEDIUM MEDIUM 

poly(DTM adipate) 99kDa HIGH HIGH MEDIUM MEDIUM 

poly(DTM sebacate) 126kDa MEDIUM LOW MEDIUM MEDIUM 

poly(DTO adipate) 131kDa HIGH HIGH MEDIUM LOW 

poly(DTO sebacate) 123kDa HIGH MEDIUM MEDIUM MEDIUM 

poly(DTO succinate) 84kDa LOW LOW MEDIUM MEDIUM 

poly(HTH adipate) 87kDa MEDIUM HIGH HIGH LOW 

poly(HTH sebacate) 64kDa LOW LOW MEDIUM MEDIUM 

poly(DTB methyladipate) 61kDa MEDIUM LOW LOW MEDIUM 

poly(DTBn methyladipate) 90kDa LOW LOW LOW HIGH 

poly(DTM methyladipate) 68kDa MEDIUM LOW MEDIUM MEDIUM 

poly(DTsB glutarate) 86kDa HIGH MEDIUM MEDIUM LOW 

poly(DTsB methyladipate) 79kDa MEDIUM LOW LOW MEDIUM 
 1Polymers are ordered by the order in the descriptor set (by polymer name). 
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7.3.6.2 Selection of descriptors 

After removing useless descriptors, 1,917 descriptors were selected from the 

original 2,272. CFS was used to select the descriptors that were highly correlated with the 

parameter of study, resulting in 831, 412, 604, and 667 descriptors for k0, k1, k2, and Mw, 

respectively, after 5 months. 

Between two and four descriptors were used to build decision trees for each 

parameter (Table 7-8).Four descriptors were used by the decision tree for k0 (Mor24v (3D 

in vacuum), Me, BELe1 and X3A (2D)). The decision tree correctly classified 20 of the 

21 polymers (only one polymer was wrongly classified as "Low" when it was "Medium", 

Figure 7-7). Three descriptors were used for k1 (Mor11m (3D in vacuum), nCp and JGI6 

(2D)). This decision tree correctly classified 20 of the 21 polymers (only one was 

classified as "Low" when it was "Medium", Figure 7-8). Two descriptors were used for k2 

(R1m+ (3D in vacuum) and De (3D in water)). This decision tree correctly classified 20 

of the 21 polymers (only one was classified as "Low" when it was "Medium", Figure 

7-9). Two descriptors were also used for the Mw after 5 months (Mor02u and G1p (3D in 

water)). This decision tree correctly classified 20 of the 21 polymers (only one was 

classified as "Medium" when it was "Low", Figure 7-10).  

Only the first 2 descriptors of each decision tree were used in the surrogate 

models. Other two descriptors were selected by linear regression (Table 7-9). 
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Table 7-8: Summary of descriptors selected by decision tree analysis. 

Parameter Descriptor Type 

Mor24v (3D vacuum) 3D-MoRSE 

Me (2D) Topological 

BELe1 (2D) BCUT 
k0 

X3A (2D) Kier-Hall connectivity index 

Mor11m (3D vacuum) 3D-MoRSE 

nCp (2D) Atom counts k1 

JGI6 (2D) Topological 

R1m+ (3D vacuum) R-GETAWAY 
k2 

De (3D water) WHIM 

Mor02u (3D water) 3D-MoRSE 
Mw after 5mo (%) 

G1p (3D water) WHIM 

 

Figure 7-7: Decision tree for k0 (zero order kinetics) of degradation. The values in parentheses after the 

classes represent the correct/incorrect classification of each class. 

 

Figure 7-8: Decision tree for k1 (first order kinetics) of degradation. The values in parentheses after the 

classes represent the correct/incorrect classification of each class. 
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Figure 7-9: Decision tree for k2 (second order kinetics) of degradation. The values in parentheses after the 

classes represent the correct/incorrect classification of each class. 

 

Figure 7-10: Decision tree for Mw after 5 months (%). The values in parenthesis after the classes represent 

the correct/incorrect classification of each class. 

 

Table 7-9: Descriptors selected to build the surrogate model of degradation. 

Parameter Descriptors1 Type 

k0 
Mor04m (3D vacuum) 

Gm (3D water) 

3D-MoRSE 

WHIM 

k1 

Mor11m (3D vacuum) * 

Mor30e (3D water) 

Mor11p (3D vacuum) 

3D-MoRSE 

K2 
GATS7e (2D) 

Mor30u (3D water) 

Autocorrelation 

3D-MoRSE 

Mw after 5mo (%) 
GATS4p (2D) 

GATS7e (2D) 
Autocorrelation 

 1The '*' symbol represents a descriptor appear in both decision tree and linear regression. 
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All descriptors selected by this methodology were different from the previously 

selected descriptors for the water uptake models (Chapters 5 and 6). Among 2D 

descriptors, nCp represents the number of primary carbons (sp3), Me is the mean atomic 

Sanderson electronegativity, and the Geary autocorrelation descriptors (GATS) are 

topological descriptors calculated from the molecular graph [42]. 

Among 3D descriptors, 3D-MoRSE (MOlecule Representation of Structures 

based on Electron diffraction) descriptors appear for all parameters of the degradation 

models. They provide 3D information from the 3D coordinates by using the same 

transform as in electron diffraction [215]. WHIM (Weighted Holistic Invariant Molecular 

descriptors) descriptors (G1p, Gm, and De) capture 3D information regarding molecular 

size, shape, symmetry, and atom distribution [211]. R1m+ is a R-GETAWAY 

(GEometry, Topology, and Atom-Weights Assembly) descriptor. They capture 3D 

information regarding local aspects of the molecule such as branching, cyclicity and 

conformational changes [201]. 

7.3.6.3 Artificial neural network model 

An ANN model was built for all combinations of 19 polymers as training and 2 as 

test set. Pearson correlation coefficient for training and test sets were calculated for the 

average prediction of each parameter for each polymer as part of either training or test 

set, respectively (Table 7-10, Figure 7-11). Only the model obtained for k1, the kinetic 

parameter for the first order degradation, was accurate for the test set (r = 0.70), 

suggesting that this is the mechanism that governs the degradation of L-tyrosine-derived 

polyarylates. All other models were very inaccurate for the test set (r < 0.4). 
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Table 7-10: ANN results for the parameters of degradation, evaluated as the Pearson coefficient for training 

and test sets. 

Parameter 
Pearson coefficient of training 

sets1 
Pearson coefficient of test sets1 

k0 0.96 -0.01 

k1 0.98 0.70 

k2 0.98 0.17 

Mw after 5mo (%) 0.98 0.38 
1Average over all combinations of training/test sets. 
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Figure 7-11: Predictions versus experimental values for k0 (zero order kinetics), k1 (first order kinetics), k2 

(second order kinetics), and Mw after 5mo (% of initial Mw). Blue represents the results for the polymers 

when they were part of the training set, while red represents when they were part of the test set. Black line 

represents x=y. Values are presented as mean value ± SD of predictions (y-error) ± SD of experimental 

values for the Mw after 5mo (x-error). 
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Since the model obtained for k1 was accurate for training and test sets, predictions 

were obtained for the rest of the library (56 polymers for which descriptors were 

available) (Figure 7-12). Values of k1 ranges from 0.06 to 0.44. For some polymers the 

SD of the predictions was very high (up to 120% of the predicted value), indicating that 

the selection of training set plays a very significant role in the predictions. 

 

Figure 7-12: Prediction of k1 (first order kinetics) over 56 polymers of the polymer library. Values are 

presented as mean value ± SD of the predicted value for each training/test set combination. Polymers are 

ordered from lowest to highest predicted values. 

The predicted values of k1 the first order degradation rate can serve as an indicator 

of which polymers may be fast, intermediate or slow degrading. However, the initial Mw 

also plays a fundamental role in the degradation rates, and it must be taken into account 

when designing a degradable system. Further experiments and models should be design 
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to elucidate how the initial Mw determines the overall degradation rate over the complete 

library. 

7.4 Conclusions 

The study of degradation for a subset of L-tyrosine-derived polyarylates provides 

some insights of the degradation behavior of this polymer family. Three different kinetic 

equations (zero, first and second order) were used model the degradation process. 

However, without a more complete study that includes model compounds and the effect 

of other variables such as temperature, it is not possible to define a priori which kinetic 

model to use. 

The effect of initial Mw on the degradation rates was observed to depend on the 

polymer. For one polymer, poly(DTiP adipate), the lower the initial Mw, the faster the 

degradation, while for poly(HTH sebacate) the opposite trend was observed. 

Since the degradation profiles could not be correlated to chemical structure, 

hydrophobicity, or water content, a surrogate model was developed to model and predict 

them. Descriptors were selected from 2D and 3D structures, including number of primary 

carbons, electronegativity, and topological descriptors; 3D information about electron 

diffraction (3D-MorSE); molecular size, shape, symmetry and atom distribution 

(WHIM); and chemical properties of molecular atoms, branching, cyclicity and 

conformational changes (GETAWAY). 

Separated semi-empirical models were built for the kinetic parameters of 

degradation, considering zero, first, and second order. The high accuracy on the test sets 

for the first order kinetic parameter suggests that the mechanism of degradation may 

follow a first order equation. With this model, the kinetic parameter was predicted for the 
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rest of the subset of the library. Those results could be used as starting point to select a 

group of polymers that follow a desired degradation rate. From them, and through 

experiments, the best polymer from this group could then be selected. 
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8 Concluding Remarks and Future Work 

This work demonstrates that the water uptake and degradation for a library of 

polymers can be accurately modeled using only a small training set and molecular 

descriptors for all the polymers in the library. This is the first time that a dynamic 

property such as water uptake, is modeled and predicted for a large library of polymers. 

In the experimental part of this study, polymer processing and initial molecular 

weight were found to be critical to obtaining reproducible water uptake measurements. 

Controlling the processing techniques by incorporating an annealing step after pressing, 

and controlling the initial molecular weight, reproducible water uptake was obtained for a 

series of L-tyrosine-derived polyarylates. 

Initial correlation with intuitive parameters such as glass transition temperature or 

hydrophobicity was not sufficient to predict either water uptake nor the degradation 

behavior for all polymers measured, and thus, semi-empirical models needed to be built. 

In the computational part of this study, the Combinatorial-Computational Method 

was shown to be useful in identifying key polymers to include in the training set for the 

water uptake studies. In only three iterations, it converged to only feasible predictions, 

and as result, a set of 23 polymers was selected for the water uptake study. 

Using a combination of expectation-maximization cluster analysis, decision tree 

analysis, linear regression and artificial neural networks, accurate surrogate models were 

obtained for the water uptake profiles of 18 polymers from the library, as represented by 

three parameters of the Weibull equation. The accuracy of the models depended on the 

number and type of descriptors, and on the selection of the training and test set. 

Therefore, all possible combinations of 16 polymers as training and 2 polymers as test set 
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were used. Those models were able to predict the water uptake profile of 5 independent 

polymers that were not used in any previous step of the semi-empirical model. 

A similar approach was applied to the degradation kinetic parameters for 21 of the 

polymers from this library. An accurate model for the test sets was obtained for the 

kinetic parameter of first order degradation, suggesting that this is the kinetics of 

degradation of those polymers. 

Predictions were obtained for water uptake and degradation for 56 polymers from 

the L-tyrosine-derived polyarylate library. These predictions must be used as a reference 

of relative levels of water uptake and degradation, respectively, and experiments must be 

performed to validate the predictions before selecting a polymer for a determined 

application. 

Future studies that can be derived from this study could further elucidate the 

mechanisms of water uptake and degradation. For water uptake, additional measurements 

must be obtained for early and late times of incubation. The early measurements may 

allow understanding the mechanism of water uptake far from the equilibrium, while the 

late measurements may allow finding the equilibrium water uptake for all polymers. To 

elucidate the mechanism of degradation, model compounds should be used to follow the 

products generated by the degradation. 

Another study should aim at understanding of the effect of initial molecular 

weight and degree of polymerization on degradation, by measuring water uptake and 

degradation for a series of polymers with different initial molecular weights and different 

end groups (i.e., controlling the relative number of hydrophilic end groups). 
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Semi-empirical models may be improved by increasing the size of the training 

sets and by generating more meaningful descriptors, such as 3D descriptors in explicit 

water. Future studies may extend the methodology, used here for water uptake and 

degradation in polyarylates, to other properties and other polymer libraries. 

Finally, having several semi-empirical models for different polymer properties 

such as glass transition temperature, contact angle, fibrinogen adsorption, cell response, 

water uptake and degradation for the same polymer library may be used to test the final 

goal of the Combinatorial-Computational Method. Having a set of required properties 

associated with an application to solve a medical need, a group of polymers can be 

selected from the mentioned models. After this selection, the actual parameters must be 

measured experimentally, models should be validated, and then the best polymer should 

be selected to begin the device development process. This will allow us to accelerate the 

discovery and selection of rationally designed materials having the target device 

application in mind. 
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