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ABSTRACT OF THE DISSERTATION

Flux compactifications, dual gauge theories and

supersymmetry breaking

by Gonzalo Torroba

Dissertation Director: Professor Michael R. Douglas

The nonholomorphic sector of four dimensional theories with N = 1 supersymmetry that arises

from string compactifications is analyzed, and new models of supersymmetry breaking (both

in string and field theory) are presented. The dissertation combines three complementary

viewpoints.

First, space-time effects in 4d supergravity are studied from type IIB string theory compacti-

fied on warped Calabi-Yau manifolds with fluxes. The vacuum structure of supersymmetric flux

compactifications is well understood and our aim is to extend this to include space-time depen-

dence in the presence of nontrivial warping. Going beyond the static limit is required in order

to compute kinetic terms and masses. We develop formalism for identifying the microscopic

10d fluctuations that give rise to fields in the low energy 4d theory, and we present a general

formula for their kinetic terms. As an application, the effective theories for the universal Kähler

modulus and the complex modulus of the warped deformed conifold are determined. The full

effective action for warped compactifications is calculated to quadratic order, including both 4d

zero modes and their light Kaluza-Klein excitations.

Next, using gauge/gravity dualities, we consider the previous results from the gauge theory

side. The focus is on the warped deformed conifold, which is dual to the Klebanov-Strassler

gauge theory. In the infrared it reduces to four dimensional pure super Yang-Mills, correspond-

ing to D5 branes in the resolved conifold. The closed string analysis reveals a new term in

the Kähler potential for the complex modulus, which has important effects on the low energy
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theory. It is suggested that this term has a natural interpretation in the dual gauge theory, in

terms of the composite nature of the gaugino condensate.

Finally, new models of supersymmetry breaking are developed. From the string theory side,

we analyze supersymmetry breaking by anti-self-dual flux in the deformed conifold. The theory

develops a parametrically small scale of supersymmetry breaking, once warp corrections to the

Kähler potential are included. In the field theory side, we construct a model of metastable

supersymmetry breaking in SQCD where all the relevant parameters generated dynamically. It

is argued that it is possible to balance non-perturbative effects against perturbative corrections.

Furthermore, metastable vacua in SQCD with multitrace deformations are explored, with the

aim of obtaining an acceptable phenomenology.
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Chapter 1

Introduction and overview

1.1 Motivation and aims

One of the central problems in particle physics is to understand the high energy physics beyond

the Standard Model (SM), and new hints are expected soon from the LHC. In this context,

it becomes important to have an idea of what type of new physics is allowed. This is done

by postulating high energy extensions of the SM and examining their properties. The working

hypotheses in this thesis will be that there is a supersymmetric field theory extension of the

SM, and that this field theory arises as a low energy limit of string theory.

Supersymmetry is a beautiful idea that leads to quantum field theories where certain para-

meters are protected from perturbative quantum corrections. One could suspect that field

theories with such improved renormalization properties would only serve as toy models, but the

surprise is that it is possible to build phenomenologically viable supersymmetric models. Some

of the main successes of this approach are the stabilization of the electroweak scale, and the

unification of gauge couplings in supersymmetric GUTs.

The first step in constructing a realistic supersymmetric model is to specify the amount of

supersymmetry and matter content. The usual approach is to allow for four real supercharges,

that is, N = 1 in 4d. There are also models containing sectors with eight supercharges (N =

2), and they offer some interesting alternatives to the models with N = 1. This is also a

natural scenario in string theory. The matter content consists of vector supermultiplets (gauge

bosons and gauginos), chiral supermultiplets (fermions and scalars) and supergravity multiplets

(graviton and gravitino).

The next step is to specify interactions leading to F- and/or D-terms that break supersym-

metry spontaneously and lead to an acceptable low energy phenomenology. This is required to

create mass-splittings between the observed SM fermions and their postulated superpartners.

At this stage, some quantum corrections no longer cancel exactly, but rather become propor-

tional to (powers of) the mass-splittings. The stabilization of the electroweak scale would then

suggest the existence of superpartners at the TeV scale.
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On the other hand, why string theory? A possible answer is that the theory appears to

be unique, with no free parameters. This would lead to a unique UV completion of the SM

explaining all its parameters and, at the same time, would give a consistent unification of

quantum field theory and gravity. However, it has become increasingly clear that this line of

thought is extremely hard to realize. The main obstacle is that it is not known what string

theory is. Different limits of the theory are well understood, but the fundamental degrees of

freedom are not known. However, a more pragmatic approach can be taken. Based on what is

already known about string theory, it is clear that it is a consistent framework combining

• gravitational physics: supergravity, fluxes, black holes,

• gauge theories: intersecting branes, branes wrapped on cycles or at singularities,

• deep connections between both via gauge/gravity dualities (e.g. AdS/CFT).

So far, string theory seems to be the only candidate with these features, and this is a very

strong motivation to use it to learn about new high energy physics. In fact, it has already led

to many new ideas in gravity, supersymmetric gauge theories and phenomenology.

Moreover, string theory can reproduce a large number of effective field theories, but not every

field theory can be obtained in this way. By restricting to this string landscape of theories, it

is possible to find new field theory phenomena. These would be required by consistency with

gravity, and would otherwise be undetected in the general framework of effective field theories.

A basic property of critical string theory is that it predicts ten space-time dimensions. There

are then two ways of making contact with 4d physics. One is to localize the low energy fields on

four dimensional hypersurfaces (branes). This localization is, in a sense, dynamical, and leads

to beautiful geometrical reformulations of gauge theories. The other option is to compactify

the six internal dimensions. A basic requirement is that this should not be put in by hand, as

was originally emphasized by Cremmer and Scherk. Rather, the compactification should occur

spontaneously, that is, the higher dimensional theory should have a stable vacuum of the form

R3,1×X6. This leads to the idea of flux compactifications. Actually, these two approaches are,

in many cases, dual descriptions of the same underlying string theory.

Having presented our hypotheses and motivations, let us discuss the aims of this dissertation.

The first one is to reproduce space-time effects of the low energy N = 1 theory from the point of

view of string theory. What has been understood so far is how to relate the vacuum properties

of 4d theory (i.e the extreme low energy limit) to those of the higher dimensional theory.
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In contrast, the questions we will attempt to answer are of dynamical origin1: how do the

propagating 4d fields arise from the microscopic 10d fluctuations? What are their kinetic terms

and (in the susy case) the Kähler potential? Can Kaluza-Klein modes become important in the

effective theory?

These questions need to be answered in order to understand most of the 4d physics, including

physical masses, Yukawa couplings, etc. The emphasis will be on computing the effective action

for a generic N = 1 theory arising from string theory, but not on reproducing precise details of

the SM. The analysis is based on type IIB supergravity with fluxes, because this is the simplest

string theory limit that can produce viable “spontaneous compactification.” Surprisingly, our

analysis reveals new terms in the Kähler potential, and they can affect the effective theory even

at a qualitative level. The next step is to extend the approach to include branes. This has not

been solved in full generality yet, but we will be able to extract dynamical properties for certain

brane configurations with the help of gauge/gravity dualities.

Once the basic properties of theN = 1 theory are understood, the problem of supersymmetry

breaking has to be addressed. Our second aim is to explore new mechanisms for supersymmetry

breaking, both in string theory and directly in the 4d field theory. From the string theoretic

point of view, we present a simple flux construction that can yield a parametrically small

scale of supersymmetry breaking compared to the string scale. This turns out to be a direct

consequence of the new terms found in the Kähler potential. From a field theoretic point of view,

we will analyze supersymmetry breaking models based on metastable dynamical supersymmetry

breaking. The idea that our universe may be a long-lived metastable state has opened many

new avenues for model-building. Exploring some of its consequences is the subject of the last

chapters in this dissertation.

This thesis focuses on the papers [1–7] published during the course of graduate studies.

Their results appear as follows:

• Chapter 2 and section 4.5 are based on [1].

• Chapter 3 is based on [2].

• Sections 4.2, 4.3 and 4.4 summarize [3].

• Sections 4.5, 4.7 and 4.6 are based on [4].

• Chapter 5 is a summary of [5] and contains work in progress.

1The word ‘dynamics’ will be used in a loose sense, to mean effects involving nontrivial space-time dependence.
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• Chapters 6 and 7 are based on [6] and [7], respectively.

In the rest of this chapter we will review some background material to provide the necessary

tools for the rest of the dissertation.

1.2 Four dimensional theories with global supersymmetry

We start with a review of supersymmetric field theories, putting emphasis on some aspects that

will be needed in the rest of the work. We follow [8] and the N = 2 discussion is based on [9].

1.2.1 N = 1 theories

In field theories with global N = 1 supersymmetry, the chiral and vector superfields are

Φ = φ +
√

2θψ + θ2F

V = −θσµθ̄Aµ + iθ2θ̄λ̄− iθ̄2θλ +
1
2
θ2θ̄2D . (1.1)

The matter content is a scalar and fermion in the case of the chiral superfield, and a gauge

boson and gaugino for the vector superfield. We assume that Φ transforms in the fundamental

representation of the (here arbitrary) gauge group. It is also useful to introduce the field strength

Wα = −iλα + θαD − 1
2
(σµσ̄νθ)αFµν + θ2(σµ∂µλ)α (1.2)

which follows from taking three superspace derivatives of V . We also recall that the holomorphic

gauge coupling is defined as

τ =
θ

2π
+

4πi

g2
. (1.3)

The N = 1 lagrangian is

L =
1
8π

ImTr
(

τ

∫
d2θ WαWα

)
+

∫
d4θ Φ†ie

−2V Φi +
∫

d2θ W + c.c. (1.4)

where W is the superpotential for the matter sector and we allow for flavors Φi, i = 1, . . . , Nf .

This lagrangian is invariant under the following supersymmetry transformations of fermionic

parameter ξ:

δξφ =
√

2ξψ , δξψ =
√

2ξF + i
√

2σµξ̄Dµφ

δξF = i
√

2ξ̄σ̄µDµψ + 2iφξ̄λ̄

δξA
a
µ = −iξ̄σ̄µλa + iλ̄aσ̄µξ , δξλ

a = iξDa + σµνξF a
µν

δξD
a = −ξσµDµλ̄a −Dµλaσµξ̄ . (1.5)
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The superpotential can only receive nonperturbative corrections, while the holomorphic

gauge coupling can be corrected at one loop and nonperturbatively. However, the non-holomorphic

terms (like the kinetic function) are not protected against perturbative quantum corrections.

Therefore, physical couplings are corrected quantum-mechanically through wavefunction renor-

malization.

The general lagrangian for matter fields including quantum effects is then of the form

Lmatter =
∫

d4θ K(Φ†, Φ) +
∫

d2θ W (Φ) + c.c. . (1.6)

K is called the Kähler potential. The semiclassical limit corresponds to K = Φ†Φ, recovering

Eq. (1.4). The effective field theory will include higher order terms as well. Expanding in

components and integrating out the auxiliary field F , the Lagrangian becomes

Lmatter = −Gij̄ ∂µφi∂µφ̄j − iGij̄ ψ̄σ̄µDµψi +
1
4

Rij̄kl̄ ψ
iψkψ̄jψ̄l +

− Gij̄∂iW∂j̄W
∗ − 1

2
Di∂jW ψiψj − 1

2
Dī∂j̄W

∗ ψ̄iψ̄j . (1.7)

The notation is

Gij̄ =
∂2K

∂φi ∂φ∗j
, ∂iW =

∂W

∂φi
(1.8)

and Rij̄kl̄ is formally the same as the curvature tensor corresponding to a “metric” Gij̄ . Simi-

larly, Di is the covariant derivative compatible with Gij̄ .

Let us interpret these results. From the kinetic term, the fields (Φ,Φ†) can be interpreted

as coordinates in a curved “target space” with metric Gij̄ = ∂i∂j̄K. A complex manifold with

a metric of this form is known as a Kähler manifold. In fact, the supersymmetric lagrangian

also knows about the connection on this space, through the mass terms,

Di∂jW = ∂i∂jW − Γk
ij ∂kW .

Finally, the curvature of the Kähler manifold is probed by the quartic fermionic term. It is also

important to notice that Eq. (1.6) is invariant under the transformation

K(φ, φ∗) → K(φ, φ∗) + f(φ) + f∗(φ∗) . (1.9)

1.2.2 N = 2 theories

The supermultiplets in theories with global N = 2 supersymmetry are

• the N = 2 vector multiplet, which contains an N = 1 chiral multiplet Φ = (φ, ψ) plus an

N = 1 vector multiplet Wα = (Aµ, λα),
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• the N = 2 hypermultiplet contains two N = 1 chiral multiplets (Q, Q̃†) , where both are

in the fundamental representation of the gauge group.

Consider the classical action for the vector multiplets. Since ψ and λ are on the same

footing, there cannot be a nontrivial superpotential; also they both have the same kinetic term

normalization. The action reads [9]

LV =
1
8π

ImTr
[
τ

(∫
d2θ WαWα + 2

∫
d4θ Φ†e−2V Φ

)]
. (1.10)

Integrating out the D-term produces a potential

VD = − 1
2g2

Tr
(
[φ†, φ]2

)
.

The crucial difference with the N = 1 case is that in theories with N = 2 supersymmetry, the

kinetic term for matter fields is determined by the gaugino kinetic term. Therefore, the Kähler

potential only receives one loop and nonperturbative corrections. All the other loop corrections

cancel by holomorphy!

More concretely, the N = 2 lagrangian for a vector multiplet including quantum corrections

takes the form

LV =
1
8π

ImTr
(∫

d2θ
∂2F

∂Φ ∂Φ
WαWα + 2

∫
d4θ Φ†e−2V ∂F

∂Φ

)
. (1.11)

Here, F is known as the prepotential. Supersymmetry restricts possible quantum corrections to

be of the form Eq. (1.11). Expressing this lagrangian in components, we find the kinetic term

metric and Kähler potential

Gij̄ = Im
∂2F

∂Φi ∂Φj
, K(Φ†, Φ) = Im

(
Φ†i

∂F
∂Φi

)
. (1.12)

A target space with these geometrical properties is called a special Kähler manifold. For the case

of an SU(2) gauge theory, Seiberg and Witten [10] managed to compute the full prepotential,

showing remarkably rich nonperturbative phenomena.

On the other hand, the action for Nf hypermultiplets (Qi, Q
†
i ), i = 1, . . . , Nf , is

LH =
∫

d4θ
(
Q†

ie
−2V Qi + Q̃ie

2V Q̃†
i

)
+

∫
d2θ

(√
2Q̃iΦQi + miQ̃iQi

)
+ c.c. (1.13)

It has been argued in [11] that this sector of the N = 2 gauge theory does not receive quantum

corrections.

1.2.3 Spontaneous supersymmetry breaking

In order to find a realistic phenomenology, supersymmetry has to be broken spontaneously.

From the fermion variations in Eq. (1.5), this can happen if F or D acquire expectation values.
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A simple example of supersymmetry breaking by an F-term is the O’Raifeartaigh model. It

consists of three chiral superfields (X, φ1, φ2) with canonical Kähler potential and

W = X

(
1
2
φ2

1 − µ2

)
+ mφ1φ2 . (1.14)

The F-terms are

WX =
1
2
φ2

1 − µ2 , Wφ1 = Xφ1 + mφ2 , Wφ2 = mφ1 (1.15)

where a subscript denotes a derivative with respect to the corresponding field. Supersymmetry

is broken because WX and Wφ2 cannot vanish simultaneously. In particular, for |µ|2 < |m|2,
the minimum is at φ1 = φ2 = 0, but X is arbitrary. This is our first example of a theory with

a moduli space – a continuous degenerate set of vacua. The scale of supersymmetry breaking is

measured by

Vmin = |Wi|2 = |µ4| .

This simple example will play an important role in the second part of this dissertation, where

it will arise as the infrared limit of certain strongly coupled gauge theories.

In theories with abelian gauge groups it is possible to have D-term supersymmetry breaking

by adding a Fayet-Iliopoulos (FI) term. Indeed, noticing that D transforms as a total derivative,

the term

LFI = 2κ

∫
d4θ V

can be added to the lagrangian Eq. (1.4) without breaking supersymmetry explicitly. This has

the effect of shifting D by a constant κ. Therefore, if we start from a theory with a unique

supersymmetric vacuum at D = 0, and then add a FI term, supersymmetry is spontaneously

broken. The simplest example is super QED,

L =
∫

d2θ

(
1
4
WαWα + mΦ1Φ2

)
+ c.c. +

∫
d4θ

(
Φ†1e

gV Φ1 + Φ†2e
−gV Φ2 + 2κV

)
. (1.16)

The auxiliary fields then become

D = −κ− g

2
(|φ1|2 − |φ2|2

)

W1 = mφ2 , W2 = mφ1 . (1.17)

There is no simultaneous solution to these equations with D = Wi = 0, so supersymmetry is

spontaneously broken.

An important property of theories with spontaneous supersymmetry breaking is that they

have a Goldstino – a Nambu-Goldstone fermion associated to the breaking of supersymmetry.
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This can be seen from the transformation laws (1.5). Once F or D acquire a vacuum expectation

value, the fermion in the corresponding supermultiplet transforms inhomogeneously,

δψI = ξGI + . . .

where ψI denotes ψ or λ and GI is F or iD. This shift symmetry forbids a mass term for ψI .

Working with theories with N = 2 supersymmetry offers the intriguing possibility of partial

supersymmetry breaking N = 2 → N = 1, as found by [12]. This is in fact what occurs in the

string compactifications analyzed in this dissertation, so let us review this in some detail. In

order to understand spontaneous supersymmetry breaking for N = 2 theories, it is convenient

to introduce a superfield formulation. N = 2 superspace has fermionic coordinates that we will

denote (θ1, θ2), where each θI generates an N = 1 superspace. Then a superfield is a function

f(x, θI , θ̄I). The vector multiplet corresponds to a chiral superfield,

D̄1A = 0 , D̄2A = 0 .

In components,

A = φ + θIψ
I + θIθJXIJ +

1
2

(εIJθIσ
µνθJ)Fµν + . . . (1.18)

where ψI = (ψ, λ). The antisymmetric 2×2 matrix X is an auxiliary field, satisfying the reality

condition

X∗IJ = εILεJKXLK .

It is equivalent to the N = 1 auxiliary fields (F,D). Then Eq. (1.18) has the same content as

one set of N = 1 chiral and vector superfields. The supersymmetry transformations imply that

X transform as a total derivative, and

δψI = iXIJξJ + . . . (1.19)

We restrict to an abelian gauge group.

It is then clear that a Fayet-Iliopoulos term can be added to Eq. (1.11), preserving N = 2.

Then the lagrangian becomes

LV = Im
∫

d2θ1d
2θ2 F(A) + XIJEIJ + c.c. (1.20)

where E is a constant matrix. Choosing F adequately, X can acquire a nonzero vev due to the

presence of the FI term, thus breaking supersymmetry spontaneously. Although it may seem

that extended supersymmetry can be broken spontaneously only to N = 0, this is actually not

the case. For instance, consider giving the following expectation values to X,

〈X11〉 = 〈X12〉 = 0 , 〈X22〉 6= 0 .
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From the supersymmetry transformation Eq. (1.19), this implies that δψ = 0 but δλ 6= 0.

Therefore, the subgroup N = 1 ⊂ N = 2 corresponding to θ1 is preserved, while the N = 1

associated to θ2 is broken. λ is the Goldstino. More generally, by turning on an appropriate

EIJ , it is possible to select which particular N = 1 subgroup of N = 2 will be spontaneously

broken.

1.3 Four dimensional supergravity

The next step is to construct supersymmetric theories involving gravity. One approach to

supersymmetrize the Einstein-Hilbert action is to promote the previous rigid supersymmetry

transformations to local superspace transformations and then study the geometry of superspace.

It turns out that the superspace formulation of supergravity is much more complicated than

the global superspace formulation, so here we will summarize the results of [8] in component

notation. The following analysis will be needed to understand how 4d supergravity is embedded

in the 10d theory.

1.3.1 The supergravity action

The N = 1 gravity multiplet has a graviton hµν and a spin 3/2 gravitino ψα
µ . The off-shell

theory also has auxiliary fields M(x) and bµ(x). The equations of motion imply that M is

proportional to the superpotential W of the matter coupled to gravity; bµ equals a combination

of terms containing field derivatives ∂µφ, fermion bilinears ψσµψ̄, etc.

Let us focus on 4d supergravity with a matter sector given by Eq. (1.6) in the flat space

limit. The complete action is given in Eq. (23.3) of [8]. The terms relevant for us are

Lsugra = −1
2
R + εµνρσψ̄µσ̄νDρψσ + Gij̄∂µφi∂µφ∗j − iGij̄ψ̄

j σ̄µDµψi + V + . . . (1.21)

where the scalar potential is

V = eK
(
Gij̄DiW (DjW )∗ − 3|W |2

)
(1.22)

and ‘. . .’ include fermionic mass terms and other trilinear and quartic interactions. The covariant

derivatives are defined as

Dµψi = (∂µ + ωµ)ψi + Γi
jk∂µφjψk − 1

4
(∂jK∂µφj − ∂j̄K∂µφ∗j)ψi

Dµψν = (∂µ + ωµ)ψν +
1
4
(∂jK∂µφj − ∂j̄K∂µφ∗j)ψν

DiW = ∂iW + ∂iK W (1.23)
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Compared to the global limit, the Kähler geometry derived from Eq. (1.21) has some impor-

tant modifications related to the extra terms appearing in the covariant derivatives, Eq. (1.23).

They imply that the fermions and superpotential have to transform nontrivially under the

Kähler transformation Eq. (1.9). Indeed, it is possible to check that the lagrangian is now

invariant under the combined Kähler-Weyl transformations

K(φ, φ∗) → K(φ, φ∗) + f(φ) + f∗(φ∗) , W → e−fW ,

ψi → eiImf/2ψi , ψµ → e−iImf/2ψµ . (1.24)

1.3.2 Supersymmetry breaking

The fermion and gravitino supersymmetry variations are of the form

δξψ
i = −

√
2eK/2Gij̄Dj̄W

∗ ξ(x) + . . . , δξψµ = 2Dµξ(x) + ieK/2W σµξ̄(x) + . . . . (1.25)

As in the global case, supersymmetry is broken if DiW 6= 0. The potential Eq. (1.22) is not

positive definite and cannot be used to measure the supersymmetry breaking scale; for instance,

it is possible to break supersymmetry and still have V = 0. Instead, from Eq. (1.25) the scale

of supersymmetry breaking is given by eK/2Gij̄Dj̄W
∗.

Once this combination acquires a nonzero expectation value, ψi becomes a Goldstino. The

spinor mass-matrix contains a fermion-gravitino mixing of the form

eG/2 Gīψ̄
iσ̄µψµ

where, following [8], we have introduced the potential

G := K + log |W |2

which is invariant under Kähler-Weyl transformations. Diagonalizing the fermion mass-matrix,

the Goldstino is found to be

η = Giψ
i . (1.26)

The gravitino acquires a mass

m3/2 =
1
3
eG/2Gij̄GiGj̄ (1.27)

and the corresponding eigenvector is

ψ̂µ = ψµ +
√

2
3m3/2

∂µη + i

√
2

6
σµη̄ . (1.28)

Therefore, the Goldstino becomes the longitudinal component of the massive gravitino. This is

the super-Higgs mechanism. In particular, for vanishing cosmological constant V = 0, we have
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Gij̄GiGj̄ = 3, and the gravitino mass simplifies to

m3/2 =
1
3
eK/2|W | . (1.29)

1.4 D-branes

We begin our analysis of the IIB superstring by first studying D-branes and, in the next section,

the 10d supergravity. Introducing D-branes first helps to understand some of the features of

the supergravity limit. Again, the emphasis will be on the concepts that are needed in the

dissertation. We follow [13,14].

1.4.1 D-brane action

A Dp-brane is an allowed endpoint for open strings; it carries RR charge and is BPS. Consider

a Dp-brane with worldvolume coordinates ξa, a = 0, . . . , p. The embedding in 10d is specified

by functions xM (ξ), M = 0, . . . , 9. Its action reads

SDp = SDBI + SWZ + Sfermion (1.30)

where

SDBI = −µp

∫
dp+1ξ e−φ

(
Tr [−det(Gab + Fab)]

)1/2
, SWZ = µp

∫

Dp

Tr

(
eF ∧

∑
q

Cq

)

(1.31)

φ is the dilaton, and the gauge-invariant combination of the gauge field strength and B-field is

defined as

Fab = 2πα′Fab −Bab . (1.32)

The fermion part can be obtained by supersymmetrizing the bosonic terms. The decoupling

limit of this action gives a super Yang-Mills theory.

There are various gauge transformations. First, a shift of the B-field by an exact form

induces a transformation of the gauge field Aab so that F is left invariant:

δB2 = dλB , δA =
λB

2πα′
. (1.33)

From SWZ , the internal gauge field F couples to RR fields Cq, inducing lower-dimensional brane

charges. For example, for a D3 brane in a B-field,

SWZ = µ3

∫
(C4 −B2 ∧ C2 + C0 B2 ∧B2) .

Hence, a nonzero B induces D1 and D instanton charges [15]. The C4 gauge transformation is

δC4 = dλ3. Invariance of the WZ term implies that the C2 transformation δC2 = dλC has to
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be cancelled by a corresponding change δC4 = B2 ∧ dλC . This implies that the gauge invariant

RR field strength is

F̃5 = dC4 − C2 ∧H3 (1.34)

and not dC4 as one might have thought. This distinction will become important in the following

chapters, when we consider string compactifications with nonzero H3 flux.

To fix ideas, consider a D5 brane wrapping an S2, in the presence of nonzero B2 and C2,

and set C0 = 0. Dimensionally reducing on the sphere gives a 4d gauge theory. The relevant

terms in the action are

S = −µ5

∫
d4x

∫

S2
dΩ2 e−φ

[− det(G + F)
]1/2 + iµ5

∫ (
1
2
F2 ∧ C2 + . . .

)
. (1.35)

To compute the 4d gauge coupling we isolate the terms proportional to FabF
ab and integrate

over S2. The result is

τY M = (2πα′)2µ5

(∫

S2
C2 − ie−φ

∫

S2
(J −B2)

)
. (1.36)

J is the volume form on the sphere. This implies that
∫

S2 C2 is the 4d θ-angle, while the gauge

coupling is determined by
∫

S2(J −B2).

The presence of a nonzero B-field leads to an interesting new possibility: we can shrink the

2-sphere to zero, keeping
∫

S2 B2 fixed. Then the gauge coupling is produced only by the internal

B-field. This will be related to geometric transitions studied in chapter 4.

1.4.2 Gauge-gravity dualities

A Dp brane has a nonzero energy-momentum tensor, so it can also be analyzed via its gravita-

tional effects. The finite brane energy means that it will backreact on the 10d space where it is

placed. A simple situation corresponds to flat 10d space (R3,1×R6) and N D3 branes extended

along space-time R3,1 and localized at a point r = 0 of the internal space R6. This preserves 16

supercharges. The supergravity solution is [16]

ds2 = e2A(r) ηµνdxµdxν + e−2A(dr2 + r2dΩ2
5)

eφ = gs , C4 = g−1
s e4A dx0 ∧ dx1 ∧ dx2 ∧ dx3 (1.37)

where

e−4A(r) = 1 +
R4

r4
, R4 = 4πgsNα′2 . (1.38)

Therefore, including the gravitational backreaction of the brane introduces a nonzero har-

monic function e−4A into the metric. In particular, the 4d length scale is set by e2A and so
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it depends on the coordinate r of the internal space. This is our first example of a warped

metric, and e2A is called the warp factor. Notice that the isometries of Minkowski space are

still preserved, but now the space-time is “fibered” over the internal space R6. One of the aims

of this dissertation is to understand how the warp factor affects the 4d dynamics for geometries

with 4 supercharges.

To understand better the effect of the warp factor, we take the near horizon limit of [17]

which implies R4/r4 À 1. The background then becomes AdS5 × S5 with RAdS5 = RS5 = R,

ds2 = R2

(
du2

u2
+ u2ηµνdxµdxν

)
+ R2dΩ2

5 (1.39)

in terms of the coordinate u = r/R2. Maldacena conjectured [17] that string theory on this

background is dual to the decoupling limit of the worldvolume action Eq. (1.30), which in this

case is four dimensional N = 4 SYM. The 1/r4 dependence of the warp factor reflects the fact

that the dual gauge theory is conformal. More generally, the warp factor encodes properties of

the dual beta function in a geometric way [18]. In chapter 4 we will analyze the supergravity

dual of a confining gauge theory.

1.5 Ten dimensional type IIB supergravity

In this section we review the basic properties of type IIB supergravity, and set the conventions

for the following chapters.

1.5.1 Action and equations of motion

Consider a general 10d metric

ds2
10 = gMN (x)dxMdxN . (1.40)

The (bosonic) type IIB supergravity action in Einstein frame is (see e.g. [19] for conventions)

S =
1

2κ2
10

∫
d10x

√−g10 R− 1
4κ2

10

∫ (
dτ ∧ ?10dτ̄

(Imτ)2
+

1
2
F̃5 ∧ ?10F̃5+

+
1

Imτ

[
G3 ∧ ?10Ḡ3 +

i

2
C4 ∧G3 ∧ Ḡ3

])
+ Sloc (1.41)

where F̃5 was defined in Eq. (1.34),2 and

τ := C0 + ie−φ , G3 := F3 − τH3 . (1.42)

2Notice that the 4-form C4 used in the usual supergravity definition F̃5 = dC4 − 1
2
C2 ∧H3 + 1

2
B2 ∧ F3 does

not coincide with the “physical” C4 that couples to the D3 brane in Eq. (1.30). For this reason, we will work
with the F̃5 definition given in Eq. (1.34). This distinction will become important in chapter 3, when we analyze
the dynamics of axions.
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Also, 2κ2
10 = (2π)7α′4g2

s , where gs = 〈e−φ〉. The term Sloc is the action for possible localized

sources, such as branes. This action is supplemented with the self-duality condition

?10F̃5 = F̃5 . (1.43)

A p-form will be normalized as

ω =
1
p!

ωM1...Mp dxM1 ∧ . . . ∧ dxMp .

The field equations were originally obtained in [20]. In terms of the energy-momentum

tensor

TMN := − 2√−g10

δSmatter

δgMN
, (1.44)

the trace-reversed Einstein equation is

RMN = κ2
10

(
TMN − 1

8
gMNT

)
. (1.45)

The contributions from G3 and F̃5 work out to be

T
(3)
MN =

1
8κ2

10Imτ

(
GMPQḠ PQ

N + ḠMPQG PQ
N − 1

3
gMNGP1P2P3Ḡ

P1P2P3

)

T
(5)
MN =

1
4κ2

10

1
4!

F̃MP1...P4 F̃
P1...P4

N . (1.46)

The term gMN F̃ 2
5 vanishes due to the self-duality condition, and so is absent from T

(5)
MN .

The equations of motion for the 3- and 5- forms are

dF̃5 =
i

2Imτ
G3 ∧ Ḡ3 + 2κ2

10ρ
loc
3

d(?10G3) = iF̃5 ∧G3 . (1.47)

The Bianchi identity for F̃5 is

dF̃5 =
i

2Imτ
G3 ∧ Ḡ3

which is automatically satisfied after imposing the self-duality condition (away from the localized

sources). Reciprocally, Bianchi identity plus the self-duality condition imply the equation of

motion. The Bianchi identities for the 3-forms are dF3 = dH3 = 0. Finally, the equation for

the axio-dilaton is, from Eq. (1.41),

∇M∇Mτ − ∂Mτ∂Mτ

i Imτ
= − i

12
GMNP ḠMNP . (1.48)

The type IIB fermions are 2 dilatinos λA, A = 1, 2, and 2 gravitinos ψA
M . Both are 10d

Majorana-Weyl spinors and have the same chirality. Similarly, the 32 real supercharges are
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grouped into 2 Majorana-Weyl generators ε = (ε1, ε2) of the same chirality. The supersymmetry

variations are

δελ
A =

1
2
ΓM∂Mφ εA − 1

24
ΓM∂MC0 iσAB

2 εB − eφ

24
ΓMNP F̃MNP σAB

1 εB +

− 1
24

ΓMNP HMNP σAB
3 εB

δεψ
A
M = DMεA +

eφ

8
ΓNΓM∂NC0 iσAB

2 εB +
eφ

16× 5!
ΓNPQRS F̃NPQRS ΓM iσAB

2 εB +

− 1
8
ΓNP HMNP σAB

3 εB +
eφ

48
ΓNPQΓM F̃NPQ σAB

1 εB (1.49)

where, in analogy with Eq. (1.34), we have defined

F̃3 := F3 − C0H3 . (1.50)

The fermionic variations determine the supersymmetry properties of the solution. They will

allow us to understand how to embed 4d supergravity into the higher dimensional theory.

The fermionic supergravity action is rather involved; already its 4d counterpart is pretty

complicated. Some of its properties will be discussed at the end of chapter 5.

1.5.2 Phenomenological restrictions on the 10d theory

Using the previous equations, let us analyze the restrictions imposed by the 4d theory on the

10d solution. First, the 10d background should preserve the isometries of the 4d space, which

we take to be maximally symmetric (AdS, dS or Minkowski) with metric ĝµν(x). The most

general solution preserving these isometries is not a direct product M4×X, but rather a warped

product,

ds2 = e2A(y) ĝµν(x)dxµdxν + gij(y)dyidyj (1.51)

where yi are the coordinates of the internal 6d space X. We already saw a particular case of

this in the D3 brane solution Eq. (1.37). The realization that a nontrivial warp factor is allowed

has led to a lot of recent progress in flux compactifications and physics of extra dimensions.

The most prominent example is the model of Randall and Sundrum [21], where the electroweak

hierarchy is explained geometrically by an AdS-type warp factor. We will see other examples

of hierarchies generated by warping, and it will be argued that the warp factor can also be used

to build models with parametrically small scales of supersymmetry breaking.

What restrictions does 4d susy place on the 10d theory? The 4d supersymmetry generator

ξ has to come from decomposing the 10d generator in the form

ε(x, y) = ξ(x)⊗ η(y)
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where η(y) is a 6d spinor. A four dimensional supersymmetric theory then implies the existence

of a globally defined (and nowhere vanishing) spinor η on the internal space X. It has to

transform as a singlet under the structure group SO(6),3 which means that the structure group

has to reduce to SU(3). Cases where the structure group is a strict subgroup of SU(3) (e.g.

SU(2)) lead to more supersymmetries in 4d, and will not be considered here. Supersymmetry

then requires the internal manifold to be a manifold of SU(3) structure.

It is important to stress that, in the previous argument, we have required the existence of a

set of N = 1 supercurrents. But this is not related to the question of whether supersymmetry is

preserved or spontaneously broken in the vacuum. In this language, if we require supersymmetry

to be preserved, the variations Eq. (1.49) have to vanish at least for some of the components

of the 10d spinor ε. Hence, a 4d vacuum that preserves supersymmetry will imply certain

differential constraints on ε, which will further restrict the geometry of the internal manifold.

This is analyzed in detail below.

So far we have discussed the constraints imposed by the existence of a 4d theory on a space

of maximal symmetry, and with a supersymmetric lagrangian. Next we ask how the various

terms of the low energy effective action Eq. (1.21) are reproduced from ten dimensions. In a

moment it will be argued that certain modes that deform the geometry of the internal space give

rise to light four dimensional chiral superfields. The graviton corresponds to a small fluctuation

of the 4d metric in Eq. (1.51). Although in this dissertation we do not focus on the fermionic

sector, let us mention that the 4d gravitino arises from the 10d gravitino ΨM , but it includes a

mixing of both Ψµ and Ψm. This will be briefly addressed in chapter 5.

We also want to be able to generate superpotential terms for the chiral superfields. Compar-

ing the supersymmetry variations Eq. (1.25) and Eq. (1.49), a superpotential in 4d corresponds

to a nonzero expectation value of the 3-form G3. More precisely, to dimensionally reduce to

four dimensions, the field strength terms in Eq. (1.49) have to be integrated over the inter-

nal manifold. Therefore, a nonzero superpotential will be produced if there are nonzero fluxes
∫

G3 6= 0. Fluxes are quantized as

1
4π2α′

∫
F3 ∈ Z ,

1
4π2α′

∫
H3 ∈ Z . (1.52)

An important constraint comes from integrating the F̃5 Bianchi identity over the internal man-

ifold, ∫

X

H3 ∧ F3 + 2κ2
10T3 Qloc

3 = 0 , (1.53)

3More precisely, under the cover Spin(6).
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so that the total D3 charge of a closed internal space has to vanish.

To summarize, in order to reproduce the basic properties of four dimensional supergravity,

we need to consider warped flux compactifications on manifolds with SU(3) structure.

1.5.3 Calabi-Yau compactifications

It is instructive to first discuss the case without fluxes. Taking a constant axio-dilaton, the

supersymmetry variations Eq. (1.49) reduce to

Dmη = 0 ,

where η is the 6d part of the 10d supersymmetry generator. The globally defined spinor η

of the SU(3) structure is then covariantly constant.4 This implies that the holonomy group

(which measures how η transforms under parallel transport in closed loops) is SU(3) and η is a

singlet. This is called special holonomy. A manifold with SU(3) holonomy (i.e. one covariantly

constant spinor) is a Calabi-Yau (CY) manifold. The two IIB Majorana-Weyl generators have

the same chirality, so they decompose as

εA = ξA ⊗ η + ξ̄A ⊗ η̄ (1.54)

where ξA, A = 1, 2, are 4d Weyl spinors, and ξ̄ = ξ∗, η̄ = η∗. Therefore, a compactification on

a CY without fluxes gives two 4d Weyl supersymmetries, that is, N = 2 supersymmetry.

The internal coordinates can be split into holomorphic and antiholomorphic variables yi →
(za, z̄a), such that the Clifford vacuum η is annihilated by half of the 6d gamma matrices,

γaη = 0 , a = 1, 2, 3 .

Then we can form the spinor bilinears

Jab̄ = iη†γab̄η , Ωabc = iηT γabcη . (1.55)

Both forms are globally defined, nowhere vanishing, and closed. The (1, 1) form is related to

the CY metric by gab̄ = −iJab̄.

The CY has certain free parameters, corresponding to zero modes of the Ricci tensor. Since

by locality the deformations can be done independently on each point x of space-time, they

give rise to four dimensional massless scalars. Let us describe these modes in some detail,

4Recall that we are considering manifolds with strict SU(3) structure.
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following [22]. Consider a metric deformation δgij , and choose the gauge ∇i(δgij) = 0. Then

the zero modes

Rij(g + δg) = 0

separate into those of mixed type δgab̄, and those of pure type δgab, δgab̄.

Kähler moduli

Deformations of mixed type are called Kähler moduli. Parametrizing the Kähler moduli with

coordinates ρr, we can construct a (1, 1) form

ωr := i
∂gab̄

∂ρr
dza ∧ dzb̄ . (1.56)

This form is harmonic because ∂rgab̄ is a zero mode of the Ricci tensor in transverse gauge. In

other words, Kähler moduli are in one to one correspondence with H(1,1)(X,C). The dimension

of this space is h1,1.

From a four dimensional point of view, type IIB Kähler moduli form N = 2 hypermultiplets.

Each real scalar ρr is complemented with three more scalars that come from expanding B2, C2

and C4 in harmonic 2-forms. It is also useful to represent Kähler moduli as periods of the

Kähler form J . For this, expand

J = ρrer , er ∈ H2(X,Z) . (1.57)

Then

ρr =
∫

er

J , (1.58)

where the homology cycles satisfy
∫

er
es = δr

s .

Complex moduli

Metric fluctuations of pure type are called complex moduli, and will be denoted by Sα. They

correspond to deformations of the complex structure of the CY. They are in one to one corre-

spondence with the harmonic (2, 1) forms

χα := −1
2
Ωabd

∂gd
c̄

∂Sα
dya ∧ dyb ∧ dyc̄ ∈ H(2,1)(X,C) . (1.59)

From a 4d point of view, they combine with the vectors Aα
µ in C4 = Aα

µdxµ ∧ χα to form

N = 2 vector multiplets. The kinetic term follows from expanding
∫

R10 to quadratic order in

the complex structure fluctuation. The result is [22]

Gαβ̄ = −
∫

χα ∧ χ̄β∫
Ω ∧ Ω̄

. (1.60)
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The Kähler potential can be found using the Kodaira relation

∂Ω
∂Sα

= kαΩ + χα , (1.61)

which gives

K(S, S̄) = − log
(

i

∫
Ω ∧ Ω̄

)
. (1.62)

In section 1.2.2 it was argued that the vector multiplet theory is determined by a prepoten-

tial. It is interesting to understand how this arises in the context of CY compactifications. Let

(AI , B
J ), I, J = 0, . . . , h(2,1), be a symplectic basis for H3(X,Z),

∫

X

AI ∧BJ = δ J
I .

The dual homology basis is denoted by (AI , BJ). The complex moduli space can be parametrized

by the A-periods

SI =
∫

AI

Ω . (1.63)

These are projective coordinates SI → λSI , because Ω is defined up to rescalings. The B-

periods cannot yield independent coordinates; they turn out to be derivatives of a holomorphic

function F , ∫

BI

Ω =
∂F
∂SI

, (1.64)

which plays the role of the four dimensional prepotential. Then it is not hard to see that

e−K = −2i Im
(

SI ∂F̄
∂S̄I

)
. (1.65)

This gives a geometrical realization of local special Kähler geometry. The field theory expression

Eq. (1.12) corresponds to the global (MPl →∞) limit.

1.6 Flux compactifications with N = 1 supersymmetry

Consider the general warped flux compactification preserving N = 1 supersymmetry. Let us

focus on the vacuum structure. The possible supersymmetric flux vacua are classified by fixing

a linear relation between ε1 and ε2,

ε1 = a ξ ⊗ η + c.c. , ε2 = b ξ ⊗ η + c.c.

(a and b are complex parameters) and then setting to zero the supersymmetry variations

Eq. (1.49). Requiring N = 1 supersymmetry places constraints on the allowed p-forms and

on the geometry of the internal space. An important consequence of having nonzero fluxes is

that the internal spinor η is no longer covariantly constant in the metric compatible connection.
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The extra flux terms in Eq. (1.49) can be interpreted as defining a metric with torsion, and η

has to be covariantly constant in this metric. The forms J and Ω can still be defined as before,

but they are not closed.

The possible type IIB flux vacua with SU(3) structure are given by [23]

• “type A” solutions, with b = 0. They have only H3 flux, and the internal manifold is

complex non-Kähler. An example is the Maldacena-Nuñez solution [24].

• “type B” solutions, a = ±ib. These solutions have imaginary self-dual G3 and the inter-

nal manifold is conformal CY. An example is the Klebanov-Strassler solution [18]; these

backgrounds were studied in detail in [25]. (GKP)

• “type C” solutions, S-dual to type A.

Understanding the low energy dynamics requires first identifying the light degrees of freedom.

There is no general procedure for this yet, except in type B solutions where one starts from the

low energy fields of the CY. In this dissertation we therefore restrict to such slutions, and we

will analyze how fluxes and warping modify their dynamics.

1.6.1 Review of type B backgrounds

For type B solutions, the static background is a warped product of R3,1 with a six dimensional

CY manifold X. Let g̃mn be a Ricci-flat Kähler metric on X, then the metric ansatz is

ds2
10 = e2A(y)ηµνdxµdxν + e−2A(y)g̃mndymdyn . (1.66)

The field strengths are chosen to preserve Lorentz invariance and self-duality is imposed on the

five form,

G3 =
1
3!

Gmnp(y)dymdyndyp = F3 − τH3 , (1.67)

F̃5 = ∂mα(y)(1 + ?10)dym ∧ dx0 ∧ dx1 ∧ dx2 ∧ dx3 . (1.68)

Since we are interested in flux compactifications, we will assume that F3 and H3 are three-forms

in nontrivial classes of H3(M,Z).

The warp factor is of the general form

e−4A(y) = c + e−4A0(y) (1.69)

where the dimensionless parameter c is related to the total volume by VCY ∼ α′3 c3/2, and A0 is

produced by matter sources (fluxes or branes). The large volume limit c À e−4A0 corresponds
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to a small number of fluxes or branes, where backreaction may be ignored. In the present

dissertation we address the general case, which includes the strongly warped limit c ¿ e−4A0 .

Furthermore, the background satisfies certain BPS properties which are analogous to the

brane metrics of AdS/CFT [25]. These are

α = e4A ,
1
4
(Tm

m − Tµ
µ )loc = T3ρ

loc
3 . (1.70)

As a result, the equations of motion are verified automatically if the three form flux is imaginary

self-dual (ISD):

?̃6G3 = iG3 . (1.71)

Quantities with respect to g̃mn are denoted with tildes. Similar conditions may be written for

backgrounds sourced by anti-branes, with the flux becoming IASD.

The equation obeyed by the warp factor is

−∇̃2 e−4A =
GmnpḠ

m̃np

12 Imτ
+ 2κ2

10T3ρ
loc
3 . (1.72)

1.6.2 The large volume limit

As pointed out by GKP, the ISD condition fixes the complex structure moduli and leads to a

constant background dilaton.

Small fluctuations around this background should be described by a 4d N = 1 supergravity

effective action along the lines of section 1.3. A reasonable starting point for this is to take

the N = 2 supergravity obtained by KK reduction of IIB supergravity on the CY X, and then

apply an orientifold projection. This is expected to be a good description in the large volume

limit, with small quantum corrections. Furthermore, we are assuming that backreaction can be

ignored and thus the warp factor is essentially constant. This will be true if we take the limit

α′ → 0 while holding the number of flux units N fixed. Conversely, large N dualities or large

hierarchies arise, even in the α′ → 0 limit, when α′N is held fixed.

In this limit, the 4d Kähler potential for the metric moduli takes the well-known form,

K = −3 log(−i(ρ− ρ̄))− log
(− i

∫

X

J ∧ J ∧ J
)− log

(− i

∫

X

Ω ∧ Ω̄
)
. (1.73)

Turning on fluxes breaks spontaneously N = 2 → N = 1, in the way described in section 1.2.3.

Therefore, from a 4d point of view fluxes behave as FI terms for the auxiliary fields in the

vector multiplets (at least at large volume). We then expect a flux-generated superpotential

for complex moduli. The superpotential can be read off from the gravitino variation, as in

Eq. (1.25). In our case, this comes from the 10d gravitino variation Eq. (1.49), after multiplying
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by ηT and integrating over the internal manifold. Recalling Eq. (1.55), this gives the Gukov-

Vafa-Witten [26] type superpotential

WGV W =
∫

X

G3 ∧ Ω . (1.74)

Equivalently, dimensional reduction implies that fluxes generate a scalar potential for the com-

plex moduli [25, 27],

V = − 1
2κ2

10Imτ

∫

M

G3 ∧ (?6Ḡ3 + iḠ3) (1.75)

which vanishes in the ISD case. From the scalar potential and Kähler potential we can infer

Eq. (1.74). Kähler moduli only receive non-perturbative superpotential contributions [28].

Notice that the holomorphic 3-form is defined up to holomorphic scalings

Ω(S) → e−f(S)Ω(S) (1.76)

which can depend on complex moduli S. Ω defines a line bundle over moduli space. Under this

rescaling,

WGV W → e−f(S) WGV W , K(S, S̄) → K(S, S̄) + f(S) + f∗(S∗) . (1.77)

This provides a geometric realization of the Kähler-Weyl transformations of 4d supergravity,

Eq. (1.24).

1.6.3 Towards an effective description of warping

Steps towards including the effects of warping were taken in [27]. The simplest is to change

the relation between the 10d Planck scale, the 4d Planck scale, and the volume of the internal

manifold, to
M2

Pl,4

M2
Pl,10

=
(

MPl,10

2π

)6

VW ,

where VW is the “warped volume” of the internal manifold,

VW =
∫

d6y
√

g̃6 e−4A . (1.78)

Then, the potential and kinetic terms of the 4d effective action were computed by KK

reduction. In particular, the kinetic terms for the moduli were obtained by varying the Einstein-

Hilbert action around the metric ansatz Eq. (1.66), obtaining

GW
αβ̄ = ∂α∂β̄KW =

∫
d6y

√
g̃6 e−4A∂αg̃mn ∂β̄ g̃mn . (1.79)

Then, substituting in the variations of the 6d metric with the moduli, it was found that the

warp factor corrections change Eq. (1.73) to

KW
?= −3 log(−i(ρ− ρ̄))− log

(− i

∫

M

e−4AJ ∧ J ∧ J
)− log

(− i

∫

M

e−4AΩ ∧ Ω̄
)

(1.80)
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However, this analysis is somewhat oversimplified. One reason for this was that, in general-

izing the KK ansatz to fields which vary in the four dimensions, one often needs to add terms

which depend on derivatives of the fields. The reason for this is that, promoting a modulus u

to a space-time field u(x) induces extra terms

Rµm ∼ ∂µu(. . . )

where (. . .) includes derivatives of the warp factor. The equations of motion cannot be solved

consistently and the ansatz Eq. (1.66) needs to be generalized. One needs to understand how

to modify the CY zero modes to account for this effect.

Another new effect is that KK modes become light in regions of strong warping, so they

need to be included in the effective action. While there are a few compactifications in which a

consistent truncation to a small subset of modes is possible [29], usually this is not the case, and

there is no reason to believe it is so for an arbitrary Calabi-Yau compactification. Furthermore,

there could be nontrivial mixings between zero modes and their KK fluctuations. This would

imply that the low energy dynamics truncated to metric moduli is inconsistent. Chapters 2–5

are devoted to answering these questions.

1.7 Overview

The dissertation is organized as follows. In chapter 2 we study the problem of computing kinetic

terms in warped compactifications. It is argued that a direct route to the kinetic terms is to

derive them in a Hamiltonian framework. In this approach, four dimensional fields associated

to internal metric variations lift to ten dimensional gauge invariant canonical momenta. We

identify a gauge dependent inner product on the compactification manifold which depends

explicitly on the warp factor. It is shown that kinetic terms are associated to the minimum

value of this inner product over each gauge orbit.

In chapter 3 we construct the effective theory of the universal Kähler modulus in warped

compactifications, as an application of the framework developed in the previous chapter. The

spacetime dependent 10d solution is obtained at the linear level for both the volume modulus

and its axionic partner, and nontrivial cancellations of warping effects are found in the dimen-

sional reduction. The main result is that the Kähler potential is not corrected by warping,

up to an overall shift in the background value of the volume modulus. This shift may affect

nonperturbative corrections.

Chapter 4 focuses on the dynamics of complex moduli around conifold-like singularities and

their dual gauge theories. We first find the gauge theory associated to a CY with general F3
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and H3 flux. It is argued that the field theory has (p, q) 5-brane bound states and fractional

gauge coupling. We use these results to prove that the number of supersymmetric flux vacua is

finite. Next we focus on the nonholomorphic sector of the theory, which is affected by the warp

factor. We compute the warp-modified moduli space metric and find that it leads to a new term

with a power-like divergence at the conifold point. As an application, we study supersymmetry

breaking by anti-self-dual flux in the deformed conifold. These results are then interpreted from

the point of view of the dual gauge theory at large warping.

Chapter 5 combines the results from the previous chapters in order to obtain the effective

action for type IIB warped flux compactifications up to quadratic order. The appearence of light

KK modes is analyzed in detail and their contribution to the low energy theory is determined.

In particular, the four dimensional potential contains a generalization of the Gukov-Vafa-Witten

term, and can lead to mixings between the moduli and their KK excitations.

The last two chapters explore new mechanisms of supersymmetry breaking, based on the

idea that our vacuum may be a long-lived metastable state. In chapter 6 we construct a model

of metastable supersymmetry breaking where all the relevant parameters, including the su-

persymmetry breaking scale, are generated dynamically. A novel effect is that the metastable

vacuum appears by a competition between a nonperturbative runaway direction and perturba-

tive quantum effects.

Finally, in chapter 7, we explore metastable vacua in SQCD, in the presence of single and

multitrace superpotential deformations. Our aim is to obtain a model with an acceptable

phenomenology. The metastable vacua appear at one loop, have a broken R-symmetry and a

magnetic gauge group that is completely Higgsed. It is argued that multitrace deformations are

needed to lift hidden sector light fermions charged under the SM.
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Chapter 2

Kinetic terms in warped compactifications

2.1 Introduction and summary

In this chapter, based on [1], we will develop formalism for computing the kinetic terms of

4d fields in string compactifications, particularly with warping. This is the first step towards

understanding dynamical (i.e. space-time dependent) effects in flux compactifications.

Kaluza-Klein reduction in warped flux compactifications is very subtle, and the full 4d ef-

fective action is not known yet. One reason for this is that, in following the standard approach

of substituting the Kaluza-Klein ansatz into the Lagrangian, one finds that one needs “com-

pensator” fields [30, 31], which are difficult to solve for explicitly, and do not (at least to us)

suggest any clear physical or mathematical intuition for the results.

As it turns out, a fairly direct route to the kinetic terms is to derive them in a Hamiltonian

framework. The reason is that the system has constraints associated to gauge redundancies,

while the physical degrees of freedom become manifest in the Hamiltonian formulation. While

this does not completely eliminate the need to discuss compensators, it does provide a much

clearer picture of why they arise and how to deal with them.

Perhaps the simplest way to explain the main point is to realize that the kinetic terms for

metric moduli originate from a metric on the space of metrics, but the usual expression for this

metric is gauge dependent. A mathematically natural [32] and physically correct [33] way to fix

this ambiguity is to require that the metric fluctuations be orthogonal to gauge transformations.

However, when one says “orthogonal,” one has implicitly used the ten-dimensional metric, in a

way which sees the warp factor. This is the point at which warping changes the usual discussion.

2.1.1 General Problem

We consider a D-dimensional theory of gravity coupled to matter, e.g. a supergravity. A

vacuum solution is a solution of the equations of motion which at long distances “looks like” a

d-dimensional space M with maximal symmetry, i.e. Minkowski space, AdS or dS. In general it
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will be a product or warped product of M with an n = D−d-dimensional compactification space

(or internal space) X, possibly with other nonzero fields consistent with maximal symmetry (i.e.

scalars, components of vector fields in X, etc.).

We use xµ and yi to denote coordinates on M and X respectively. For definiteness we will

sometimes take D = 10 and d = 4, but our considerations will not depend on this.

Suppose there is a family of vacuum solutions of the D-dimensional equations of motion, with

parameters uI . Thus we can write gMN (y; u), φ(y;u), and so forth. To analyze the dynamics

of these moduli uI , we might try to find a family of “approximate solutions” of the equations

of motion, obtained by taking the parameters to slowly vary on M [33]:

gMN (y, u(x)). (2.1)

The kinetic terms are then the terms in the d-dimensional effective Lagrangian of the form

∫
ddx

√
ggµν GIJ(u) ∂µuI∂νuJ , (2.2)

obtained by substituting Eq. (2.1) into the D-dimensional action, integrating over X and iden-

tifying these terms.1 Note that to compute Eq. (2.2), we need to allow “off-shell” u(x) (i.e.

∂2u 6= 0).

However, this direct approach can become complicated. The first sign of this is that in

general, the ansatz Eq. (2.1) does not solve the ten-dimensional equations of motion, even when

u(x) solves the four-dimensional massless field equations. One may need a more general ansatz

depending on derivatives ∂u, ∂2u, etc. Further subtleties arise from gauge invariance. We will

see how this happens and its consequences in examples.

2.1.2 Summary

We start in section 2.2 with the example of Yang-Mills theory, which is used to illustrate in a

simple setup many of the subsequent points. Then in section 2.3 we construct a Riemannian

metric on the space of metrics, with the help of the Hamiltonian of General Relativity. This

metric is used in section 2.4 to construct kinetic terms arising from 10d (warped) backgrounds

preserving 4d maximal symmetry. We prove that metric fluctuations should be orthogonal to

gauge transformations associated to the full warped metric. This turns out to be equivalent to

minimizing the value of their inner product over each gauge orbit.

1The correct action may require a boundary term to cancel boundary terms in the variation, for example the
Gibbons-Hawking-York term in general relativity.
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In section 2.5, the previous formalism is applied to string compactifications. We first discuss

the case of a Calabi-Yau manifold, where the metric for complex and Kähler moduli is recovered.

The harmonic gauge choice generally considered in the literature is identified as a dynamical

constraint. Next the more interesting case of conformal Calabi-Yau compactifications is ana-

lyzed; these correspond to type IIB supergravities with BPS branes and fluxes. Compensating

fields are identified with Lagrange multipliers of the Hamiltonian. Their role is to set metric

fluctuations into harmonic gauge with respect to the full warped metric. We find a fairly simple

expression for the field space metric in terms of warped metric fluctuations. Upon rewriting this

in terms of the underlying Calabi-Yau moduli we verify the expression recently found in [5].

2.2 Yang-Mills theory

We start with the simple case of a U(1) field AM with field strength FMN . We suppose that

there are a family of solutions of

DiFij = 0

on X, parameterized by coordinates uI . For example, if X is a torus, every flat connection is a

solution, and the uI might be the holonomy associated to a basis of H1(X,Z).

We take as the ten-dimensional action

S = . . .− 1
4

∫
d4x

√
g4

∫
d6y

√
g6g

MNgPQFMP FNQ. (2.3)

Naively we then set Aµ = 0 and write

Fµi = ∂µAi(y;u(x))− ∂iAµ(y;u(x)) =
∂Ai

∂uI
∂µuI ,

and substitute this into the action, to obtain Eq. (2.2) with

GIJ =
∫

d6y
√

g6g
ij ∂Ai

∂uI

∂Aj

∂uJ
. (2.4)

However, on reflection, there must be a subtlety in this procedure. In defining our moduli space

of solutions Ai(y;u), nowhere did we specify a gauge for Ai. Two solutions which are related

by gauge transformations on X,

δAi = ∂iε,

are equally good from the point of view of X. On the other hand, the expression Eq. (2.4) is

not gauge invariant, so the kinetic terms will depend on which of the gauge equivalent solutions

we take. Since Eq. (2.3) was gauge invariant in ten dimensions, we must have made an error.
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The error was the assumption that Aµ = 0 for all of these solutions. Let us look at the ten

dimensional equations of motion. These can be written as

0 = DµFµν + DiFiν ; 0 = DµFµj + DiFij . (2.5)

We substitute the ansatz Ai(y; u(x)) and require that there is no four-dimensional gauge field,

Fµν = 0. This sets

Aµ(x, y) = Ω(y)∂µf(x)

where Ω(y) and f(x) are still undetermined functions.

To find Aµ, we use the first equation of motion, which becomes 0 = ∂iFiν , i.e.

∂i∂νAi = ∂i∂iAν . (2.6)

In general, the left hand side is nonzero, so we will have Aν 6= 0. However a simple way to make

the left hand side zero is to require

0 = ∂i ∂Ai

∂uI
, (2.7)

i.e. the fluctuations are taken in harmonic gauge. More generally, solving Eq. (2.6) produces

an Aν which is the parameter of the “compensating gauge transformation”,

Aµ(x, y) = ΩI(y)∂µuI(x) , ∂i∂iΩI = ∂i ∂Ai

∂uI
. (2.8)

Defining

δIAi :=
∂Ai

∂uI
− ∂iΩI , (2.9)

we see that the effect of Ω is to put δIAi back into harmonic gauge.

In general, it is hard to explicitly solve Eq. (2.6) for the compensator field Aν . However,

to compute the kinetic term, we do not need to do this, rather we just need to impose the

condition Eq. (2.7).

2.2.1 Metric for Yang-Mills connections

One can straightforwardly generalize the above to nonabelian gauge fields. There is also a

simple geometric interpretation of the final result, which leads immediately to the metric both

for Yang-Mills and for gravitational configurations.

Note that Eq. (2.7) is the condition that the variation δIA is orthogonal in the metric

Eq. (2.4) to all the gauge directions. This is a natural mathematical condition and leads to a

unique definition of the metric [32].
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Let A be the set of possible (smooth) gauge potentials on R3, and G be the group of all

gauge transformations over R3. The four-dimensional physical configuration space is then the

quotient (or orbit space) C ≡ A/G.

Given a metric gij on R3, there is a natural metric on TA,

(Ȧ, Ȧ) =
∫

d3x
√

ggij tr
(
Ȧi(x)Ȧj(x)

)
. (2.10)

Given a path c(t) in C, we would like to define a natural Riemannian metric H on C, which

can be used in a particle action as [33]

S[c] =
∫

dt
1
2

H(ċ, ċ) . (2.11)

Since actually one works with paths Ai(t) ∈ A, the basic requirement is that S[c] should be

independent of the way c(t) is lifted to A. This can be accomplished by projecting the tangent

vector Ȧi(t) on the subspace orthogonal to gauge transformations in the metric Eq. (2.10).

Thus, let Πi be this projection,

Πi(Ȧ) := Ȧi −Di(1/D2)DjȦj , Πi(Dkλ) = 0 . (2.12)

The natural metric on C is then

H(ċ, ċ) =
∫

d3x tr
(
Πi(Ȧ)Πi(Ȧ)

)
. (2.13)

From a physics point of view, Πi(Ȧ) is the electric field F0i after eliminating A0 by using

the Gauss law. Equivalently, the projector is given by the nonabelian version of the zero mode

Eq. (2.9) after solving for the compensator Ω. Substituting into the E2 terms of the Yang-Mills

action, one obtains Eq. (2.11).

There are several other formulations of the same result. One is to regard the configuration

space A as a G-bundle over the space of gauge orbits. The projection Eq. (2.12) then defines a

preferred notion of “parallel transport” on this bundle, making Eq. (2.10) unambiguous. The

metric Eq. (2.11) is then gauge invariant, in the sense that it is derived from a gauge invariant

notion of parallel transport.

Another formulation is to note that, since the metric Eq. (2.10) is positive definite, evaluating

it with the gauge directions projected out is the same as evaluating it on the gauge representative

which minimizes its value.

2.2.2 Relation to Hamiltonian formulation

A slightly different way of reducing to gauge invariant variables is to go to the Hamiltonian

formulation. We recall that, since the time derivatives ∂0A0 do not appear in the action, the A0
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component of the vector potential plays the role of a Lagrange multiplier, which is conjugate

to the Gauss law,

S = . . . +
∫

A0DiE
i.

One can then enforce the Gauss law as a constraint on the initial data (Ai, E
i), which is

preserved under Hamiltonian evolution.

This is a particular example of “symplectic reduction” with respect to a symmetry group

G. Starting with a phase space M with a symplectic structure ω(u, v), one identifies “moment

maps” µ which are “Hamiltonians” generating the infinitesimal action of G. One can then show

that the reduced phase space

{x ∈ M : µ(x) = 0}/G

carries a symplectic structure.

In the Yang-Mills example, G = G, and M is the direct product of the space A of connections

Ai(x) with the space of electric field strengths Ei(x). It carries the symplectic structure

ω(A,E) =
∫

d3x tr
(
Ai(x)Ei(x)

)
.

The moment maps for G are then µ = DiE
i. Thus, the Gauss law constraint is the natural

partner of the gauge condition in this construction as well. Since the E2 terms in the Hamil-

tonian are gauge invariant, they are single valued on the reduced phase space, resulting in the

same metric Eq. (2.11).

Physically, we can use this formulation by considering a configuration in which the moduli uI

are linearly varying with time. The metric is then the energy density of this configuration, and

the Hamiltonian framework provides a direct way to compute this. Since the phase space does

not contain time-like components of vector potentials, there is no possibility for a “compensator

field” A0 to enter; rather the mixed equations of motion such as Eq. (2.5) are solved implicitly

in this framework.

In general, the result of this prescription will depend on the initial choice of symplectic

structure on field space. However in field theory there is usually a unique local candidate for

this structure.

2.3 General relativity

In this section we consider the problem of constructing a natural Riemannian metric on the

space of metrics. This will be done by using the Hamiltonian formulation of general relativity,

which is well-suited for extracting the kinetic terms in a general case. At the end of the section
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we present a simple example where the kinetic terms are obtained via the usual Lagrangian

approach, so that both perspectives may be compared.

2.3.1 Metric on the space of metrics

The problem may be formulated as follows. Consider a D-dimensional manifold equipped with

a metric gMN (x), M,N = 0, . . . , D. In many cases of interest the metric satisfies certain

background equations of motion. For example, in pure Einstein gravity it is Ricci flat. However

these equations depend on the theory, and thus we will not make use of them in this section.

We identify a time coordinate t = x0; then Σ denotes the space-like surface t = 0 and hMN

is the pull-back of gMN to Σ. Let A be the set of all such possible Riemannian metrics hMN ,

and G the corresponding diffeomorphisms. Our aim is to identify a Riemannian metric H on

A/G and then for each path c(t) ∈ A/G introduce a natural action

S[c] =
∫

dt
1
2
H(ċ, ċ) . (2.14)

Following the previous discussion it will now be shown how this arises from the Hamiltonian

formulation for GR [34,35].

One starts by prescribing initial value conditions on a D − 1 dimensional space-like surface

Σ0, with metric hMN . hMN is the space-like part of gMN ,

hMN = gMN for M,N 6= 0 , h00 = 0 .

The equations of motion produce the time evolution Σ0 → Σt, and the physical degrees of

freedom are hMN and not gMN . The remaining components are denoted by

η = (−g00)1/2 , ηM = g0M for M 6= 0 , η0 = 0 . (2.15)

The tensors used in the rest of the chapter have vanishing time-like components, while x0 enters

through η or time derivatives. Therefore, effectively the indices M, N will run only over the

space-like directions.

The geometrical interpretation is that the time evolution Σ0 → Σt given by the vector field

∂0 can be decomposed into a normal direction plus a tangential shift ηN . The dynamics is

encoded in the extrinsic curvature,

KMN :=
1
2

η (ḣMN −DNηM −DMηN ) , (2.16)

where DN is the covariant derivative on Σ, compatible with hMN . The lagrangian density takes

the form

LG =
√−gD

(
(D−1)R + KMNKMN −K2

)
. (2.17)
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In terms of these variables, the canonical momentum reads

πMN =
∂LG

∂ḣMN

= h1/2(KMN − hMNK) , (2.18)

from which we obtain the Hamiltonian density,

HG = πMN ḣMN − LG (2.19)

=
√

hη
(
− (D−1)R + h−1πMNπMN − 1

D − 2
h−1π2

)
− 2h1/2ηNDM (h−1/2πMN )

Therefore, we learn that η and ηN are Lagrange multipliers. They enforce the constraints

(D−1)R + h−1πMNπMN − 1
D − 2

h−1π2 = 0 (2.20)

DN (h−1/2πNM ) = 0 . (2.21)

After satisfying this we can gauge fix ηN = 0. The Hamiltonian density is a sum of constraints

and vanishes weakly.

The Riemannian metric on A/G corresponds to the kinetic term from Eq. (2.19). Given a

path cMN (t) ∈ A/G we introduce a lift hMN (t) to A; to the tangent vector ḣMN we associate

the “projection” πMN (ḣ) defined in Eq. (2.18). The metric on the space of metrics becomes

S[c] =
∫

dDxLG =
∫

πMN ḣMN . (2.22)

Eliminating ḣMN in terms of πMN ,

ḣMN = 2h−1/2η

(
πMN − 1

2
hMN π

)
+ 2D(MηN) (2.23)

we arrive to

S[c] = 2
∫

dDx
√−gD

(
h−1πMNπMN − 1

D − 2
h−1π2

)
(2.24)

The constraint Eq. (2.21) implies that πMN (ḣ) is orthogonal to space-like gauge transformations,

S[Lvπ, π] = 0 .

Actually, πMN itself is a projector A → A/G:

πMN (Lvḣ) = 0 .

The proof is analogous to the YM case Eq. (2.12), and is based on eliminating the Lagrange

multipliers ηN . On the other hand, the constraint Eq. (2.20) ensures invariance with respect to

time reparametrizations.

We conclude that the Hamiltonian approach to GR yields a natural Riemannian metric

Eq. (2.24) on A/G.
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2.3.2 Unwarped solutions

In simple cases it is still possible to compute kinetic terms using the Lagrangian formulation,

as we now discuss in an example. Consider a family of six dimensional Ricci-flat manifolds X

with metric gij(y; u). Examples are Calabi-Yau manifolds, with uI parametrizing complex and

Kähler moduli. The ten dimensional background is taken to be the unwarped product M ×X

with metric

ds2 = gµν(x)dxµdxν + gij(y; u)dyidyj . (2.25)

Promoting the moduli to fields uI(x) fibers X over M , but only through the implicit de-

pendence of the moduli on the space-time coordinates. As in the Maxwell case, just replacing

u → u(x) into Eq. (2.25) doesn’t give a consistent D-dimensional solution. To satisfy GMN = 0,

we consider the following ansatz including a compensating field Bi:

ds2 = gµν(x)dxµdxν + 2BIj(y)∂µuIdyjdxµ + gij(y; u(x))dyidyj . (2.26)

In principle, an extra compensator term of the form KI(y)∂µ∂νuI dxµdxν may also be needed.

This corresponds to the Lagrange multiplier η above. However, we will show that BIj is only

defined modulo a total derivative term, which can be used to set KI = 0.

The components of the Einstein tensor, up to two space-time derivatives, read

Gµν = (∂µ∂νuI − gµν2uI)
[− 1

2
∂g

∂uI
+∇jBIj

]
(2.27)

Gµi =
1
2
∂µuI∇j

(∇iBIj −∇jBIi +
∂gij

∂uI
− gij

∂g

∂uI

)
(2.28)

Gij = −1
2
2uI

[∂gij

∂uI
−∇iBj −∇jBi

]
, (2.29)

where the trace part is
∂g

∂uI
:= gij ∂gij

∂uI
.

A consistent ten dimensional solution requires Gµi = 0, which fixes BIj , up to a total

derivative ∂jKI . Then we have to require that Gµν = 0, off-shell for u(x), which determines

the previous function KI :

∇jBIj =
1
2

∂g

∂uI
. (2.30)

Using Eq. (2.30) to eliminate ∂Ig, Eq. (2.28) can be rewritten more suggestively as

∇i
[∂gij

∂uI
−∇iBj −∇jBi

]
= 0 . (2.31)

Plugging these results in the Einstein-Hilbert action, the action up to two space-time deriva-

tives is of the form Eq. (2.2), with field space metric

GIJ (u) =
1
4

∫
d6y

√
g6 gijgkl δIgik δJgjl (2.32)



34

where

δIgij :=
∂gij

∂uI
−∇iBj −∇iBj . (2.33)

The role of the ten dimensional constraints is to set δIgij in the transverse traceless gauge,

∇i δIgij = 0 , gijδIgij = 0 . (2.34)

This example shows how the metric compensators repackage into a “physical” zero mode

δIgij which is orthogonal to diffeomorphism transformations. Their effect can be simply sum-

marized in the requirement that the zero mode has to be in the transverse traceless gauge.

The upshot from this example is that harmonic gauge is not a choice, but rather a dynamical

constraint.

2.4 Kinetic terms in general compactifications

The most general D-dimensional metric consistent with d-dimensional maximal symmetry is

ds2 = e2A(y; u) ĝµν(x)dxµdxν + gij(y; u)dyidyj . (2.35)

This is a warped product of a maximally symmetric space M with metric ĝµν and an arbitrary

compactification manifold X with metric gij . The internal manifold depends on parameters uI

and the aim is to find their kinetic terms. This applies to all supergravity compactifications

preserving 4d maximal symmetry.

We will assume here that gij does not have exact isometries, as is the case in CY manifolds.

This simplifies the analysis, since there are no gauge fields coming from the off-diagonal fluc-

tuations δgµm. There is a mass gap and δgµm are associated to massive spin 1 fields, which

we choose not to excite. In a more complete treatment, one should describe how such fields

combine with the graviton modes (and scalars from the internal manifold) to yield massive spin

2 degrees of freedom.

The situation is a particular case of that discussed in the previous section, where the path

c(t) corresponds to promoting uI to spacetime fields. Since the 4d part ĝµν is fixed, the metric

on the space of metrics should now reduce to a metric on the parameter space {uI}. We will

not assume that gij is Ricci-flat; rather, it satisfies certain background equations of motion (for

instance, including fluxes). To simplify our treatment, we will restrict to energy-momentum

tensors without velocity-dependent terms.

Once the uI are allowed to fluctuate, we have to include compensators,

ds2 = e2A(y; u)
(
(ĝµν(x) + 2∂µ∂νK)dxµdxν + 2∂µBj dxµdyj

)
+ gij(y;u)dyidyj . (2.36)
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In the Lagrangian approach, the compensators are fixed by solving the equations of motion

at linear order in velocities. Once this is done, the kinetic terms may be extracted from the

equations which are quadratic in space-time derivatives. The K compensator corresponds to

the Lagrange multiplier η in Eq. (2.15). To simplify our formulas, we fix time reparametrization

invariance by setting K = 0.

Here the system will be analyzed from a Hamiltonian point of view; for simplicity, we take

∂µuI = δ0
µu̇I .2 The kinetic term for the moduli uI(t) is obtained by plugging the corresponding

time-dependent metric ḣMN = u̇I(∂hMN/∂uI) in Eq. (2.24). In the linearized approximation

the extrinsic curvature KMN and canonical momentum πMN are both proportional to u̇I , so

we can write

KMN =
1
2

(gtt)1/2 u̇I δIhMN , h−1/2πMN =
1
2

(gtt)1/2 u̇I δIπMN (2.37)

where gtt := |g00|. The factors of (gtt)1/2/2 have been extracted for later convenience. The

coefficients δIhMN and δIπMN are given by

δIhMN =
∂hMN

∂uI
−DM (ηI)N −DN (ηI)M (2.38)

δIπMN = δIhMN − hMN hPQ δIhPQ (2.39)

where we have expanded ηN = u̇I (ηI)N .

The relation between the Lagrangian and Hamiltonian approach is that the compensators

coincide with the Lagrange multipliers ηM ,

ηIµ = 0 , ηIj = e2A BIj(y) . (2.40)

The advantage of the Hamiltonian formulation is that they appear explicitly as nonpropagating

fields, whose only role is to impose the constraints

DN
(
(gtt)1/2δIπMN

)
= 0 , (2.41)

which imply that the physical variations are orthogonal to gauge transformations. We remind

the reader that DN is the covariant derivative compatible with the space-like metric hMN . The

kinetic term derived from the Hamiltonian Eq. (2.24) reads

S =
1
2

∫
dt u̇I u̇J

(∫
dD−1x

√−gD gtt
[
δIπMN δJπMN − 1

D − 2
δIπ δJπ

])

=
1
2

∫
dt u̇I u̇J

(∫
dD−1x

√−gD gtt δIπMN δJhMN

)
. (2.42)

2Recall that the difference between gMN and hMN is that the latter only includes space-like components.
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This is the gravitational analog of the kinetic term p q̇ in particle mechanics.

Let us now prove that Eq. (2.41) is equivalent to minimizing the inner product over each

gauge orbit. Under a gauge transformation

δIh
MN → δIh

MN −DNvM
I −DMvN

I ,

the change in the inner product Eq. (2.42) is

−2
∫

dD−1√−gD gtt vM
I DN

[
(gtt)1/2 (δJπMN + Lv δJπMN )

]
. (2.43)

Demanding that the gauge parameter minimizes this expression, we find

DN
[
(gtt)1/2 (δJπMN + Lv δJπMN )

]
= 0 , (2.44)

thus reproducing the prescription given in Eq. (2.41).

2.4.1 Four dimensional expression

To compactify over the internal manifold one would in principle need to know the warp factor

and then extract the variation ∂IA. These are complicated functions determined by the back-

ground equations of motion. But interestingly, the constraints Eq. (2.21) fix δIA in terms of

gij δIgij : from

0 = Dµ(δIπµν) = −∂ν

(
2 e−2A δIe

2A + gij δIgij

)
,

we obtain

δIe
2A = −1

2
e2A gij δIgij . (2.45)

This implies that δπµν = 0. Strictly speaking, there is a small subtlety in this derivation.

If u = u(t), then the constraint Eq. (2.41) along M = µ vanishes because the expression in

parentheses is independent of x. To get a nonzero constraint, one has to allow for a more

general space-time dependence u = u(x) and then Eq. (2.45) follows. Once this initial value

condition is found, we take the limit |∂µu| ¿ u̇. Notice that this is always allowed because our

treatment is off-shell. The main motivation for taking this limit is that the space-like metric

hMN factorizes into 3d and 6d blocks, simplifying many of our computations.

The linearized version of the constraint Eq. (2.20) is satisfied in virtue of Eq. (2.45) and the

4d isometries. Also, the warp factor variation may be eliminated from δπij yielding

δIπij = δIgij +
1

d− 2
gij gklδIgkl . (2.46)

The internal part of the constraint sets

DN (e−AδIπNj) = 0 , (2.47)
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where e−A comes from (gtt)−1/2, and it is important to remember that the connection is defined

with respect to the full warped metric. To rewrite this in terms of 6d variables, notice that

Dµ(e−AδIπµj) = 3 e−A ∂kA δIπkj

where we used the fact that πµν = 0 and hµνΓk
µν = −3∂kA. Then (2.47) becomes

gij∇i(e2AδIπjk) = 0 . (2.48)

With these results, the general formula for the kinetic terms is3

Skin =
1
2

∫
ddx

√
−ĝd ĝtt u̇I u̇J GIJ(u) (2.49)

with

GIJ(u) =
1
4

∫
dD−dy

√
gD−d e2A δIgij δJπij . (2.50)

The warp factor dependence comes from
√−gd gtt =

√−ĝd ĝtt e2A. From this expression it

becomes clear that Eq. (2.48) is simply the condition that the physical variation δIπij is or-

thogonal to gauge transformations. The effects of the compensators are summarized in this

prescription.

2.4.2 Effect of compensators

The Hamiltonian approach shows that the effect of the compensators is to make the metric

fluctuations orthogonal to gauge transformations. In general it is simpler to compute the “naive”

zero modes just by taking derivatives ∂gij

∂uI . The metric associated to these fluctuations is

G0
IJ =

1
4

∫
dD−dy

√
gD−d e2A

(∂gij

∂uI

∂gij

∂uJ
− 1

D − 2
∂g

∂uI

∂g

∂uJ

)
, (2.51)

which is a gauge-dependent quantity because in general ∂Igij is not orthogonal to gauge trans-

formations.

Starting from G0
IJ we can ask what is the effect of the “compensating gauge transformation”

δIgij =
∂gij

∂uI
−∇iηIj −∇jηIi (2.52)

which projects down to A/G. More concretely, we are interested in analyzing GIJ −G0
IJ , which

may be shown to be

GIJ −G0
IJ =

1
4

∫
dD−dy

√
gD−d e2A ηIj ∇i

(
∂πij

∂uJ

)
+ (I ↔ J) . (2.53)

3We are ignoring the overall factor MD−2
P,D ; also the correct normalization of the d-dimensional Ricci term

would introduce a factor of 1/V ol(X) in the field space metric.
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Let’s first derive the explicit projector analogous to the expression Eq. (2.12) for nonabelian

Yang-Mills theories. From Eq. (2.47), the compensating fields satisfy the equation

(
gij ∇k∇k + 2∇i∇j + Rij

)
ηj

I = ∇k

(
∂gki

∂uI

)
(2.54)

plus the relation Eq. (2.45) which fixes possible residual gauge transformations preserving

Eq. (2.54). Defining the operator

Oij := gij ∇k∇k + 2∇i∇j + Rij ,

formally the compensators are given by

ηi
I = (O−1)ij ∇k(

∂gkj

∂uI
) . (2.55)

In this way,

δIgij =
∂gij

∂uI
−∇i (O−1)jl∇k

(
∂gkl

∂uI

)
+ (i ↔ j) . (2.56)

We conclude that the effect of the compensators on the metric is

GIJ −G0
IJ =

1
2

∫
dD−dy

√
gD−d e2A∇i

(
∂gij

∂uI

)
O−1

jl ∇k

(
∂gkl

∂uI

)
. (2.57)

This is the term responsible for minimizing the metric over each gauge orbit. A different

compensator choice would imply that the gauge directions are not projected out, giving a larger

result.

2.5 Application to string compactifications

The Hamiltonian derivation of the field space metric Eq. (2.50) holds quite generally. In par-

ticular supersymmetry is not assumed and the details of the matter sector (fluxes, branes, etc.)

are not needed.

Of course, given supersymmetry, one can exploit its constraints. For instance, for N = 2

supersymmetries the metric for chiral superfields may be obtained from that of the vector

superpartners in the N = 2 multiplet, which enter quadratically in the 10d action. Already

for N = 1 susy, deriving the moduli kinetic terms by dimensionally reducing the 10d action

supersymmetry is a very involved task, as was shown in [5]. The main obstacle is the correct

implementation of the constraints, which arise from the (0M) components of Einstein equations.

On the other hand, we have shown how the kinetic terms arise more naturally from the

GR Hamiltonian. In this section, some simple examples of type II compactifications will be

analyzed from this point of view.
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2.5.1 Calabi-Yau manifolds

To gain intuition we begin by discussing Calabi-Yau compactifications, both from the Hamilto-

nian and Lagrangian viewpoint. An unwarped Calabi-Yau compactification corresponds to

ds2 = gµν(x)dxµdxν + gij(y)dyidyj , (2.58)

where gij is a Ricci flat Kähler metric. Holomorphic coordinates are denoted by za, a = 1, 2, 3,

so that the Kähler form is J = igab̄ dza ∧ dz̄b. The metric moduli space splits into complex

structure deformations Sα δαgab, and Kähler deformations ρr δrgab̄.

The Hamiltonian analysis may be applied straightforwardly to this case. The space-time

components of the constraint Eq. (2.41) imply that the metric fluctuations must be traceless,

while the internal components tell us that the fluctuations are in harmonic gauge:

gij δIgij = 0 , ∇i(δIgij) = 0 , (2.59)

with I running over (α, r). These conditions were a choice in the 6d approach of Candelas and de

la Ossa [22], but here they emerge as constraints of the 10d Hamiltonian picture. This occurs

as follows. Starting from a zero mode ∂gij/∂uI in some arbitrary gauge, the compensators

are equivalent to a diffeomorphism transformation ∂Igij → δIgij = ∂Igij − ∇(i BIj) which

point to point imposes the transverse-traceless constraints. The metric Eq. (2.50) gives, after

reintroducing the Planck mass,

Gαβ̄ =
1

4VCY

∫
d6y

√
g6 gac̄gbd̄ δαgab δβgc̄d̄

Grs =
1

4VCY

∫
d6y

√
g6 gac̄gbd̄ δrgad̄ δsgbc̄ . (2.60)

Let us explain briefly how the zero modes are actually computed, because this will be

necessary to understand conformal Calabi-Yau compactifications. Since Eq. (2.58) is a solution

without sources, starting from a given background value g0
ij , the zero modes are solutions to

Rij(g0 + δg) = 0 . (2.61)

Recalling the linearized expression for the Ricci tensor [35]

δRij = −1
2
∇k∇kδgij − 1

2
∇i∇jδg +∇k∇(iδgj)k

,

the zero mode fluctuations satisfy

−1
2
∇k∇kδgij − 1

2
∇i∇jδg + Rk(ij)lδg

kl +
1
2
(∇i∇kδgkj +∇j∇kδgki

)
= 0 . (2.62)
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Next, imposing the gauge ∇iδgij = 0, the trace part can be set to zero and one is left with

−1
2
∇k∇kδgij + Rk(ij)lδg

kl = 0 . (2.63)

This gauge-fixed version of δRij = 0 is the Lichnerowicz laplacian on Ricci-flat manifolds.4

On a Kähler manifold the only nonzero components of the Riemann tensor are Rab̄cd̄ up to

permutations, which implies that the zero modes of mixed (δgab̄) and pure (δgab) type separately

verify this equation.

2.5.2 Conformal Calabi-Yau case

At the next level of complexity, we consider an internal manifold which is a conformal Calabi-

Yau, with the conformal factor given by the inverse of the warp factor,

ds2 = e2A(y)ηµν(x) dxµdxν + e−2A(y) g̃ij(y) dyidyj , (2.64)

where g̃ij is the CY metric. These type IIB backgrounds preserve N = 1 susy, and the warp

factor is generated by BPS sources [25].

In terms of the unwarped fluctuations δI g̃ij , the constraint Eq. (2.45) sets

δIA =
1
8

g̃ijδI g̃ij ; (2.65)

this fixes the 4d gauge redundancies. Now δπij given in Eq. (2.46), becomes the warped har-

monic combination

δIπij = e−2A(δI g̃ij − 1
2
g̃ij δI g̃) . (2.66)

The constraint coming from DMπMj = 0 sets

gik∇i(e2AδIπkj) = g̃ik∇̃i

(
δI g̃kj − 1

2
g̃kj δI g̃

)− 4g̃ik ∂iAδI g̃kj = 0 . (2.67)

Finally, replacing Eq. (2.66) into the Hamiltonian expression Eq. (2.50), we arrive to the warped

moduli space metric

GIJ (u) =
1

4VW

∫
d6y

√
g̃6 e−4A g̃ikg̃jl δI g̃ij δJ g̃kl . (2.68)

These results agree with those in [5], which were obtained by dimensionally reducing the

action. In that approach, the compensators were gauged away; in the Hamiltonian formalism

they arise as Lagrange multipliers which can always be set to zero. Furthermore, the rather

4If the Ricci-tensor doesn’t vanish there is an extra term proportional to Rikδg k
j . However, the Einstein

equation would also include a source piece.
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complicated constraint in the r.h.s. of Eq. (2.67) has a simple interpretation in terms of the

full metric with conformal and warp factors, ∇i(e2AδIπij) = 0. The present derivation suggests

that the natural metric fluctuations are δπij instead of δA and δg̃ij separately.

The presence of a nontrivial warp factor has important effects on the moduli dynamics.

Eq. (2.65) implies that the fluctuations acquire a nonzero trace part proportional to δIA; on

the other hand, Eq. (2.67) imposes a gauge which is different from the harmonic condition.

Therefore, although the fields uI are the same as in the unwarped case (so that we still have

complex and Kähler moduli), the internal wavefunctions that support them have changed. From

Eq. (2.52), the change is by a diffeomorphism in the underlying CY,

δI g̃ij =
∂g̃ij

∂uI
− ∇̃i(e2AηIj)− ∇̃j(e2AηIi) . (2.69)

Here ∂g̃ij/∂uI are the unwarped modes from the previous section, which are in transverse

traceless gauge. The compensating fields ηIi are then fixed by Eq. (2.65) and Eq. (2.67).

The physical zero mode δI g̃ij is guaranteed to satisfy δR̃ij = 0 separately for Kähler and

complex deformations; indeed, it differs from the corresponding unwarped mode only by a gauge

transformation. Notice however that the zero mode equation is no longer the Lichnerowicz

laplacian which is only valid in harmonic gauge. Rather, one would have to solve the full

Eq. (2.62). Of course, since we already know ∂I g̃ij , it is simpler to use the constraints to solve

for the compensating fields.

The behavior of the compensators depends on each particular background, but from the

discussion of section 2.4.2 we know that they give a nonzero contribution to the field space

metric. In fact, the correct choice will minimize its value on a gauge orbit. One important

consequence of this is that the metric Eq. (2.68) could mix complex and Kähler moduli. Indeed,

a complex structure fluctuation acquires a nonzero mixed component δαg̃ab̄, while the Kähler

moduli also have pure components δr g̃ab. Therefore, there can be mixed terms of the form

Gαr ∼ 1
VW

∫
d6y

√
g̃6 e−4A

(
δαg̃ab δr g̃

ab + δαg̃ab̄ δr g̃
ab̄

)
. (2.70)

This can affect KKLT type [28] scenarios including warping, so it would be important to un-

derstand better the susy structure of the field space metric.

2.6 Conclusions

In this chapter we have argued that the natural framework to compute four dimensional ki-

netic terms is the Hamiltonian formulation of flux compactifications. The main outcome is

that 4d fields associated to moduli are not given by simple variations of the static background.
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Rather, the 10d fluctuation to which the field lifts is identified with the canonical momen-

tum Eq. (2.39). This contains the static fluctuation (which is not gauge invariant) plus other

pure gauge components that add up to form a 10d wavefunction which is orthogonal to gauge

transformations. Once the canonical momentum is determined, the corresponding kinetic term

follows from Eq. (2.42).

In situations where backreaction can be ignored, our formalism implies that metric fluctu-

ations have to be harmonic in the CY metric. This was the “gauge” chosen in the original

work of [22], although from a 10d point of view this becomes a Gauss-law type constraint. On

the other hand, once the warp factor is added, the Hamiltonian constraint becomes a warped

harmonic condition, Eq. (2.48). This can change qualitatively the four dimensional theory, par-

ticularly in the phenomenologically interesting limits of strong warping. The next chapters are

devoted to constructing this low energy effective field theory.
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Chapter 3

The universal Kähler modulus

3.1 Introduction and summary

In the supergravity limit, type IIB flux compactifications have a metric modulus that rescales

the internal volume by an overall factor. This is called the universal Kähler modulus and, being

insensitive to the details of the CY metric, is expected to have a simple space-time description.

In this chapter, based on [2], we construct the effective theory of the universal Kähler modulus

in warped compactifications using the Hamiltonian formulation described in chapter 2.

3.1.1 Beyond the Calabi-Yau case

Before starting our analysis, it is instructive to review the simpler case of a Calabi-Yau com-

pactification without warping. We follow the discussion of [25] for IIB CY compactifications.

The universal volume modulus corresponds to a simple rescaling

g̃ij → e2u g̃ij (3.1)

of the internal CY metric g̃ij . The time-dependent metric fluctuation is, at linear order,

ds2 = e−6u(x) ηµν dxµdxν + e2u(x) g̃ij(y) dyidyj , (3.2)

where the 4d Weyl factor e−6u(x) is needed to decouple the modulus from the graviton. This

4d rescaling defines the 4d Einstein frame and gives the Einstein-Hilbert action for the metric

in 4d. The Einstein equations then reduce to the desired 2u = 0 for the modulus. The 4-form

field contributes an axion

C4 =
1
2
a(x) J̃ ∧ J̃ + · · · (3.3)

(J̃ is the fixed Kähler form associated with the fixed CY metric g̃ij), which pairs with the

volume modulus into the complex field ρ = a+ ie4u. Performing the dimensional reduction, one

finds

K = −3 log (−i(ρ− ρ̄)) . (3.4)
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Backreaction from fluxes and branes (of the BPS type discussed in [25]) introduces warping

to the background,

ds2 = e2A(y) ηµν dxµdxν + e−2A(y) g̃ij dyidyj . (3.5)

One could then try different ways of identifying the universal volume modulus. The simplest

possibility would be to consider the same dependence as in (3.2), even in the presence of warping

[27]:

ds2 = e2A(y) e−6u(x) ηµν dxµdxν + e−2A(y) e2u(x) g̃ij(y) dyidyj . (3.6)

This proposal does not work for a couple of reasons. Under a spacetime-independent rescaling

g̃ij → e2ug̃ij , the warp factor acquires a dependence on u

e−2A → e−2u e−2A (3.7)

in such a way that the full internal metric e−2Ag̃ij is actually invariant under the rescaling.

Therefore, the simple rescaling of the CY metric becomes a gauge redundancy which may be

set to zero by a 4d Weyl transformation. At a more technical level, Eq. (3.6) cannot solve the

10d Einstein equations, so it does not give a consistent time-dependent fluctuation.

Another possibility is suggested by the fact that the warp factor is only determined up to

an overall shift,

e−4A(y) → e−4A(y) + c . (3.8)

The volume of the compact space scales as V ∼ c3/2, so it would be natural to identify this flat

direction as the warped version of the universal volume modulus. One could then promote c to

a spacetime field c(x) by considering the metric fluctuation [31,36,37]

ds2 =
[
c(x) + e−4A0

]−1/2
ηµν dxµdxν +

[
c(x) + e−4A0

]1/2
g̃ij dyidyj (3.9)

and performing the dimensional reduction. However, this proposal does not solve the linearized

equations of motion1 either; additional components of the metric are required to satisfy all

the components of the 10d Einstein equation [31]. Dimensional reduction on backgrounds for

which the 10d equations of motion are not satisfied in general does not lead to good low energy

effective theories, and can result in ambiguities, as noticed in previous studies [36–40].

3.1.2 Summary

Summarizing, the dynamics of the universal Kähler modulus is not understood beyond the CY

case, and a more systematic approach is needed. A particularly important question is how

warping effects correct the kinetic terms and Kähler potential (for N = 1 theories).

1Except for special choices of c(x) which appear to lead to instabilities [36,37].
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First, in sections 3.2 and 3.3, the spacetime dependent 10d solution is constructed at the

linear level for both the volume modulus and its axionic partner, and nontrivial cancellations of

warping effects are found in the dimensional reduction. In section 3.4 we find that the Kähler

potential is in fact not corrected by warping, up to an additive shift in the background value of

the modulus. This is a rather surprising outcome, because the 10d solution constructed from the

Hamiltonian method is quite different from the unwarped fluctuation. It is important to notice,

however, that the needed shift in the modulus would affect nonperturbative superpotentials

or higher-derivative corrections that break the no-scale structure of the classical background

[28,41–43].

Most of the methods developed so far apply to moduli dynamics in the linearized approxi-

mation, namely when the fluctuations around the vacuum expectation values are infinitesimal.

Understanding other effects, particularly in cosmology, beyond the 4d effective field theory, re-

quires going beyond the linearized level. For this reason, in section 3.5 we extend our approach

to the case of finite spacetime dependent fluctuations of the volume modulus. This not only

should serve to eliminate remaining confusion about the relation between the 10d and 4d the-

ories, but it is also a significant first step in developing cosmological solutions of compactified

10d supergravity. Finally, in section 3.6 we discuss the behavior of the modulus in strongly

warped regions and show that there are no mixings with light Kaluza-Klein modes.

3.2 Finding the universal volume modulus

Our aim is to find the 10d solution describing a finite spacetime dependent fluctuation of the

volume modulus. Now, as explained in section 3.1.1, the first problem one faces is that of

defining the volume modulus in warped backgrounds. We address this issue by finding the

modulus in the case of an infinitesimal fluctuation, and then showing how to integrate it to a

finite variation in section 3.5.

Before proceeding, we should clarify the type of expansion being performed. One starts from

a warped background of the general form

ds2 = e2A(y;u)ĝµν(x) + gmn(y; u)dymdyn (3.10)

where ĝµν is a maximally symmetric 4d metric. Then, a given modulus u is allowed to have

a nontrivial spacetime dependence, acquiring a nonzero velocity u̇ and energy gtt (u̇)2. The

energy sources the Ricci tensor, with the result that maximal symmetry is lost; for instance,

for a massless excitation we would have a pp-wave spacetime. The important point is that

backreaction is proportional to the energy, and hence is quadratic in u̇. The linearized expansion
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we consider here then means working at first order in moduli velocities, so that the 4d metric

can still be approximated by a maximally symmetric space. In this limit, the metric fluctuations

ḣMN = u̇I ∂IhMN amount to a small perturbation around the background solution hMN even if

∂IhMN is not necessarily small. This is enough for the purposes of finding the Kähler potential.

We apply the Hamiltonian approach to find the linearized 10d wavefunctions of the universal

volume modulus (in this section) and its axionic partner (in section 3.3). These results will be

used in section 3.4 to compute the Kähler potential. Finally, in section 3.5 we extend our results

beyond the linear approximation, finding the backreaction produced by a finite volume modulus

fluctuation. We restrict to type IIB with BPS fluxes and branes, as reviewed in section 1.6.

3.2.1 Ten dimensional wavefunction

Consider an ansatz of the form

ds2 = e2A(y; c)+2Ω[c]
(
ĝµν(x)dxµdxν + 2 ∂jB ∂µc dxµdyj

)
+ e−2A(y; c) g̃ij(y)dyidyj , (3.11)

where c(x) denotes the universal volume modulus. As will be seen momentarily, a compensating

field proportional to a total derivative,

ηj(y) = e2A+2Ω ∂jB(y) , (3.12)

solves the Hamiltonian constraints, so we have already made this identification in the ansatz.

The Weyl factor is defined to bring us to 4-dimensional Einstein frame,

e2Ω(c) =
∫

d6y
√

g̃6∫
d6y

√
g̃6 e−4A(y; c)

=
VCY

VW (c)
. (3.13)

Furthermore, the underlying CY metric is taken to be independent of the volume modulus

because a rescaling g̃ij → λg̃ij amounts to a 4d Weyl transformation.

At the end of the section it will be argued that c(x) is actually orthogonal to the other

non-universal metric zero modes uI(x). It is then consistent to set these to zero in the present

discussion. Next we will show how the Hamiltonian approach determines the 10d wavefunction

(3.11). The full computation is somewhat technical, so in section 3.2.2 we summarize the results.

The first step is to compute the canonical momentum (2.39) associated to the ansatz

Eq. (3.11)). These are found to be

δcπµν = 2 hµν

(
4

∂A

∂c
− 2

∂Ω
∂c

+∇iηi + 2 ∂iAηi

)
and

δcπij = gij

(
4

∂A

∂c
− 6

∂Ω
∂c

+ 2∇iηi + 6 ∂iAηi

)
−∇iηj −∇jηi , (3.14)

where ηi is given in (2.40).
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The vanishing of the 4d momentum requires

4
∂A

∂c
− 2

∂Ω
∂c

+ e2Ω+4A ∇̃2B = 0 , (3.15)

in terms of the derivative ∇̃i and Laplacian compatible with g̃ij .

The constraint DN πNj = 0 requires a bit more of work. Fortunately, we can use the

computation of the Ricci tensor component Rµi in [31] for our purposes, recalling the relation [34]

R0i = −DN (h−1/2 πNi) . (3.16)

(We also need a diffeomorphism transformation to set ηi = 0 and ηµ = −e2A+2Ω ∂µċ B, which

can always be done for a compensator of the form (3.12)). The constraint then sets

∂m

(
∂ce

−4A(y; c)
)

= 0 . (3.17)

This implies that the dependence of the warp factor on c(x) is given by an additive shift

e−4A(y; c) = e−4A0(y) + c(x) , (3.18)

where e−4A0(y) denotes the solution associated to the metric g̃ij , which is independent of c(x).

A possible multiplicative factor is fixed using the integrated version of (3.15).

This result has an intuitive interpretation. In conformally CY flux compactifications, the

background equations of motion only fix e−4A up to a shift e−4A → e−4A + c. It was noticed

in [31, 36, 37] that a change in c, which is not a simple metric rescaling, also changes the

internal volume, leading to the proposal that c represents the time-independent universal volume

modulus. What we find here is that this shift is present in the full time-dependent case too,

although the full 10d metric fluctuation has other components as well.

Finally, plugging (3.13) and (3.18) into (3.15), we obtain the differential equation that fixes

the compensating field (also observed in [31]),

∇̃2B = −e−4A−2Ω

(
4

∂A

∂c
− 2

∂Ω
∂c

)
= −e−4A0 +

V 0
W

VCY
, (3.19)

where V 0
W =

∫
d6y

√
g̃6e

−4A0(y) is the background value of the warped volume. This equation

is consistent in compact CY manifolds because the right hand side integrates to zero (which is

actually the condition which fixes the factor of e2Ω in (3.12)). Therefore, the 10d metric solving

the Hamiltonian constraints,

ds2
10 =

[
e−4A0(y) + c(x)

]−1/2

e2Ω[c(x)]
(
ĝµν(x) dxµdxν + 2 ∂iB ∂µc dyidxµ

)
+

+
[
e−4A0(y) + c(x)

]1/2

g̃ij(y) dyidyj (3.20)
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gives a consistent spacetime dependent solution representing infinitesimal fluctuations of the

universal volume modulus. The last part of the 10d fluctuation is in the 4-form potential, which

is proportional to e4A. Intuitively, the BPS-like condition of [25] sets C4 = e4Ω e4A(y; c) d4x, so

the 4-form fluctuates along with the volume modulus. More details are given in section 3.5,

where these results will be extended to finite fluctuations.

3.2.2 Summary

Briefly summarizing the main points of the previous computation, the warped universal volume

modulus is not associated to a simple trace rescaling of the underlying CY metric, unlike in the

unwarped case. Rather, g̃ij(y) stays fixed and the modulus corresponds to an additive shift

e−4A(x,y) = e−4A0(y) + c(x) , (3.21)

where e−4A0(y) is the background solution with respect to g̃ij . There is also a nonzero compen-

sating field ∂iB determined by (3.19).

A more physical way of stating this is by noticing that in the 4d action the compensating

field only appears through the shift [1]

δcgMN =
∂gMN

∂c
−DN

(
e2A+2Ω ∂MB

)−DM

(
e2A+2Ω ∂NB

)
, (3.22)

where DN is the covariant derivative with respect to the 9d spacelike metric. The physical 10d

fluctuation associated to c(x) then becomes

δcgµν = 2 e2A+2Ω ηµν

(
δcA +

∂Ω
∂c

)
, δcgij = − e−2A (2 δcA g̃ij + δcg̃ij) , (3.23)

where

δcA :=
∂A

∂c
− e4A+2Ω ∂ ı̃A∂iB , δcg̃ij = ∇̃i

[
e4A+2Ω∂jB

]
+ ∇̃j

[
e4A+2Ω∂iB

]
. (3.24)

The dependence of Ω and A on c(x) is given in (3.13) and (3.18). Strikingly, for non-trivial

warping the universal volume modulus has an internal metric fluctuation δcgij which is not

pure trace. The nontrivial dependence comes from the effect of the compensating field. Stated

in gauge invariant terms, this is required so that the canonical momentum δcπMN built from

δcgMN is in harmonic gauge with respect to the warped 10d metric.

Notice that in the unwarped (or large volume) limit the warp factor becomes e−4A ≈ c(x) :=

e4u(x), which in turn implies e2Ω = e−4u(x). The equation of motion for the compensator (3.19)

becomes simply ∇̃2B = 0, which is solved by B = 0, so we regain the usual metric for the

universal volume modulus in the unwarped case (3.2).
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3.2.3 Orthogonality with other modes

The metric moduli arise as independent solutions to a Sturm-Lioville problem. Different zero

modes should be orthogonal to each other, and we may use this to understand how to define

the universal volume modulus from the original h1,1 moduli.

The natural inner product is given by the Hamiltonian Eq. (2.42). Consider two zero mode

solutions, with canonical momenta δIπMN and δJπMN respectively (I 6= J). The orthogonality

condition reads

GIJ =
∫

dD−1x
√−gD gtt

[
δIπMN δJπMN − 1

D − 2
δIπ δJπ

]
= 0 , (3.25)

where D = 10 in our case.

We need to compute the inner product Eq. (3.25) between the universal volume modulus

and the nonuniversal metric fluctuations. Recall that the canonical momentum associated to

such a fluctuation is [1]

δIπij = e−2A

(
δI g̃ij − 1

2
g̃ij δI g̃

)
, (3.26)

where

δI g̃ij =
∂g̃ij

∂uI
− ∇̃i

(
e4A BIj

)− ∇̃j

(
e4A BIi

)
. (3.27)

Here BIj is the compensating field required by the time-dependent fluctuation ∂g̃ij/∂uI . Unlike

the case of the universal modulus, the BIj are not total derivatives; compare with Eq. (3.23)

and Eq. (3.24).

Next, specialize to I = c, the universal volume modulus, and J 6= c a nonuniversal zero

mode. Using orthogonality with respect to gauge transformations and δπµν = 0,

GcJ =
∫

dD−1x
√−gD gtt ∂gij

∂c
δJπij . (3.28)

Recalling that ∂gij/∂c = (1/2) e4A gij , the orthogonality condition requires
∫

d6y
√

g̃6 g̃ij δJ g̃ij = 0 , (3.29)

which is solved by

g̃ij ∂g̃ij

∂uJ
= 0 . (3.30)

The compensating fields in (3.27) drop from (3.29), being total derivatives.

The nonuniversal Kähler moduli thus correspond to the h1,1 − 1 traceless combinations,

and Eq. (3.30) defines the basis of linearly independent metric zero modes orthogonal to the

universal volume modulus. It is interesting that we recover the known result from CY com-

pactifications, although the universal mode is no longer a pure trace fluctuation of the internal
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metric. We should also point out that (3.30) is not a gauge condition: we can fix completely the

diffeomorphism redundancies by setting the compensating fields to zero, but we would still need

to impose (3.30). Rather, it tells us how to choose a particular basis in the space of solutions

to the Sturm-Liouville problem of the metric zero modes. This grants that there are no kinetic

mixings between the volume modulus and the other zero modes.

3.3 Axionic partner of the volume modulus

In the unwarped limit, the universal volume modulus gets complexified with the axion coming

from

C4 =
1
2
a(x)J̃(y) ∧ J̃(y) + · · · . (3.31)

In this section, we construct the universal axion in warped backgrounds. This will be the partner

of the warped volume modulus (3.23). At the end of the section, the h1,1−1 nonuniversal axions

will be shown to be orthogonal to the universal axion, so they will be set to zero in the main part

of the analysis. This is the counterpart of what happens with the universal volume modulus,

as can be anticipated for supersymmetric compactifications.

The Hamiltonian formulation for antisymmetric tensors is similar to the familiar U(1)

Maxwell case, where the canonical momentum is the electric field,

Ei =
∂L
∂Ȧi

= gtt gij (∂0Aj − ∂jA0) , (3.32)

and A0 is a Lagrange multiplier enforcing Gauss’s law ∇iEi = 0. The shift of (3.32) by ∂iA0 is

the analog of the metric fluctuation shift Eq. (2.39) by the compensating field.

The generalization to a p-form Cp is as follows. C0i2...ip plays the role of a Lagrange multi-

plier, and the canonical momentum is given by the p + 1-form

E :=
1

(p + 1)!
F0i1...ip dx0 ∧ dxi1 ∧ . . . dxip , (3.33)

where i1, . . . , ip are spacelike indices. If there are no couplings to external fields the constraint

is

d (?D E) = 0 . (3.34)

The Hamiltonian kinetic term is then

∫
dtHkin =

∫
E ∧ ?D E =

1
(p + 1)!

∫
dDx

√
gD F0i1...ip F 0i1...ip . (3.35)

This is gauge invariant due to (3.34). The magnetic field contributions Fi1...ip+1 appear in the

potential energy.
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3.3.1 Gauge transformations and field redefinitions of C4

The dimensional reduction of fluctuations of C4 in 3-form flux background is slightly subtle due

to its nonstandard gauge transformations. We follow the discussion of [44], which considered

the case of a torus orientifold in some detail.

In terms of the 4-form that couples electrically to a D3-brane

SWZ = µ3

∫
C4 , (3.36)

the 5-form field strength is F̃5 = dC4−C2H3. The gauge transformations that leave F̃5 invariant

are

C4 → C4 + dχ3 + ζC
1 ∧H3 , C2 → C2 + dζC

1 , B2 → B2 + dζB
1 . (3.37)

In a background of nontrivial 3-form flux, the potentials B2 and C2 are well-defined only on

coordinate patches, which must be glued together with gauge identifications ζB,C . With a fixed

choice of background potentials C4, B2, and C2, the gauge transformations ζB,C are also fixed,

so fluctuations δB2, δC2 must be globally defined on the internal manifold (on a torus, this

means they are periodic). Hence, they have the appropriate behavior for dimensional reduction

without any issue of gluing coordinate patches together.

The 4-form is slightly more complicated; the background C4 is also defined only on patches

and glued together by the gauge transformation (3.37) with H3 the background flux. This

means that the fluctuation also has a nontrivial gauge gluing δC4 → δC4 + dχ + ζCδH3. To

simplify the gluing conditions, we can define δC ′4 = δC4−C2δB2 (to linear order); this is glued

together by gauge transformations δC ′4 → δC ′4 + dχ′ with χ′ = χ− λCδB2, which are trivial as

long as there is no quantized 5-form flux. Therefore, the 4-form potential that follows ordinary

dimensional reduction is δC ′4. The field strength and complete gauge transformations work out

to be

δF̃5 = dδC ′4 +
igs

2
(
δA2 ∧ Ḡ3 − δĀ2 ∧G3

)
(3.38)

δC ′4 → δC ′4 + δχ′ +
igs

2
(
ζ̄A ∧G3 − ζA ∧ Ḡ3

)
(3.39)

in terms of the complex potential A2 = C2 − τB2, G3 = dA2. Henceforth, we drop the prime

on δC4.

3.3.2 Axion fluctuation in a warped background with flux

We now apply the previous approach to find the 10d universal axion in the presence of warping

and three-form flux. There are extra subtleties arising from self-duality and the unusual gauge
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transformations of the 4-form potential. We start by generalizing the known form from un-

warped compactifications, since the wavefunction should reduce to that form in the unwarped

limit. We also find that a constant axion yields a trivial field strength, even in the presence of a

fluctuating volume modulus, so the solution respects the classical axion shift symmetry. Also,

recall that we are working in the limit of constant axio-dilaton.

From the discussion in the previous subsection, the globally defined 5-form and 3-form

canonical momenta (3.33) are

Ẽ5 = dδC4 +
igs

2
(δA2 ∧ Ḡ3 − δĀ2 ∧G3) (3.40)

E3 = dδA2 , (3.41)

where A2 = C2− τB2. δC4 and δA2 denote the components of C4 and A2 which depend on the

axion field; their explicit form will be given momentarily. The presence of the “transgression

terms” in (3.40), reflects the fact that the canonical momenta are invariant under the gauge

transformations,

δC4 → δC4 + dχ3 +
igs

2
(ζ̄1 ∧G3 − ζ1 ∧ Ḡ3) ,

δA2 → δA2 + dζ1 . (3.42)

We expect the axion to descend from the 4-form gauge potential δC4; however, we notice that

there are two separate gauge transformations associated with δC4, one of which arises from

gauge transformations of δA2. From the Hamiltonian perspective, gauge transformations are

associated with corresponding compensators, so we expect that there should be compensators

for the axion associated with both δC4 and δA2.

We take the ansatz

δC4 =
1
2
a0(x)J̃2 + a2(x) ∧ J̃ − da0 ∧K3 − da2 ∧K1 , δA2 = da0 ∧ Λ1 (3.43)

(note that J̃ ∧ J̃ = 2 ?̃6J̃). Here, a0 and a2 are spacetime 0- and 2-forms respectively, while K1,3

and Λ1 are forms on the internal manifold included as possible compensators. The canonical

momenta (3.40-3.41) are then

Ẽ5 = da0 ∧
(

?̃6J̃ + dK3 +
igs

2
Λ1 ∧ Ḡ3 − igs

2
Λ̄1 ∧G3

)
+ da2 ∧

(
J̃ + dK1

)
(3.44)

E3 = da0 ∧ dΛ1 . (3.45)

Notice that Ẽ5 vanishes trivially for a constant axion a0, so the field space metric cannot

depend on the axion, as expected from the classical axion shift symmetry. The 5-form canonical

momentum Ẽ5 is self-dual, which reduces the 4d degrees of freedom to a single scalar by requiring
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da2 ∝ ?̂4da0. At linear order, the proportionality constant may depend only on expectation

values of moduli (at higher orders, it may also depend on fluctuations of moduli); we will see

that the full wavefunction requires the choice da2 = e4Ω?̂4da0. In this work we only keep a0 as

an independent field, multiplying the kinetic term by 2.2

Imposing the constraint (3.34) for the 5-form, we find that

d

[
e4A

(
J̃ + ?̃6

(
dK3 +

igs

2
Λ1 ∧ Ḡ3 − igs

2
Λ̄1 ∧G3

))]
= 0 (3.46)

d
[
e−4A

(
?̃6J̃ + ?̃6dK1

)]
=

igs

2
e−2Ω

(
Λ1 ∧ Ḡ3 − Λ̄1 ∧G3

)
. (3.47)

These constraints are identical to the 10d equations of motion d(?10F̃5) = (igs/2)G3 ∧ Ḡ3

evaluated for legs in the internal directions. (The factor of e−2Ω on the right-hand-side of

Eq. (3.47) is related to the proportionality factor in the 4d Poincaré duality between a0 and

a2.) In this way, the Hamiltonian and Lagrangian approaches yield equivalent results, and a0

corresponds to a massless 4d field.

For the volume modulus, the compensating field is determined by a single scalar function

ηi = e2A+2Ω ∂iB, and we expect the same to occur for the compensator in δC4. The form of

the compensator equation (3.46) then motivates the following ansatz,

e4A

[
J̃ + ?̃6

(
dK3 +

igs

2
Λ1 ∧ Ḡ3 − igs

2
Λ̄1 ∧G3

)]
= e2ΩJ̃ + e2Ωd

(
e4AdK

)
(3.48)

in terms of a function K(y). The factor of e2Ω is fixed by wedging (3.48) with ?̃6J̃ and integrating

over the internal space. In fact, this ansatz yields an appropriately self-dual 5-form if we take

K1 = e4AdK, and the factor here precisely fixes the proportionality in the relation between a0

and a2. Replacing this ansatz in (3.47), we obtain the compensator equation for K(y),

d
(
?̃6[dA ∧ dK]

)
+

1
8

de−4A ∧ J̃ ∧ J̃ = e−2Ω igs

8
(
dΛ1 ∧ Ḡ3 − dΛ̄1 ∧G3

)
. (3.49)

The second constraint, associated with the A2 gauge transformation, fixes the compensator

Λ1,

d(?̃6dΛ1) = 4i e2Ωe4AdA ∧ dK ∧G3 . (3.50)

and the 4d Poincaré duality relation (which fixes the power of e2Ω.

There is one other issue in this analysis. Because there is a background 5-form associated

with the warp factor, the axion fluctuations can appear in the Hamiltonian equation for π̇MN

at linear order, through terms of the form δF̃MP1...P4 F̃N
P1...P4 . By examining the allowed

components, we can see that the only terms that contribute are of the form

4F̃µ
νλρnδF̃mνλρn + F̃m

npqrδF̃µnpqr . (3.51)

2See [45] for a careful treatment of the self-dual form.
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However, with the background 4-form potential proportional to the 4d volume form, self-duality

of the 5-form causes this contribution to vanish for any fluctuations δF̃ with these components.

Summarizing, the gauge invariant wavefunction for the universal axion in a warped back-

ground is given by the canonical momenta

Ẽ5 = (1 + ?10)
[
e2Ωda0(x) ∧ ?̃6

(
e−4A J̃ + 4 dA ∧ dK

)]
(3.52)

E3 = da0 ∧ dΛ1 , (3.53)

where K, Λ1 satisfy the Gauss law constraints (3.49,3.50) respectively. Heuristically, the warp

factor dependence arises naturally from J ∧ J = e−4A J̃ ∧ J̃ .

In the unwarped limit, we see that the compensators become gauge trivial. First, K1 becomes

exact. Similarly Eq. (3.50) implies that Λ1 is closed, so δG3 = 0. The residual gauge freedom

to make Λ1 co-closed means that it must vanish (because there are no harmonic 1-forms on a

CY); this same gauge transformation also forces K3 to be closed, as required by Eq. (3.48) since

e2Ω = e4A = c−1. Then it is simple to gauge away the K1 and K3 compensators in Eq. (3.43).

As expected, we then recover the known axion wavefunction in a CY background. Also note

that the compensators Λ1 become trivial when the background 3-form flux vanishes, which we

expect because δC4 has only one gauge transformation in that case.

3.3.3 Orthogonality with nonuniversal axions

We now consider the effect of the h1,1−1 nonuniversal axions. The story is similar to the above.

For ρ̃r the independent (1, 1) forms in the 2nd cohomology (J̃ = ρ̃1), the potential now becomes

δC4 =
h1,1∑
r=1

[ar
0(x)?̃6ρ̃r + ar

2(x) ∧ ρ̃r − dar
0 ∧ dK3,r − dar

2 ∧ dK1,r] , δA2 = dar
0 Λ1,r . (3.54)

Computing the canonical momentum, we obtain constraints analogous to (3.46,3.47), which

along with self-duality imply

e4A

(
ρ̃r + ?̃6dK3, r +

igs

2
Λ1,r ∧ Ḡ3 − igs

2
Λ̄1,r ∧G3)

)
= e2ΩMs

r (u) (ρ̃s + dK1, s) , (3.55)

with M(u) some function of the moduli uI , which can be diagonalized. The constraint from

the 2-form gauge transformation is of a similar form as (3.50), but with a more general 1-form

K1 6= e4AdK on the right hand side, because there are no harmonic 5-forms on a CY.3

The kinetic term mixing between the universal and nonuniversal axions is
∫

Ẽ5,r ∧ ?10Ẽ5,1 +
gs

2

∫
E3,r ∧ ?10Ē3,1 +

gs

2

∫
Ē3,r ∧ ?10E3,1 (3.56)

3Again, there are additional terms on T 6 or T 2 ×K3, but they still cancel in the kinetic term.
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Using the constraint equations (3.55,3.50) in a calculation similar to that presented below in

section 3.4, the kinetic mixing is proportional to (ρ̃r, J̃) =
∫

?̃ρr ∧ J̃ . Since this is the natural

inner product on the 2nd cohomology, the universal axion is orthogonal to the other h1,1 − 1

axionic excitations as long as the basis of (1, 1) forms is chosen to be orthogonal itself.

3.4 Kähler potential

Finally we are ready to compute the kinetic term and Kähler potential for the chiral superfield

ρ = a0 + i c (3.57)

which combines the universal Kähler modulus found in Eq. (3.23) with the axionic mode given

in Eq. (3.52). Finding an explicit answer for the Kähler potential is in general rather involved,

because the compensating fields appear explicitly in the kinetic terms. Therefore, one would

have to solve the second order constraint equations (which depend on the warp factor) and then

plug in the explicit solution into the kinetic terms. However, using the Hamiltonian expressions

for the kinetic terms, we will find that the explicit solution to the compensating fields is actually

not needed. We show that the constraint equations are enough to eliminate the compensating

fields from the 4d action. In this way, we compute the explicit Kähler potential.

3.4.1 Kinetic terms

First we look at the kinetic term for c(x),

Skin, c =
1
κ2

4

∫
d4x

√
ĝ Gcc ĝµν ∂µc ∂νc . (3.58)

Gcc follows from replacing the canonical momentum conjugate to Eq. (3.23) in the Hamiltonian

expression Eq. (2.42). A short computation reveals that

Gcc =
1

2 VCY

∫
d6y

√
g̃ e4Ω+2A

[
e−2A−2Ω(∂cΩ + ∂cA)− e2A(∂m̃A)(∂mB)

]
. (3.59)

Integrating by parts to get ∇̃2B and replacing it by its constraint (3.15), the terms containing

∂cA cancel, and ∂cΩ controls the kinetic term. The result is

Gcc =
3
4

e4Ω =
3
4

(
VCY

c(x)VCY + V 0
W

)2

, (3.60)

showing the well-known factor of 3 for the kinetic term of the universal volume modulus. It is

interesting that this factor arises from nontrivial cancellations of different warping corrections,

which would not occur had we neglected the compensating field contribution.
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To calculate the kinetic term for the universal axion, we take the prescription for the 5-

form in which we double the coefficient of the F̃ 2
5 term in the action but consider only half the

components. We will keep the terms including the scalar a0 as opposed to a2 (with a0 = a0(t),

this corresponds to keeping components of F̃5 with time indices). Replacing the axion fluctuation

(3.52) into the kinetic action, we find4

Skin, a = − 1
4κ2

10

∫ (
Ẽ5 ∧ ?10Ẽ5 + gs E3 ∧ ?10Ē3

)

= − 1
4κ2

10

∫
e4Ωda0 ∧ ?̂4da0

∫ [(
?̃6(e−4AJ̃ + 4dA ∧ dK)

)
∧

(
J̃ + de4A ∧ dK

)

+e−2Ω gs dΛ1 ∧ ?̃6dΛ̄1

]
. (3.61)

Note that the Chern-Simons term does not include a0, so it does not appear. Integrating by

parts and using the constraint equations (3.49,3.50) to eliminate the compensators K(y), Λ1(y),

we arrive to

Skin, a = − 3
4κ2

4

∫ √
−ĝe4Ωĝµν∂µa0∂νa0 . (3.62)

The factor of 3 comes from ∫
J̃ ∧ ?̃6J̃ =

1
2

∫
J̃3 = 3VCY . (3.63)

This reproduces precisely the field space metric of the volume modulus. As we saw with the

metric volume modulus, we see that the presence of the compensators in (3.61) are crucial to

obtain the correct form for the kinetic term (3.62).

3.4.2 Kähler potential and no-scale structure

The previous analysis shows that the volume modulus and universal axion can be complexified

into

ρ(x) = a0(x) + i c(x) . (3.64)

In fact, since our analysis has not relied on the particular components of the 3-form flux, the

volume modulus and axion form a complex scalar even in compactifications with classically

broken supersymmetry. From the kinetic terms (3.58) and (3.62), we obtain

Skin = −3
1
κ2

4

∫
d4x

√
ĝ4

ĝµν ∂µρ∂ν ρ̄

[−i(ρ− ρ̄) + 2 V 0
W /VCY ]2

(3.65)

This metric follows from the Kähler potential,

K = −3 log
(
−i(ρ− ρ̄)− 2

V 0
W

VCY

)
. (3.66)

4Recall that Ep is the “electric field” F0i1...ip−1 .
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Corrections due to warping amount to an additive constant in the Kähler potential. This proves

that no-scale structure Gρρ̄∂ρK∂ρ̄K = 3 is maintained in GKP type compactifications, albeit

in terms of a highly nontrivial 10d wavefunction for ρ.

The quantity (V 0
W /VCY ) may be interpreted as the background value for c(x), so, after

shifting

ρ → ρ− i
V 0

W

VCY
, (3.67)

the Kähler potential is

K = −3 log [−i(ρ− ρ̄)] . (3.68)

This result coincides with the unwarped expression. The correction from warping becomes

important, for example, once a nonperturbative superpotential for ρ is included as in [28]. The

instanton or gaugino condensation superpotential receives then an exponential correction from

warping due to the shift,

W = Aeia ρ → AeaV 0
W /VCY eiaρ . (3.69)

Similarly, if we consider α′ corrections [41], the shift modifies the potential for the volume

modulus. The modifications in both these cases deserve further study.

The fact that a series of rather subtle corrections conspire to give the very simple final

result (3.66) suggests that there could be some underlying physical reason for this5. One way to

understand this is to notice that (in the absence of contributions beyond classical supergravity)

the 10d solution we have found preserves the shift symmetry e−4A → e−4A + c(x). This implies

no-scale structure, which in turn restricts the Kähler potential to be of the general form

K(ρ, ρ̄) = −3 log [−i(ρ− ρ̄) + a] + b . (3.70)

Therefore, the shift-symmetry of the full solution protects the Kähler potential from significant

warping corrections.

3.5 Nonlinear solution for fluctuating volume modulus

In this section, we present a complete, nonlinear solution to the 10d supergravity field equations

corresponding to a wave of the universal volume modulus. Our solutions are appropriate for

compactifications of the form discussed in [25]. For ease of presentation, we will work with the

covariant equations of motion.

5We thank S. Kachru and A. Tomasiello for discussions on this point.
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The external spacetime metric in the time-dependent background takes a pp-wave form, as

is appropriate for a propagating massless field. As a brief review, the pp-wave metric has the

form

ds2
4 = ĝµνdxµdxν = −H(x+, ~x)(dx+)2 + dx+dx− + d~x2 . (3.71)

A clear but important property of this metric is that ĝ++ = 0. It will be important later that

most of the Christoffel symbols vanish; in particular, Γ̂+
µν = 0. The only nonvanishing Ricci

tensor component is R̂++ = (1/2)~∂
2
H, so the Ricci scalar vanishes.

As a source, consider a massless scalar with action

S = − 1
2κ2

D

∫
dDx

√
−ĝf(φ) (∂φ)2̂ . (3.72)

It is clear that any function φ(x+) solves the scalar equation of motion, and, since ∂φ is null,

the Einstein equation is (the only nontrivial component is ++)

R̂µν = f(φ)∂µφ∂νφ , (3.73)

which is solved by

H(x+, ~x) =
1

2(D − 2)
|~x|2 f

(
φ(x+)

) (
∂+φ(x+)

)2
. (3.74)

Since H is quadratic in the scalar velocity, we see immediately why previous attempts to solve

for the volume modulus beyond linear order have failed.

3.5.1 Ten-dimensional solution

We can now present the nonlinear solution for a propagating volume modulus and verify that

it solves the equations of motion. The warp factor profile in the compact dimensions remains

the same as in the static case, and the compensator wavefunction is given by the linearized

expression. In addition, since 3-form fluxes do not stabilize the volume modulus, we include the

3-forms quite simply, so these results apply to all GKP compactifications [25]. Throughout, we

assume that 7-branes are in the orientifold limit, so that the internal space is conformally CY

and the axio-dilaton is constant. We also work away from localized sources such as branes or

orientifolds for simplicity; removing these assumptions is a straightforward generalization.

The 10d background corresponding to a finite fluctuation of the universal volume modulus

can be written as

ds2 = e2A(x,y)e2Ω(x)ḡµν(x, y)dxµdxν + e−2A(x,y)g̃ij(y)dyidyj (3.75)

F̃5 = e4Ωd4x ∧ d
(
e4A

)
+ ?̃d

(
e−4A0

)
, (3.76)
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where we have defined the shorthand e2Ω for the Einstein frame factor as in Eq. (3.13) and the

warp factor as in Eq. (3.18) as well as a 4d metric

ḡµν(x, y) = ĝµν(x)− 2
(
∇̂µ∂νc(x) + e2Ω(x)∂µc(x)∂νc(x)

)
B(y) . (3.77)

Here, ĝµν is a pp wave as defined in Eq. (3.71), and B(y) is a compensator that obeys the same

constraint as in the linear case Eq. (3.19). In addition, the volume modulus c(x) depends only

on a null direction, which we denote x+. This means that ∇̂µ∂νc = ∇̄µ∂νc = ∂2
+c (or for any

field). In addition, since ĝµν and ḡµν differ from Minkowski only in the ++ component, d4x is

the volume form for those metrics as well (conveniently written in light-cone coordinates).

The first equation of motion to check is the 5-form Bianchi identity, which is satisfied as

long as A0 is the appropriate static warp factor; with fixed background 3-form flux (and local

sources), the Bianchi identity is spacetime independent. Self-duality of the 5-form then fixes

the spacetime component — the external component of C4 is just the volume form of the 4d

spacetime. It is also easy to see that the axio-dilaton and 3-form equations of motion are

unchanged from the static solution (up to overall factors), so they are trivially satisfied, as well.

We now proceed to the Einstein equation. The µi component is just the integrated form of

Eq. (3.17), which is satisfied by the “shifted” form (3.18) assumed. The internal component is

slightly more complicated because it includes sources from the 5-form and 3-forms. However,

because all 4d derivatives are null and the pp wave Ricci scalar vanishes, the Einstein equation

reduces to the static case, which is satisfied by assumption. This is the Poisson equation

∇̃2e−4A0 = − gs

12
GijkḠĩjk , (3.78)

which also follows from the 5-form Bianchi [31].

Finally, we consider the external components of the Einstein equation. A straightforward

but somewhat tedious calculation finds the Ricci tensor

Rµν = R̂µν − 2∇̂µ∂νΩ + 4∇̂µ∂νA + 2∂µΩ∂νΩ− 8∂(µΩ∂ν)A− 16∂µA∂νA

−e2Ωe4Aḡµν∇̃2A + e2Ωe4A
(
∇̂µ∂νc + e2Ω∂µc∂νc

)
B . (3.79)

As in calculating the other components, we have made repeated use of the fact that all spacetime

derivatives lie in the x+ direction, so contractions of them automatically vanish. The trace-

reversed stress tensor (we take RMN = TMN ) has external components

Tµν = −4e2Ωe4A
(
∂iA∂ ı̃A

)
ḡµν − gs

48
e2Ωe4AGijkḠĩjkḡµν . (3.80)

Then the external Einstein equation simplifies with the help of Eq. (3.78) along with the relations
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(3.13,3.18):

R̂µν + ∇̂µ∂νc
[
e2Ω − e4A + e2Ωe4A∇̃2B

]
+ ∂µc∂νc

[
−1

2
e4Ω − e2Ωe4A + e4Ωe4A∇̃2B

]
= 0 .

(3.81)

Since we take the compensator B to obey the constraint (3.19), we end up with

R̂µν =
3
2
e4Ω∂µc∂µc . (3.82)

Note that the compensator term quadratic in c is necessary to cancel all the internal space

dependence in the external Einstein equation. This is just the Einstein equation (3.73) for the

4d pp wave, as we desired.

3.5.2 Comments on the nonlinear background

Let us now make a few comments about the nonlinear background.

First, compare this background to the linearized one presented earlier. The Hamiltonian

approach naturally defines the compensators as metric components gµi ∝ ∂iB. These can

be gauged away at the cost of introducing a deformation of the internal metric. However, in

the nonlinear solution, it is useful to work with coordinates in which g̃ij is unchanged by the

fluctuation and the compensator appears in the spacetime metric. In addition, the compensator

now acquires a term quadratic in the modulus velocity. Finally, since the solution singles out

the lightcone coordinate x+, we found it more convenient to work with the covariant equations

of motion. Otherwise, the nonlinear background is quite similar to the linearized one, and we

see that the warp factor and compensator profiles are actually identical.

The existence of this nonlinear background has several important consequences. For one,

the solution provides an independent derivation of the kinetic term for the volume modulus.

That is, the 10d solution satisfies the 4d Einstein equation for the pp-wave (3.73), which exactly

encodes the kinetic term for the massless scalar. In fact, we see that we reproduce the field space

metric (3.60), even including the famous factor of 3. This fact is a highly nontrivial consistency

check of the low energy theory that we have developed.

This solution is also the first time-dependent 10d background that correctly captures the

nonlinear physics of modulus motion in warped string compactifications. Since it is precisely

consistent with the expected effective field theory, it should end concerns raised in [36,37] about

the validity of the 4d effective theory.

Finally, it seems that this solution is likely to share a number of features with cosmological

backgrounds in these compactifications; in particular, if the Kähler modulus is stabilized with
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a mass well below the warped KK scale, its motion will be well approximated by classical

solutions. Developing cosmological backgrounds would be of relevance to models of inflation

in string theory and could shed light on higher-dimensional or string physics in cosmology.

Unfortunately, solving for the motion of the Kähler modulus in a cosmological background is

already difficult at the 4d level, so we leave this issue as an open question.

3.6 Strongly warped limit and light KK modes

In the previous sections we have obtained the 10d solution corresponding to the universal

Kähler modulus, first in the linearized approximation, and then showing how to include finite

fluctuations. We also studied the 4d properties of the solution, by finding the Kähler potential

and proving no-scale structure. In this section we will show how to apply our results to strongly

warped throats in the compactification manifold.

Strongly warped regions are important both from a phenomenological point of view and to

understand gauge/gravity dualities in string theory. Moreover, the effects from compensating

fields are expected to dominate in this limit [1], so this is good place to illustrate our results.

Another important dynamical effect is that at strong warping the KK mass scale is redshifted,

and could become of the same order as the energy scale of the EFT for the moduli fields.

This is discussed in detail in chapter 5. In the first part of the section we will find the 10d

wavefunction of the volume modulus at strong warping, and illustrate its behavior for various

choices of warping. Next we show will how to include light KK modes, concluding that there

are no kinetic mixings with the Kähler modulus.

3.6.1 Wavefunction in the strongly warped limit

To begin with a simple example, consider an AdS warp factor e−4A0 ∼ N/r4. Without including

compensating fields, the 10d wavefunction corresponding to the volume modulus c(x) scales, at

small r, like

δcgµν ∼ r6

N3/2
, δcgrr ∼ r2

N1/2
. (3.83)

On the other hand, including the effect of compensating fields, we obtain the qualitatively

different behavior

δcgµν ∼ r2

N1/2
, δcgrr ∼ N1/2

r2
. (3.84)

This illustrates the point that the correct gauge invariant 10d fluctuation may differ significantly

from the naive solution.
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Let us be more concrete and model the throat locally by a warped deformed conifold with

metric given by the the Klebanov-Strassler solution [18],

ds2 = e2A0ηµν + e−2A0
ε4/3

2
K(τ)

[dτ2 + (g5)2

3K3(τ)

+ cosh2
(τ

2

)
((g3)2 + (g4)2) + sinh2

(τ

2

)
((g1)2 + (g2)2)

]
(3.85)

where τ is the radial coordinate along the throat. The equation for the compensator (3.19) now

becomes

∂τ

(
K2(τ) cosh2 τ

2
sinh2 τ

2
Bτ (τ)

)
=

(
V 0

W

VCY
− e−4A0(y)

)
ε4/3

6
cosh2 τ

2
sinh2 τ

2
(3.86)

Figure 3.1: (a) The 4-dimensional wavefunction δcgµν and (b) the internal metric wavefunction
δcgττ/g̃ττ in a Klebanov-Strassler warped background for various values of the warping evalu-
ated at the tip e−4A0(0): no warping e−4A0(0) = 1, dotted blue; weak warping e−4A0(0) = 104,
dashed red; strong warping e−4A0(0) = 106, solid black. Notice that as the warping increases,
the wavefunction dips deeper into the throat.

One can now solve this equation numerically for various values of the warping – the results

for the wavefunctions δcgµν , δcgττ/g̃ττ are shown in Figure 3.1. For convenience of display in

Figure 3.1 we have divided out the unwarped part g̃ττ of the metric to show that at large τ ,

where the warping is weak, the physical metric fluctuation asymptotes to the unfluctuated and

unwarped metric, which is what we expect.

As the amount of warping increases (dashed red and solid black lines) the internal metric

wavefunctions δcgij become more peaked in the tip region of the throat where the warping is

strongest, while the 4d metric wavefunctions δcgµν decrease to zero, as expected from our simple

estimates with the AdS warp factor (3.84).
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3.6.2 Inclusion of KK modes

We now address the problem of including light KK modes in the EFT of the volume modulus.6

A general argument for the absence of kinetic mixings between zero modes and their KK exci-

tations was given in [5]. It was based on the observation that these fluctuations are eigenvectors

of a Sturm-Liouville problem, such that the orthogonality relation derived from the differential

problem coincides with the Hamiltonian inner product. This then grants the absence of kinetic

mixings. Since the application to p-forms may be unfamiliar, we now show that the universal

axion is orthogonal to its KK excitations.

Consider then the 2-form massless and massive modes in C4,

δC4 = a2(x) ∧ J̃(y) +
∑
α

aα
2 (x) ∧ ωα(y) (3.87)

where ωα are (non-closed) 2-forms, and the KK fields aα
2 are dual to spacetime scalars. The

compensating fields are already absorbed into J̃ and ωα. For simplicity, we are also setting the

Weyl factor equal to one. There are, of course, other components, and we have not determined

the complete wavefunctions for the excited KK modes, but we can see orthogonality just from

these components.

Requiring that the particles have a well-defined 4d mass, d (?̂4daα
2 ) = −m2

α ?̂4a
α
2 , we derive

the eigenvector equation

d (?̃6dωα) = m2
α e−4A ?̃6ωα . (3.88)

The computation of the kinetic mixing between a2(x) and aα
2 (x) then proceeds as in Eq. (3.61):

∫
E5 ∧ ?10 E5 → −

∫

x

a2(x) ∧ d [?̂4 daα
2 (x)]

∫

y

e−4A(y) J̃ ∧ ?̃6ωα

= − 1
m2

α

∫

x

a2(x) ∧ d [?̂4 daα
2 (x)]

∫

y

J̃ ∧ d (?̃6dωα) (3.89)

where we have used (3.88). Since J̃ is closed, integrating by parts the kinetic mixing vanishes.

By supersymmetry, the same holds for the universal volume modulus (since the analysis

should not depend on our choice of 3-form flux, this statement holds even in classically non-

supersymmetric compactifications). We conclude that light KK modes do not mix with the

Kähler modulus at the level of the kinetic terms.

3.7 Conclusions

By using the Hamiltonian method, developed for warped compactifications in [1], we have

computed the kinetic term and Kähler potential for the universal volume modulus and its

6We thank E. Silverstein for suggesting to check this.
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axionic partner in IIB flux compactifications of the type studied in [25] for arbitrary warping.

We found that the Kähler potential for the universal Kähler modulus takes the form

K(ρ, ρ̄) = −3 log
(
−i(ρ− ρ̄)− 2

V 0
W

VCY

)
. (3.90)

It is rather striking that all warping corrections just amount to an additive shift ρ → ρ −
i (VW /VCY ). One way to understand this result is to argue that the no-scale symmetry survives

in the correct 10d warped solution. This protects the Kähler potential from further warping

corrections.

It is important to emphasize that the 10d time-dependent solution that we have found is

very different from the unwarped fluctuation. Therefore, the respective 4d theories are expected

to be different as well, even if the Kähler potentials have the same functional dependence. In

particular, once nonperturbative corrections of the form W = Aeiaρ are included, the previous

seemingly innocuous shift in ρ may produce qualitative changes in the field theory. This could

become important in KKLT type models [28] that rely on the existence of a strongly warped

region. It would be interesting to compute the prefactor A (see [46–48]) in strongly warped

backgrounds, and see how our 10d solution modifies the discussion.

In section 3.6 we showed that the warped 10d fluctuations for a time-dependent universal

volume modulus are peaked at the tip of the throat, and that there are no Kähler potential

mixings with light KK modes. This can be relevant for phenomenological applications in which

the coupling of the universal Kähler modulus to brane and bulk fields, obtained by the 10d

wavefunction overlap, is important. Also, studying further the wavefunctions of the KK modes

of the universal axion could shed light on the possibility of mixing through mass terms as well

as be important for studying the behavior of perturbations in strongly warped throats.

We have also shown in section 3.5 that the 10d metric fluctuations can be promoted to a fully

time-dependent, warped, 10d metric for the universal volume modulus by taking into account

the backreaction on the 4d space. This is a first step towards finding cosmological solutions for

time-dependent Kähler moduli, which may be relevant for models of inflation.
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Chapter 4

Complex structure moduli and dual gauge theories

4.1 Introduction and summary

In the previous chapter we constructed the 10d wavefunction corresponding to the (space-time

dependent) universal Kähler modulus in the presence of fluxes. It was also shown that the

solution preserves, at the classical level, the no-scale structure of the theory. The situation for

complex deformations is quite different. As explained in section 1.6 turning on fluxes creates a

nonzero superpotential

W =
∫

G3 ∧ Ω (4.1)

that lifts the complex moduli.

In this chapter, based on [3,4], we study the dynamics of complex moduli near conifold-type

singularities,

z2
1 + z2

2 + z2
3 + z2

4 = 0 (4.2)

The dynamics is very rich because the system admits a dual gauge theory description. In the

presence of fluxes, the CY undergoes a large N geometric transition [18, 24, 49]. On the open

string side of the duality, there are N D5 branes wrapping the resolved 2-cycle of the conifold.

At low energy, this gives pure SU(N) SYM in four dimensions, which has gaugino condensation

〈λλ〉 6= 0. After the geometric transition, the resolved conifold is replaced by a deformed

conifold with deformation parameter S = λλ. The N D5 branes become N units of F3 flux

through the compact 3-cycle (A-cycle), while the gauge coupling gives nonzero H3 through the

B-cycle. Therefore, compactification on a conifold with complex modulus S and fluxes has a

dual description in terms of pure SYM, where S is identified with the glueball superfield, and

the flux superpotential matches precisely the Veneziano-Yankielowicz superpotential [50].

4.1.1 Summary

It turns out that in the gravity side one can turn on more general fluxes than the ones allowed

in the previous dictionary (e.g. both nontrival F3 and H3 through the A-cycle). Therefore, in
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sections 4.2 and 4.3 we construct the gauge theories which are dual to configurations with more

general fluxes. It will be argued that the field theories are based on (p, q) 5-brane bound states,

and have fractional gauge couplings.

Next we focus on the holomorphic sector of the theory, considering the structure of supersym-

metric vacua. This does not require knowing the kinetic terms. The main issue to be addressed

here is whether the number of supersymmetric vacua is finite [51]. It was shown in [52] that the

number of supersymmetric vacua is finite around smooth points in moduli space. The analysis

may then be restricted to singularities of the moduli space where the curvature diverges. This

is where the dual gauge theories come into play. In section 4.4 we argue for finiteness of flux

vacua around type IIB CY singularities by proving that the Witten index of the field theory

dual is finite.

In the next three sections, we focus on the non-holomorphic sector of the theory, which is

affected by the warp factor. In section 4.5 we determine the effective field theory for the complex

structure field S. The warp-modified moduli space metric is computed, and a new power-like

divergence is found. In section 4.6 we consider supersymmetry breaking by anti-self-dual flux in

the deformed conifold. We show that this leads to a parametrically small breaking scale, once

warping corrections are included in the effective field theory. Finally, the dual gauge theory

in the limit of strong warping is analyzed in 4.7. We find that the Kähler potential of the

closed string side has a natural interpretation in terms of the composite nature of the glueball

superfield.

4.2 Noncompact CY with fluxes

We begin with a description of the CY geometry. Since we are interested in analyzing a neigh-

borhood of an ADE singularity, it is enough to consider noncompact threefolds of the form

P := u2 + v2 + F (x, y) = 0 ; (4.3)

the nontrivial dynamics comes from the complex curve Σ: F (x, y) = 0. (4.3) may be thought

as a decoupling limit MPl →∞ of an adequate compact variety [53], although this will not be

necessary for our purposes.

For concreteness, let us consider the case of a hyperelliptic curve where we can realize

singularities of the A-type:

F (x, y) = y2 −W ′(x)2 − fn−1(x) = 0 . (4.4)
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W ′(x) is a polynomial of degree n, and will play the role of the superpotential in the gauge

theory:

W ′(x) = gn

n∏

i=1

(x− ai) . (4.5)

fn−1(x) =
∑n

k=1 fkxk−1 is a deformation of the singular curve y2 = W ′(x)2. Its effect is to

split ai → (a−i , a+
i ). If all the roots of W are different then the singular curve has just ODP

(conifold) singularities. We will also encounter more complicated singularities, where three or

more roots coincide.

In the four dimensional effective field theory (EFT), the moduli (ai, fk) have a very different

interpretation. Fluctuations in ai have infinite energy and hence are non-dynamical; each

arbitrary choice of ai will give a different 4d theory so they can be interpreted as couplings. On

the other hand, the fk’s are dynamical and are interpreted as scalar fields in vector multiplets.

Their gauge theory meaning will become clear in section 4.3.

As shown in [54], the periods of the noncompact threefold reduce to periods of the hyperel-

liptic curve:

Si =
∫

Ai

R(x)dx ,
∂F
∂Si

= 2πi

∫

Bi

R(x)dx (4.6)

with

2R(x) = W ′(x)−
√

W ′(x)2 + fn−1(x) . (4.7)

The cycle Ai surrounds the cut [a−i , a+
i ]; Bi is the noncompact cycle dual to Ai, running from

x = ai to infinity. The B-periods need to be regulated; this will be discussed shortly. Therefore

all the computations can be done directly on the hyperelliptic curve y(x) of genus g = n− 1.

When x →∞
R(x) → − fn

2gnx
. (4.8)

This implies that R is a differential of the third kind on Σ [55]. For any value x ∈ C, there are

two points on the Riemann surface Σ; let P, P̃ ∈ Σ denote the points corresponding to x = ∞.

Then R(x)dx is a holomorphic differential only on the punctured surface Σ′ = Σ− {P, P̃}.
The details of the homology of Σ and the effect of the punctures were considered in [56]

and we follow their conventions. A choice of homology cycles is shown in Figure 4.1; Bj runs

through the j-th cut, from P̃ to P . From these noncompact cycles we construct Ci = Bi −Bn.

Besides, CP and CP̃ circle the punctures at P and P̃ respectively. The canonical symplectic

basis of Σ is (Ai, Cj), i, j = 1, . . . , g = n− 1. In Σ, A1 + . . . + An ≡ 0 so An is not independent;

however, in Σ′, A1 + . . . + An = −CP . This means that we can take An to be an independent

cycle and use this to fix the values of the meromorphic differentials at infinity. A symplectic

basis for H1(Σ′,Z) is hence (Ai, Bj), i, j = 1, . . . , n.
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A1 A2 An

CP

B1 B2 Bn

C1

C2

Figure 4.1: Homology elements of Σ and Σ′.

In the holomorphic decomposition H1(Σ,C) = H1,0(Σ,C) + H0,1(Σ,C), there is a unique

basis of holomorphic differentials [55] (ζ1, . . . , ζg) such that
∫

Aj

ζk = δjk , ImΠ ≥ 0 (4.9)

where the period matrix Π is defined to be the symmetric matrix

Πjk =
∫

Cj

ζk .

They can be constructed as linear combinations of the differentials

∂

∂fk
y dx =

xk−1

2y
dx , k = 1, . . . , n− 1 . (4.10)

The third kind differential

gn
∂

∂fn
y dx =

gnxn−1

2y
dx (4.11)

has residues ±1 at P, P̃ respectively. An adequate linear combination of (4.10) and (4.11) will

give the unique third kind differential τP, P̃ such that

ordP τP, P̃ = ordP̃ τP, P̃ = −1 ,

resP τP, P̃ = 1 , resP̃ τP, P̃ = −1 .
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Every holomorphic differential on Σ′ can be written as a linear combination of (ζ1, . . . , ζg, τPP̃ ).

Such differentials are meromorphic differentials on Σ with at most simple poles. A more sym-

metric description follows from taking An (instead of CP ) to be an independent cycle; hence

the basis of allowed differentials will be (ζ1, . . . , ζn−1, ζn) where ζn is a superposition of ζi and

τP, P̃ fixed by
∫

Aj
ζn = δjn, j = 1, . . . , n.

4.2.1 Geometry of the moduli space

There are different ways of parametrizing the moduli space M of Σ′. While from the EFT it is

natural to work with the Si, in the geometrical side it is more convenient to use the coefficients

fk of the deformation fn−1(x). More specifically, we parametrize M by combinations uk of the

fk (k = 1, . . . , n) such that
∂R

∂uk
= ζk ,

giving directly the basis of holomorphic differentials introduced in (4.9) plus ζn. This is an

efficient and symmetric way of taking into account the modulus from the puncture at P and

will simplify our formulas.

Σ becomes singular when two branch points coincide; this leads us to define the discriminant

∆(u) :=
∏

a<b

(ea − eb)2 (4.12)

where ea := a±i . We denote the zero locus by Σ∆; the moduli space is therefore

M = {(uk) ∈ Cn} \ Σ∆ . (4.13)

Σ∆ is codimension one in M and corresponds to conifold-like singularities: around two co-

inciding roots we can always perform a holomorphic change of variables to rewrite the curve

as

u2 + v2 + y2 − x2 = 0 .

Higher order Argyres-Douglas singularities [57,58] occur when three or more roots coincide.

The moduli space is a special Kähler manifold, with metric

Gil̄ = −i

∫

Σ′
ζi ∧ ζ̄l̄ (4.14)

which can be derived from the Kahler potential

K(u, ū) = −i

∫
R ∧ R̄ . (4.15)

The covariant derivative is

∇iV
j = ∂iV

j + Γj
ikV k , Γj

ik = Gjl̄∂iGkl̄ (4.16)
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(∂i := ∂/∂ui) and the curvature tensor is

Rij̄kl̄ = Gis̄∂kΓs̄
j̄l̄ . (4.17)

A displacement in M deforms the complex structure of Σ, so we expect the holomorphic

differentials ζl to mix with the antiholomorphic ones. It is easy to show that the covariant

derivative of a (1, 0) form gives a pure (0, 1) form:

∇iζj = c k̄
ij ζ̄k̄ , c l̄

ij := iGkl̄

∫
∇iζj ∧ ζk , (4.18)

and the relation with the curvature is

Ril̄jk̄ = −i cijmcm
k̄l̄ . (4.19)

4.2.2 Superpotential and fluxes

The complex moduli of the CY (X) are stabilized by Eq. (4.1). Upon integrating over the S2

fibers given by (u, v), we obtain a superpotential on the hyperelliptic curve

Weff =
∫

Σ′
T ∧R . (4.20)

The fluxes through all the compact cycles are quantized:
∫

Ai

T = NR
i − τNNS

i ,

∫

Ci

T = cR
i − τcNS

i , (4.21)

NR
i , NNS

i , cR
i , cNS

i ∈ Z. However, the fluxes through the noncompact cycles can vary contin-

uously and, in fact, we will argue that they have to diverge. We denote

−
∫

Bi

T := βR
i − τβNS

i . (4.22)

These quantities will play the role of running gauge couplings.

Given that the B-cycles extend to infinity, and both R and T are differentials of the third

kind, we need to regulate their B periods. Following [59] we introduce a cut-off at large distances

x = Λ0, replacing P and P̃ by Λ0 and Λ̃0. For the noncompact approximation to be consistent,

(4.20) has to be finite in the limit Λ0 → ∞. We write Br
i for the regularized version of Bi,

running from Λ̃0 to Λ0 through the [a−i , a+
i ] cut.

The Λ0 dependence of
∫

Br
i
R is most easily obtained [54] by doing a monodromy around

infinity Λ3/2
0 → e2πiΛ3/2

0 . 1 In Σ′ this corresponds to Br
i → Br

i + Cp + CP̃ = Br
i − 2

∑n
i=1 Ai ,

giving ∫

Br
i

R = − 1
2πi

(
n∑

i=1

Si) log Λ3
0 + . . . (4.23)

1The exponent is the mass dimension of x: [x] = 3/2, which follows from [S] = 3.
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where . . . are single valued contributions. Comparing with (4.8),

fn = −4gn

n∑

i=1

Si . (4.24)

From (4.23), we see that all the periods have the same log Λ3
0 dependence.

It was shown in [54] that the cutoff dependence of T is exactly the one needed to cancel the

logarithmic divergence from (4.23) and yield a finite cutoff independent Weff :

βR
i − τβNS

i =
1

2πi
(NR

i − τNNS
i ) log (Λ0/Λi)3 . (4.25)

The βi where defined in (4.22) and Λi are a set of finite energy scales. Therefore (4.25) may be

interpreted as a geometric renormalization of certain bare coupling constants (βR
i , βNS

i ). This

is the geometric analog of the RG running of the gauge couplings (see sections 4.3 and 4.4).

4.3 Gauge theory duals

Let us first quickly review the duality discovered by Vafa and collaborators, which corresponds

to the flux subspace NNS
i = 0, βR

n = 0 and βNS
i = βNS

n for all i = 1, . . . , n − 1. The large N

duality between open/closed topological strings was derived in [60]. The role of the holomorphic

matrix model and the relation to N = 1 SYM was considered in [49,54,61]. On the other hand,

in [62] the DV relation was derived purely from the field theory side, using the chiral ring

relations and the Konishi anomaly.

Close to the semiclassical limit |a+
i − a−i | ¿ ai, Si → 0, the geometry (4.4) corresponds to a

product of n independent deformed conifolds. They are cones over S3 × S2 and, while the S2s

are collapsed to zero, the S3s have finite size as measured by Si 6= 0. In the geometric transition

the n 3-spheres Ai are collapsed and we blow-up the conifolds at x = ai by introducing n P1’s.

Then the RR fluxes NR
i will disappear and, instead, we will have NR

i D5 branes wrapping the

corresponding P1s. The DV correspondence states that the large NR :=
∑n

i=1 NR
i limit of the

closed string theory on the deformed threefold is equivalent to the open string theory on the

resolved threefold, with the previous relation between RR fluxes and D5 branes.

W (x) plays the role of a tree-level superpotential for the chiral superfield Φ in the N = 2

vector multiplet of a pure U(NR) SYM; this potential breaks N = 2 to N = 1. Classically,

the number of vacua is given by the number of ways of choosing NR
i eigenvalues of Φ equal to

ai, with
∑

i NR
i = NR. This breaks U(NR) → ∏

i U(NR
i ). βNS

n is the bare gauge coupling of

U(NR), while cR
i are relative changes in the θ-angles of the U(NR

i ) factors [62]. Furthermore,

the complex moduli measure gaugino condensation

Si = − 1
32π2

〈Tr WαWαPi〉 (4.26)
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(Pi projects onto Φ = ai).

4.3.1 Dualities and geometric transition

We return now to the general flux configuration (NR
i , NNS

i ), (βR
i , βNS

i ). Denote NR :=
∑n

i=1 NR
i , NNS :=

∑n
i=1 NNS

i and r = gcd(NR, NNS), i.e., NR = nRr and NNS = nNSr

with nR and nNS relatively prime.

Consider first the effect of the geometric transition around the semiclassical regime. In the

open string side we end with NR
i D5-branes and NNS

i NS5-branes wrapping the i-th P1. The

βi do not have a brane analogue since the B-cycles remain 3-cycles; their meaning will become

clear later. Our aim is to find a gauge theory interpretation for these n (NR
i , NNS

i ) 5-brane

states. The basic requirement is that the infrared limit of this configuration shall be given by

composite fields Si with an effective superpotential

Weff =
n∑

i=1

(NR
i − τNNS

i )
∂F
∂Si

− 2πi

n∑

i=1

(βR
i − τβNS

i )Si ; (4.27)

we omitted a (−1/2πi) factor as compared to (4.20).

We expect each (NR
i , NNS

i ) 5-brane to decay to ri copies of an (nR
i , nNS

i ) bound state [14];

here NR
i = nR

i ri, NNS
i = nNS

i ri with nR
i and nNS

i coprime. However, the generic point in flux

space will give n different types of bound states and it is hard to see how this may come from

a unique UV gauge theory. Instead, the straightforward way of getting a gauge theory is if on

each P1 we have the same type of bound state. Combining this with the requirement that the

sum of fluxes (NR = nRr,NNS = nNSr) remains constant implies that we will have r copies of

the bound state of type (nR, nNS) distributed over all the different P1s.

The physical mechanism that may be responsible for this is already known, namely, eigen-

value tunnelling in matrix models. Consider what happens when we tune the couplings ak

from (4.5) so that the n cuts come very close together: y2 = x2n + ε, ε → 0. In this limit,

the process of eigenvalue tunnelling between different cuts becomes relevant; this will result in

RR flux transfer until we end with the same (nR, nNS) bound states in all the cuts. The tun-

nelling is explained by D5 branes wrapped around an S3 interpolating between two S2s in the

resolved geometry [61]. This object is a domain wall from the EFT point of view, with tension

∂F/∂Si − ∂F/∂Sj . After the tunnelling has taken place, we can tune back the couplings to

their initial values.

We will now start to argue that the previous gauge theory is indeed the dual to our gravity

configuration. The key elements entering into the argument are S-duality (decay to bound

states) and moving the Ai cycles around, which is associated to an Sp(2n − 2,Z) symmetry
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transformation. We work in the deformation side. Denote the deformed threefold defined in

(4.3) and (4.4) by Xd; the limit fn−1(x) = 0 is a singular CY Xs with (generically) conifold

degenerations.

Recall that S-duality acts by SL(2,Z) transformations

 F3

H3


 →


 a b

c d





 F3

H3


 , τ → aτ + b

cτ + d
, ad− bc = 1 . (4.28)

This doesn’t change the geometry of the hyperelliptic curve (off-shell). On the other hand,

the curve (4.4) has a symmetry group Sp(2n − 2,Z) of matrices mixing the canonical cycles

(Ai , Cj). These transformations are generated by all the possible interchanges of the roots a±i .

The generators are [63]

J =


 0 I

−I 0


 , A =


 (At)−1 0

0 A


 , B =


 I 0

B I


 . (4.29)

A ∈ GL(n− 1, Z) and B is a symmetric matrix with integer coefficients. Note that A1 + . . . +

An = −CP is invariant under Sp(2n − 2,Z) because the loop around infinity doesn’t change

under monodromies of the roots.

The first step is to use S duality to set the total NS flux NNS = 0 and hence NR = r. The

transformation doing this is

 nRr

nNSr


 →


 a −b

−nNS nR





 nRr

nNSr


 =


 r

0


 (4.30)

for some integers (a, b) solving anR−bnNS = 1. We denote with tildes the transformed quantities

after S duality.

Next we set ÑNS
i = 0, i = 1, . . . , n − 1 with Sp(2n − 2,Z) transformations. This is done

with the ‘diagonal’ SL(2,Z)i ⊂ Sp(2n− 2,Z) which mix the Ai and Ci cycles only:

 ÑNS

i

c̃NS
i


 →


 ai bi

ci di





 ÑNS

i

c̃NS
i


 =


 0

c̃
′NS
i


 . (4.31)

Primes refer to the transformed cycles. Symplectic transformations act in a complicated way

on An; however, since we already fixed NNS = 0 and A1 + . . . + An is a symplectic invariant,

we deduce that the combined application of (4.30) and (4.31) fixes all Ñ
′NS
i = 0, i = 1, . . . , n.

Summarizing, we have showed how S ⊗ Sp(2n− 2,Z) may be used to set all the NS fluxes

through the A cycles to zero. The transformed axio-dilaton is τ̃ = (aτ − b)/(−nNSτ + nR); the

transformation of βi will be analyzed shortly. We end with r copies of the same 5-brane bound

state (nR, nNS), wrapping the n P1 s. The gauge theory is then U(r) → ∏
i U(Ñ

′R
i ) where Ñ

′R
i
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is the number of (nR, nNS) bound states on the i-th P1. This is in agreement with our previous

bound state reasoning in terms of eigenvalue tunnelling. The 3-cycles Bi don’t collapse in the

geometric transition, so in the open string side we still have the fluxes (βR
i , βNS

i ).

4.3.2 Properties of the gauge theory

As a test of the correspondence, it has to be checked that the effective superpotentials in both

sides agree. Starting from the closed string side, consider how the effective flux superpotential

(4.27) transforms under the S ⊗ Sp(2n− 2,Z) transformation given by (4.30) and (4.31):

W̃ ′
eff =

n∑

i=1

Ñ
′R
i

∂F
∂S′i

− 2πi

n∑

i=1

(
β
′R
i − τβ

′NS
i

nR − τnNS

)
S′i .

We made explicit the S duality transformation in the second term to exhibit the fractional

dependence on (nR−τnNS); apart from this, (Ñ
′R
i , β

′R
i , β

′NS
i ) are all integers. Rename Ñ

′R
i →

Ni and drop all the primes:

Weff =
n∑

i=1

Ni
∂F
∂Si

− 2πi

n∑

i=1

(
βR

i − τβNS
i

nR − τnNS

)
Si . (4.32)

Here (Ni, βR
i , βNS

i ) are arbitrary integers and shouldn’t be confused with the original para-

meters appearing in (4.27).

Let us spell out the holomorphic properties of the gauge theory. Six dimensional gauge

theories based on (p, q) 5-branes were studied for example in [64]. The situation here is more

complicated, because the bound states are wrapping P1 s, and there is (βR
i , βNS

i ) flux through

such cycles.

Given that we have the same bound states (nR, nNS) in every P1, it is enough to study a

single bound state wrapping a P1 and extending in four space-time dimensions. Since nR and

nNS are relatively prime, the S-duality transformation (4.30) maps the bound state to a single

D5 brane. We denote with tildes the variables after the transformation. The DBI action is [14]

S = Skin + SCS

Skin = −µ5

∫
d4x

∫

S2
dΩ2 e−Φ̃

[− det(G̃ + B̃ + F )
]1/2

SCS = iµ5

∫ [
C̃6 + (B̃ + F ) ∧ C̃4 +

1
2
(B̃ + F )2 ∧ C̃2 +

1
6
(B̃ + F )3 C̃0

]
. (4.33)

F := 2πα′Fab denotes the U(1) gauge field on the D-brane. Near the geometric transition point,

where the S2 shrinks, the holomorphic gauge coupling is given by

τ̃Y M = (2πα′)2µ5

( ∫

S2
C̃2 − (C̃0 + ie−Φ̃)

∫

S2
B̃2

)
. (4.34)
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The action for the (nR, nNS) bound state and the properties of its gauge theory follow from

(4.33) and S-duality:

τ̃ = C̃0 + ie−Φ̃ =
aτ − b

−nNSτ + nR
,

C̃2 = aC2 − bB2 , B̃2 = −nNSC2 + nRB2

G̃ab = |nR − nNSτ |Gab , C̃4 = C4

B̃6 − τ̃ C̃6 =
B6 − τC6

nR − τnNS
. (4.35)

Noting that ∫

S2
(C2 − τB2) = βR − τβNS ,

the gauge coupling becomes

τ̃Y M =
βR − τβNS

nR − τnNS
, (4.36)

where we set (2πα′)2µ5 = 1. This coincides exactly with the fractional holomorphic coupling

derived from the flux side, eq. (4.32). Furthermore, once we map the system of (p, q) 5-branes

to D5 branes, the arguments of [62] may be applied to this N = 1 SYM theory to deduce that

the effective superpotential has precisely the form given in (4.32). Generalizing to the case of

n P1s, the gauge theory is U(r) → ∏
i U(Ni),

∑
i Ni = r, and each U(Ni) has a holomorphic

coupling

τi :=
βR

i − τβNS
i

nR − nNSτ
. (4.37)

From our previous construction, it is clear that we didn’t fix all the symplectic symmetries.

In particular, we can still perform monodromies Si → e2πi Si corresponding to Bi → Bi + Ai.

This implies that τi is defined only modulo Ni or, equivalently,

βR
i = 0, . . . , nRNi − 1 ; βNS

i = 0, . . . , nNSNi − 1 . (4.38)

We thus see that the information in the original brane system is not lost after the S-duality

(NR, NNS) → (r, 0), but rather it is encoded in the holomorphic gauge couplings of the new

theory.

It is worth noting that the holomorphic couplings τi, besides being fractional, they are also

independent since we can choose arbitrary integers βi. Equivalently from (4.25), each U(Ni)

factor has an independent physical scale Λi. This situation is natural from the DBI action, but

it cannot arise as the IR limit of the usual N = 2 U(r) SYM broken to N = 1 by the tree level

superpotential W (Φ). Let us exhibit a simple generalization that may account for independent
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τi s. Coming from string theory, we won’t require this UV gauge theory to be renormalizable,

so we look for a modified kinetic term

Lkin ∼
∫

d2θ Tr (WαWα f(Φ)) . (4.39)

If W (Φ) = 0, the gauge group is not broken and f(Φclass) = τY M should give a unique gauge

coupling. On the other hand, when we turn on the superpotential, the basic property of f(Φ)

is that it should be equal to τi on the subspace Φ = ai. The matrix function that does this is

simply constructed from the idempotents of the classical chiral ring:

Ei(Φ) =

∏
j 6=i(Φ− ajI)∏
j 6=i(ai − aj)

, (4.40)

which satisfy Ei(aj) = δij . Then we may define

f(Φ) :=
n∑

i=1

τiEi(Φ) . (4.41)

The nonrenormalizable gauge theory (4.39) with this choice of f(Φ) gives independent gauge

couplings in the infrared.

To summarize, using S⊗Sp(2n−2,Z) in this section we mapped a general flux configuration

to a gauge theory, after the geometric transition. All the flux parameters have a natural gauge

interpretation; in particular the fluxes (βR
i , βNS

i ) through the 3-cycles, which don’t collapse

after the transition, don’t contribute brane degrees of freedom. They combine in a nontrivial

way to determine the holomorphic gauge couplings of the different gauge factors.

4.4 Finiteness of flux vacua from geometric transitions

Using the previous gauge theory duals, in this section we prove that the number of supersym-

metric vacua

Di

(∫
G3 ∧ Ω

)
= 0 (4.42)

is finite. In particular, in the limit MPl →∞, supersymmetric solutions are given by ∂iWeff =

0, where ∂i := ∂/∂ui. As explained before, this limit corresponds to taking into account only a

neighborhood of the singularity, so that supergravity effects are negligible.

4.4.1 Counting vacua in the presence of singularities

Solutions to these equations may be viewed in two equivalent ways. If we want to stabilize at

a particular point in the moduli space, ∂iWeff = 0 is an on-shell condition that restricts the
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possible values of the fluxes to a subspace. Indeed, since ∂iR gives by construction a basis of

H1, 0(Σ′),

∂iWeff =
∫

T ∧ ∂iR = 0 , i = 1, . . . , n

implies that

T = (NR − τNNS) τP, P̃ +
g∑

i=1

(NR
i − τNNS

i ) ζi =
n∑

i=1

(NR
i − τNNS

i ) ζi . (4.43)

On the other hand, a holomorphic differential is uniquely specified by giving its A-periods.

Indeed, the B-periods are then functions of the period matrix:

∫

Bj

T =
n∑

i=1

(NR
i − τNNS

i )
∫

Bj

ζi . (4.44)

The other possible point of view is that we can turn on arbitrary fluxes through all the

cycles; this will lift almost all the degeneracy of the N = 2 supersymmetric moduli space,

leaving only some number of N = 1 supersymmetric vacua. Therefore, if we specify arbitrarily

both the A and B fluxes, (4.44) stabilizes the complex moduli of the curve:

βR
j − τβNS

j = −
n∑

i=1

(NR
i − τNNS

i )
∫

Bi

ζj . (4.45)

The ingredient that makes the number of vacua finite in compact Calabi-Yau manifolds is

the tadpole cancellation condition [52]. There is no such constraint in the noncompact case,

since the flux can go off to infinity. However, the fluxes cannot be arbitrarily large, because once

their associated energy is of order MPl, the noncompact approximation breaks down: our local

variety will be mixed with far away cycles in the CY. Therefore, in counting the total number of

vacua, we have to impose by hand a tadpole condition. By analogy with the compact case [25],

we require that
i

2Imτ

∫

Σ′
T ∧ T̄ = L . (4.46)

Using the on-shell formula (4.43) and recalling (4.14), the tadpole condition becomes

0 ≤ L =
1

2Imτ
Gil̄U

iŪ l ≤ L∗ (4.47)

where U i := NR
i − τNNS

i . L∗ is the maximum value of L, fixed by data of the compact CY

that we choose to embed (4.4).

From (4.47), the counting of supersymmetric vacua may be rephrased in terms of the geom-

etry of Σ: over each point (uk) in moduli space we have a ‘solid sphere’ U i(u), with volume L∗.

Each of these allowed points determines a point in flux space; the number of such points will

give the number of supersymmetric vacua. Furthermore, (4.47) shows why degeneration limits
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may produce an infinite number of vacua: if Gil̄ develops a null direction, the tadpole condition

will not bound the number of flux points. In other words, from this analysis it is not clear how

configurations where one flux goes to infinity and another goes to minus infinity, in a correlated

way such that L ≥ 0 stays finite, will be ruled out. The gauge theory analysis will shed light

on this point.

Finally, even with the tadpole condition, the number of solutions to the equations of motion

(4.45) with continuous fluxes βi will be infinite. Fortunately, there is a simple way out of this

problem. Recall that the noncompact hyperelliptic curve should be considered as part of a

compact CY. Instead of parametrizing the fluxes with arbitrary energy scales Λi, we take them

to be integers. Then (4.25) will fix the energy scales at particular values, depending on the

fluxes. This approach was also taken in [25] to study the consequences of the Klebanov-Strassler

solution [18] and leads to the usual exponentially large hierarchies of energy scales, as we show

later.

Now we have all the elements to count vacua on complex curves with punctures; the deriva-

tion of the formula for the density of vacua continues as in [52]: the number of supersymmetric

vacua is given by

Nvac(L ≤ L∗) =
∫ ∞

0

dL θ(L∗ − L)
∑

NR,NNS

δ(L− 1
2Imτ

Gil̄U
iŪ l)×

×
∫ ( n∏

i=1

d2ui
)
δ(∂W ) (4.48)

with

δ(∂W ) :=
∏

l

δ(∂lW ) δ(∂l̄W
∗) |det ∂2W | .

Here,

∂2W :=


 ∂l∂nW ∂l∂n̄W ∗

∂l̄∂nW ∂l̄∂n̄W ∗


 . (4.49)

Because of δ(∂W ), we can replace ∂l → ∇l in (4.49).

The main simplification in the noncompact case is that, since ∇lζ̄n̄ = 0, ∇l∂n̄W ∗ = 0, and

then

|det ∂2W | = det ∂2W = | det∇l∂nW |2 . (4.50)

Therefore the number of supersymmetric vacua coincides with the supersymmetry index, which

is topological and, as we shall see, much easier to compute. On the contrary, in the compact

case, when gravity is not decoupled, the supersymmetric index gives just a lower bound to the

number of vacua.
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The final result is

NC
vac(L∗) =

(2πL∗)2n

πn(2n)!

∫

M
det (−R) (4.51)

where det R := dets̄r̄

(
Rs̄

r̄kl̄
duk ∧ dūl

)
. As expected, this coincides with [52] when MPl → ∞.

The index C is introduced for clarity reasons, to mean that this is the result from the closed

string side.

4.4.2 Proof of the finiteness of Nvac

We begin by showing that the number of supersymmetric gauge vacua, i.e., solutions to ∂Weff/∂Si

from equation (4.32), is finite. As discussed before, this is based on the tadpole constraint

L =
n∑

i=1

Niβ̃
NS
i . (4.52)

Here β̃NS
i = (nRβNS

i − nNSβR
i ); also recall that Ni := Ñ

′R
i , βR

i := β
′R
i , βNS

i := β
′NS
i .

We have to sum over all choices of fluxes satisfying (4.52). Here we run into the main obstacle.

The reason why this could in principle diverge is that there may be flux configurations such that

two terms in L grow in a correlated way to plus and minus infinity respectively, but keeping

L finite and positive. This would give an infinite number of allowed flux points (and hence

supersymmetric vacua).

This is the point where having a gauge theory based on the geometry (4.4) proves useful.

In the gauge theory, Weff is holomorphic in the couplings ak, so the number of solutions

to the equations ∂Weff/∂fi = 0 is invariant under smooth changes of the parameters, being

protected by holomorphy.2 An equivalent statement is that the number of vacua coincides

with the dimension of the chiral ring of the theory, and such a quantity is independent of

the gauge couplings. This topological behavior was already encountered in the gravity side,

when we showed (section 4.4.1) that the number of supersymmetric vacua coincides with the

supersymmetric index.

We now argue, from a variation of the ak, that each term in L is in fact positive even around

singularities. The discriminant locus consists of generic conifold points and higher codimension

AD singularities. The later cannot be neglected because they have a higher ‘weight’ in the

counting of degrees of freedom, as measured by det(R).

Consider a point in moduli space M corresponding to the semiclassical limit. This is just

2Since off-shell the fi don’t depend on ak, it is more convenient to take derivatives w.r.t. fi and not Si.



80

the origin Si → 0 of M. In this case the geometry is a product of independent conifold-like con-

figurations. The effective superpotential follows from (4.32) using monodromy arguments [54]:

Weff =
n∑

i=1

NiSi

(
log(

Λ3
0

Si
) + 1

)− 2πi

n∑

i=1

(
βR

i − τβNS
i

nR − τnNS

)
Si . (4.53)

Denoting θi/2π := Re(τi) and 1/g2
i := Im(τi), the supersymmetric vacua may be written as

Si = exp(−iθi/Ni) exp(−2π/g2
i Ni) Λ3

0 = exp(−iθi/Ni) Λ3
i . (4.54)

Then counting vacua in the neighborhood of the conifold limit implies summing over fluxes

giving 0 ≤ |Si| ≤ (Λ f
i )3. 3 Clearly this requires sign(nRβNS

i − nNSβR
i ) = sign(NR

i ), to avoid

vacua exponentially far away from the origin. We therefore see that the number of vacua around

the semiclassical point is finite because each term in L is separately positive. Without loss of

generality, we can just take all the fluxes to be positive.

The holomorphic dependence of Weff on ak implies that this is true for the whole moduli

space. Indeed, every point in moduli space can be connected to the semiclassical limit by

such a variation of couplings. Of course, strongly coupled limits may have quite complicated

superpotentials, but we are interested in the number of vacua, which is a topological invariant.

For concreteness, we show this for n = 2. The hyperelliptic curve is

y2 = (x2 + g1x + g0)2 + f2x + f1 . (4.55)

We only need to worry about singularities in M since it is known that Nvac is finite around

smooth points. There are two types; the codimension one singularities are conifolds, and cor-

respond to the semiclassical regime where we showed the finiteness of Nvac. There is also a

codimension two A2 singularity. It corresponds to the singular limit of y:

y2 = (x3 − δux− δv)(x− 1) ; δu , δv → 0 . (4.56)

Three roots coincide at x = 0 giving two vanishing intersecting cycles, while the last one is fixed

at x = 1. Comparing to (4.55), we find the ‘double scaling’ limit

f1 = δv − (
1
8

+
δu

2
)2 , f2 = −1

8
+

δu

2
− δv , (4.57)

and, for the couplings,

g1 = −1
2

, g0 = −(
1
8

+
δu

2
) . (4.58)

To connect this to the semiclassical point, vary the couplings gi from their previous double-

scaled values to gi À fi, while keeping the fi fixed at (4.57). Clearly, at the new point in M
the semiclassical approximation is valid. This process is depicted in Figure 4.2.

3(Λ f
i )3 is some final energy scale associated to U(Ni).
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Figure 4.2: Holomorphic change of couplings that connects the AD point and the semiclassical
limit.

Therefore we have shown that any point in M can be connected to the conifold limit by a

smooth variation of the ak. In other words, the gauge theory tells us how to do, on every point

in moduli space, a change of variables Si(ak) → Si(ãk) such that: (i) each term in L is explicitly

positive and (ii) the number of supersymmetric vacua doesn’t change. Furthermore, since we

can work in a regime fi → 0 by tuning ai À fi, we can always do power-series expansions and

hence the change of variables is continuous. This maps compact regions to compact regions,

assuring that the number of vacua doesn’t diverge.

The meaning of this transformation becomes transparent if we consider the chiral ring. It

is generated by idempotents and nilpotents [65]. If we move around the moduli space Si by

changing the couplings until we encounter a singularity, the result on the chiral ring is that some

idempotents become nilpotents. The total number of generators is conserved in the process.

4.4.3 Formula for Nvac(L∗)

In order to compare with the gravity side result (4.51), we next compute the number of super-

symmetric gauge vacua around an arbitrary point in M. As argued before, holomorphy implies

that we can as well compute it around the semiclassical limit.

Because of the monodromies leading to (4.38), at fixed Ni, the number of vacua is

Nvac({Ni}) = (nRnNS)n
n∏

i=1

N2
i ; (4.59)
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the Ni satisfy
∑

i Ni = r. This is quite different to the result from a standard N = 1 SYM,
∏

i Ni. Eq. (4.51) includes an integration over a region in moduli space. We need to specify

the analogous condition in the gauge side. It is associated to the RG flow of the gauge theory

from the cutoff Λ0 up to some IR energy scale Λf . For concreteness, we compute Nvac for the

simplest case, namely when each U(Ni) flows up to a scale Λ f
i . In other words, we assume that

we are integrating on disks 0 ≤ |Si| ≤ (Λ f
i )3.

The renormalization of gauge couplings (4.25) applied to the case (4.32) gives

β̃NS
i

n2
R + n2

NS

=
1
2π

Ni log
(Λ0

Λi

)3
. (4.60)

Here we set, for simplicity, C0 = 0, gs = 1. This is possible because in the noncompact model

the axio-dilaton is fixed and behaves as a coupling; therefore Nvac cannot depend on it. Since

we are summing the degrees of freedom with 0 ≤ Λi ≤ Λ f
i , (4.60) implies

β̃NS
i ≥ 1

2π
(n2

R + n2
NS)Ni log

( Λ0

Λ f
i

)3
. (4.61)

Replacing in the gauge tadpole condition (4.52),

(n2
R + n2

NS)
n∑

i=1

N2
i log

( Λ0

Λ f
i

)3 ≤ 2π L . (4.62)

Once we fix arbitrary (Ni), the dual fluxes (β̃NS
i ) are integers satisfying the diophantine

equation (4.52). This has solutions iff gcd(Ni)|L; the number of integer solutions is of course

infinite, but we argued that sign(Ni) = sign(β̃NS
i ). So we take the fluxes to be positive, and

multiply the number of vacua by 2n. The number of positive solutions to the tadpole constraint

will be denoted by b+({Ni}). For large L, this number is typically of order 1.

Combining all the previous elements, the total number of supersymmetric vacua is

Nvac(L∗; Λf ) = 2n
L∗∑

L=0

∑

nR, nNS coprime

(nRnNS)n
∑

{Ni}: gcd(Ni) |L
[

n∏

i=1

N2
i ] ×

× b+({Ni}) · T (Ni; nR, nNS) . (4.63)

The notation here is the following. The sum on (nR, nNS) is over coprime integers. The

sum on (Ni) should be done over inequivalent fluxes with respect to the residual symplectic

transformations; indeed, some generators in (4.29) were not fixed by the mapping to the region

(NR
i , NNS

i ) → (NR
i , 0). Also, recall that b+({Ni}) is the number of positive solutions to the

diophantine equation (4.52); for large L∗, it will give subleading contributions so, to a good

approximation, we may set b+ ∼ 1. Lastly, T (Ni;nR, nNS) specifies the region in flux space

over which we are summing vacua. For instance, if we integrate on disks of radius (Λ f
i )3, (4.62)
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gives the Heaviside function

T (Ni; nR, nNS) = Θ
(
2π L− (n2

R + n2
NS)

n∑

i=1

log
( Λ0

Λ f
i

)3
N2

i

)
. (4.64)

Finally, in [3] the formulas (4.51) and (4.63) for Nvac in the gravity and gauge side were

compared for the conifold and Argyres-Douglas degenerations. It was found that both results

are in agreement.

4.5 Including warp effects: the warped deformed conifold

So far we have discussed the holomorphic sector of the theory, which is not corrected by warping.

We now turn our attention to the computation of kinetic terms which, as shown in chapter 2,

are affected by backreaction from fluxes. The warp factor enters explicitly in the expression

Eq. (2.50),

GIJ(u) =
1

4VW

∫
d6y

√
g6 e2A δIgij δJπij . (4.65)

In the rest of the chapter we will analyze the effects of warping in the deformed conifold, where

the background metric is known explicitly [18]. This rather difficult problem will be discussed

from different angles: a 10d point of view, a low energy 4d description, and effects from the

dual gauge theory.

4.5.1 The Klebanov-Strassler background

Let us begin by describing the background solution, given by Klebanov and Strassler [18],

corresponding to

u2 + v2 + y2 − x2 + S = 0 . (4.66)

Its holomorphic properties are a particular case of the situation discussed in section 4.2. There

are only two nontrivial 3-cycles, (A,B), A ∩ B = 1; for S → 0, A → 0 and B is noncompact.

The A cycle is an S2 fibration (u, v ∈ R) over the cut x ∈ (−√S, +
√

S) of the hyperelliptic

curve

F (x, y) = y2 − x2 + S = 0 . (4.67)

The noncompact B-cycle extends between y = ±∞ and runs through the previous cut. We

introduce a geometrical cutoff Λ0 such that the points at infinity become ±Λ0. From the usual

monodromy arguments, the periods are

∫

A

Ω = S ,

∫

B

Ω =
∂F
∂S

= Π0 +
1

2πi
S log

Λ3
0

S
+ . . . (4.68)
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where F is the prepotential of the geometry, Π0 is a constant, and . . . are analytic subleading

contributions.

We warm up with the singular conifold, with S = 0. It has

ds2
6 = dr2 + r2 ds2

T 1,1 , ds2
T 1,1 =

1
9
(g5)2 +

1
6

4∑

i=1

(gi)2 . (4.69)

The basis of one forms gi was introduced in [18,66]; they arise from the angular variables of the

base S2 × S3. In terms of

ω2 :=
1
2
(g1 ∧ g2 + g3 ∧ g4) , ω3 :=

1
2
g5 ∧ (g1 ∧ g2 + g3 ∧ g4) , (4.70)

the (2, 1) form reads

χS = ω3 − 2i
dr

r
∧ ω2 . (4.71)

Notice that this form is ‘localized’ at small r.

The actual solution of interest is the deformed conifold. In the basis (τ, gi) of [18] the metric

is diagonal

ds2
6 =

1
2
|S|2/3K(τ)

[dτ2 + (g5)2

3K3(τ)
+ cosh2 τ

2
(
(g3)2 + (g4)2

)
+ sinh2 τ

2
(
(g1)2 + (g2)2

)]
(4.72)

where

K(τ) :=

(
sinh(2τ)− 2τ

)1/3

21/3sinh τ
.

Note that all the moduli dependence is contained in the single prefactor |S|2/3. For large τ , the

relation with the conical radius is

r2 =
3

25/3
|S|2/3 e2τ/3 . (4.73)

The (2, 1) form is now more complicated:

χS = g5 ∧ g3 ∧ g4 + d
[
F (τ)(g1 ∧ g3 + g2 ∧ g4)

]− i d
[
f(τ)g1 ∧ g2 + k(τ)g3 ∧ g4

]
, (4.74)

where the functions F , f and k were computed in [18]:

F (τ) =
sinh τ − τ

2sinh τ
, f(τ) =

τ coth τ − 1
2sinh τ

(cosh τ − 1) ,

k(τ) =
τ coth τ − 1

2sinh τ
(cosh τ + 1) . (4.75)

As the next step we turn on the following quantized fluxes:

∫

A

F3 = N ,

∫

B

H3 = −βNS . (4.76)
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The configuration might be seen either as the gravity side of the Dijkgraaf-Vafa duality, or

as the end of the duality cascade of Klebanov-Strassler. Using (4.68) and (4.76), the flux

superpotential for the conifold reads

W =
N

2πi
S

(
log

Λ3
0

S
+ 1

)− i

gs
βNSS . (4.77)

For N > 0, βNS > 0, solving ∂SW = 0, gives the supersymmetric vacuum Eq. (4.78),

Smin = e−2πβNS/gsN Λ3
0 , (4.78)

The backreaction on the geometry warps the CY,

ds2 = e2A(y)ηµνdxµdxν + e−2A(y)g̃ijdyidyj , (4.79)

where e−4A may be written as [18]

e−4A(τ) = 22/3 (gsNα′)2

|S|4/3
I(τ) (4.80)

and I(τ) is an integral expression defined in [18].

4.5.2 Effective action for the complex structure deformation

We need to evaluate the extrinsic curvature δShij and canonical momentum δSπij associated

to fluctuations of the complex modulus, and then replace this into Eq. (4.65). The relevant

formulas are given in (2.38), (2.39), (2.46) and (2.48).

Since ∂Sgij = 0, we have (suppressing the subindex ‘S’ in ηSi)

δSgij = −∇iηj −∇jηi .

Hence the internal metric fluctuation is produced solely by the compensating field! This con-

tribution is nonzero because a time-dependent fluctuation in S does modify the 4d piece of the

metric, and this requires non-vanishing compensators. Thus the KS solution is very good for

illustrating the effects of compensators, since GSS̄ would vanish if they were not taken into

account.4

Plugging this metric fluctuation into Eq. (4.65), the integrand becomes a total derivative.

Integrating over τ gives

GSS̄ = − 1
2VW

( ∫ ∏

i

gi
)√

g6 e2A ηi δSπiτ
∣∣∣
τ=τΛ

τ=0
. (4.81)

4Since we are working at strong warping, we are ignoring the constant term in e−4A. This term can be added
easily, and gives the usual metric GSS̄ ∼ log |S|.
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Solving the compensator equations explicitly is a very involved task. Indeed, Eq. (2.45) and

Eq. (2.48) gives a system of six coupled second order PDEs, with coefficients that contain various

combinations of (hyperbolic) trigonometric functions, plus I(τ) which only has an integral

expression. Now, the problem is simplified by the fact that in order to evaluate Eq. (4.81)

only the solutions close to the boundaries are needed. The approach is then to expand the

KS solution near each boundary, and find the solutions separately in each region after making

simplifying ansatze for the compensators taking into account the isometries of the background.

Still the problem turns out to be too complicated to allow for an intuitive understanding of

the underlying physics. Instead, we will consider the so-called hard-wall approximation, where

the regular background is replaced by an AdS space with a cut-off at r = |S|1/3 plus boundary

conditions to match the known KS values. The warp factor is taken to be

e−4A(r) =
a0(gsNα′)2

r4
(4.82)

where a0 = 22/3 I(0) is chosen so that at r = |S|1/3 this agrees with the KS warp factor at

τ = 0. Similarly, the 10d metric will be approximated by

ds2
10 = e2A(r) ηµν dxµdxν + e−2A(r)

(
dr2 + r2 ds2

T 1,1

)
. (4.83)

In the hard-wall approximation there is one IR boundary at r = |S|1/3 and the space has a UV

cutoff at r = Λ0. However, due to the fall-off of the metric fluctuations at large r, only the IR

boundary turns out to contribute to the field space metric. Therefore we only need to solve for

the compensators around the tip of the conifold.

Before proceeding, let us pause and ask about the validity of this approximation. The work

of [67] performed a detailed numerical analysis of the mass spectrum in the full KS solution

without any approximation in the background. Their results were compared to the ones obtained

in the hard-wall approximation and it is found that, although the precise numerical coefficients

don’t agree, both spectra have the same dependence on the parameters of the problem. Since

the masses depend directly on the kinetic term metric, the hard-wall method gives the correct

dependence on gsNα′ and S, while more work would be required to get the numerical coefficients

right.

From Eq. (2.45) and Eq. (2.48), the constraint equations that need to be solved are

gij ∇i ηj + 2 gij ∂iAηj = 2 ∂SA

gij ∇i(δSπjk) + 2 gij ∂iAδSπjk = 0 (4.84)

with

δSπij = −∇iηj −∇jηi − gij (gkl∇kηl) .
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The covariant derivatives here are with respect to the warped 6d metric gij .

Due to the SU(2) × SU(2) symmetry, the angular components of the compensators may

be rotated to point in the ψ direction. A radial compensator is of course needed due to the

source term produced by ∂rA. Then from Eq. (4.84) we learn that ηr and ηψ only depend on

the radial direction. Notice that at least two nonzero components are needed to be able to

construct a metric fluctuation orthogonal to gauge transformations. Summarizing, our ansatz

for the compensating field is

ηi(y) =
(
ηr(r), ηψ(r), 0, 0, 0, 0

)
(4.85)

where the last 4 components refer to the coordinates (θi, φi).

This is admittedly not the most general ansatz; one could find others with less symmetry.

However, since the kinetic term coefficient is the integral of a positive definite quantity, it seems

very implausible to us that a solution with less symmetry could lead to a smaller result.

Granting Eq. (4.85), the system Eq. (4.84) then becomes one second order equation for ηψ

and two equations (one first order and one second order) for ηr. Concentrating on ηr first, the

general solution to the first order equation is

ηr(r) =
√

a0
(gsNα′)
|S|

1
r

+
c1

r3

Plugging this into the second order constraint sets c1 = 0. The role of this compensator is to

cancel the contribution of the nontrivial warp factor; it may be checked that ηr is covariantly

constant, ∇rηr = 0. This then implies that

gkl∇kηl = 0 , δSπrr = 0 .

Due to these properties, ηr drops out from the second order equation for ηψ, and the solution

around r ≈ |S|1/3 is

ηψ(r) =
b1

r
.

The constant b1 is fixed by matching ||δSπψr||2 at r = |S|1/3 to ||χS ||2 at τ = 0, ensuring that

the metric fluctuations are normalized in the same way. This boundary condition is required

because the IR cutoff r = |S|1/3 is imposed by hand. The result is

ηψ(r) ≈ k
(gsNα′)
|S|2/3

1
r

,

where from now on we will absorb the dimensionless order one constants into k. The dependence

on (gsNα′) and |S|2/3 can also be understood as follows. Since δgψr = e−2A δg̃ψr and δg̃ is
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independent of fluxes, the warped metric fluctuation has to be proportional to (gsNα′). Then

|S|−2/3 follows from dimensional analysis.

Putting these results together, the compensating field in the hard-wall approximation is

ηi(y) =
(√

a0
(gsNα′)
|S|

1
r
, k

(gsNα′)
|S|2/3

1
r
, 0, 0, 0, 0

)
. (4.86)

With these components, the only nonvanishing metric fluctuation is

δSπψr = −k
(gsNα′)
|S|2/3

1
r2

. (4.87)

Naively, one might find it peculiar that the metric variation is an off-diagonal component,

not present in the original Klebanov-Strassler metric Eq. (4.72). But, as we commented, the

6d part of the Klebanov-Strassler metric is actually independent of S, and the variation is pure

gauge. Nevertheless it must be non-zero to satisfy the orthogonality condition.

Finally, replacing Eq. (4.86) into the expression Eq. (4.81), the result is

GSS̄ =
1

VW

(
c log

Λ3
0

|S| + k
(gsNα′)2

|S|4/3

)
, (4.88)

where we have combined all the order one numerical constants into c and k. The first term

in Eq. (4.88) is the usual unwarped result, determined by special geometry and interpreted as

integrating out BPS D3 branes wrapping the A cycle. The second term is the new contribution;

such a term could not appear in N = 2 compactification, both on mathematical grounds [68]

and because loop effects of massless particles cannot lead to this type of power-like divergence.

However it is a natural consequence of warping inN = 1, and also has a suggestive interpretation

in the dual gauge theory, as we discuss later.

Notice that at small enough |S|, the second term will dominate. Since it is singular at S = 0,

one should ask whether it is valid in this regime. We will examine the consistency condition

in supergravity in subsection 4.5.3, concluding that for gsN >> 1 (the standard supergravity

regime) this is valid all the way down to S = 0.

The expression for the vacuum energy from dimensional reduction is [27]

V =
1

2κ2
4

1
VW Im τ(Im ρ)3

1
‖ Ω ‖2 VW

GSS̄ |∂SW |2 . (4.89)

Using the known expression for GSS̄ , we obtain

V =
1

2κ2
10

gs

(Im ρ)3
[
c log

Λ3
0

|S| + k
(α′gsN)2

|S|4/3

]−1∣∣ N

2πi
log

Λ3
0

S
+ i

βNS

gS

∣∣2 . (4.90)

To avoid cluttering, we have absorbed numerical factors like 64π3 into the constants c and k,

although c still denotes the universal Kahler modulus c ∼ V
2/3
W .
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Figure 4.3: Behavior of the potential (4.90) for the supersymmetric N > 0 case, with (full line)
and without (dashed line) warping effects. The point S = 1 is the supersymmetric vacuum.

4.5.3 A closer look into warping effects

Near the mouth of the throat, where warping is small, the usual intuition from special geometry

and the deformed conifold is valid. In particular, in the limit S → 0, the S3 collapses, its radius

being controlled by the factor |S|2/3 in the metric (4.72).

We may, however, tune the fluxes to get strong warping e−4A À c. As we now discuss, this

changes radically the picture. To begin with, consider a sample potential with and without

warping, plotted in Figure 4.3. We have taken order one parameters so that the various regimes

are easily visible on the same plot.

The dashed curve is the potential without the S−4/3 correction to the metric. It has a

minimum given by Eq. (4.78), where it vanishes, while it goes to infinity at |S| → 0 and at

|S| → Λ3
0. One might have expected that for S small, the system should become unstable and

undergo a geometric transition.

On the other hand, the behavior of the potential Eq. (4.90) including the warped metric is

quite different. At

c log
Λ3

0

|S| ∼
(α′gsN)2

|S|4/3

the S−4/3 starts to dominate; a maximum value is attained and after that the system starts to

roll down to S = 0!

The reason why this effect was not detected before is that fluxes break N = 2 softly, so at

string tree level the Kahler metric is still given by special geometry. However, if we want to

analyze the geometric transition in more detail, we have to consider what happens for S → 0.
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In this case, the gs correction of (4.90) is important, showing that the system becomes unstable.

Clearly, the supergravity solution is singular at S = 0. For which range of small (but finite)

S can we trust the supergravity analysis? To answer this we need to study the curvature of

the background. We consider the ‘near horizon’ limit τ → 0, where the largest curvatures may

be generated; strong warping implies the boundary condition e−4A(τ) → 0 as τ →∞, which is

exactly the KS end of the cascade. In this case, the metric for the warped-deformed conifold

ds2
10 = e2A(τ)ηµνdxµdxν + e−2A(τ) ds2

6

with ds2
6 given in (4.72), becomes

ds2
10 ≈

1

21/3a
1/2
0

|S|2/3

α′gsN
ηµνdxµdxν +

a
1/2
0

61/3
α′gsN

[dτ2

2
+ dΩ2

2 + dΩ2
3

]
. (4.91)

Here we used the fact that for τ → 0, the function I(τ) introduced in (4.80) behaves as

I(τ → 0) → a0 ∼ 0.7180 [18]. Furthermore, we included explicitly the S2 and S3 at the base of

the cone:

dΩ2
2 =

τ2

2
(
(g1)2 + (g2)2

)
, dΩ2

3 =
1
2
(g5)2 + (g3)2 + (g4)2 . (4.92)

The S3 has finite radius, while the S2 collapses, as expected.

The fact that the S dependence cancels out in e−2A(τ) ds2
6 is quite striking; this was already

derived in [18], but we would like to point out some of its consequences. In the strong warping

limit, we see that the volume of the S3 is not proportional to S; in particular this 3-cycle does

not vanish when S → 0! The order of limits matters and we cannot recover the (strongly)

warped deformed conifold by taking S → 0 in the deformed conifold and then introducing the

warp factor for the singular conifold. The modulus S no longer parametrizes the size of a cycle

in the warped deformed geometry. Note, however, that not all the dependence on S of the

six-dimensional geometry has disappeared. Indeed, unlike r, τ is a dimensionless coordinate;

cutting off the conifold at some finite τΛ requires both scales Λ0 and S,

τΛ =
3
2
log

25/3

3
+ log

Λ3
0

|S|2 . (4.93)

Hence, as S → 0, the throat becomes infinite (even at fixed Λ0). Of course, once e−4A is small

enough, the bulk effects become relevant, cutting off the geometry; but still, this behavior is

very different to the deformed case without warping.

The analysis of the curvature tensor of (4.91) is straightforward. A crucial point is that

the only dependence on S is through ηµνdxµdxν ; since the curvature does not depend on xµ,

defining orthonormal Minkowski coordinates

x̃µ :=
( 1

21/3a
1/2
0

|S|2/3

α′gsN

)1/2
xµ , (4.94)
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none of the components of RM
NRS will depend on S. An explicit computation to order τ2 gives

the scalar curvature

R = − 61/3

5
√

a0

1
α′gsN

[
3(1 + 20k)− (6 + 9k + 880k2)τ2

]
+O(τ3) (4.95)

where I(τ) ∼ a0(1 + kτ2), k being an order one constant. Therefore, unlike the unwarped case,

we can trust the supergravity approach as long as gsNβNS À 1, even if S → 0 (but finite).

Incidentally, (4.94) implies that the time x0 necessary to roll down to S = 0 tends to infinity,

at fixed orthonormal time x̃0.

If the modulus S doesn’t have now a geometric interpretation, what is its meaning? As

explained by KS, (4.91) is the ‘supergravity version’ of confinement. Since the prefactor multi-

plying ηµνdxµdxν is finite for τ = 0, Wilson loops will have an area law. Furthermore, we see

that the theory generates dynamically a confinement scale

M2
conf ∼

|S|2/3

α′gsN
(4.96)

controlled by S. From this point of view, the previous noncommutativity of limits is expected:

the warped singular conifold cannot reproduce these nonperturbative effects.

4.6 Warping and supersymmetry breaking

In this section, we analyze supersymmetry breaking by anti-self dual flux in the deformed

conifold. This theory has been argued to be a dual realization of susy breaking by antibranes [69].

As such, one might expect it to lead to a hierarchically small breaking scale, but only if the warp

factor is taken into account. We verify this by using the warp-modified moduli space metric

computed in the previous sections.

Let us first discuss some details of the supergravity configuration, that will be relevant

to understanding the mechanism of susy breaking. A simple embedding of the conifold in a

compact Calabi-Yau orientifold was constructed in [25]. However the details of the embedding

do not matter for our discussion, so we consider the following simplified model. We ‘zoom in’

to a local neighborhood of a compact CY X, containing the deformed conifold (4.66). The only

information that we keep from the rest of X is that there is an orientifold projection, breaking

N = 2 → N = 1, and preserving the chiral supermultiplet with scalar component S. While

a complete discussion requires solving the D3 tadpole condition, which usually requires adding

wandering D3 branes, we keep these away from the conifold, so that they don’t enter these

results.
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In the presence of the 4-form C4, compactifying on the conifold contributes an N = 2 4d

vector multiplet A = (S, ψ, λ, Aµ). The orientifold action is [70]

O = (−)FLΩpσ
∗ , σ∗Ω = −Ω ;

Ωp is the worldsheet parity, FL is the left moving 4d fermion number and σ∗ is the holomorphic

involution (acting on forms). This will produce O3/O7 planes. Orientifolding splits the N = 2

vector multiplet into an N = 1 chiral multiplet (S, ψ) and a vector multiplet (λ, Aµ). Since we

want to keep S as a low energy 4d field, we take the action of the involution to be σ∗χS = −χS .

In this way the vector multiplet is projected out and we are left with only (S, ψ).

As explained in section 1.2.3, in an N = 2 formalism, the fluxes (4.76) may be seen as FI

terms for the auxiliary components of the superfield A. Based on this identification, it was

noted in [69] that for N > 0 (we always take βNS > 0), the supersymmetry variations are

δεψ = 0 , δελ = iε
1

Im ∂2
SF

( i

gs
βNS + N∂2

SF
)
.

Therefore positive flux respects the same supersymmetry as the orientifold; we still have an

N = 1 theory because λ is projected out from the spectrum, so δλ 6= 0 is not seen. This type

of flux dual was used in the discussion of supersymmetry breaking by anti-D3 branes in [71].

4.6.1 Supersymmetry breaking without warping

We now consider the effect of misaligning the supersymmetry preserved by the O7 and the one

preserved in the conifold, by turning on negative flux N < 0. Corrections from the warp factor

will be ignored; this corresponds to the limit α′ → 0 and N fixed.

In the case N < 0 [69] showed that δλ = 0 but

δεψ = iε
1

Im ∂2
SF

( i

gs
βNS + N∂2

SF
)
. (4.97)

and hence this flux configuration breaks N = 1 → N = 0 spontaneously.

For N < 0, βNS > 0, (4.78) would give a result S À Λ3
0 ! It was argued in [69] that

the physical vacuum is instead the minimum of the scalar potential Eq. (4.90). Ignoring warp

corrections to the field space metric, this is located at

SN<0 = e−2πiβR/N e−2π|βNS/gsN | Λ3
0 . (4.98)

On this vacuum,

∂SWN<0 = 2i
βNS

gs
6= 0 (4.99)

and hence supersymmetry is broken by an explicit non-zero F-term ∂SW .
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In principle there are various ways one could define the scale of supersymmetry breaking, and

in [69] definitions involving the mass splittings among supermultiplets were studied. However,

in a spontaneously broken N = 1 supergravity theory, the standard definition is the norm of

the F terms, or equivalently the scale determined by the F term contribution to the scalar

potential

M4
susy = V = eK

(
GīiDiWDīW

∗
)

.

In a realistic compactification with near-zero cosmological constant, this scale will also determine

the gravitino mass, as m3/2 = M2
susy/

√
3MPlanck. How exactly it enters into observable susy

breaking depends on the mediation mechanism, but very generally one expects soft terms of

order M2
susy/MPlanck from gravitational couplings and gravitino loop effects. Thus one generally

requires Msusy < 1011GeV (the intermediate scale) for a model which naturally solves the

hierarchy problem, and this is the operational definition of a low scale of susy breaking.

Plugging the value of the nonsupersymmetric vacuum into the potential, and using GSS̄ ∼
c log Λ3

0
|S| , we find and thus

V ∼ N
βNS

gs
. (4.100)

Since we are working in conventions in which α′ is order one, the upshot is that N = 1

supersymmetry is broken at a high scale. This can be confirmed by a d = 10 computation

of the mixing between the gravitino and the Goldstino, here the fermionic component of S.

The essential content of this computation is already present in the supersymmetry variation

Eq. (4.97).

Since the energy Eq. (4.100) is the expected tension of N anti D5-branes, in retrospect this

result should not be very surprising. However it raises the question of whether and how it would

be changed by including the warp factor.

4.6.2 Breaking supersymmetry at strong warping

We expect that a parametrically small scale of supersymmetry breaking can be generated in a

regime where the warp factor dominates. From Eq. (4.88), this corresponds to

c log
Λ3

0

|S| ¿
(α′gsN)2

|S|4/3
. (4.101)

which may be attained by an adequate choice of fluxes βNS À gsN . In this case, GSS̄ scales

like |S|4/3 and this introduces an exponentially small factor in front of the F-term. The vacuum

energy then becomes

M4
susy := VN< 0 =

k

κ2
4

1
VW (Im ρ)3gs

∣∣βNS

gsN

∣∣2exp
(− 8π

3
βNS

gs|N |
)
Λ4

0 . (4.102)
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This has the desired exponential suppression in the semiclassical limit βNS/gsN À 1. Note

that in the limit VW → ∞, the orientifold will be far away from the throat and VN<0 → 0,

which agrees with the idea that the system is locally supersymmetric.

From the point of view of the potential (4.90), the prescription of [69] for the physical

vacuum (4.98) puts us in an unstable point, rolling directly to S = 0! One option would be

that the present description, in terms of a single field S is not valid in strongly warped regimes.

Indeed, in the known holographic descriptions of confined pure SYM [18, 19, 24], the masses of

KK modes (from dimensional reduction on the conifold) are comparable to the glueball mass.

Including these fields is not a simple task, requiring, in particular, a better understanding of

the Green’s functions on the deformed conifold.

Here we briefly discuss another option, namely that the breaking of the no-scale structure

(due to the absence of supersymmetry) may stabilize the vacuum. Indeed, as the analysis of [72]

suggests, metastable vacua in general require two scales, one generated by the gauge theory, and

another coming from UV effects (in their case, the small mass m for quarks). Our discussion

so far has no analog of this second scale.

To begin a full discussion, one would have to incorporate the various ingredients of moduli

stabilization discussed in [28], including stabilization of the dilaton and the complex structure

moduli other than S, and breaking of no-scale structure and stabilization of Kähler moduli due

to stringy and quantum corrections which depend on the these moduli. We now assume that

this has been done in some way which does not affect the physics in the throat, and discuss

the remaining physics in the throat after integrating these modes out, using the supergravity

potential

V = κ2
4e

K
[
GSS̄ |DSW |2 − 3|W |2

]
(4.103)

Actually this expression would only be exact in a limit in which the other moduli were infinitely

massive; otherwise it will receive corrections from cross-coupling between the other moduli and

S. However, one can easily state conditions under which these effects will not qualitatively

affect the results, so we neglect this.

Now, taking the anti-self-dual flux configuration, an important point is that the dual period

∂F/∂S does not vanish in the limit S → 0. Writing

∫

B

Ω =
S

2πi
log

Λ3
0

S
+ Π0 ,

then

W =
N

2πi
S

(
log

Λ3
0

S
+ 1

)
+ NΠ0 +

i

gs
βNSS (4.104)
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and the condition for having a minimum at small S is

S1/3 log
Λ0

S1/3
≈ 2πc′Π0∫

e−4AΩ ∧ Ω
(α′gsN)2 . (4.105)

Typically,
2πΠ0∫

e−4AΩ ∧ Ω
∼ V

−1/2
W

so by choosing a bulk volume V
1/2
W À α′2gsNβNS , the modulus is stabilized at a parametrically

small (though no longer exponentially small) scale. The vacuum energy here is of the order

Vmin ≈ 1
2κ2

10

gs

Imρ3

|Π0|2∫
e−4AΩ ∧ Ω

.

Since the natural scale of the potential away from the S → 0 limit is set by βNS/gsN , the

height and breath of the barrier separating this minimum from the true vacuum scale in the

same way. It’s worth mentioning at this point that in the GKP conifold setup the parameter

choices leading to a controllable hierarchy are 1 << gsN, so that the supergravity approximation

is reliable at the tip, and 1 << βNS/gsN , which in the supersymmetric GKP setup sets the

scale of the hierarchy. These are precisely the same relations which yield a reliable metastable

vacuum here.

Finally, once one has found a stable vacuum from the point of view of the N = 1 effective

Lagrangian, one needs to ask whether other effects could destabilize it, in particular whether a

KK mode which was dropped in deriving the Lagrangian could go tachyonic. The basic answer

to this question is that, since there is a limit in which the throat solution would have been

N = 1 supersymmetric had not that supersymmetry been projected out by the orientifolding,

it will satisfy the constraints of this N = 1 supersymmetry, up to small corrections. Thus, one

can restrict attention to the light modes in the N = 1 effective Lagrangian, and see whether

the new couplings introduced at this point destabilize any of them; massive KK modes will be

stable since the original KS solution was stable.

4.7 The dual gauge theory at strong warping

The discussion we just gave should be valid for gsN >> 1. For small gsN , we would expect a

description in terms of the gauge theory on the wrapped anti-D5 branes to be more appropriate.

We do not know how such a description would work in detail, but we can make the following

comments on the problem.

Let us start by considering the embedding of the conifold with anti-self-dual flux into an

N = 2 compactification. There, the gauge theory under discussion is the same as the gauge
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theory usually invoked in this duality, namely the U(N1)×U(N2) supersymmetric gauge theory

of [18] in the UV, undergoing a “cascade” down to pure U(N) super Yang-Mills theory. This

theory has N supersymmetric vacua, and we recover the standard discussion, with the sole

change being the sign of the RR fluxes and the identification of the unbroken N = 1 subalgebra

in N = 2.

As we saw in the supergravity analysis, it seems very plausible that the essential phenomenon

is a misalignment of the N = 1 supersymmetries preserved by the bulk and by the antibrane.

To describe this in gauge theory terms, we might try to identify the action of bulk N = 2

supersymmetry on the gauge theory, and the N = 2 stress tensor multiplet, which would couple

to the d = 4, N = 2 supergravity obtained by KK reduction. The difference between the D5

and anti-D5 theories then arises when we do the orientifold projection, obtaining a d = 4, N = 1

supergravity. Whereas for the D5 theory, we couple the N = 1 stress tensor multiplet to N = 1

supergravity, for the anti D5-brane we would instead couple to the broken N = 1 subalgebra of

N = 2.

This idea is simple to realize in the case of branes embedded in flat space. Consider for

example the world-volume theory of N D3-branes; it is N = 4 super Yang-Mills with 16 linearly

realized supersymmetries. It also has 16 nonlinearly realized supersymmetries, the constant

shifts of the diagonal components of the gauginos. An analog of the theory under discussion

is obtained by truncating this to a linearly realized N = 1 and a nonlinearly realized N = 1.

Thus, the antibrane couples to the N = 1 gravitino, not through the standard supercurrent,

but through the gaugino.

This leads to spontaneous supersymmetry breaking, at a scale controlled by the antibrane

tension. However, it is not obvious how strong coupling effects could lower this scale. Naively,

since the supersymmetry breaking is all in the coupling to the U(1) sector, the nonabelian

Yang-Mills sector does not seem to play any role. However, the sectors could be coupled by

higher dimension operators, so this conclusion is probably too quick.

According to the usual discussions of the AdS/CFT correspondence, the N = 2 supersym-

metry of the underlying string background, is reflected in the N = 1 superconformal symmetry

of the gauge theory. Thus, the idea would be to couple the gravitino of N = 1 supergravity,

not to the standard supercurrent, but to the superconformal current of the gauge theory.

Unfortunately, this idea is not consistent as it stands, as the superconformal symmetry in

these gauge theories is explicitly broken by quantum effects (the beta function is non-zero) and

we cannot gauge an explicitly broken symmetry. Nevertheless it might be correct if a suitable

compensator field is present in the bulk theory.
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4.7.1 Effective potential

Granting that there is a microscopic definition of the theory as a gauge theory coupled to

N = 1 supergravity, we next ask whether the effective potential we have derived and justified

at gsN >> 1, should be expected to give a good qualitative description for small gsN . As we

commented earlier, even in the supersymmetric vacua the precise interpretation of this type of

effective action is not entirely clear, so we limit ourselves to questions about vacuum energy,

supersymmetry breaking and stability.

We begin with the |S|2/3 term in the Kähler potential. It is amusing and perhaps significant

that such a term was already suggested in the pioneering work of Veneziano and Yankielowicz on

pure SU(N) SYM [50]. The argument there was that the gaugino bilinear S, being a composite

field, does not have the canonical dimension of a scalar field. At weak coupling, its dimension

should be close to that of a fermion bilinear in free field theory, namely [S] = 2[λ] = 3. On the

other hand, a d4θ kinetic term should have dimension 2. If we are not allowed any dimensionful

constants, this forces

K(SS̄) = α(S̄S)1/3 (4.106)

for some numerical constant α. This precisely matches the new term coming from warping in

Eq. (4.88)!

Unfortunately, for S → 0 the gauge theory is strongly coupled, and it is not known how to

compute the Kähler potential in this regime. On general grounds one would expect corrections

controlled by the dynamical scale Λ. While it is true that Λ does not appear explicitly in the

superpotential, only emerging upon solving for the vacuum, there is no obvious reason that the

Kähler potential should work the same way. Thus at this point we can not say we have strong

evidence for such a term at weak coupling, although it is certainly a very suggestive coincidence.

In any case, if we accept that the theory breaks supersymmetry at the dynamical scale, the

claim that the metric GSS̄ ∼ |S|−α for some α > 0 would seem to be a very natural way to

describe this in an N = 1 effective Lagrangian. It might not be inevitable, as one can also

imagine inverse powers of Λ playing this role. However, this would violate the general principle

that nonperturbative effects should vanish in the weak coupling limit Λ → 0, so it seems a

reasonable hypothesis that such effects are not present.

But, as we saw in our explicit example, any structure in which the vacuum energy is warped

down by a power of S, leads directly to a potential with a zero energy minimum at S = 0. We

discussed how in a string theory compactification this might be prevented by bulk effects. But

in the gauge theory limit, such effects would presumably be absent, so the result would be a
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theory which rolls down to S = 0.

Could there be another supersymmetric vacuum at S = 0? A suggestion that super Yang-

Mills theory has additional vacua at S = 0 was made in [73], however at present this is not

believed to be the case.

One straightforward way to reconcile these claims is if the effects we are discussing, in partic-

ular the correction to the Kähler potential and the corresponding lowering of the supersymmetry

breaking scale, are not present at small gsN . Now some brane-antibrane realizations of super-

symmetry breaking, for example [74, 75], lead to a non-trivial phase structure, and it might be

the case here. However, in these realizations, the supersymmetry breaking vacuum exists at

weak coupling, and disappears at strong coupling, so the opposite claim might be surprising.

It also seems possible to us that while this effective field theory is qualitatively valid, the

configuration rolling down to S = 0 is not a conventional vacuum. This is true in the supergrav-

ity limit, as the value of S controls the warp factor in d = 4, so that S = 0 cannot be realized.

One can still imagine solutions in which S rolls to zero, but these are essentially dynamical. In

particular, since the warp factor multiplies the g00 component of the metric, the time evolution

is very different than the flat space evolution in such a potential. As we explained in the dis-

cussion below Eq. (4.95), this suggests that the minimum S = 0 is not reached in finite physical

time.
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Chapter 5

Four dimensional effective theory

5.1 Introduction and summary

In this final chapter on dynamical aspects of flux compactifications, we analyze the four dimen-

sional effective action including both 4d zero modes and their KK excitations (which become

light at large warping). This is based on [1, 5].

Understanding the effective action with warp effects is important both for theoretical issues

(e.g. gauge/string dualities) and for making more precise four dimensional predictions. The

original motivation for warped geometries comes from considering stacks of large numbers of

branes, and reveals deep dualities between supergravities and gauge theories, as in the AdS/CFT

correspondence [17]. The example discussed in chapter 4 involves the gauge theory of D5-branes

wrapping an isolated two-cycle of the conifold.

Warped geometries also play an important role in supersymmetry breaking scenarios from

string theory. For instance, placing antibranes at the end of the conifold, [71] found a super-

gravity dual of a nonsupersymmetric field theory. Another approach, based on anti-self dual

flux in the conifold, was described on chapter 4. There have also been recent developments in

metastable vacua, following the work of [72]. Overall, these works suggest that strongly warped

supergravities which break supersymmetry are dual to dynamical supersymmetry breaking in

gauge theories. Models with metastable supersymmetry breaking are explored in chapters 6

and 7.

To begin with some general comments, the warp factor is of the general form

e−4A(y) = c + e−4A0(y) (5.1)

where the dimensionless parameter c is the static part of the universal Kähler modulus, and

A0 is produced by matter sources (fluxes or branes). The large volume limit c À e−4A0 cor-

responds to a small number of fluxes or branes, where backreaction may be ignored. Here we

address the general case, which includes the strongly warped limit c ¿ e−4A0 . The warp factor

is not holomorphic and thus one expects it not to affect holomorphic quantities such as the
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superpotential and gauge kinetic terms. However, we have shown that in general it will affect

non-holomorphic quantities such as the Kähler potential.

5.1.1 Summary

The effective theory for warped compactifications is developed as follows. We begin in section

5.2 by analyzing the physics of KK modes at strong warping. Considering the case of a scalar

field in a warped geometry, we argue that new light KK modes are generated, corresponding to

“bound states” around warped throats. This can be interpreted as a 6d Coulomb problem. We

also discuss KK modes for internal metric fluctuations in the KS geometry, both from the 10d

and 4d perspectives, and relate our findings to glueballs in pure SYM.

In section 5.3, the theory is analyzed from a ten dimensional perspective. We identify the

10d fluctuations and compute their equations of motion. In subsection 5.3.1 we define, for each

type of fluctuation, a basis of “warped” internal wavefunctions which will be used throughout

the work. A general formula for the effective action is provided in Eq. (5.35).

Section 5.4 presents the four dimensional kinetic terms for the different fluctuations. It is

argued that there are no terms with two space-time derivatives mixing the metric moduli with

any of the other light modes, in the basis of “warped” KK modes defined in subsection 5.3.1.

Therefore, even in the strongly warped limit it is consistent to study the propagators associated

to such moduli independently of the other fields.

In section 5.5 we study the geometrical KK masses, and mass terms induced by fluxes. It is

shown that KK mass terms do not mix the metric moduli with KK excitations, while we do find

quadratic couplings between massive graviton and internal metric modes. The computation of

the flux potential for metric fluctuations, including KK modes, is given in Eq. (5.66). This, is

a warped generalization of the Gukov-Vafa-Witten potential and it exhibits possible mixings

between the moduli and their KK tower.

In section 5.6 we end the chapter with comments on future directions.

5.2 Kaluza-Klein modes at strong warping

In this section we analyze the physics of KK modes in strongly warped limits.
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5.2.1 Scalar field case

For concreteness, let us work in detail the case of a ten-dimensional scalar field; the other modes

follow a similar pattern. Consider the action with a possible nontrivial potential,

S =
1

2κ2
10

∫
d10x

√
g

(
gMN∂Mφ∂Nφ + V (φ)

)
. (5.2)

Using the ansatz

φ(x, y) =
∑

i

ϕi(x)Yi(y)

the dimensionally reduced action becomes

S = − 1
2κ2

10

∫
d4x

[
(Yi, e

−4AYj)ϕi2ϕj + (Yi, ∇̃2Yj) ϕiϕj + V (ϕ)
]

(5.3)

where we have introduced the natural inner product on the Calabi-Yau manifold,

(f, g) :=
∫

d6y
√

g̃6 f(y)g(y) . (5.4)

Both operators e−4A and ∇̃2 are self-adjoint with respect to this product, so that we have a

well-defined action.

A preferred basis for Yi(y) would be the one in which both the field space metric and mass

matrix are simultaneously diagonalized, if possible. In our case, such functions are given as the

eigenvectors of the following differential problem:

∇̃2 Yi(y) = e−4A(y) λ2
i Yi(y) . (5.5)

Since this is a well-defined Sturm-Liouville problem, non-degenerate eigenvectors will be or-

thogonal and we can orthogonalize degenerate eigenvectors. Thus we can choose a basis in

which
1

VW

∫
d6y

√
g̃6 e−4A Yi(y)Yj(y) = Gδij . (5.6)

Then the action acquires the desired diagonal form

S = − 1
2κ2

4

∫
d4x

[
Gϕi(2 + λ2

i )ϕi + V (ϕ)
]
. (5.7)

One arrives to the same results by requiring that the 4d scalar has a well-defined mass,

ηµν∂µ∂νϕi = −λ2
i ϕi. These are the mass eigenstates in the limit V → 0. Comparing Eq. (5.5)

with the usual unwarped KK modes,

∇̃2 Yi(y) = ν2
i Yi(y) , (5.8)

we conclude that a nontrivial warp factor modifies the eigenvalue problem for KK modes, while

the unwarped eigenfunctions Yi do not have a 4d interpretation as single-particle excitations.
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To gain more intuition on the behavior of KK modes at strong warping, let us rewrite

Eq. (5.5) as (
1
λ2

i

∇̃2 − e−4A(y)

)
Yi(y) = 0 . (5.9)

From Eq. (1.72), the warp factor is the analog of the Coulomb potential, but in a 6d curved

space. Then Eq. (5.9) can be interpreted as a Schrödinger equation for the wavefunction Yi

with a Coulomb potential determined by the warp factor [76,77]. In analogy with the hydrogen

atom, there will be light warped KK modes corresponding to bound states in such potential,

while the unwarped modes are associated to states whose interactions are warp factor insensitive

in a box of size VW .

5.2.2 KK modes in the deformed conifold

The light KK modes have support on regions of strong warping, so their main features can be

understood from a local analysis of the geometry. Consider a warped throat modeled by the

warped deformed conifold, as described in chapter 4. Eq. (5.5) can be solved numerically; see

for instance [67] and references therein. In particular, it is found that the mass scale is of order

of the local scale Λ of the throat, namely (see Eq. (4.78))

Λ3 = Smin = e−2πβNS/gsN Λ3
0 , (5.10)

where N is the F3 flux in the A-cycle, while βNS is the H3 flux through the noncompact B-cycle.

It is also useful to understand this result from the point of view of the effective theory. In

the KS solution, the field S parametrizing the size of the S3 can be interpreted as the lowest

mode of a KK tower, and using the results from chapter 4, we can compute its mass. After

changing variables to canonically normalized fields, the physical mass is

|mS | ∼ GSS̄
∣∣∂2

SW (Λ3)
∣∣ . (5.11)

From this expression, it is clear that the factor responsible for generating a parametrically small

mass is the kinetic metric GSS̄ . Using the result GSS̄ ∼ |S|−4/3 from Eq. (4.88), we obtain

|mS | ∼ Λ
g2

sN
(5.12)

so the local scale Λ sets the value of the mass, in agreement with the numerical approach. The

masses are expressed in α′ units. On the other hand, if warp corrections to the Kähler potential

are ignored, the metric is GSS̄ = c log(Λ3
0/|S|), and then the mass becomes

|mS | ∼ gsN
2

βNSΛ3
(5.13)
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with a qualitatively different limit for Λ → 0.

In the dual gauge theory, S is interpreted as the glueball composite λλ. Similarly, higher

modes in the KK tower correspond to various glueball excitations of pure SYM. Since the theory

has a mass gap Λ, the lowest excitations have masses of order Λ. From this point of view, the

denominator in Eq. (5.12) could be interpreted as an effect appearing at large ’t Hooft coupling.

It would be interesting to continue along these lines and try to understand the gauge theory for

other glueballs, by computing warp corrections to the KK mode effective action.

5.3 From 10 to 4: warped fluctuations and effective action

In this section, the general procedure for obtaining the effective action for warped flux compact-

ifications will be described. This combines the Hamiltonian approach developed in chapters 2–4

with the results of the previous section on light KK modes.

5.3.1 10d perspective for fluctuations in IIB supergravity

From a ten-dimensional point of view, the dynamics follows by considering infinitesimal fluctu-

ations around the background studied in section 1.6. Moduli1 are promoted to spacetime fields,

and the corresponding equations of motion have to be solved. The zero mode sector includes

the complex and Kähler moduli uI = (ρr, Sα), the 4d graviton hµν(x), the axio-dilaton τ0(x)

(both are constant on the internal manifold), and the various massless p-form fields coming

from decomposing (C2, B2, C4) into harmonic forms. For each of them we have to include the

corresponding tower of KK excitations.

Following the prescription of chapter 2, we work in the gauge where the compensators vanish,

and then impose the Hamiltonian constraints on the physical fluctuations. In the presence of

dynamical moduli, the metric fluctuations have the form

δ(ds2) = δgµνdxµdxν + δgmndymdyn . (5.14)

where

δgµν(x, y) = e2A(y)[2 δA(x, y)ηµν + δKgµν(x, y)] , (5.15)

δgmn(x, y) = e−2A(y)[−2 δA(x, y)g̃mn(y) + δg̃mn(y, y)] . (5.16)

1We will loosely refer to complex structure deformations as complex moduli, even though they are lifted by
fluxes.
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Here δKgµν are 4d graviton KK modes (which are not necessarily transverse-traceless), while

δg̃mn encode the metric moduli uI and their KK modes. Since the warp factor depends on the

moduli, a fluctuation δg̃mn induces in turn a variation δA 6= 0.

To isolate the zero modes from their KK partners, we expand the metric fields in a basis of

eigenmodes for the internal manifold:

δKgµν(x, y) =
∑

I1

hI1
µν(x)Y I1(y) . (5.17)

δg̃mn(x, y) =
∑

I2

uI2(x) Y I2
mn(y) , (5.18)

The multi-index Ii, i = 1, 2, runs over the different types of metric fluctuations and, for each

type of fluctuation, over the 4d KK tower. Ii = 0 gives the zero mode of the appropriate

Laplacian on the internal manifold.

We certainly have the freedom to choose different complete bases of internal wavefunctions;

this amounts to making field redefinitions in the four-dimensional theory. Different choices

represent the extra dimensions in rather different ways and our aim is to find the one that

yields the simplest description. Following section 5.2, we choose the Fourier mode expansion

describing the light KK modes,

∇̃2 Yi(y) = e−4A(y) λ2
i Yi(y) . (5.19)

In the following, this is made explicit in each sector.

Metric fluctuations

We will take the eigenmodes (5.17), (5.18) to be solutions to the respective eigenvalue

equations,

∇̃2 Y I1 = e−4A(y)λ2
I1

Y I1 , (5.20)

1
2
∆̃L Y I2

mn(y) = δG̃mn = e−4A(y)λ2
I2

Y I2
mn(y) ; (5.21)

here ∆̃L is the Lichnerowicz laplacian for g̃mn. The eigenmode expansions (5.21, 5.20) lead to

orthogonality relations between different modes

1
2VW

∫
d6y

√
g̃6e

−4AY I1 Y J1 = MkkδI1,J1 . (5.22)

1
VW

∫
d6y

√
g̃6 e−4A(y) Y I2

mn(y)Ȳ J2 m̃n(y) = G(u) δI2,J2 . (5.23)

Indices with tildes are raised with g̃mn.

Dilaton fluctuations
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Fluctuations of the dilaton are of the form τ = τ0 + δτ(x, y), where Im τ0 = g−1
s À 1 and is

constant in the internal space. Since the axio-dilaton is a scalar from the six-dimensional point

of view, its expansion in KK modes is the same as for the graviton:

δτ = δτ0(x) + δKτ(x, y) = δτ0(x) +
∑

I1

tI1(x)Y I1(y) . (5.24)

The orthogonality relation for the dilaton KK modes then reads,

− 1
4(Imτ0)2 VW

∫
d6y

√
g̃6 e−4A Y I1(y)Y J1(y) ≡Mkk

τ δI1J1 . (5.25)

p-form fluctuations

The various antisymmetric tensors have an expansion of the form

F3 → F3 + d δC2 , H3 → H3 + d δB2 ,

F5 → F5 + d (δα) ∧ d4x + d δC4 . (5.26)

(F3,H3, F5) denote the background GKP values, while the derivative variations include the

zero modes (harmonic forms) and their KK excitations. Note that because of the background

BPS relation α = e4A, fluctuations of the 4-form are induced by fluctuations of the warp factor

(which are in turn induced by fluctuations of moduli), e.g. δα = δe4A.

In principle, a nontrivial warp factor could induce mixings between the four dimensional

scalars coming from these p-forms and the metric moduli. However, we will argue in section

5.5.2 that this is not the case; for this reason, we will not perform a full analysis of this sector.

Also, the dimensional reduction of the universal axion from C4 was discussed in chapter 3.

5.3.2 10d fluctuated equations and effective action

The linearized equations for the fluctuations are

δGMN = κ2
10δTMN , dδF5 = δ(H3 ∧ F3) + 2κ2

10δ(T3ρ
loc
3 ) , (5.27)

d δ
[
e4A(?6G3 − iG3)

]
= 0 , δ(?10F5) = δF5 , (5.28)

∇M∇MδKτ = − i

12
δ(G3 ·G3) , (5.29)

using the usual formula

δRMN = −1
2
∇P∇P δgMN − 1

2
∇M∇NgPQδgPQ +

1
2
∇P∇MδgNP +

1
2
∇P∇NδgMP . (5.30)

Some of these equations contain at most first order space-time derivatives, and these are

precisely the Hamiltonian constraints. The initial value constraints in general relativity are
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G0M = T0M ; assuming that the stress-energy tensor does not have velocity dependent terms, it

is found that (see e.g. [35])

T00 = G00 =
1
2

(
(9)R− h−1πMNπMN +

1
2
h−1π2

)

0 = G0M = DN

(
h−1/2πN

M

)
, M 6= 0 . (5.31)

Here, h is the 9d (space-like) metric, (9)R is its scalar curvature, and the canonical momentum

was defined in Eq. (2.18). Evaluating the second constraint for M = µ sets πµν = 0 or, in 4d

terms,

δA =
1
8
δg̃ . (5.32)

Computationally, this is a very useful relation, allowing us to replace the potentially complicated

fluctuation δA by δg̃. By Lorentz invariance, the linearized version of the first constraint is then

satisfied. The second equation along M = m is the 6d constraint Eq. (2.67), which we reproduce

for convenience,

∇̃n
(
δg̃mn − 1

2
g̃mn δg̃

)
= 4(∂ñA) δg̃mn (5.33)

The p-form equations of motion also contain initial value constraints, which are the generaliza-

tion of Gauss’ law in electrodynamics. These were discussed in chapter 3.

As the final step in our general discussion, we wish to understand the dynamics from a four

dimensional action principle, by first compactifying the supergravity action on a background

satisfying the ten-dimensional equations of motion, and then integrating over the internal co-

ordinates, along the lines of [22].

There are some known subtleties in doing this. First, the type IIB supergravity action is

ill-defined due to the self-duality of the five form. The procedure which will be followed here

is to project out half of the 4-dimensional degrees of freedom of the five form and double the

coefficients of the F̃ 2
5 and Chern-Simons term. Second, the Gibbons-Hawking-York term [78,79]

must be included in the dimensional reduction to cancel certain total derivative terms of the

variation of the gravitational action.

The dimensionally reduced effective action is then obtained by expanding

S =
∫

M

d10x
√

g (gMN RMN + Lmatter) + 2
∫

∂M

d9x
√

hK (5.34)

to second order in fluctuations. After some algebra, the result is,

Seff =
1

4κ2
10

∫
d10x

√
g

[
− (δg)MN

(
δGMN − δTMN

)
+ δ2Lmatter

]
+O(δg3) , (5.35)

where δ2Lmatter represents second order fluctuations of the flux and dilaton terms in the effective

action with respect to the flux and dilaton fields. This reproduces the correct ten dimensional
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equations of motion. To perform the dimensional reduction, one expands the fluctuations in

terms of internal eigenmodes and integrates over the compactification space, while imposing the

constraint equations (5.32, 5.33) derived in the previous subsection.

Formally, in this process we are including all the (infinite tower of) KK modes, to quadratic

order. The details of each particular region of strong warping will then determine a truncation of

the KK tower to keep only the lightest modes. Higher order interactions may also be analyzed by

further expanding, for instance, the Einstein-Hilbert term. The existence of trilinear couplings

between moduli and KK modes may have interesting consequences.

5.4 Warped kinetic terms

This section is devoted to the analysis of the terms in the effective action that contain space-

time derivatives. The main result will be that the kinetic terms for all sectors decouple and are

diagonal in the KK mode expansion,

Lkin = G(u)
∑

I2

uI2 2ūI2 +Mkk
h

∑

I1

Eµν
I1

hI1
µν +Mkk

τ

∑

I1

tI1 2t̄I1 .

Here, Eµν is the linearized four dimensional Einstein tensor and Ii runs over the different moduli

and their KK towers. This implies that (even with a nontrivial warp factor) the propagators

for the moduli and for the light KK modes do not mix. The diagonality of the kinetic terms

implies that the Kähler potential is also diagonal to quadratic order in the fluctuations of the

moduli and the dilaton (and their KK modes),

K = G(u)
∑

I2

uI2 ūI2 +Mkk
τ

∑

I1

tI1 t̄I1 . (5.36)

5.4.1 Axio-dilaton and p-form modes

As a warm-up, we first consider the kinetic terms for the axio-dilaton and the p-forms. Here

the dimensional reduction is simple but nonetheless illustrates some of the features that will

appear in the more involved analysis of metric fluctuations.

The axio-dilaton is a ten-dimensional scalar field with a nonlinear metric. Expanding around

the background value τ0 according to (5.24), the kinetic term turns out to be

L(τ)
kin =

∑

I1,J1

G
(τ)
I1J1

tI1(x)2t̄J1(x) (5.37)

where the warped metric is

G
(τ)
I1J1

=
1

4(Im τ0)2 VW

∫
d6y

√
g̃6 e−4A(y)YI1(y)YJ1(y) . (5.38)
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The dilaton metric (5.38) is proportional to the orthogonality relation on the internal space

(5.25), so that the Kähler potential, to quadratic order, becomes (taking Mkk
τ ≡ G

(τ)
I1I1

)

K(τ) = Mkk
τ

∑

I1

tI1(x)t̄I1(x) . (5.39)

The conclusion is that, at this order, there is no mixing between the various dilaton KK modes

in the kinetic term. Had we used the unwarped KK expansion of Eq. (5.8), the kinetic term

would have exhibited complicated mixings.

Next we discuss a rather different behavior, arising from the one-form KK modes of C4:

δC4 =
∑

I

V I
µ (x)dxµ ∧ χI(y) ,

where χI(y) = 1
3!χ

I
mnp dymnp. This case is relevant for D-term supersymmetry breaking [80,81].

Replacing this in the F̃ 2
5 term of the IIB action, we find

L(V )
kin = G

(V )
IJ F I ∧ ?4F

J . (5.40)

The metric appearing here is

G
(V )
IJ =

∑

I,J

1
4 VW

∫

M

χI(y) ∧ ?6χJ(y) , (5.41)

Therefore, the field space metric coincides with the unwarped one, with the result that the

corresponding D-term cannot be made parametrically small by the large hierarchy of the throat.

The field space metric G(V ) for the massless mode can be shown to coincide with Im ∂2F , where

F is the Calabi-Yau prepotential.

5.4.2 Graviton fluctuations

After having gained some intuition with the previous simpler sectors, we will now consider the

metric fluctuations,

δ(ds2) = e2A
[
2δA ηµν + δKgµν

]
dxµdxν + e−2A

[− 2δA g̃mn + δg̃mn

]
dymdyn . (5.42)

The kinetic term for this sector follows from dimensionally reducing the Einstein-Hilbert part

of the supergravity action, according to the prescription Eq. (5.35).

The variation of the warp factor makes this computation highly nontrivial in at least two

aspects. First, from the space-time variation we expect mixings between the trace part of the

graviton mode2 and the moduli through δA, δg̃. Further, the internal metric variation is no

2Note that we have not chosen the standard transverse traceless gauge for the graviton, which is in general
not consistent with the gauge where the compensators vanish.
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longer proportional to δg̃mn (since it includes δA fluctuations) so the relation between a complex

modulus of the underlying Calabi-Yau (δG̃mn = 0) and a zero mode of the full warped metric

(δGMN = 0) may be very involved.

Our first result will be to show that, in spite of the possible couplings suggested by (5.42),

there are no space-time derivative mixings between δKg and δg̃mn. The simplest way of under-

standing this is by doing a conformal transformation, and for this it is actually better to work

with the metric containing the fluctuations to all orders:

ds2 = e2A(x,y) gµν(x, y) dxµdxν + e−2A(x,y) g̃mn(x, y) dymdyn . (5.43)

The x dependence in A and g̃mn comes from promoting the moduli to space-time dependent

fields and from their KK modes. The graviton is associated to the fluctuating metric gµν(x, y)

and does not induce warp factor fluctuations.

Consider the conformal transformation

ds2 = e2A(x,y) dŝ2 , ĝµν = gµν , ĝmn = e−4A g̃mn , (5.44)

which leads to a change in the Ricci scalar [35]

R → e−2A
(
R̂ + 9× 8 ĝLM∂LA∂MA

)
, (5.45)

after an integration by parts. The conformally rescaled metric ĝMN is block-diagonal (in terms

of its coordinate dependence) and decouples the graviton and internal metric fluctuations. Di-

mensionally reducing R̂ on this ansatz for ĝMN leads to kinetic terms for the graviton and

internal metric fluctuations without off-diagonal mixings. Further, the spacetime derivative

contribution of the extra term in (5.45) does not contain graviton pieces (at quadratic order).

This proves that there are no space-time derivative mixings. The same result is derived in [5]

by performing the computation in the original unrescaled metric.

After having established this, it is straightforward to compute the kinetic term for the

graviton modes, since we only need to consider a metric perturbation

δ(ds2) = e2A(y) δKgµν(x, y)dxµdxν . (5.46)

The result is a warped version of the linearized Einstein-Hilbert action around a flat back-

ground [35],

S
(h)
kin =

1
2κ2

4VW

∫
d4x

∫
d6y

√
g̃6e

−4AδKgµν δKG(4)
µν

=
1

2κ2
4VW

∫
d4x

∫
d6y

√
g̃6e

−4A
[
− 1

2
(δKgµν 2δKgµν − δKg 2δKg) +

+ δKgµν(∂σ∂(µδKgν)σ − ∂µ∂νδKg)
]
. (5.47)
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Indices are raised with ηµν , and δKg := ηµνδKgµν .

Expanding δKgµν in the internal fluctuations of (5.17), the field space metric is seen to be

G
(h)
I1J1

=
1

4 VW

∫
d6y

√
g̃6 e−4A(y)YI1(y)YJ1(y) , (5.48)

which, from the orthogonality relation (5.22), is proportional to the identity matrix. We thus

obtain a warped generalization of the usual gravity lagrangian (again taking Mkk to be the

diagonal part of the metric (5.48))

L(h)
kin = Mkk

∑

I1

EI1
µν(x)hµν

I1
(x) (5.49)

in terms of the linearized Einstein tensor

EI1
µν(x) :=

1
2
(
2hI1

µν − ηµν2hI1 + ∂µ∂νhI1 − ∂µ∂λhI1
λν − ∂ν∂λhI1

λµ + ηµν∂λ∂ρhI1
λρ

)
. (5.50)

Since the four dimensional theory has N = 1 supersymmetry, this is the bosonic part of a

D-term. In terms of the real vector superfields Hµ (which contains the graviton and gravitino)

and Eµ (whose θ̄θ component is the Einstein tensor), this D-term is

L(h)
D = Mkk

∑

I1

ηµνEI1
µ HI1

ν , (5.51)

where we follow the notations of [82].

5.4.3 Kinetic terms for internal metric fluctuations

Consider now metric perturbations

δ(ds2) = 2e2A δA ηµνdxµdxν + e−2A
(− 2δA g̃mn + δg̃mn

)
dymdyn , (5.52)

induced by fluctuations δg̃mn of complex and Kähler structure deformations plus their KK

modes. The zero mode sector was analyzed in chapter 2, where we computed the kinetic term

Eq. (2.68). The full KK tower Eq. (5.16) can be taken into account in the same way, and we

find

S
(u)
kin =

1
8κ2

10

∫
d4x

∫
d6y

√
g̃6 e−4A δg̃mn2 δg̃mn =

1
2κ2

4

∫
d4xG

(u)

I2J̄2
uI2 2ūJ2 (5.53)

where we have used the expansion of Eq. (5.18) to write this in terms of a field space metric,

G
(u)

I2J̄2
=

1
4VW

∫
d6y

√
g̃6 e−4A YI2, mn(y)Ȳ m̃n

J2
(y) . (5.54)

Geometrically, δg̃mn is the extrinsic curvature specifying how the internal manifold is fibered

over the space of fluctuations uI . They are constrained by Eq. (5.33).
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Again, the metric (5.54) is proportional to the orthogonality relation (5.23), so that the

kinetic term is diagonal in the different KK levels,

L(u)
kin = G(u)

∑

I2

uI22ūI2 . (5.55)

This is one of the main results of our work [5]. If one is only interested in the propagator of

the metric moduli, then even at strong warping it is consistent to truncate the analysis to the

zero KK level. As was pointed out by [31], a warp factor does induce mixings between the

moduli and the unwarped KK modes, given in Eq. (5.8). Such modes don’t represent light four

dimensional excitations. Rather, these are given by the warped eigenvectors of Eq. (5.21), in

terms of which there is no kinetic mixing.

One intriguing consequence of Eq. (5.54) is that it could allow for a nontrivial mixing between

complex and Kähler moduli. This would happen if, for instance, solving Eq. (5.33) requires a

complex structure deformation to acquire (1, 1) pieces Such terms would have a nontrivial

overlap with the Kähler moduli wavefunction. While the explicit mixings are not known yet, a

possible explanation is that in the presence of warping the true holomorphic coordinates become

combinations of the CY complex and Kähler deformations.

5.5 Geometric masses and flux-induced interactions

To complete our analysis of the effective action to quadratic order, we need to compute the

mass terms for the low energy fields. These arise from geometric effects (KK masses) and/or

from the background flux. Let us consider the KK mass matrix first.

5.5.1 Kaluza-Klein masses

The simplest case corresponds to the dilaton. After expanding around τ0, the mass matrix reads

M
(τ)2
I1J1

=
1

4Im τ0 VW

∫
d6y

√
g̃6 YI1(y) ∇̃2YJ1(y) = Mkk

τ δI1J1 . (5.56)

Therefore,

L(τ) = Mkk
τ

∑

I1

tI1(2 + λ2
I1

)t̄I1 . (5.57)

As an example of KK masses for p-forms, we can write down the mass term for the vector

coming from C4,

M
(V )2
IJ V I ∧ ?4V

J (5.58)

where

M
(V )2
IJ =

1
4 VW

∫

M

e4A dχI(y) ∧ ?̃6dχJ(y) . (5.59)
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Notice that, while the field space metric for the vector Vµ is unwarped, the warp factor enters

into the mass matrix. Therefore this sector also exhibits light bound states, much as in the

scalar field discussion.

The KK masses for the metric fluctuations follow from the effective action

Seff = − 1
4κ2

10

∫
d10x

√
g

[
(δg)µνδGµν + (δg)mnδGmn

]
(5.60)

if we consider the metric fluctuations (5.42), but with variations being space-time independent.

The conformal rescaling used to explain why there are no spacetime derivative mixings between

the graviton and internal metric modes does not rule out mass mixings of the form δKg δg̃.

Therefore we need to consider both types of fluctuations simultaneously.

The full computation is explained in [5], and here we summarize the results. After making

use of the constraints in (5.32) and (5.33), the mass terms simplify to

Smass =
1

4κ2
10

∫
d10x

√
g̃6

[1
2
δKgµν∇̃2(δKgµν − ηµνδKg)− δg̃mnδG̃mn +

1
2
δKgδR̃

]
. (5.61)

The first two terms give rise to geometric KK masses for the graviton and internal metric,

while the last one mixes these massive sectors. We conclude that there are no mixing with the

metric moduli, which satisfy δG̃mn = 0. It is easily seen that δG̃mn = 0 implies δR̃ = 0 for a

background unwarped metric which is Ricci-flat, i.e., R̃ = 0.

Eq. (5.61) shows massive gravitons coupled to KK modes from the internal metric. This has

a natural interpretation as a Higgs-type mechanism triggered by the spontaneous breaking of

ten dimensional diffeomorphism invariance (〈gµν〉 and 〈gmn〉 are nonzero). For instance, in the

original Kaluza-Klein compactification on R(3,1)×S1, the infinite tower of massive spin 2 fields

comes from combining the 4d gravitons plus Goldstone modes of spin 0 (from g55) and spin 1

(from gµ5). As in the gauge theory case, it should be possible to represent the massive states by

a gauge invariant field combining the states of helicity 0, 1 and 2. This was done for the S1 case

in [83,84]. It would be very interesting to extend that analysis to the warped compactifications

discussed here, and also to provide an explicitly supersymmetric construction [85].

5.5.2 No mixing with p-form modes

Before starting our analysis of the flux potential, we show here that there are no mass mixings

between the complex moduli S and KK modes coming from (B2, C2, C4). After dimensional

reduction, these 10d forms give 4d forms of various ranks. The first point to note is that, due

to Lorentz invariance, the scalar field S can only mix with the zero forms; hence we restrict our

attention to them.
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First consider possible mixings coming from C4 and the self-dual term. To account for self-

duality, we set F̃5 = dC4 and multiply by two the terms where C4 appears. After eliminating

half of the degrees of freedom, the remaining KK modes from C4 which contribute to F̃ 2
5 term

are either 1 and 2-forms in space-time, which cannot lead to mixing with moduli by Lorentz

invariance, or 0-forms. Explicit computation shows that the scalar coming from C4 does not

lead to mixing.

Next, the bilinear terms involving S and the zero forms from (B2, C2) come from combining

the |G3|2 and CS terms, yielding the usual term

Smix = − 1
4κ2

10 Im τ

∫
G3 ∧

(
?10 Ḡ3 + iC4 ∧ Ḡ3

)
. (5.62)

Here we assume a constant dilaton background; mixings with the dilaton KK modes will be

analyzed momentarily. Expanding in a complete basis of internal two forms ωA(y), the KK

mode contribution to the 3-form reads

δGKK
3 = d

(
[cA(x)− τbA(x)] ωA(y)

)
,

where a sum over A is implicit. If ωA ∈ H2(M), we recover the usual four dimensional zero

modes which do not mix with S. Here we are interested in the massive modes, for which ωA is

not closed. Replacing in (5.62) and expanding to quadratic order in the fields, we have (note

that there are no quadratic terms with spacetime derivatives),

Smix = − 1
4κ2

10 Im τ

∫
d4x (cA − τbA)S̄

∫

M

dωA(x) ∧ ∂S̄

(
e4A[?6Ḡ3 + iḠ3]

)
. (5.63)

Under a complex moduli fluctuation, the G3 equation of motion implies that Λ̄ = e4A[?̃6Ḡ3+iḠ3]

is closed, so Smix = 0 after integrating by parts.3

5.5.3 Flux-induced mass terms

In truncations to the zero mode sector, the main role of these quantized fluxes is to lift the

complex moduli, via the Gukov-Vafa-Witten superpotential. It is well understood how this

contribution arises in unwarped scenarios but, as expected, the presence of warping introduces

many new subtleties and potential mixings.

The flux-induced masses for metric moduli and KK modes follow from Eq. (5.35). This

involves computing the fluctuated energy momentum tensors for G3 and F̃5, and then contract-

ing with the fluctuated metric. Also, recalling that we are working in backgrounds satisfying

3In particular, Λ̄ is a linear combination of Ω and χ̄S .
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e4A = α, one gets extra pieces coming from the gravitational part δGMN , which depend on the

warp factor. Furthermore, the equation of motion for α has to be imposed as a constraint, and

this introduces flux dependence.

It turns out that the computation may be done including the moduli (the relevant ones here

are the complex moduli and axio-dilaton) and their KK modes, in a symmetric way; we refer

to [5] for more details. The flux induced mass terms including moduli and KK modes are

Sflux = − 1
2κ2

10

∫
d4x

∫
d6y

√
g̃6 e−2A

{
|δKτ |2∂τ∂τ̄ (

G3 · Ḡ3

24Imτ
) +

+ δg̃ñ
mδ

[
1

8Imτ

(
Gnpq Ḡmpq − 1

6
δm
n |G3|2

)] }
(5.64)

where the variation ‘δ’ in the last line includes both the axio-dilaton and internal metric fluc-

tuations. To make the result more compact, indices with tildes are raised with g̃mn, while the

ones without tildes are raised with gmn = e−2Ag̃mn.

Restricting to the zero mode sector, this result shows the usual lifting of the moduli by

fluxes. However, we would like to stress that we are including KK modes as well, as can be

seen by inserting the mode expansion (5.18) into (5.64). One very interesting consequence of

Eq. (5.64) is that the flux contribution may mix the zero modes with the massive fluctuations.

It is very important to understand such mixings, since so far all the other terms in our effective

action do not exhibit this effect (at least to quadratic order).

Unfortunately, Sflux presents a rather complicated structure and it seems that statements

about mixings will depend strongly on the particular background, with the corresponding flux

choice and form of δg̃mn. Nevertheless, we now describe an alternative approach for finding Sflux

which may be better suited for answering these sorts of questions. The method is based on two

observations: first, to compute the potential it is enough to consider space-time independent

fluctuations. Also, the expression as a power series (5.35) is only necessary to identify the

‘geometrical’ KK masses. In order to find the flux potential such terms may be set to zero,

and an appropriate use of the 10d equations of motion gives us an answer to all orders in the

fluctuations.

This is in fact the spirit of the original GKP derivation [25] or the more detailed approach

of [27]. However, for a nontrivial warp factor some terms would be missing in their derivation,

and we also want to include KK modes. The terms contributing to the potential are given in

Eq. (1.41). First, the Ricci scalar part has the form
∫

d10x
√−gR =

∫
d4x

∫
d6y

√
g6

[−8e4A(∇A)2 + . . .
]

, (5.65)

where the dots refer to terms induced by the KK modes, which are related to their geometric



115

masses and do not depend on moduli. The flux dependence here comes from the equation of

motion

Next, the G3 term is already in the desired form. Finally, after integrating by parts and

using the Bianchi identity for the 5-form, the F̃ 2
5 and CS terms give

∫ (
F̃5 ∧ ?10F̃5 +

C4 ∧G3 ∧ Ḡ3

Imτ

)
→ i

∫
d4x

∫
e4A(y)

Im τ
G3 ∧ Ḡ3 .

Combining these contributions, we arrive to

Sflux = − 1
4κ2

10

∫
d4x

∫
e4A

Im τ
G3 ∧

(
?̃6Ḡ3 + iḠ3

)
. (5.66)

As a check, the second order variation of this expression reproduces our previous result Eq.

(5.64).

Summarizing, Eq. (5.66) gives the full flux potential for the metric fluctuations including

KK modes. This has the same form as the potential including only complex moduli. There

are, however, two differences. This expression is valid including axio-dilaton fluctuations, while

the original derivation set τ to a constant. Further, the massive metric modes are encoded

in the Hodge star. One cannot use the method of [27] to obtain the GVW superpotential

from here, since for arbitrary massive fluctuations we do not know which are the 3-forms with

definite self-duality properties under ?̃6. It would be interesting to compute Eq. (5.66) for

the Klebanov-Strassler geometry, where a nontrivial mixing between a complex modulus and

their KK excitations would mean new terms in the Veneziano-Yankielowicz superpotential [50]

coupling the gaugino condensate to other glueballs.

5.6 Future directions

We have computed the effective action to quadratic order, but we do not have a formulation

in terms of N = 1 superfields. This requires integrating the kinetic metrics of section 5.4 to

find the Kähler potential, and also finding the generalization of the GVW superpotential that

reproduces Eq. (5.66). Understanding the N = 1 structure of string compactifications would

be very valuable, both for theoretical reasons (e.g. better control over supergravity limits and

gauge/gravity dualities) and for phenomenological applications.

In this last part of our analysis of dynamics of flux compactifications, we describe some

future directions of research.
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5.6.1 Towards the Kähler potential

Finding the Kähler potential for compactifications with 4 supercharges is still an open problem.

Actually, this is common to other systems with N = 1. Another example is the Kähler potential

on the moduli space of hermitean Yang-Mills connections on heterotic compactifications [86].

In our case, the main difficulties stem, as expected, from the warp factor. It appears in the

general formula for kinetic terms Eq. (2.50) and also in the constraints that physical fluctuations

have to obey in order to be orthogonal to gauge transformations – Eqs. (2.45) and (2.48). The

warp factor is determined from the rather complicated background equation XXX; the solution

e−4A will depend both on the sources which are present and on the CY metric. Because of this,

it is hard to make progress in evaluating more explicitly the kinetic terms. One needs methods

going beyond holomorphy and algebraic geometry.

Nevertheless, in this dissertation we have succeeded in evaluating the Kähler potential for

two low energy modes of the theory, namely the universal Kähler modulus and the S field in

the deformed conifold. So we will try to extract some general lessons from these results.

In chapter 3, we found the Kähler potential for the universal Kähler modulus,

K = −3 log
(
−i(ρ− ρ̄)− 2

V 0
W

VCY

)
. (5.67)

This required constructing the full 10d (off-shell) solution. However, an interesting feature is

that the explicit form of the compensating field B appearing in Eq. (3.23) was not needed to

arrive to Eq. (5.67). It could be that this is a special feature of the universal modulus which is,

to some extent, insensitive to internal fluctuations of the CY. But it would be worth exploring if

for other moduli there exists a change of variables that explicitly decouples compensating fields

from the kinetic term.

This Kähler potential can also be rewritten more suggestively in terms of the warped volume

as

K = −3 log
VW (ρ)
VCY

. (5.68)

It is then tempting to hypothesize that this expression captures the Kähler potential for nonuni-

versal moduli as well, in analogy with the CY case. Then one would have

K = − log
∫

e−4A J̃ ∧ J̃ ∧ J̃ , (5.69)

where J̃ = ρr ωr is the harmonic Kähler form of the underlying CY, ωr ∈ H(1,1)(CY,C). This

expression was first suggested by [27], but it suffers from some problems. For instance, the

Kähler metric would be (ignoring variations of the warp factor),

Grs =
1

2VW

∫
e−4A ωr ∧ ?̃6ωs . (5.70)
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The ωr are harmonic in the CY metric, but this does not agree with the kinetic term derived

from the Hamiltonian approach, which implies that the gauge invariant forms satisfy a warped

harmonic condition. Still, it may be that the answer is not far away. Computations in progress

suggest that the Kähler potential for Kähler moduli could instead take the form

K = − log
∫

e−4A J̃W ∧ ?̃6J̃W , (5.71)

in terms of a “warped” Kähler form J̃W := J̃ + dK. K is defined by requiring that J̃W be

orthogonal to diffeomorphisms of the warped geometry.

On the other hand, in chapter 4, the Kähler metric for the complex modulus S in the warped

deformed conifold was computed. Eq. (4.88) can be integrated and yields the Kähler potential

K(S, S̄) = c |S|2 log
Λ3

0

|S| + k (α′gsN)2 |S|2/3 (5.72)

where c and k are numerical constants. This example illustrates how warping effects can modify

the low energy theory. The second term in Eq. (5.72) is a purely N = 1 contribution produced

by the warp factor; it gives an extra term GSS̄ ∼ |S|−4/3 that dominates in the semiclassical

limit S → 0.

In analogy with Eq. (5.68), one could try to reproduce Eq. (5.72) in a compact internal

manifold, by postulating a Kähler potential of the form [27]

K = − log
∫

e−4A Ω ∧ Ω̄ . (5.73)

However, this suffers from the same problems than the Kähler moduli proposal: the correspond-

ing field space metric

GSS̄ = −
∫

e−4A χS ∧ χ̄S∫
e−4A Ω ∧ Ω

. (5.74)

is not orthogonal to gauge transformations since χS is harmonic with respect to the unwarped

metric, while the physical fluctuations should be harmonic with respect to the full 10d metric.

Nevertheless, it was shown in [4] that Eq. (5.74) does reproduce the correct power-like scaling

found in Eq. (5.72). One could then try to modify Eq. (5.74) by adding appropriate exact pieces

to the 3-forms, to make it gauge invariant. In fact, this can be done explicitly for the conifold.

Recalling the results of section 4.5.2 in chapter 4, we see that the effect of the ηr compensator

is simply to set

δSA = 0 , δSg = 0 .

In terms of the physical fluctuations, the warp factor becomes independent of S and the metric

fluctuation is traceless. In fact, both are equivalent by the 4d constraint Eq. (5.32). Then the
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other constraint (Eq. (5.33)) may be rewritten as

∇̃i
(
e−4A δS g̃ij

)
= 0 (5.75)

which is a warped generalization of the harmonic gauge. The associated 3-form

χS = g̃ln Ωijl δS g̃nk dyidyjdyk (5.76)

then satisfies

d ?̃6(e−4A χS) = 0 . (5.77)

In other words, the effect of the compensating field ηψ (see Eq. (4.85)) is to shift the original

harmonic (2, 1) form by an exact piece so that the “physical” χS satisfies Eq. (5.77).

With this constraint, the field space metric reads

GSS̄ = −
∫

e−4A χS ∧ ?̃6 χ̄S∫
e−4A Ω ∧ Ω

. (5.78)

The Hodge star is needed because χS is no longer harmonic. The next step would be to prove

that Eq. (5.77) is also valid in more general compactifications which admit a covariantly constant

spinor. From here, one has to rework the moduli space geometry along the lines of [22].

5.6.2 Fermions in supergravity

An important point that could be explored is the dimensional reduction of the 10d fermionic

sector in warped backgrounds. This is necessary if we want to determine the dynamics of the 4d

gravitino and/or interactions with the Standard Model fermions. Also, analyzing the fermionic

partners of the internal metric fluctuations can provide an alternative approach to computing

the Kähler potential.

The first step is to relate the 4d and 10d gravitinos. The 10d fermionic action is [20,27]

Sf =
i

κ2
10

∫ [
Ψ̄MΓMNP

(
DNΨP − i

2
QNΨP −RP ΨN

)
− 1

2
(
Ψ̄MΓMNP SP Ψ̄∗N − c.c.

)
+ . . .

]

(5.79)

Here,

RM = − i

16× 5!
ΓM1...M5 F̃M1...M5 ΓM , SM =

1
96

(Imτ)−1/2
(
Γ NPQ

M GNPQ − 9ΓNP GMNP

)

(5.80)

and

QN =
Im(B∂MB∗)

1− |B|2 , B =
1 + iτ

1− iτ
. (5.81)

Furthermore, ‘. . .’ includes the dilatino terms plus higher order interactions.
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In general, it is assumed that the 4d gravitino ψµ is embedded in the 10d field as

Ψµ = ψµ ⊗ eA/2η

where η is the covariantly constant CY spinor. However, this is not correct because Ψµ does

not have diagonal kinetic terms. The 10d matrix ΓMNP is not block-diagonal in the 4 and 6

dimensions, and this induces kinetic mixings between Ψµ and Ψm. This was noticed in [87].

Therefore, already the 4d gravitino exhibits some subtleties that have to be analyzed. A

short computation reveals that the fields with diagonal kinetic terms are

Ψ̂µ = Ψµ +
1
2
Γµ(ΓmΨm) , Ψ̂m = Ψm − 1

2
Γm(ΓnΨn) . (5.82)

The 4d gravitino follows from the dimensional reduction of Ψ̂µ. It would be interesting to

work out its effective action explicitly – results on the holomorphic sector can be found in [87].

The presence of ΓnΨn in Ψ̂µ could lead to new interaction terms relevant for supersymmetry

breaking models.

Let us also make some preliminary comments on the internal gravitinos Ψ̂m. Their dimen-

sional reduction gives the superpartners of the metric moduli and scalars arising from p-forms.

It is not hard to check that Ψ0 is an auxiliary field which, in the absence of matter, imposes

the constraint

Γ0MN DMΨN = 0 .

Therefore, this sector should also be analyzed with the Hamiltonian approach, along the lines of

chapter 2. Unfortunately not much is known about the Hamiltonian approach in supergravity;

some references are [88, 89]. Also, the analysis should take into account the mass-mixings

between Ψ̂m and the dilatino. Notice that the fermionic fields are self-conjugate, and their

kinetic terms are already in canonical form. It may be possible to use them to extract the

Kähler potential, and we hope to come back to this point in the future.

5.6.3 Relations to generalized geometry

Finally, along the lines of the previous subsection, it is worth exploring approaches where the

dimensional reduction keeps N = 1 supersymmetry manifest. The focus of this thesis has been

on the bosonic sector of type IIB supergravity. In order to continue simplifying the Kähler

metric and Hamiltonian constraints, one has to use the fact that the background preserves four

supercharges.

In the adiabatic limit, where space-time dependence can be ignored, the most efficient way

to encode the supersymmetric properties seems to be with generalized geometry [90, 91]. One
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could try to extend this formalism to allow for space-time dependence. Another point of view

is currently being developed by [87, 92, 93]. In this approach, the 10d supergravity is formally

rewritten as a theory with 4 supercharges by decomposing the structure group Spin(1, 9) →
Spin(1, 3) × Spin(6). No Kaluza-Klein reduction is made, and instead all the 10d degrees of

freedom are kept. This allows to derive various structures analog to the N = 1 compactified

theory. As a next step, one would have to find a recipe to extract the low energy degrees of

freedom, and also impose the Hamiltonian constraints described above.
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Chapter 6

Metastable supersymmetry breaking near points of

enhanced symmetry

The last two chapters of this dissertation we shift emphasis from string theory to field theory,

exploring new mechanisms of supersymmetry breaking directly in supersymmetric field theories.

6.1 Introduction and summary

The idea that our universe may be in a long-lived metastable state in which supersymmetry is

broken has recently led to an increased interest in developing models of supersymmetry breaking.

This has opened many new possibilities in constructing field theory and string theory models.

In the last two chapters of this thesis, we explore new models of metastable supersymmetry

breaking. Our aim is two-fold: to find models where the relevant parameters are generated

dynamically, and to obtain an acceptable phenomenology. In this chapter, based on the work [6],

we focus on the first aspect, while a model with realistic phenomenology is analyzed in chapter

7.

Relaxing the requirement that supersymmetry breaking occurs in the true vacuum (see

e.g. [94–97]) can help overcome many of the constraints of dynamical supersymmetry breaking

with no supersymmetric vacua [98]. Recently, Intriligator, Seiberg and Shih (ISS) [72] have

shown that metastable dynamical supersymmetry breaking is rather generic and easy to achieve.

They found that metastable vacua occur in supersymmetric QCD (SQCD), in the free magnetic

range, when the quarks have small masses,

W = tr
(
mQ̃Q

)
. (6.1)

This has opened many new avenues for model building and gauge mediation; see [6,99–114] for

some examples of recent work, and [115] for a review and a more complete list of references. The

ISS construction still contains relevant couplings in the form of masses for the quarks though,

and the search for models with all the relevant parameters generated dynamically has proven

difficult.
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One lesson from ISS is that certain properties of moduli spaces can hint at the existence of

metastable vacua. In their case, it was the existence of supersymmetric vacua coming in from

infinity that signaled an approximate R-symmetry. Here we will point out that one should also

look for another feature, namely, enhanced symmetry points, which are defined by the appear-

ance of massless particles. We claim that if the moduli space has certain coincident enhanced

symmetry points, metastable vacua with all the relevant couplings arising by dimensional trans-

mutation may be obtained.

Let us motivate this claim. In order to generate relevant couplings dynamically, a gauge

sector is required, which gives nonperturbative contributions to the superpotential. However, in

general this leads to a runaway behavior. We will show that starting with two gauge sectors, the

runaway may now be stabilized by one loop effects from the additional gauge sector, but only

around enhanced symmetry points where quantum corrections are large enough. Such runaways

which are stabilized by perturbative quantum corrections will be called ‘pseudo-runaways’.

Surprisingly, the gauge theories where this occurs turn out to be generic.

The model considered here consists of two SQCD sectors, each with independent rank and

number of flavors, coupled by a singlet. It involves only marginal operators with all scales

generated dynamically. At the origin of moduli space, the singlet vanishes and the quarks of

both sectors become massless simultaneously. There are thus two coincident enhanced symmetry

points at the origin. While one of the SQCD sectors is in the electric range and produces a

runaway, the other has a magnetic dual description as an O’Raifeartaigh-like model. Near

the enhanced symmetry point, the Coleman-Weinberg corrections stabilize the nonperturbative

instability producing a long-lived metastable vacuum. A feature of our model is that it may be

possible to gauge parts of its large global symmetry to obtain renormalizable, natural models

of direct gauge mediated supersymmetry breaking with a singlet. R-symmetry is broken both

spontaneously and explicitly in our model.

The chapter is organized as follows. In Section 6.2, our model is introduced and its su-

persymmetric vacua are studied. In Section 6.3, we analyze in detail the non-supersymmetric

vacua and argue that they are parametrically long-lived. In Section 6.4, we give a detailed

analysis of the particle spectrum and the R-symmetry properties. In Section 6.5, we argue that

such metastable vacua may be generic near points of enhanced symmetry in the landscape of

effective field theories. In Section 6.6, we give our conclusions.
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6.2 The Model and its supersymmetric vacua

We consider models with two supersymmetric QCD (SQCD) sectors characterized by (Nc, Nf ,Λ)

and (N ′
c, N

′
f , Λ′), respectively, that are coupled to the same singlet field Φ. The field Φ provides

the mass of the quarks in both sectors. In Section 2.1, the general properties of such models

will be discussed and their global symmetries analyzed. In Section 2.2, we analyze the super-

symmetric vacua. Section 2.3 will discuss for which range of the parameters (Nc, Nf , Λ) and

(N ′
c, N

′
f ,Λ′) metastable vacua will be shown to exist. The upshot will be that one sector has to

be taken in the electric range and the other sector in the free magnetic range.

6.2.1 Description of the Model

The matter content of the models considered here consists of two copies of supersymmetric

QCD, each with independent rank and number of flavors, and a single gauge singlet chiral

superfield:

SU(Nc) SU(N ′
c)

Qi 1 i = 1, . . . , Nf

Qi 1

Pi′ 1 i′ = 1, . . . , N ′
f

P i′ 1

Φ 1 1

(6.2)

The most general tree-level superpotential with only relevant or marginal terms in four dimen-

sions for the matter content (6.2) with Nc, N ′
c ≥ 4 is

W = (λijΦ + ξij)QiQj + (λ′i′j′Φ + ξ′i′j′)Pi′P j′ + w(Φ) , (6.3)

where w(Φ) is a cubic polynomial in Φ. Remarkably, we shall find metastable vacua even in the

simplest case of w(Φ) = 0, which we assume from now on. The general situation is discussed in

Section 5 (in [116], the case w(Φ) = κΦ3 was used to stabilize Φ supersymmetrically).

At the classical level, the superpotential with w(Φ) = 0 has an U(1)R × U(1)V × U(1)′V
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global symmetry under which the fields transform as

U(1)R U(1)V U(1)′V

Qi +1 +1 0

Qi +1 −1 0

Pi′ +1 0 +1

P i′ +1 0 −1

Φ 0 0 0

Λ3Nc−Nf 2Nc 0 0

Λ′3N ′
c−N ′

f 2N ′
c 0 0

(6.4)

where the normalizations of the U(1)V ×U(1)′V charges are arbitrary. In the quantum theory the

U(1)R symmetry is anomalous with respect to the SU(Nc) and SU(N ′
c) gauge dynamics. The

theta angles θ and θ′ transform inhomogeneously under U(1)R, and the holomorphic dynamical

scale,

(Λ/µ)3Nc−Nf = e−8π2/g2(µ)+iθ , (6.5)

and likewise for Λ′3N ′
c−N ′

f , transform with charges given in (6.4). The U(1)R symmetry is

broken explicitly by the anomalies to the anomaly free discrete subgroups Z2Nc ⊂ U(1)R and

Z2N ′
c
⊂ U(1)R, respectively. The largest simultaneous subgroup of both Z2Nc and Z2N ′

c
which

is left invariant by the superpotential (6.3) which couples the two gauge sectors through Φ

interactions is ZGCD(2Nc,2N ′
c)
⊂ U(1)R, where GCD(2Nc, 2N ′

c) is the greatest common divisor

of 2Nc and 2N ′
c.

In the SU(Nf )V ×SU(N ′
f )V global symmetry limit the superpotential (6.3) (with w(Φ) = 0)

reduces to

W = (λΦ + ξ)tr(QQ) + (λ′Φ + ξ′)tr(PP ) . (6.6)

This superpotential has the same U(1)R × U(1)V × U(1)′V global symmetry as (6.3), as well

as a Z2 × Z2 conjugation symmetry under which Qi ↔ Qi and Pi ↔ P i, respectively. The

form of the superpotential (6.6) may be enforced for any Nc and N ′
c by weakly gauging the

SU(Nf )V × SU(N ′
f )V symmetry. One of the masses, ξ or ξ′, may always be absorbed into a

shift of Φ. For ξ = ξ′ both masses may simultaneously be absorbed into a shift of Φ, and the

tree level superpotential in this case reduces to

W = λΦ tr(QQ) + λ′Φ tr(PP ) . (6.7)

This form agrees with the naturalness requirement that there be no relevant couplings. Φ = 0

is an enhanced symmetry point for both sectors, where the respective quarks become massless.

The case ξ 6= ξ′ is analyzed in Section 5.
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At the classical level this superpotential has an U(1)R × U(1)A × U(1)V × U(1)′V global

symmetry

U(1)R U(1)A U(1)V U(1)′V

Qi +1 − 1
2 +1 0

Qi +1 − 1
2 −1 0

Pi′ +1 − 1
2 0 +1

P i′ +1 − 1
2 0 −1

Φ 0 +1 0 0

Λ3Nc−Nf 2Nc −Nf 0 0

Λ′3N ′
c−N ′

f 2N ′
c −N ′

f 0 0

(6.8)

where the normalizations of the U(1)A × U(1)V × U(1)′V charges are arbitrary. The U(1)R

charges are only defined up to an addition of an arbitrary multiple of the U(1)A charges. In

the quantum theory both the U(1)R and U(1)A symmetries are anomalous. With the classical

charge assignments (6.8) the U(1)R symmetry is broken explicitly by the SU(Nc) and SU(N ′
c)

gauge dynamics to the anomaly free discrete subgroup ZGCD(2Nc,2N ′
c)
⊂ U(1)R as described

above. Likewise, the U(1)A symmetry is broken explicitly by SU(Nc) and SU(N ′
c) gauge

dynamics to anomaly free discrete subgroups ZNf
⊂ U(1)A and ZN ′

f
⊂ U(1)A, respectively. The

largest simultaneous subgroup of both ZNf
and ZN ′

f
which is left invariant by the superpotential

(6.7) is ZGCD(Nf ,N ′
f ) ⊂ U(1)A. The form of the potential (6.7) may be enforced by gauging the

non-anomalous discrete ZGCD(Nf ,N ′
f ) symmetry if it is non-trivial, along with weakly gauging

the SU(Nf )V × SU(N ′
f )V symmetry. This forbids the presence of a polynomial dependence

w(Φ).

The marginal tree-level superpotential (6.7) is, up to irrelevant terms, of rather generic

form within many UV completions of theories with moduli dependent masses. It requires

only that the masses of the flavors of both gauge groups are moduli dependent functions, and

that all flavors become massless at a single point in moduli space, here defined to be Φ = 0.

Importantly for the discussion of metastable dynamical supersymmetry breaking below, the

superpotential (6.7) contains only marginal terms, so that any relevant mass scales must arise

from dimensional transmutation. Generalizations to other gauge groups and matter contents in

vector-like representations with the superpotential (6.7) are straightforward.

The classical moduli space for the theory (6.2) with superpotential (6.7) depends on the

gauge group ranks and number of flavors. For λ = λ′ = 0 the moduli space is parameterized

by Φ, meson invariants Mij = QiQj and M ′
i′j′ = Pi′ P̄j′ and for Nf ≥ Nc and/or N ′

f ≥ N ′
c
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baryon and anti-baryon invariants Bi1i2...iNc
= Q[i1Qi2 · · ·QiNc ], Bi1i2...iNc

= Q[i1Qi2 · · ·QiNc ],

and/or B′
i1i2...iN′c

= P[i1Pi2 · · ·PiN′c ], B
′
i1i2...iN′c

= P̄[i1 P̄i2 · · · P̄iN′c ] respectively. For λ, λ′ 6= 0 the

superpotential (6.7) lifts all the moduli parameterized by the mesons. The remaining moduli

space has a branch parameterized by Φ. For Φ 6= 0 the flavors are massive and the baryon and

anti-baryon directions are lifted along this branch. For Nf ≥ Nc and/or N ′
f ≥ N ′

c there is a

second branch of the moduli space parameterized by the baryons and anti-baryons with Φ = 0.

The two branches touch at the point where all the moduli vanish.

6.2.2 Supersymmetric Vacua

The classical moduli space of vacua is lifted by nonperturbative effects in the quantum theory.

Since the metastable supersymmetry breaking vacua discussed below arise for Φ 6= 0, only

this branch of the moduli space will be considered in detail. On this branch, holomorphy,

symmetries, and limits fix the exact superpotential written in terms of invariants, to be

W = λΦ TrM + (Nc −Nf )
[
Λ3Nc−Nf

det M

]1/(Nc−Nf )

+ λ′Φ TrM ′ + (N ′
c −N ′

f )

[
Λ′3N ′

c−N ′
f

det M ′

]1/(N ′
c−N ′

f )

(6.9)

For gauge sectors in the free magnetic range, the nonperturbative contribution refers to the

Seiberg dual. Since the meson invariants are lifted on this branch, they may be eliminated by

equations of motion, ∂W/∂Mij = 0 and ∂W/∂M ′
i′j′ = 0, to give the exact superpotential in

terms of the classical modulus Φ

W = Nc

[
(λΦ)Nf Λ3Nc−Nf

]1/Nc + N ′
c

[
(λ′Φ)N ′

f Λ′3N ′
c−N ′

f

]1/N ′
c

. (6.10)

The supersymmetric minima are given by stationary points of the superpotential, ∂W/∂Φ =

0, for which

Nf

[
(λΦ)Nf Λ3Nc−Nf

]1/Nc + N ′
f

[
(λ′Φ)N ′

f Λ′3N ′
c−N ′

f

]1/N ′
c

= 0 . (6.11)

Physically distinct supersymmetric vacua are distinguished by the expectation value of the

superpotential.

6.2.3 Parameter ranges for the gauge sectors

Under mild assumptions we thus end up considering two SQCD sectors, characterized by

(Nc, Nf ,Λ) and (N ′
c, N

′
f , Λ′), respectively, and superpotential couplings (6.7). Different choices

may be considered here; to restrict them, it is important to note that calculable quantum

corrections can be generated in two different limits.
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For λiΦ À Λi, with Λi = Λ or Λ′, the corresponding gauge group is weakly coupled and

hence generates small calculable corrections to the Kähler potential. Integrating out the mas-

sive quarks, for energies below Φ, leads to gaugino condensation, which gives nonperturbative

contributions as in (6.10).

On the other hand, for λiΦ ¿ Λi, the corresponding gauge sector becomes strongly coupled.

The calculable case corresponds to having the gauge theory in the free magnetic range. For

concreteness, we choose this sector to be SU(Nc) (the unprimed sector), so that Nc +1 ≤ Nf <

3
2Nc.

For the (N ′
c, N

′
f , Λ′) (primed) sector, the interesting case arises for N ′

f < N ′
c and λ′Φ À

Λ′. Although the classical superpotential pushes Φ to zero, the primed dynamics generates a

nonperturbative term which makes the potential energy diverge as Φ → 0, in agreement with the

fact that Φ = 0 corresponds to an enhanced symmetry point where P and P̄ become massless.

Balancing the primed and unprimed contributions leads to a runaway direction in moduli space

which will be lifted by one loop corrections. This stabilizes Φ at a nonzero value. Calculability

demands working in the energy range E À Λ′ and E ¿ Λ so the dynamically generated scales

must satisfy Λ′ ¿ Λ.

The semiclassical limit corresponds to energies E À Λ,Λ′, where both sectors are weakly

coupled. Since Λ′ ¿ Λ, SU(Nc) confines first when flowing to the IR. For Λ′ ¿ E ¿ Λ,

the primed sector is weakly interacting while the unprimed sector has a dual weakly coupled

description [117] in terms of the magnetic gauge group SU(Ñc) with Ñc = Nf −Nc, N2
f singlets

Mij , and Nf magnetic quarks (qi, q̃j). In terms of this description, the full non-perturbative

superpotential reads

W = mΦtrM + htrqMq̃ + λ′ΦtrPP̄ + (N ′
c −N ′

f )

(
Λ′3N ′

c−N ′
f

detPP̄

)1/(N ′
c−N ′

f )

+(Nf −Nc)
(

detM

Λ̃3Nc−2Nf

)1/(Nf−Nc)

. (6.12)

Hereafter, Mij = QiQ̄j/Λ, and m := λΛ. The magnetic sector has a Landau pole at Λ̃ = Λ.

In this description, the meson M and the primed quarks (P, P̄ ) become massless at Φ = 0.

M = 0 is also an enhanced symmetry point since here the magnetic quarks (q, q̃) become

massless.

6.3 Metastability near enhanced symmetry points

In this section, metastable vacua near the origin of moduli space will be shown to exist for the

theory with superpotential (6.12). In Section 3.1, we analyze the branches of the moduli space
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and determine where Coleman-Weinberg effects may lift the runaway. Next, in 3.2, we focus

on the region containing metastable vacua. In 3.3, we argue that other quantum corrections

are under control and do not affect the stability of these vacua. Finally, in Section 3.4 the

metastable vacua are shown to be parametrically long-lived.

6.3.1 Exploring the moduli space

Starting from the superpotential (6.12), the discussion is simplified by taking the limit Λ̃ →
∞, while keeping m fixed. The nonperturbative detM term is only relevant for generating

supersymmetric vacua, as discussed in (6.10), and not important for the details of the metastable

vacua that will arise near M = 0. Thus, for M/Λ̃ → 0 and Φ/Λ̃ → 0, it is enough to consider

the superpotential

W = mΦ tr M + h tr qMq̃ + λ′Φtr PP̄ + (N ′
c −N ′

f )

(
Λ′3N ′

c−N ′
f

det PP̄

)1/(N ′
c−N ′

f )

. (6.13)

In this limit all the fields are canonically normalized and the classical potential is

V = VD + V ′
D +

∑
a

|Wa|2 (6.14)

where Wa = ∂aW , and a runs over all the fields. VD and V ′
D are the usual D-term contributions

from SU(Ñc) and SU(N ′
c). Since both gauge sectors are weakly coupled, it is enough to consider

the F-terms on the D-flat moduli space, parametrized by the chiral ring. This restriction has

no impact on the analysis of the metastable vacua.

Let us study the regime PP̄ → ∞. Then nonperturbative effects from SU(N ′
c) may be

neglected, and the classical superpotential

Wcl = mΦ tr M + h tr qMq̃ + λ′Φtr PP̄ (6.15)

is recovered. Setting

WMij = mΦδij + hqiq̃j = 0 , (6.16)

we obtain Φ = 0 and hqq̃ = 0. This implies WtrPP̄ = Wq = 0. The locus WΦ = 0 then defines

a classical moduli space of supersymmetric vacua.

Let us keep PP̄ large, but include the non-perturbative effects from SU(N ′
c). Then WtrPP̄ =

0 sets PP̄ → ∞ and WΦ = 0 implies M → ∞. Therefore the model does not have a stable

vacuum in the limit Λ̃ → ∞. As discussed above, for Λ̃ finite and M large enough, the nonper-

turbative detM term introduces supersymmetric vacua as in (6.10).
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Figure 6.1: A plot showing the global shape of the potential. M has been expanded around zero
as in equation (3.8). Note the runaway in the direction X → −∞ and φ → 0. The singularity
at φ = 0 and the “drain” Wφ = 0 are clearly visible. Also visible is the Coleman-Weinberg
channel near X = 0 and φ large, discussed later.

All the F-terms are small in the limit M →∞, Φ → 0, which thus corresponds to M2
F À |F |.

The one-loop corrections give logarithmic dependences on the fields (Φ,M) and these cannot

stop the power-law runaway behavior.

Thus we are led to consider the region near the enhanced symmetry point M = 0. As we

shall see below, this still has a runaway. Crucially, it turns out that one-loop corrections stop

this runaway (this novel effect is characterized as a “pseudo-runaway”). The reason for this is

that the Coleman-Weinberg formula [118]

VCW =
1

64π2
StrM4 ln M2 (6.17)

will have polynomial (instead of logarithmic) dependence. This will be explained next.

A global plot of the potential is provided in Fig. 6.1, where M has been expanded around

zero as below in equation (3.8). In the graphic, the ‘drain’ towards the supersymmetric vacuum

corresponds to the curve WΦ = 0.
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6.3.2 Metastability Along the Pseudo-Runaway Direction

In the region Φ 6= 0, (P, P̄ ) may be integrated out by equations of motion provided that

Λ′ ¿ λ′Φ. This is a good description if we are not exactly at the origin but near it, as given by

Φ/Λ̃ ¿ 1. Taking, as before, Λ̃ →∞ and m fixed, the superpotential reads

W = mΦtr M + h tr qMq̃ + N ′
c

[
λ′N

′
f Λ′3N ′

c−N ′
f ΦN ′

f
]1/N ′

c . (6.18)

This description corresponds to an O‘Raifeartaigh-type model in terms of magnetic variables

but with no flat directions.

Given that φ = 〈Φ〉 6= 0, we will expand around the point of maximal symmetry

q =
(
q0 0

)
, q̃ =


q̃0

0


 , M =


0 0

0 0 + X · INc×Nc


 . (6.19)

Here q0 and q̃0 are Ñc × Ñc matrices satisfying

hq0iq̃0j = −mφδij , i, j = Ñc + 1, . . . Nf , (6.20)

and the nonzero block matrix in M has been taken to be proportional to the identity; indeed,

only tr M appears in the potential. This minimizes WM and sets Wq = Wq̃ = 0. The spectrum

of fluctuations around (6.19) is studied in detail in Section 4, where it is shown that the lightest

degrees of freedom correspond to (φ,X) with mass given by m. The effective potential derived

from (6.18) is

V (φ,X) = Ncm
2|φ|2 +

∣∣∣∣∣mNcX + N ′
fλ′N

′
f /N ′

c

(
Λ′3N ′

c−N ′
f

φN ′
c−N ′

f

)1/N ′
c
∣∣∣∣∣

2

+ VCW (φ,X) , (6.21)

where the second term comes from Wφ. The Coleman-Weinberg contribution will be discussed

shortly.

As a starting point, set X = 0 and VCW → 0. Minimizing V (φ,X = 0) gives

|φ0|(2N ′
c−N ′

f )/N ′
c =

√
N ′

c −N ′
f

NcN ′
c

N ′
f

λ′N
′
f /N ′

c

m
Λ′(3N ′

c−N ′
f )/N ′

c , (6.22)

and since Wφφ ∼ m, V (φ0 + δφ,X = 0) corresponds to a parabola of curvature m. The

nonperturbative term only affects φ0 but not the curvature m; this will be important in the

discussion of subsection 3.4.

Next, allowing X to fluctuate (but still keeping VCW → 0), V (φ0, X) gives a parabola

centered at

XWφ=0 = −
√

N ′
c

Nc(N ′
c −N ′

f )
|φ0| (6.23)
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and curvature m. In other words, X = 0 is on the side of a hill of curvature m and height

V (φ0, 0) ∼ m2|φ0|2.
To create a minimum near X = 0, VCW should contain a term m2

CW |X|2, with mCW À m;

this would overwhelm the classical curvature. As explained in Section 4, the massive degrees

of freedom giving the dominant contribution to VCW come from integrating out the massive

fluctuations along q0 and q̃0. The result is

VCW = Ncbh
3m|φ||X|2 + . . . (6.24)

with b = (log4 − 1)/8π2Ñc [72], and ‘. . .’ represent contributions that are unimportant for the

present discussion. In this computation, X and φ are taken as background fields. It is crucial

to notice that the quadratic X dependence appears because X = 0 is an enhanced symmetry

point.

In order to be able to produce a local minimum, the marginal parameters (λ, λ′) will have

to be tuned to satisfy

ε ≡ m2

m2
CW

=
m

bh3|φ| ¿ 1 . (6.25)

In this approximation, the value of φ at the minimum is still given by (6.22); also, X is stabilized

at the nonzero value

X0 = −e
−i

N′c−N′f
N′c

αφ
N ′

f

bh3
λ′N

′
f /N ′

c

(
Λ′3N ′

c−N ′
f

|φ0|2N ′
c−N ′

f

)1/N ′
c

. (6.26)

The phases of φ and X are thus related by

αX +
N ′

c −N ′
f

N ′
c

αφ = π . (6.27)

Inserting (6.22) into (6.26) gives

|X0| =
√

NcN ′
c

N ′
c −N ′

f

m

bh3
. (6.28)

At the minimum, (6.25) gives

(m/Λ′)3N ′
c−N ′

f ¿ (bh3)(2N ′
c−N ′

f )/N ′
cλ′N

′
f (6.29)

so the Yukawa coupling λ in m = λΛ must be taken small for the analysis to be self-consistent.

The calculability condition Λ′ ¿ λ′Φ follows as a consequence of this. At the minimum,

X0 ¿ φ0. The F-terms are given by

Wφ ≈
√

NcN ′
c

N ′
c −N ′

f

mφ0 ∼ WX . (6.30)
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Figure 6.2: A plot showing the shape of the potential, including the one-loop Coleman-Weinberg
corrections, near the metastable minimum. In the φ-direction the potential is a parabola,
whereas in the X-direction it is a side of a hill with a minimum created due to quantum
corrections.

and from (6.22) the scale of supersymmetry breaking is thus controlled by the dynamical scales

of both gauge sectors. In the next subsection, the vacuum will be shown to be long-lived if

(6.25) is satisfied.

Thus the model has a metastable vacuum near the origin, created by a combination of

quantum corrections and nonperturbative gauge effects. The pseudo-runaway towards X =

XWφ=0 has been lifted by the Coleman-Weinberg contribution, as anticipated. This is the

origin of the 1/b dependence in (6.28). The local minimum is depicted in Fig. 6.2.

6.3.3 Stability under other quantum corrections

The metastable vacuum appears from a competing effect between a runaway behavior in the

primed sector and one loop corrections for the meson field X. One is naturally led to ask if,

under these circumstances, other quantum effects are under control. These include higher loop

terms from the massive particles producing VCW as well as perturbative g′ corrections.

Let us first study higher loop contributions from the massive fields in (q, q̃). They can correct

the potential by additive terms of the form Xn, n > 2; these are automatically subleading,

because |X0|2 ¿ m|φ0|. They can also produce higher φ powers. However, such quantum

corrections can only depend on the combination mφ, and thus will be suppressed by powers of
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the UV cutoff Λ0. For instance, a quartic term would appear as (mφ)4/Λ4
0. We conclude that

all these effects are subleading to (6.24).

Furthermore, since nonperturbative effects from SU(N ′
c) were used, we should make sure

that perturbative g′ effects are not important. First note that the nonperturbative term in

(6.21) is of the same order as the classical height of the potential m2|φ|2 (see eq. (6.30)). It

thus suffices to show that g′ perturbative corrections to this height are subleading. A simple

argument for this is as follows. Loops generate typical quartic terms in the Kähler potential

δK =
α

Λ2
0

(Φ∗Φ)2 (6.31)

which change the scalar potential by

[ α

Λ2
0

|φ|2
]
(m2|φ|2) . (6.32)

The prefactor is parametrically small, making these contributions negligible.

6.3.4 Tunneling Out of the Metastable Vacuum

This section will show that the metastable non-supersymmetric vacuum can be made paramet-

rically long-lived by taking the parameter ε ≡ m
bh3|φ0| sufficiently small. The lifetime of the

metastable vacuum may be estimated using semiclassical techniques and is proportional to the

exponential of the bounce action, eB [118].

First, the direction of tunneling in field space needs to be determined. Recall that the

metastable vacuum in the (|φ|, X) space lies at

|φ0|
2N′c−N′f

N′c =

√
N ′

c −N ′
f

NcN ′
c

N ′
f

λ
′N′f

N′c

m
Λ′

3N′c−N′f
N′c , X0 = −

√
NcN ′

c

N ′
c −N ′

f

m

bh3
. (6.33)

(The phase of φ, not of qualitative importance for the present discussion, has been chosen to be

zero. This fixes X to be real - see equation (6.27).) For fixed X the potential has a minimum at

|φ| = |φ0|; while quantum corrections may change this value by an order one number, corrections

to the curvature of the potential in the |φ| direction are negligible. This curvature is positive,

and thus the potential increases as |φ| moves away from |φ0|. The field therefore does not tunnel

in the |φ| direction (see (6.2)). Along the X direction, however, the potential without quantum

corrections near the enhanced symmetry point is like the side of a hill. For fixed |φ| = |φ0|, the

potential decreases in the negative X direction, and the classical curvature at X = 0 is m.

Quantum corrections are qualitatively important when |X| is sufficiently small. For |X|2 ¿
|WX |, their size grows quadratically as a function of X and they are sufficient to change the
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slope of the classical potential enough to introduce a minimum. For |X|2 ' |WX |, the growth

of the quantum corrections is only logarithmic, and the slope of the classical potential again

starts to dominate. Hence, the total potential has a peak that parametrically may be estimated

to lie near

Xpeak ' −
√
|WX | = −

√
Ncm|φ0|. (6.34)

For |X| > |Xpeak|, the potential decreases as X becomes more negative until X reaches the

‘drain’ Wφ = 0,

XWφ=0 = −
√

N ′
c

Nc(N ′
c −N ′

f )
|φ0|. (6.35)

The direction in field space to tunnel out of the false vacuum is towards negative X with fixed

|φ| = |φ0|. It thus suffices to consider the tunneling in the one-dimensional potential, V (X) ≡
V (|φ0|, X). Note that parametrically |X0| ¿ |Xpeak| ¿ |XWφ=0| as ε → 0.

For negative X, using equations (6.21) and (6.33), the one-dimensional potential may be

written as

V (X) =

(
2N ′

c −N ′
f

N ′
c −N ′

f

)
Nc m2 |φ0|2 + N2

c bh3 m2 |φ0|2 f

( −|X|
bh3|φ0|

)
. (6.36)

In the region |X| ¿ |Xpeak|, the function f(x) is dominated by quantum corrections and may

be approximated by

f(x) ' bh3

Nc ε
x2 , (6.37)

where a constant piece coming from the quantum corrections, again not important for the

calculation of the bounce action, has been neglected. On the other hand, in the region |Xpeak| ¿
|X| ¿ |XWφ=0|, the constant slope of the classical potential dominates. The potential in this

region may be approximated by the classical potential plus a constant contribution from the

quantum corrections whose size is roughly given by the height of the potential barrier. The

height of the potential barrier is, from (6.37), of order f(Xpeak/bh3|φ0|) = 1, and it is thus loop-

suppressed compared to the overall magnitude of the potential near the metastable minimum.

The potential in this region will be parametrized by a straight line

f(x) ' 1− 2

√
N ′

c

Nc(N ′
c −N ′

f )
(x− xpeak). (6.38)

In order to estimate the bounce action it is not appropriate to use the thin-wall approxi-

mation [118]. Instead, the potential may be modeled as a triangular barrier [119]. Using the

results of [119], the value to which the field tunnels to is

X̃ ∼ − b h3|φ0|. (6.39)
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Figure 6.3: A plot of the classical potential (dashed line) and the total potential including
one-loop corrections (solid line) for fixed |φ| = |φ0|, where |φ0| is the position of the metastable
minimum in the φ-direction, defined in (6.33). In the figure, Nf = 3, Nc = 2, N ′

f = 1 and
N ′

c = 2. The values were scaled so that the position of the “drain”, Wφ = 0, equals 1 on both
axes. In these units, the position of the metastable minimum is on the order of 10−4.

Note that parametrically |X0| ¿ |Xpeak| ¿ |X̃| as ε → 0, and that |X̃| is loop-suppressed

compared to |XWφ=0|. The bounce action scales as

B ∼ X̃4

V (Xpeak)− V (X0)
∼ b h3 1

ε2
. (6.40)

Therefore B →∞ as ε → 0, and the metastable vacuum is parametrically long-lived.

The total potential V (X), including the full one-loop Coleman-Weinberg potential computed

numerically with the help of [120], is shown in Fig. 6.3. The program of [120] also allowed us

to check numerically the previous tunneling properties.

6.4 Particle spectrum and R-symmetry

In this section, we discuss in more detail the particle spectrum of the model and comment on

the R-symmetry properties.

The fluctuations of the fields around the metastable minimum may be parametrized following
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Fermions Bosons
Weyl mass2 U(Nf − 1) Real mass2 U(Nf − 1)
mult. mult.

φ, trX 2 O(m2) 10 1 0 10

3 O(m2) 10

Xij − trX (Nf − 1)2 − 1 0 Adj0 2((Nf − 1)2 − 1) 0 Adj0
Y , χ χ̃ 1 0 10 1 0GB 10

1 0NCGB 10

2 O(hm|φ0|) 10 4 O(hm|φ0|) 10

Z,Z̃, ρ, ρ̃ 2(Nf − 1) O(hm|φ0|) ¤1+¤
−1 2(Nf − 1) 0GB ¤1

2(Nf − 1) O(hm|φ0|) ¤
−1

2(Nf − 1) O(hm|φ0|) ¤1+¤
−1 2(Nf − 1) O(hm|φ0|) (¤1+

2(Nf − 1) O(hm|φ0|) ¤
−1)

Figure 6.4: Table showing the classical mass spectrum, grouped in sectors of StrM2 = 0 for
Nf = Nc + 1. The O(m2) fields in (φ, trX) are not degenerate. Although supersymmetry is
spontaneoulsy broken, there is no Goldstino at the classical level.

ISS,

φ = φ0 + δφ , M =


 YÑc×Ñc

ZT
Ñc×(Nf−Ñc)

Z̃(Nf−Ñc)×Ñc
X0 + X(Nf−Ñc)×(Nf−Ñc)


 (6.41)

q =


q0 + χÑc×Ñc

ρ(Nf−Ñc)×Ñc


 , q̃ =


q̃0 + χ̃Ñc×Ñc

ρ̃(Nf−Ñc)×Ñc


 , (6.42)

where q0q̃0 := −mφ0/h. All fields are complex; φ0 and X0 are the values at the metastable

minimum.

The relevant mass scales are

M2 = 0, m2, m2
CW = bh3m|φ0|, hm|φ0| . (6.43)

The particles may be divided into three ‘sectors’ with small mixing amongst themselves. Up to

quadratic order, the superpotential is

W = Wφφδφδφ + mNcδφ(X0 + X) + mδφ

Ñc∑
α=1

Yαα

+mNcφ0(X0 + X) + h

Nc∑

f=1

[q0(ρ̃ZT )ff + q̃0(ρZ̃T )ff + X0(ρρ̃T )ff ]

+h

Ñc∑
α=1

[q0(χ̃Y )αα + q̃0(χY )αα] . (6.44)

The first line is related to the new dynamical field δφ; unlike ISS, now X is not a pseudo-flat

direction. The second and third lines are as in ISS.

Consider the case Nf = Nc + 1; the spectrum of classical masses is shown in Fig. 6.4, and

the spectrum of the masses including one-loop CW corrections is shown in Fig. 6.5. The fields

are grouped in sectors of STrM2 = 0.



137

Fermions Bosons
Weyl mass2 U(Nf − 1) Real mass2 U(Nf − 1)
mult. mult.

φ, trX 1 0 10 1 0 10

1 O(m2) 10 1 O(m2) 10

2 O(m2

CW
) 10

Xij − trX (Nf − 1)2 − 1 0 Adj0 2((Nf − 1)2 − 1) O(m2

CW
) Adj0

Y , χ χ̃ 1 0 10 1 0GB 10

1 O(m2

CW
) 10

2 O(hm|φ0|) 10 4 O(hm|φ0|) 10

Z,Z̃, ρ, ρ̃ 2(Nf − 1) O(hm|φ0|) ¤1+¤
−1 2(Nf − 1) 0GB ¤1

2(Nf − 1) O(hm|φ0|) ¤
−1

2(Nf − 1) O(hm|φ0|) ¤1+¤
−1 2(Nf − 1) O(hm|φ0|) (¤1+

2(Nf − 1) O(hm|φ0|) ¤
−1)

Figure 6.5: Table showing the mass spectrum, including one-loop corrections, grouped in sectors
of Str M2 = 0 for Nf = Nc + 1. Notice the appearance of the Goldstino in the (φ, tr X) sector.
The O(m2) fields in (φ, trX) are not degenerate; here m2

CW = bh3m|φ0|.

Fermions Bosons

Weyl mass2 U(Nf − Ñc) SU(Ñc)D Real mass2 U(Nf − Ñc) SU(Ñc)D

mult. mult.
φ, trX 2 O(m2) 10 1 1 0 10 1

3 O(m2) 10 1

Xij − trX (Nf − Ñc)
2 − 1 0 Adj0 1 2((Nf − Ñc)

2 − 1) 0 Adj0 1

Y , χ χ̃ Ñ2
c 0 10 Adj Ñ2

c 0GB 10 Adj

Ñ2
c 0NCGB 10 Adj

2Ñ2
c O(hm|φ0|) 10 Adj 4Ñ2

c O(hm|φ0|) 10 Adj

Z,Z̃, ρ, ρ̃ 2Ñc(Nf − Ñc) O(hm|φ0|) ¤1+¤
−1 ¤+¤ 2Ñc(Nf − Ñc) 0GB ¤1 ¤

2Ñc(Nf − Ñc) O(hm|φ0|) ¤
−1 ¤

2Ñc(Nf − Ñc) O(hm|φ0|) ¤1+¤
−1 ¤+¤ 2Ñc(Nf − Ñc) O(hm|φ0|) (¤1+ (¤+

2Ñc(Nf − Ñc) O(hm|φ0|) ¤
−1) ¤)

Figure 6.6: Table showing the classical mass spectrum, grouped in sectors of Str m2 = 0, for
Nf > Nc + 1. After gauging SU(Ñc), the traceless goldstone bosons from (χ, χ̄) are eaten,
giving a mass m2

W = g2m|φ0|/h to the gauge bosons. Further, from VD = 0, the noncompact
goldstones also acquire a mass m2

W . Including CW corrections, tr X acquires mass m2
CW and

one of the fermions becomes massless.

The fields (Y, χ, χ̃) form three chiral superfields, with supersymmetric masses, and hence do

not contribute when integrated out at one loop. The Coleman-Weinberg potential is generated

by the fields (Z, Z̃, ρ, ρ̃), which are the heaviest in the spectrum. Including such quantum

corrections, tr X acquires a mass m2
CW , while the mass of φ is not modified. Interestingly, at

the classical level there is no massless Goldstino, since the expansion is not around a critical

point of the classical potential. Including quantum corrections, one of the massive fermions in

the (φ, tr X)-sector becomes massless, as may be seen in Fig. 6.5. A similar situation, in the

opposite limit of small supersymmetry breaking, has been discussed recently in [115].

The case Ñc = Nf −Nc > 1 can be similarly analyzed, and is shown in Fig. 6.6.

The Standard Model gauge group can be embedded inside the global symmetry group of this
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model. In this way, renormalizable models of direct gauge mediated supersymmetry breaking

may be constructed.

6.4.1 Breaking the R-symmetry

To have gaugino masses, any R-symmetry must be broken, explicitly and/or spontaneously [72],

[115]. The low energy superpotential 6.18 has the following U(1)R symmetry:

Rφ = 2
N ′

c

N ′
f

, RX = 2
N ′

f −N ′
c

N ′
f

, Rq = Rq̃ =
N ′

c

N ′
f

. (6.45)

Since the VEV’s of these fields are nonzero in the metastable vacuum, the R-symmetry is

spontaneously broken, and there is an R-axion a. In terms of the phase of the i-th field, the

axion is

φi =
1√
2

fR

Ri
eiRi(a/fR) , (6.46)

where the decay constant fR is defined as

fR =
[∑

i

(√
2Ri|〈φi〉|

)2
]1/2

(6.47)

and Ri is the R-charge of φi. In [121] it was pointed out that if R-symmetry is broken spon-

taneously in an O’ Raifeartaigh model, then the theory should contain a field with R-charge

different than 0 or 2. This is also the case in the present situation, although our model does

not contain the linear O’ Raifeartaigh term.

For finite Λ̃, the det X contributions need to be taken into account, and the U(1)R sym-

metry becomes anomalous. Adding this term induces a tadpole for Y , which now acquires an

expectation value of order

Y ∼
[
X0

Λ̃

] 3Nc−2Nf
Nf−Nc

X0 , (6.48)

so that |Y | ¿ |X0|. Then the mass of the R-axion follows from

|WX |2 ∼
∣∣∣∣∣mφ + cX2

0

[
X0

Λ̃

]2
3Nc−2Nf

Nf−Nc

∣∣∣∣∣

2

. (6.49)

Deriving twice the cross-term, which is proportional to cos(a/f), yields the axion mass

m2
a ∼ m2

([
λ

bh3

]2
3Nc−2Nf

Nf−Nc ε

bh3

)
¿ m2 , (6.50)

where λ is the Yukawa coupling appearing in m = λΛ. Thus, R-symmetry is both spontaneously

and explicitly broken.
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6.5 Metastability near generic points of enhanced symmetry

In this section, the existence and genericity of metastable vacua near enhanced symmetry points

is explored. Statistical analyses of the supersymmetry breaking scale up to date have not taken

into account loop quantum effects as these corrections are hard to evaluate on an ensemble of

field theories. However, metastable vacua introduced by the Coleman-Weinberg potential, with

all the relevant parameters generated dynamically, may change such results. Before considering

the general case, let us analyze (6.6).

6.5.1 Non-coincident enhanced symmetry points

Consider two gauge sectors as in (6.6), with enhanced symmetry points at Φ = 0 and Φ = ξ,

respectively. The free magnetic sector is taken to be massless at Φ = 0; integrating over the

other primed sector gives

W = mΦtr M + h tr qMq̃ + N ′
c

[
λ′N

′
f Λ′3N ′

c−N ′
f (Φ + ξ)N ′

f
]1/N ′

c . (6.51)

Since metastable vacua were shown to exist for ξ = 0, here the discussion is restricted to the

limit of ξ much bigger than all the energy scales in the problem. This is consistent with the

fact that naturalness demands any relevant coupling to be of order the UV cutoff.

Introducing the notation

α = N ′
f/N ′

c , K = N ′
cλ
′N ′

f /N ′
c Λ′(3N ′

c−N ′
f )/N ′

c , (6.52)

the equations of motion for φ and X give

Ncm
2φ = α2(1− α)

K2

ξ3−2α
. (6.53)

|X| = Nc

α(1− α)
m2ξ2−α

K
. (6.54)

Without fine-tuning m or K, X tends to be driven away from the origin as ξ increases. The

fine-tuning may be seen, for instance, from the requirement mCW À m, which implies

m3 ¿ bh3 K2

ξ3−2α
. (6.55)

Although this resembles the calculability condition (6.29), now there are powers of the large

scale ξ in the denominator. For ξ of order the UV cutoff, this represents a big fine-tuning, either

on the coefficient K or on the small mass parameter m.

The conclusion is that, while metastable vacua can occur for far away enhanced symmetry

points, this situation is not generic and requires fine-tuning. This is to be expected, once

relevant parameters are allowed to appear in the superpotential.
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6.5.2 General Analysis

A generic structure in the landscape of effective field theories corresponds to a gauge theory

with vector-like matter and mass given by a singlet, whose dynamics is related to another sector.

The superpotential may be written as

W = f(Φ) + λ Φtr(QQ̄) . (6.56)

Here, (Q, Q̄) are Nf quarks in SU(Nc) SQCD; f(Φ) may be generated, for instance, from a flux

superpotential, by nonrenormalizable interactions [101], or, as in the case studied in this work,

by another gauge sector. Next, it is required that the SQCD sector be in the free magnetic

range; this is still a generic situation. The dual magnetic description is weakly coupled near the

enhanced symmetry point Φ = 0, where the superpotential reads

W = f(Φ) + mΦtr M + h tr qMq̃ . (6.57)

The question that will be addressed here is: what restrictions need to be imposed on f(Φ),

so that the one loop potential VCW can create a metastable vacuum near M = 0? Since we are

interested in the novel effect of pseudo-runaway directions we will demand f ′(Φ) 6= 0. The case

f ′(Φ) = 0 is standard in such analyses, see e.g. [116].

As discussed in Section 3, this is possible only if

m2
CW := Ncbh

3m|φ| À m2 (6.58)

where φ denotes the expectation value of Φ at the metastable vacuum. Further, one needs to

impose that

h2|X|2 ¿ m|φ| (6.59)

in order for the Taylor expansion of VCW around X = 0 to converge. Evaluating the potential

as in (6.21),

V = Ncm
2|φ|2 +

∣∣f ′(φ) + mNc X
∣∣2 + m2

CW |X|2 . (6.60)

The rank condition, an essential ingredient in the discussion, just follows from having SQCD

in the free magnetic range. This fixes the first term, which comes from WM , and the block

structure of the matrix M ; X was defined in (6.19).

Extremizing V (φ, X = 0) leads to

Ncm
2φ = −f ′(φ) f ′′(φ)∗ . (6.61)

On the other hand, minimization with respect to X in the approximation m2
CW À m2, gives

the metastable vacuum

m2
CW X = −Ncmf ′(φ) . (6.62)
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Notice that m2
CW À m2 makes this value parametrically smaller than the position of the ‘drain’

f ′(φ) + mNc X = 0. This ensures the stability of the nonsupersymmetric vacuum. Replacing

(6.61) in (6.62) (with m2
CW = Ncbh

3|φ|) yields

|X| = Ncm
2

bh3

1
|f ′′(φ)| . (6.63)

It is possible to combine the conditions (6.58) and (6.59) with the values at the metastable

vacuum (6.61), (6.63), to derive constraints on f(φ): (6.58) now reads

|f ′(φ)f ′′(φ)|
m3

À 1
bh3

, (6.64)

while (6.59) gives

h2|f ′(φ)|2 ¿ m(bh3)2|φ|3 . (6.65)

Summarizing, the necessary conditions for metastable vacua near X = 0 to exist are (6.64)

and (6.65). As illustrated in the previous subsection, they require fine-tuning the coefficients of

f(φ), except in the case of coincident enhanced symmetry points, where there are no relevant

scales.

6.6 Conclusions

We have constructed a model with long-lived metastable vacua in which all the relevant para-

meters, including the supersymmetry breaking scale, are generated dynamically by dimensional

transmutation. The model consists of two N = 1 supersymmetric QCD sectors with flavors

whose respective masses are controlled by the same singlet field. One of the gauge sectors is

in the free magnetic range while the other is in the electric range. The metastable vacua are

produced near a point of enhanced symmetry by a combination of nonperturbative gauge effects

and, crucially, perturbative effects coming from the one-loop Coleman-Weinberg potential.

The model has the following desirable features: an explicitly and spontaneously broken

R-symmetry, a singlet, a large global symmetry, naturalness and renormalizability.

There are two points that have to be stressed. First, a salient feature of the model is the

existence of pseudo-runaway directions. They correspond to a runaway behavior that is lifted

by one loop quantum corrections. This has not been observed before, the closest analog corre-

sponding for example to the pseudo-moduli of [72]. It is quite plausible that this phenomenon

appears in other models as well. The criterion is that the height of the potential has to be para-

metrically larger than the curvature, as quantified in Section 3. The strength of the quadratic

Coleman-Weinberg corrections is set by this height, thus introducing a local minimum of high

curvature in the (otherwise) runaway potential.
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In dynamical supersymmetry breaking models [122–127], nonsupersymmetric vacua gener-

ally arise due to competing effects between a nonperturbative runaway and a classical term in

the superpotential, as in the (3,2) model [128]. Our analysis shows that it is possible to stabi-

lize such runaways even without tree-level terms, provided that one is close to certain enhanced

symmetry points.

The second feature worth emphasizing is the connection between enhanced symmetry points

in gauge theory moduli spaces and metastable dynamical supersymmetry breaking. There are

reasons to believe that such vacua are generic. At the field theory level this is associated to the

fact that a nonzero Witten index [129] may still allow an approximate R-symmetry [130]. While

dynamical ISS models are not hard to construct, in general these mechanisms involve discrete

R-symmetries [101]. This is very suppressed in the landscape of string vacua, corresponding to

a high codimension locus in the flux lattice [131]. On the other hand, the construction presented

here does not suffer from the previous difficulty. Therefore, it would be interesting to study

how statistical estimates of the scale of supersymmetry breaking change, once the model is

embedded in string theory.
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Chapter 7

Metastable supersymmetry breaking and multitrace

deformations of SQCD

7.1 Introduction and summary

Based on [7], in this chapter we explore metastable vacua in supersymmetric QCD in the

presence of single and multitrace deformations of the superpotential, with the aim of obtaining

an acceptable phenomenology.

It is not possible to build a phenomenologically viable model of gauge mediation using

directly the ISS superpotential (6.1). This is due to an unbroken R-symmetry that forbids

non-zero gaugino masses. A natural question is then how the phenomenology changes when the

superpotential is a more general polynomial in Q̃Q. While this has been considered before for

some particular superpotential deformations (see e.g. [104, 107, 108, 112, 113]), a more detailed

account of the space of metastable vacua and the low energy phenomenology is needed. For

instance, the light fermions of the model have not been fully explored. The aim of this work is

to analyze the IR properties of the theory and its phenomenology in the presence of a generic

U(Nf )-preserving polynomial superpotential

W = m tr(QQ̃) +
1

2Λ0
tr

[
(QQ̃)2

]
+

1
2Λ0

γ
[
tr (QQ̃)

]2 + . . . , (7.1)

where Λ0 À Λ is some large UV scale, γ is an order one coefficient, and ‘. . .’ are sextic and

higher dimensional operators.

Deforming (6.1) by a generic polynomial in Q̃Q breaks R-symmetry explicitly at tree level,

and additional supersymmetric vacua are introduced [132]. The supersymmetric vacua for

a single trace superpotential were analyzed in detail in [108], where it was found that the

magnetic theory has classical supersymmetric vacua with various possible unbroken subgroups

of the magnetic gauge group. This should be contrasted with the case of ISS, Eq. (6.1), where

the magnetic gauge group is completely Higgsed and supersymmetry is broken classically by

the rank condition.

After taking into account one loop quantum corrections in the magnetic theory, one finds the
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deformed theory also has metastable vacua at low energies [108]. The dynamical reason for this

is that the deformations to the magnetic superpotential come from irrelevant operators in the

electric theory, which are parametrically suppressed. Therefore, we end up with a controllable

deformation of the ISS construction in the IR. These vacua break R-symmetry spontaneously,

and in phenomenologically interesting regions of parameter space the spontaneous breaking is

much larger than the explicit breaking.

Since supersymmetric vacua allow for unbroken magnetic gauge groups, one might expect

the same to occur for metastable vacua. However, the metastable vacua in the theories we

explore below have a completely broken magnetic gauge group; vacua with unbroken subgroups

of the magnetic gauge group do not occur. This is in some disagreement with [108] and it would

be interesting to see how this effect appears in the brane constructions of metastable vacua [75].

Next we will analyze the phenomenological properties of the spectrum, with particular at-

tention to the light fermions, including the Standard Model gauginos and a multiplet of fermions

from the “meson” superfield M = Q̃Q. If the superpotential contains only single traces of pow-

ers of M , the singlet and adjoint parts of the meson superfield M = Q̃Q have the same one loop

effective action. The singlet fermion is the Goldstino, and must be massless at one loop through

a cancellation of its nonzero tree level mass against a one loop correction. The adjoint fermions

(or more precisely, a certain subset thereof) have the same tree and one loop effective action,

and so their masses arise only at two loops (and/or through equally small mixing effects.) Con-

sequently their masses are small compared with those of the Standard Model gauginos, which

arise at one loop.

In this paper we will be considering the case where the embedding of the Standard Model

gauge group into the U(Nf ) flavor group endows these fermions with Standard Model quantum

numbers. With such light masses, these fermions would already have been observed, and so

these models would be phenomenologically unacceptable.

We are therefore led to consider a multitrace deformation of the superpotential; in particular,

we must take γ 6= 0 in Eq. (7.1). Then the cancellation between the tree level and one loop

masses for the Goldstino fails for the adjoint fermions, leaving them with masses proportional to

γ. The phenomenology of direct gauge-mediated models based on this theory is quite rich, since

the adjoint fermions may be lighter or heavier than the Standard Model gauginos, depending

on γ. Mixing between these fermions and the gauginos is negligibly tiny, due to a charge-

conjugation symmetry in (7.1).

The various sections are arranged as follows. In Section 7.2, we discuss the moduli space

of SQCD with the superpotential Eq. (7.1), keeping only terms up to quartic order in the
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electric fields. In Section 7.3, we review SQCD without deformations (ISS), with emphasis on

the spectrum and associated phenomenological issues. In Section 7.4, we study single trace

deformations of the ISS superpotential, that is, the case γ = 0. We show that all metastable

vacua have a magnetic gauge group that is completely Higgsed, and we discuss the spectrum,

showing it is unacceptable for phenomenology. Next, in Section 7.5 we consider γ 6= 0, describing

the spectrum in detail. Finally, Section 7.6 contains a brief overview of the phenomenology of

and constraints on such models.

7.2 SQCD with a multitrace superpotential

In this section, we analyze the symmetries and supersymmetric vacua of SQCD in the presence

of a generic U(Nf )-preserving polynomial superpotential.

Supersymmetric QCD with gauge group SU(Nc) and Nf flavors (Qi, Q̃j) with equal masses

m has a global symmetry group

SU(Nf )V × U(1)V (7.2)

under which (Qi, Q̃i) transform as (2+1, 2−1). There is also a discrete Z2 charge conjugation

symmetry Qi ↔ Q̃i. For phenomenological applications we will later weakly gauge a subgroup

of SU(Nf )V and identify it with the Standard Model gauge groups. We will also gauge U(1)V

to remove a Nambu-Goldstone boson.

The most general quartic superpotential preserving this symmetry is of the form

W = m tr(QQ̃) +
1

2Λ0
tr

[
(QQ̃)2

]
+

1
2Λ0

γ
[
tr (QQ̃)

]2

. (7.3)

We will typically consider Λ0 À Λ À m, and take γ to be of order one or smaller. We will not

consider sextic or higher operators, since they are suppressed by higher powers of Λ0 and would

not affect our discussion. The nonrenormalizable superpotential (7.3) could be generated from

a renormalizable theory, for example by integrating out fields with masses ∼ Λ0 that couple to

QQ̃.

Let us consider the theory in various limits. First, for W = 0 there is a moduli space of

vacua parameterized by mesons and baryons modulo classical constraints. The global symmetry

is enhanced to SU(Nf )L × SU(Nf )R × U(1)V , and there is a non-anomalous U(1)R symmetry

as well as an anomalous U(1)A axial current.

For m/Λ 6= 0 but Λ0 → ∞, the superpotential is renormalizable, and the theory has an

exact classical U(1)R symmetry which is anomalous at the quantum level.1 The non-anomalous

1There is also an approximate non-anomalous R-symmetry “U(1)R′” which is restored as m → 0, but we will



146

symmetries of the model are

SU(Nf )V U(1)R U(1)V

Qi 2 +1 +1

Q̃i 2 +1 −1

Λ3Nc−Nf 0 2Nc 0

plus the Z2 charge conjugation. The F-term relations lift the moduli space and the only vacuum

is at the origin.

On the other hand, for m 6= 0 and Λ0 large but finite, all R-symmetries are explicitly broken

at the classical level. New discrete supersymmetric vacua appear in the regime

Q̃Q ∼ mΛ0 .

7.2.1 Magnetic dual

Below the scale Λ, the theory is described by an effective theory, called the “dual magnetic

theory”, with gauge group SU(Ñc), singlet mesons Φij , and Nf fundamental flavors (qi, q̃j); we

define Ñc ≡ Nf − Nc. The theory has a positive beta function and is weakly-coupled in the

infrared. After an appropriate change of variables, the classical tree level superpotential reads

W = h tr(qΦq̃)− hµ2 trΦ + +
1
2
h2µφ

(
trΦ2 + γ(trΦ)2

)
. (7.4)

where the first trace is over magnetic color and the remaining traces are over flavor indices.

The relation with the electric variables is (roughly)

ΛΦ ∼ Q̃Q, h µ2 ∼ Λm , h2 µφ ∼ Λ2

Λ0
.

More details may be found in [72].

As in ISS, we restrict to small quark masses m ¿ Λ. We will also restrict ourselves to the

range

Λ0 À
√

Λ
m

Λ , (7.5)

which guarantees that hµφ ¿ µ. This will be needed to have long-lived metastable vacua.

There are nonperturbative corrections to the superpotential (7.4), but they are all small enough

not to affect our calculations given (7.5).

Also, these conditions ensure that the symmetries of the model at the scale Λ are approxi-

mately SU(Nf )L×SU(Nf )R×U(1)V ×U(1)R′ , broken to SU(Nf )V ×U(1)V only by effects of

not need to consider this symmetry.
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order m/Λ and Λ/Λ0. Therefore, to an excellent approximation, both the superpotential and the

Kähler potential satisfy the larger symmetry group, under which the trace and traceless parts

of Φij transform as a single irreducible multiplet. We will work only to leading non-vanishing

order in the symmetry-breaking effects from non-zero m and non-infinite Λ0.

Furthermore, the discrete Z2 charge-conjugation symmetry of the electric theory appears as

the transformation

Φ → ΦT , qi ↔ q̃i . (7.6)

This transformation plays an important role in the phenomenology of gauge mediation models

based on (7.4), and indeed in other ISS-related models (see e.g. [133]).

As in the electric theory, the R-symmetry is explicitly broken, and we expect new super-

symmetric vacua parametrically at µ2/µφ. Indeed, the solutions to the F-term constraints

(− hµ2 + h2µφγ trΦ
)
INf×Nf

+ h2µφ Φ + h q̃q = 0

qΦ = Φq̃ = 0 , (7.7)

are

〈h Φ〉 =
1

1 + (Nf − k)γ
µ2

µφ


 0k×k 0k×(Nf−k)

0(Nf−k)×k I(Nf−k)×(Nf−k)


 (7.8)

and

〈q̃q〉 =
1

1 + (Nf − k)γ
µ2


 Ik×k 0k×(Nf−k)

0(Nf−k)×k 0(Nf−k)×(Nf−k)


 (7.9)

with k = 1, . . . , Nf −Nc. (Here I represents the identity matrix, and a subscript r× s indicates

a block matrix of the corresponding size.) The appearance of the extra parameter k classifying

different classical vacua has been observed for γ = 0 by [108]. In particular, for k < Nf − Nc

there is an unbroken magnetic gauge group SU(Nf −Nc − k).

7.3 Metastable DSB in the R-symmetric limit

In the next three sections, we will analyze the IR dynamics of (7.4) in three steps. First, we

review the ISS model [72], the R-symmetric limit µφ = 0, which corresponds to an electric

SQCD with massive flavors and no irrelevant operators. We will highlight the spectrum and

associated phenomenological problems. In Section 7.4, we show how these problems are not

entirely solved by making µφ non-zero but leaving γ = 0. Finally, in Section 7.5, we show how

the theory with γ 6= 0 resolves the remaining problems.
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7.3.1 The model and its spectrum

The ISS model considers massive SQCD near the origin in field space in the free magnetic range

Nc + 1 ≤ Nf < 3
2Nc, where the theory has a dual magnetic description with superpotential

W = −hµ2 trΦ + htr(qΦq̃) . (7.10)

At the classical level the theory breaks supersymmetry by the rank condition. We parametrize

the fields by

Φ =


YÑc×Ñc

ZT
Ñc×Nc

Z̃Nc×Ñc
XNc×Nc


 (7.11)

qT =


χÑc×Ñc

ρNc×Ñc


 , q̃ =


χ̃Ñc×Ñc

ρ̃Nc×Ñc


 , (7.12)

where Ñc = Nf−Nc is the rank of the magnetic gauge group. The classical moduli space of vacua

is parametrized by 〈χχ̃〉 = µ2 IÑc×Ñc
and 〈X〉. The other fields have vanishing expectation

values. In the rest of the paper we will restrict to metastable vacua with maximal unbroken

global symmetry, by choosing the ansatz

〈X〉 = X0 INc×Nc , 〈χ〉 = q0 IÑc×Ñc
, 〈χ̃〉 = q̃0 IÑc×Ñc

. (7.13)

It will be checked that this is a self-consistent choice.

The vev for χχ̃ breaks the gauge group SU(Ñc)G completely, with the breaking pattern

SU(Ñc)G × SU(Nf )V × U(1)V → SU(Ñc)V × SU(Nc)× U(1)′ . (7.14)

(Here all groups except SU(Ñc)G are global; we remind the reader that Ñc = Nf −Nc). The

reduction of the global symmetry group leads to 2NcÑc+1 Nambu-Goldstone modes. The fields

(ρ, ρ̃, Z, Z̃) are charged under U(1)′, which plays the role of a messenger number symmetry.

See [72] for a more detailed discussion.

The flat directions X are not protected by holomorphy or symmetries and, as we shall

review shortly, become massive at one loop. (A field with these properties is called a “pseudo-

modulus” [72].) In particular, X is stabilized at the origin. Near the origin of moduli space the

rank condition imposes

|FX | = |hµ2| , (7.15)

and the scale of supersymmetry breaking is

Vmin = Nc |h2µ4| . (7.16)
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To analyze the spectrum of the theory, it is convenient to rewrite the superpotential in terms

of the component fields,

W = −hµ2 trX + h tr
(
ρ Z

)

X µ

µ 0





 ρ̃

Z̃




+ hµ tr
[
Y (χ + χ̃)

]
+ h tr

(
χY χ̃ + ρZ̃χ̃ + χZρ̃

)
. (7.17)

The spectrum consists of three sectors, each consisting of fields satisfying Str M2 = 0.

(1) The (ρ, Z) sector : Treating X as a background superfield, the (ρ, Z) supersymmetric

mass matrix is

Mf =


hX hµ

hµ 0


 (7.18)

while the bosonic matrix is computed, as usual, including off-diagonal blocks with F-terms.

There are 2NcÑc Dirac fermions that come from (ψρ, ψZ) and (ψρ̃, ψZ̃). Near the origin

of field space, their masses are of order hµ, from (7.18). The scalars combine into 4NcÑc

complex fields, which are linear combinations of (ρ, Z, ρ̃∗, Z̃∗). There are NcÑc complex Nambu-

Goldstone bosons from the combinations Re (ρ + ρ̃) and Im (ρ − ρ̃). The 3NcÑc remaining

complex scalars have splittings of order, and centered around, hµ. The numerical coefficients

adjust to preserve Str M2 = 0.

This sector will play the role of the messenger sector in gauge mediation applications. Once

a subgroup of the flavor symmetry is identified with the Standard Model, and gauged with

couplings gSM , the Nambu-Goldstone modes will acquire a one loop mass of order gSMµ/(4π).

(In particular, we will study the case where SU(Nc) is gauged — see Eq.(7.14).) The lightest

state will be stable in the full theory, since the messenger sector is protected by the non-

anomalous U(1)′ messenger number.

(2) The (Y, χ) sector : Fermions from Y, (χ + χ̃) form Ñ2
c Dirac fermions with mass ∼ hµ.

The traceless part2 of the chiral superfield (χ− χ̃), which contains the NG bosons Im (χ′− χ̃′),

is eaten by the superHiggs mechanism when the magnetic group is gauged.

The field Im tr(χ−χ̃) is a NG boson associated to the breaking of U(1)V . The field Re tr(χ−
χ̃) corresponds to a pseudo-modulus, which will be lifted at one loop. The fermion from tr (χ−χ̃)

is massless. This sector has a supersymmetric spectrum at tree level.

The massless fields from tr (χ − χ̃) would be phenomenologically forbidden. This forces us

to gauge U(1)V , so that the superfield tr (χ− χ̃) is eaten by the U(1)V gauge boson and at tree

level acquires a mass of order gV µ.

2We denote traceless fields with primes; for instance X′ is the traceless part of X.



150

(3) The X sector : X is a flat direction, with massless fermionic partner at tree level. In

particular, ψtr X is the Goldstino.

One loop contributions from heavy particles lift the pseudo-moduli. The fields (Y, χ, χ̃) do

not couple at tree level to the supersymmetry breaking sector, so they do not contribute to

the one loop effective potential for the pseudo-moduli. Because we are in the regime where

|FX | = |hµ2| is of order the square of the messenger masses, the effect of integrating out

the messengers does not have a simple expression in superspace, and it is more convenient to

work directly with nonsupersymmetric expressions. The bosonic action is given by the usual

Coleman-Weinberg formula [118]

VCW =
1

64π2
STr M4 log

M2

Λ2
. (7.19)

Near the origin of moduli space X ¿ µ, the potential is approximated by [72]

VCW ≈ a

2
|h4µ2| tr

(
Re

1√
2
[χ− χ̃]

)2

+ b|h4µ2| tr (X†X) (7.20)

with

a =
log 4− 1

8π2
Nc , b =

log 4− 1
8π2

Ñc . (7.21)

Therefore, in the ISS model the pseudo-moduli are consistently stabilized at the origin and

R-symmetry is preserved. In this approximation, the one loop mass of the bosonic field X is

given by

m2
CW = b|h4µ2| = log 4− 1

8π2
Ñc |h4µ2| . (7.22)

7.3.2 Phenomenological problems

One could try to use the ISS construction as the supersymmetry breaking sector in models of

direct gauge mediation. However, since R-symmetry is preserved in the metastable vacuum,

Majorana masses for the Standard Model gauginos are forbidden. The same applies to the

fermions ψX and ψχ−χ̃, which may have SM quantum numbers after embedding the SM gauge

group into the flavor symmetry group of the model. For these reasons, this model does not give

an acceptable phenomenology.

There are various ways of improving this situation (see, for instance, [116, 134, 135]). One

very interesting proposal [133,136] is that the gauginos could come from Dirac fermions, whose

mass is not constrained to vanish by an unbroken R-symmetry. This idea was applied to the

ISS model in [137], by adding new fields and interactions to the superpotential. Dirac masses

appear from one loop diagrams mixing the MSSM Weyl gauginos with the new Weyl fermions.
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One problem with this approach is that doubling the number of fields (in order to have Dirac

fermions) creates a Landau pole close to the messenger scale. In this case, corrections from the

microscopic theory may become important.

Another possibility is to deform the superpotential by higher powers of the meson superfield,

explicitly breaking the R-symmetry at tree level [104, 107, 108]. We consider this possibility in

detail below.

7.4 Single trace deformation

We begin by considering the superpotential Eq. (7.4) with γ = 0, that is, with only a single

trace perturbation:

W = −hµ2 trΦ + htr(qΦq̃) +
1
2
h2µφ tr (Φ2) . (7.23)

This model was discussed in [108], where it was suggested that new metastable vacua, with

unbroken magnetic group, appear around X ∼ µ. However, this region of parameter space is

subtle, because higher order corrections to (7.20) become important. We will have two new

things to say about this model.

(1) By considering the full logarithmic one loop potential (7.19), it is possible to show that

the metastable vacua with unbroken magnetic gauge group are actually unstable. Thus, one is

led to study only the ISS-like vacuum where the magnetic gauge group is completely Higgsed.

(2) Gauginos indeed become massive at one loop in this model, as expected from the R-

symmetry breaking. However (ignoring some subtleties which we will discuss later) the adjoint

fermions ψX′ become massive only at two loops, because diagrammatic cancellations that make

the Goldstino ψtr X massless at one loop also force the adjoint fermions ψX′ to be massless at

this order. This provides the main motivation for studying non-zero γ below.

7.4.1 Metastable supersymmetry breaking

The classical supersymmetric vacua are obtained by setting γ = 0 in (7.8) and (7.9). In order

to analyze the effect of the deformation on the ISS metastable vacuum, the cases k = Nf −Nc

and k < Nf −Nc have to be distinguished.

Case k = Nf −Nc

This is the analog of the ISS construction, with no unbroken gauge group. The fields are

parameterized as in Eqs. (7.11) and (7.12). We will now review why a metastable vacuum

appears at a distance of order µφ/b away from the origin [108].
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Fermions Bosons

Weyl mass U(Nc) SU(Ñc)D Real mass U(Nc) SU(Ñc)D

mult. mult.

trX 1 h2µφ 10 1 2 h2µφ 10 1

X ′ N2
c − 1 h2µφ Adj0 1 2(N2

c − 1) h2µφ Adj0 1

Y , χ, χ̃ Ñ2
c O(hµ) 10 Adj 2Ñ2

c O(hµ) 10 Adj

Ñ2
c O(hµ) 10 Adj 2Ñ2

c O(hµ) 10 Adj

Ñ2
c − 1 gmagµ 10 Adj 2(Ñ2

c − 1) gmagµ 10 Adj
1 0 10 1 1 0NGB 10 1

1 0 10 1

Z,Z̃, ρ, ρ̃ 2NcÑc O(hµ) �1+�−1 �+� 2NcÑc 0NGB �1 �

2NcÑc O(hµ) �−1 �

2NcÑc O(hµ) �1+�−1 �+� 2NcÑc O(hµ) (�1+ (�+

2NcÑc O(hµ) �−1) �)

Figure 7.1: The classical mass spectrum, grouped in sectors with StrM2 = 0. Since supersym-
metry is spontaneously broken only after including one loop effects, there is no Goldstino at
tree level. gmag is the magnetic gauge coupling. A subscript “NGB” indicates the particle is
massless because it is a Nambu-Goldstone boson. Subscripts in the third column indicate the
charge under the U(1) subgroup. Note this table gives the spectrum before the Standard Model
gauge group is gauged.

As a starting point, set VCW → 0. Due to the classical deformation, X is no longer a flat

direction, unlike the ISS case. Rather, the origin X0 ∼ 0 is at the side of a paraboloid of

classical curvature |h2µφ|2. In other words, the origin is unstable against classical flow of X0

toward the supersymmetric vacua discussed before. The tree level spectrum near the origin is

shown in Figure 7.1.

In order to create a local minimum, the quantum contribution VCW ∼ mCW |X0|2 should

overwhelm the curvature of the classical potential, i.e., mCW À |h2 µφ|. This rather interesting

effect, where a one loop contribution stabilizes a classical runaway direction, was analyzed in [6].

Here, the stabilization of X0 can occur naturally, since µφ, arising from a nonrenormalizable

operator in the microscopic theory, is parametrically small. The condition that the one loop

potential introduces a supersymmetry breaking minimum,

ε ≡ m2
cl

m2
CW

≈
∣∣∣
µ2

φ

bµ2

∣∣∣ ¿ 1 , (7.24)

is naturally satisfied.

The potentials at tree level and at one loop, as a function of X0, are shown in Figure 7.2. As

seen from the figure, the tree level potential (lower magenta curve), which is obtained from the
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Figure 7.2: Metastable vacuum near X ∼ 0, for a single trace quadratic deformation of the
superpotential (i.e. γ = 0). All parameters have been chosen to be real. The bottom (magenta)
line is the tree level potential, while the top (blue) line shows the tree level potential plus one
loop Coleman-Weinberg corrections. The X-axis has been normalized such that the position
of the tree level supersymmetric vacuum lies at X/(µ2/µφ) = 1. Notice how the one loop
corrections create a (metastable) minimum near the origin.

superpotential in (7.23), has no supersymmetry breaking minimum. A metastable minimum is

created near the origin once the one loop quantum corrections in the form of VCW are included

(upper blue curve).

As a result of the competition between the classical and quantum contributions, a metastable

vacuum is created at

hX0 ≈
µ2µ∗φ

b|µ|2 + |µφ|2 , q0q̃0 = µ2 ; (7.25)

see Eq. (7.13) for the notation. As expected, X0 is proportional to the explicit R-symmetry

breaking parameter µφ. However, it is larger than this by the inverse loop factor 1/b. This

follows from the fact that the minimum appears from balancing a tree level linear term of order

µ2 µφ against a one loop quadratic term of order bµ2.

The pattern of symmetry breaking in this vacuum is

SU(Ñc)G × SU(Nf )V × U(1)V → SU(Ñc)V × SU(Nc)× U(1)′ , (7.26)

where only the messengers transform under U(1)′. Unlike the ISS construction, here X0 6= 0,

so that the R-symmetry is both explicitly and spontaneously broken, with the latter dominating
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since |hX0| À |µφ|.

Case k < Nf −Nc

The possibility of metastable vacua with k < Nf − Nc is very interesting; coupling this to

the MSSM, it would imply unbroken gauge groups in the hidden sector. Properties of such

configurations were discussed in [108]. Unfortunately, we will now show that there are generically

no metastable vacua in this regime.

Such vacua should be of the form

Φ =


0 0

0 X(Nf−k)×(Nf−k)


 , q̃q =


µ2Ik×k 0

0 0


 . (7.27)

The parametrization of the fluctuations is slightly more involved,

Φ =


 Yk×k Zk×(Nf−k)

Z̃(Nf−k)×k X(Nf−k)×(Nf−k)


 , q =


 Vk×k Tk×(Ñc−k)

P(Nf−k)×k ϕ(Nf−k)×(Ñc−k)


 (7.28)

and similarly for q̃. As in the case k = Nf −Nc, the expectation values are chosen to be of the

form

〈X〉 = X0 I(Nf−k)×(Nf−k) , 〈V 〉 = q0 Ik×k , 〈Ṽ 〉 = q̃0 Ik×k .

The new fields (ϕ, ϕ̃) and (T, T̃ ) do not exist for k = Nf −Nc. They are fundamental flavors

of the unbroken magnetic group SU(Nf −Nc − k).

As was found in [108], positivity of the bosonic mass matrix of (ϕ, ϕ̃) implies

|X0|2 ≥ |µ2 − hµφX0| .

This places us in the regime X0 & µ. In this regime, the quadratic approximation (7.20) to

the Coleman-Weinberg potential is no longer valid. For X0/µ ∼ 1, all the higher order terms

in VCW give contributions comparable to (7.20). In other words, it is necessary to use the full

expression appearing in Eq. (7.19).

Therefore, to establish the existence of such vacua, a detailed analysis of VCW is required.

As shown in [7], all such vacua are unstable once the full form of VCW is included. The

intuitive reason for this is that at large X0 the logarithmic growth of VCW cannot overwhelm

the quadratic terms in the classical potential. A similar behavior was found in [6].

The plot of Vtree+VCW for this case is almost the same as that of Figure 7.2. For sufficiently

large |X0/µ| > 1, the classical falling potential dominates the logarithmic rise of the VCW , and

no critical points are found until the supersymmetric vacuum is reached.



155

Summarizing, metastable states occur only for k = Nf − Nc. The fields have expectation

values Eq. (7.25), breaking the magnetic gauge group completely at the scale µ.

7.4.2 Light fermions

We therefore return to the one remaining vacuum, the ISS-like case with k = Nf −Nc. From

the previous analysis, the bosons from X and the traceless part of χ− χ̃ acquire masses of order

mCW . The aim of this section is to compute the fermion masses at one loop, and show that

ψXij
remains massless at this order, contrary to naive expectations from R-symmetry breaking.

First we explore one loop effects involving the Goldstino ψtr X . At tree level it has a nonva-

nishing mass h2µφ. We are not expanding around a critical point of the classical potential, but

rather one of the full one loop potential, and therefore the Goldstino should become massless

only once one loop effects are included. This implies that the one loop diagram has to give

m1−loop
ψtr X

≈ −h2µφ , (7.29)

such that mtree
ψtr X

+ m1−loop
ψtr X

≈ 0. Indeed, the explicit evaluation of the one loop diagram in [7]

corroborates (7.29). These results are approximate because we are neglecting (subleading)

mixings with other singlet fermions; see below and [7] for more details.

At a first glance it is surprising that the one loop contribution can be equal to the tree level

one. This is so because the one loop diagram is of order

h2

16π2
hX0 .

However, since hX0 ∼ µφ/b, with b defined in Eq. (7.21), we obtain the result (7.29). This is

another manifestation of the pseudo-runaway behavior discussed in the previous section.

Next, notice that within the classical superpotential (7.23), Xij only appears in single traces.

On the other hand, the one loop contribution is a single trace of a function of Xij , because it

comes from exponentiating bosonic and fermionic determinants (denoted by ∆) arising from

messengers in the fundamental representation of SU(Nc). Therefore, the full one loop effective

action

Seff (X, ψX) = Stree + Tr
(
log ∆

)

can be written as a single trace of products of Xij and its superpartner. This means that the

tree level plus one loop contribution to the masses of the X fields must be of the form Tr(X†X),

and therefore the singlet and adjoint parts of X get identical masses through one loop. The

same is true for the fermionic partners of X: at one loop the masses of the singlet ψtr X and
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the adjoint ψX′ are the same. Diagrammatically, there is a cancellation between the tree level

Weyl mass and the one loop correction.

We note two small subtleties. First, we have assumed here that the kinetic terms for the

singlet and adjoint parts of X have the same normalization. This is true to a very good approx-

imation. We assumed m ¿ Λ ¿ Λ0, which ensured that the high-energy theory’s approximate

SU(Nf ) × SU(Nf ) symmetry is only weakly broken to SU(Nf )V at the scale Λ. Under this

larger symmetry, the singlet and adjoint transform as a single irreducible representation, assur-

ing equally normalized kinetic terms, up to negligible order(µ/Λ) corrections.

Second, and irreducibly, the Goldstino is not quite ψtr X . As discussed in more detail in [7],

it mixes slightly with the fields ψtr Y and ψtr (χ+χ̃), with mixing angles of order a one loop factor,

∼ 1/16π2 and ∼ X0/(16π2µ), respectively. Consequently the tree level and one loop ψX masses

fail to cancel precisely, though by an amount that is one further loop-order suppressed. Thus

our statement that the ψX masses vanish at one loop is effectively correct.

7.4.3 Phenomenology of the γ = 0 model

After gauging a subgroup of the flavor group SU(Nc) — see Eq. (7.14) — and identifying it

with the Standard Model gauge group, the adjoint fermions ψX′ will carry Standard Model

gauge charges. The fact that they are approximately massless at one loop is unacceptable

phenomenologically. They do become massive at two loop order, through the above-mentioned

mixings, and through explicit two loop diagrams. For example, Standard Model gauge bosons,

which do not impact the singlet ψtr X , generate for the other fields a two loop mass of order

mψX′ ∼ g2 X0

(16π2)2
∼ g2 µφ

16π2
. (7.30)

But the Standard Model gauginos have a one loop mass of order X0/16π2 ∼ µφ. Importantly,

the charge conjugation symmetry discussed in Section 7.2 forbids significant mixing between λ

and ψX , so the masses for the ψX′ fields cannot be raised through mixing effects. Consequently,

requiring the gauginos are at a scale ∼ 1 TeV implies the ψX′ would be so light that they would

have already been observed.

7.5 The deformation with γ 6= 0

Clearly the root of this phenomenological problem lies in treating ψX′ and the Goldstino ψtr X

on the same footing in the tree level superpotential. A solution is to allow non-zero γ,

W = htr(qΦq̃)− hµ2 trΦ +
1
2
h2µφ

(
tr (Φ2) + γ(trΦ)2

)
. (7.31)
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such that the two have different tree level masses. Then the total one loop mass for ψX′ becomes

proportional to γµφ.

The motivation for considering non-zero γ

W = −hµ2 trΦ + htr(qΦq̃) +
1
2
h2µφ

(
tr (Φ2) + γ(trΦ)2

)
, (7.32)

extends beyond phenomenological utility. No symmetry enforces γ = 0 once µφ or even µ are

non-zero, so it is quite natural for γ to be nonzero.3

Let us now analyze the metastable vacua of the theory. For hµφ ¿ µ (and for |γ| roughly

of order 1), the Coleman-Weinberg potential is approximately as in ISS. The only stable local

minimum occurs for k = Nf −Nc. The multitrace deformation adds a term proportional to the

identity matrix to WΦ, so we obtain

q0q̃0 = µ2 − hµφ Nc γ X0 . (7.33)

hX0 ≈
µ2µ∗φ(1 + Ncγ

∗)
b|µ2|+ |µφ|2 + f(γ, γ∗)

(7.34)

with

f(γ, γ∗) = |µφ|2
[
Nc (γ + γ∗) + N2

c |γ|2
]
.

In the limit hµφ ¿ µ, the effect of γ is qualitatively unimportant:

hX0 ≈
µ2µ∗φ(1 + Ncγ

∗)
b|µ|2 , q0q̃0 ≈ µ2 , (7.35)

so that |hX0| À |µφ|. While γ 6= 0 does not alter the qualitative features of the vacuum, it is

important, when computing the spectrum, that the precise values (7.33) and (7.34) be used.

7.5.1 Spectrum

We now analyze the spectrum in the metastable vacuum. As in Section 7.4, the Goldstino is not

massless at tree level. Some of the one loop diagrams exactly cancel the tree level contributions

and for this reason we discuss directly the tree level plus one loop results.

We first consider the fermions of the pseudo-modulus X. The singlet fermion (the Goldstino)

is massless at one loop. For the adjoint fermions, the tree level mass h2µφ is partially canceled

against the one loop contribution, and the full mass is of order

mψX′ ≈ h2µφ Ncγ . (7.36)

3Considering the preserved symmetries, one might wonder why the coefficients of qΦq̃ should be taken precisely
equal. The point is that the physical couplings are constrained by the approximate SU(Nf )L×SU(Nf )R in the
electric theory, which is still valid at and just below the scale Λ. In other words, the µ → 0 and µφ → 0 limit
implies equal couplings. Nothing comparable favors γ = 0.
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Of course this vanishes in the limit γ → 0, as required from Section 7.4.

Interestingly, we will see in Section 7.6 that the Majorana gaugino masses are proportional

to (1 + Ncγ). By changing the dimensionless parameter γ, the adjoint fermions may thus

be made lighter or heavier than the gauginos. This allows a variety of spectra with different

phenomenological signatures, see Section 7.6.

As for the bosons of X, both the adjoint and one component of the singlet acquire one

loop masses of order mCW ; see Eq. (7.22). The other part of the singlet, Arg(X), is a massive

R-axion. This is because X has a large nonzero expectation value X0 ∼ 16π2µφ À µφ, which

spontaneously breaks the approximate U(1)R symmetry at a scale much larger than any explicit

breaking. The mass of the R-axion is given by

m2
a =

2
√

Nc

Nc|X0| Re
[
hµ2 (h2µφ)∗

] ∼ b|h4 µ2| . (7.37)

This is of the same order as the one loop mass mCW , Eq. (7.22).

Finally, the (Y, χ, χ̃) and (Z, Z̃, ρ, ρ̃) sectors are as in Section 7.3.1. We remind the reader

that we have gauged the U(1)V symmetry, and gV denotes its gauge coupling. The (otherwise

massless) fields from tr(χ− χ̃) acquire masses of order gV µ, as shown in the table. Furthermore,

the NG bosons from (ρ, ρ̃, Z, Z̃) acquire a one loop mass of order gSMµ/4π once the Standard

Model is gauged, as a subgroup of the flavor symmetry group. The lightest of these is stable

due to the unbroken messenger number U(1)′ from Eq. (7.26).

7.5.2 Lifetime of the metastable vacuum

Here we check that the metastable non-supersymmetric vacuum can be sufficiently long-lived.

This vacuum can decay to the ISS-like supersymmetric vacuum with k = Nf − Nc, or to the

supersymmetric vacua with k < Nf − Nc (see Section 7.2.1). The decay to the vacua with

k < Nf −Nc requires changing the expectation value of (some of the elements of) qq̃, from hµ2

to 0. This is strongly suppressed by the quartic potential term V = . . . + |hqq̃|2. The dominant

decay channel will be to the supersymmetric vacuum with k = Nf −Nc, which we now analyze.

The lifetime of the vacuum may be estimated using semiclassical techniques and is propor-

tional to the exponential of the bounce action, eB [138]. We will see that the tunneling takes

place in the direction of tr X, in a region where qq̃ ≈ µ2 is almost constant. The potential

as a function of tr X, including the one loop quantum corrections from the Coleman-Weinberg

potential, was analyzed in detail in [7]; we summarize its behavior in Figure 7.2. It may be

modeled as a triangular barrier, and the bounce action may be estimated using the results

in [119].
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Fermions Bosons

Weyl mass U(Nc) SU(Ñc)D Real mass U(Nc) SU(Ñc)D

mult. mult.

trX 1 0 10 1 1 O(mCW ) 10 1

1 O(
√

bh2µ) 10 1

X ′ N2
c − 1 h2µφNcγ Adj0 1 2(N2

c − 1) O(mCW ) Adj0 1

Y , χ, χ̃ Ñ2
c O(hµ) 10 Adj 2Ñ2

c O(hµ) 10 Adj

Ñ2
c O(hµ) 10 Adj 2Ñ2

c O(hµ) 10 Adj

Ñ2
c − 1 gmagµ 10 Adj 2(Ñ2

c − 1) gmagµ 10 Adj
1 gV µ 10 1 2 gV µ 10 1

Z,Z̃, ρ, ρ̃ 2NcÑc O(hµ) �1+�−1 �+� 2NcÑc 0NGB �1 �

2NcÑc O(hµ) �−1 �

2NcÑc O(hµ) �1+�−1 �+� 2NcÑc O(hµ) (�1+ (�+

2NcÑc O(hµ) �−1) �)

Figure 7.3: The mass spectrum, including one loop corrections (but without Standard Model
gauge interactions), grouped in sectors with Str M2 = 0. Notice the appearance of the Goldstino
in the tr (X) sector. The details of the spectrum are described further in the text. Notation is
as in Figure 1.

We will see in the next section that, in order to have large enough gaugino masses but a

low SUSY-breaking scale and low sfermion masses, the ratio µφ/µ cannot be made too small.

Nonetheless, it is useful to first analyze the bounce action in the limit µφ ¿ µ, where it is clear

the vacuum is parametrically stable.

The dimensionful parameters controlling the shape of the potential are µ and µφ. We assume

h, γ, Nf , and Nc are all of order 1. The SUSY vacua are parametrically far away from the

metastable vacua in the limit

ε ≡
∣∣∣
µ2

φ

bµ2

∣∣∣ ¿ 1 . (7.38)

In this limit, the calculation of the bounce action is very similar to that done in [6], as long as

only tr X varies. Let us assume qq̃ is essentially constant.

The metastable SUSY-breaking vacuum lies at X0 ∼ µφ/b, the peak of the potential is

near Xpeak ∼ bµ2/µφ, and the SUSY vacuum is at Xsusy ∼ µ2/µφ, where phases and O(1)

numbers have been ignored. Moreover, the potential difference between the peak and the

metastable SUSY-breaking minimum is roughly V (Xpeak)− V (X0) ∼ b µ4, much smaller than

V (X0)− V (Xsusy) ∼ µ4. The results of [119] then show that the field tunnels not to the SUSY

vacuum directly but rather to Xtunnel & Xpeak. For this value of Xtunnel, Eq. (7.7) implies
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qq̃ ≈ µ2, and thus qq̃ indeed stays approximately constant in the tunneling region. This confirms

that the results in [119] apply.

In the limit ε ¿ 1, the bounce action scales parametrically as

B ∼ (Xtunnel)4

V (Xpeak)− V (X0)
∼ b

1
ε2

, (7.39)

where we have neglected some numerical factors, see [119]. Thus, B → ∞ as ε → 0, and the

metastable vacuum can be made parametrically long-lived.

In Section 7.6, we will see that in order to obtain sfermion masses that are roughly of the

same size as gaugino masses, we need to take µφ ∼ bµ (and thus ε ∼ b.) In this regime X0,

Xpeak and Xtunnel are all parametrically of order bXSUSY. A numerical study is required to

determine the existence and lifetime of the metastable vacuum. Taking the gaugino masses

to lie at their experimental lower bound, of order 100 GeV, we find that the existence of a

metastable vacuum sets a lower bound on the sfermion masses — typically a few TeV for the

squarks and at least a few hundred GeV for the right-handed sleptons. Once such a metastable

vacuum is obtained, it is easy to make the bounce action larger than the required 400 by a small

increase (of order 5%) in the sfermion masses.

7.6 Comments on the phenomenology

This section briefly discusses some of the phenomenology associated with the multitrace defor-

mation of the ISS model, equation (7.31).

The ISS-like supersymmetry breaking models are interesting from a phenomenological point

of view due to the presence of the large global symmetry group

SU(Ñc)V × SU(Nc)× U(1)′ . (7.40)

A model of direct gauge mediation can be built by weakly gauging a subgroup of (7.40) and

identifying it with the Standard Model (SM) gauge group. The fields ρ, Z, ρ̃, and Z̃ in (7.11)

and (7.12) act as messengers that mediate the supersymmetry breaking effects to the visible

sector. Loops involving these messengers can give non-zero masses to the scalar superpartners

of the SM fermions and, provided there is no unbroken R-symmetry, non-zero Majorana fermion

masses to the gauginos.

In this section, we will consider gauging the SU(3)×SU(2)×U(1) subgroup of SU(Nc) for

Nc = 5 in the γ 6= 0 model, and identifying it with the SM gauge group.

Under the SM gauge group SU(3)C × SU(2)L × U(1)Y , the adjoint field X ′ decomposes as

X ′ = X24 = X(8,1)0 ⊕X(1,3)0 ⊕X(3,2)−5/6
⊕X(3̄,2)5/6

⊕X(1,1)0 . (7.41)
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The fermions from the superfields X(8,1)0 , X(1,3)0 , and X(1,1)0 carry the same gauge charges

as the gluino, wino, and bino, respectively, and the first two could be directly produced at

colliders.4 Also, there are new light fermions from the superfields X(3,2)−5/6
and X(3̄,2)5/6

;

these are stable unless given new interactions, and require a special discussion below.

7.6.1 Phenomenology of ψX′ and λ

A very important property of the model is that the gauginos and the adjoint ψX′ do not mix.

This is due to the fact that λ and ψX′ have charge conjugation transformations that differ by

a sign,

C(ψX′
ij

) = ψX′
ji

, C(λij) = −λji . (7.42)

This discrete symmetry forbids any mixing at low orders between the two sets of fermions. More

precisely, C-violation in the SM allows λ and ψX′ to mix, but this occurs only at three loops

and is thus negligibly small.

Let us estimate the gaugino and ψX′ masses. As discussed in Section 7.5.1, the metastable

vacuum has an approximate R-symmetry that is spontaneously broken through the non-zero

vev X0 ∼ (1+Ncγ)µφ/b, where b ∼ 1/(16π2) is a loop factor (7.21). Therefore, gauginos obtain

a one loop mass of order

mλ ∼ g2

16π2
X0 ∼ g2 (1 + Ncγ)µφ . (7.43)

Neglecting O(1) numbers and factors of the gauge coupling g, an interesting phenomenology is

obtained for

mλ ∼ O (1 TeV) , (7.44)

i.e. for

µφ ∼ O(1 TeV). (7.45)

The ψX′ also obtain a mass at one loop, which, using equation (7.36), is of order

mψX′ ∼ h2 µφ Nc γ ∼ γ × O (1 TeV) , (7.46)

neglecting factors of h and g and other O(1) numbers. By adjusting γ, ψX′ can be made heavier

or lighter than λ, leading to very different collider signatures as we will discuss next.

The ψX′ do not mix with the Standard Model gauginos at a level that determines their

decays. Instead, if they are heavy enough, they can decay (promptly) into a gaugino and a

4The X bosons in (7.41) get a mass of order
√

bh2µ ∼ O(10 TeV) from the Coleman-Weinberg potential and
are thus rather heavy. If produced in the early Universe, they would have decayed promptly into ψX and a
gaugino, excepting gauge singlets which would decay a bit more slowly through higher dimension operators.
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gauge boson through the dimension five operator ψX′σµνλFµν :

ψX′ → λ + gauge boson . (7.47)

The gauginos can decay through all the usual supersymmetric decay modes, and/or through

the standard coupling of each gaugino to a gauge boson and Goldstino:

λ → ψtr X + gauge boson (7.48)

If instead the ψX′ are lighter than the gauginos, then the gauginos will decay into the ψX′

plus a gauge boson via the above-mentioned operator. The ψX′ decays to a gauge boson and

an off-shell gaugino.

From (7.41), we see that there are new (3,2) fermions, with charges (3,2)−5/6 and (3̄,2)5/6.

By binding to quarks, these form hadrons, some of which are charged. The lightest of these novel

hadrons, whether charged or neutral, would be stable in the model as described so far. But this

would be ruled out, since these hadrons would have been created in the early Universe, violating

the bounds on the existence of heavy stable particles [139, 140]. These fermions must thus be

made to decay through additional baryon-number violating operators in the superpotential

and/or the Kähler potential. It is possible to show that additional dimension five Kähler

potential terms, coupling the adjoint X ′ to SM quarks and leptons, can allow the (3,2) fermions

to decay without affecting Big-Bang Nucleosynthesis or violating current bounds on proton

decay.

7.6.2 Sfermion masses, the SUSY-breaking scale and a light gravitino

Since the supersymmetry breaking scale is |√F | = |
√

hµ| and the mass scale of the messengers

is of the same order, the soft scalar masses are roughly given by

mS ∼ g2

16π2
µ . (7.49)

Comparing this to (7.43), the sfermions and gauginos have similar masses if

µφ ∼ µ/(16π2). (7.50)

We recall that the existence and longevity of the metastable vacuum requires µφ ¿ µ, see

Section 7.5.2.

More concretely, there is an interesting parameter region characterized by (7.50) and a low

supersymmetry breaking scale

√
F ≈ µ ∼ O (100− 200 TeV) . (7.51)



163

In this case, one can show that the heaviest sfermions (squarks) have masses of a few TeV,

the lightest sfermions (right-handed sleptons) haves masses of a few hundred GeV, the gaugino

masses are of order several hundred GeV, and there is a large enough lifetime for the metastable

vacuum. The gravitino mass is

m3/2 ∼
F√

3MPl

∼ O(1–10 eV) , (7.52)

where MPl ' 2.4×1018 GeV is the reduced Planck mass. Such a light gravitino does not violate

any cosmological or astrophysical constraints [141].

7.6.3 Further comments on the spectrum

As discussed in Section 7.5, the messenger sector (ρ, ρ̃, Z, Z̃) contains 2NcÑc real NG bosons,

all of which become massive at one loop after weakly gauging the flavor symmetry. In the

parameter range (7.51), this mass is of order of several TeV. The U(1)′ messenger number in

(7.26) forbids the decay of the lightest of these messenger particles, which is thus stable. If

the lightest messenger is neutral and weakly interacting and has an appreciable relic density,

it would have a tree-level coupling to nuclei via Z-boson exchange and would have been seen

at a dark matter direct detection experiment [142]- [143]. If the stable state is charged and/or

colored, the experimental constraints are even stronger [139,140]. Thus experimental constraints

rule out the possibility that the lightest messenger is dark matter.

We also note that the SM gauge couplings have a Landau pole well below the GUT scale,

due to the presence of extra matter charged under the SM gauge group. As one runs up to the

high scale, the SU(3)C gauge coupling blows up first at about 109 (107) GeV for Ñc = 1 (3), so

that new physics has to enter at or below this scale. Larger values of Ñc lower this scale to the

point that it affects our discussion materially. See [144] for a recent discussion of the Landau

pole problem in ISS-like SUSY-breaking models.

7.6.4 Illustrative choices of parameters

Preliminarily, it appears possible to satisfy simultaneously all of the conditions considered above.

For example, for Ñc = 1,5 the parameters of the electric theory Eq. (7.3) that are consistent

with (7.50) and (7.51) are m of order 0.01–10 TeV, Λ ∼ 103−5 TeV, and Λ0 ∼ 106−9 TeV. With

these choices, the models appear to have no insuperable problem below the scale of the Landau

pole.

5In this case, the magnetic gauge group is trivial and, after a field redefinition, the superpotential is given by
(7.4) plus detΦ/ΛNc−2. For Nc > 2 this term is negligible near the origin, so our analysis is self-consistent.
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On the other hand, for Ñc ≥ 3, Λ has to be below 103 TeV, and the ratio m/Λ is not para-

metrically small. In this case, the corrections from the microscopic theory are not guaranteed

to be small, and the violations of the approximate symmetries may be large. In particular, the

cancellations described in section 7.4.2 may be imperfect, requiring a more elaborate analysis.

However, the argument for nonzero γ still holds, and its effects can still dominate, in which case

the phenomenology outlined here will be largely unchanged.

7.6.5 Summary

While these models are not yet entirely plausible, they represent an advance over the models

with SU(Nc) gauged and γ = 0, which as we showed are excluded by the presence of overly-light

charged and colored fermions. We have demonstrated that with γ 6= 0, it is possible to obtain

models with a long-lived metastable vacuum, a spectrum with all standard model superpartners

in the TeV range, and with no obvious unresolvable conflict with any experiment.

The minimal versions of these models have new TeV-scale fermions in the adjoint represen-

tations of the Standard Model gauge group that do not mix with standard model gauginos.

They also have squarks and sleptons significantly heavier than the gauginos, and exotic stable

hadrons which must be made to decay through additional interactions. They also suffer from

the ubiquitous intermediate-scale Landau pole for standard model gauge couplings.
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