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ABSTRACT

Intracavity Optogalvanic Spectroscopy - Radiocarbon Analysis With Attomole Sensitivity

By Erhan Ilkmen

Thesis Director: Professor Daniel E. Murnick

Carbon-14 (radiocarbon) is a naturally occurring radioactive isotope of carbon, having an extremely low natural abundance in living organisms ($^{14}C/C \sim 10^{-12}$) and a long half life of ~ 5730 years. These properties make it an ideal organic tracer for various applications in biological, pharmaceutical and environmental sciences as well as carbon dating. Today, the state of the art radiocarbon quantitation technique is Accelerator Mass Spectrometry (AMS) which is based on ion counting using a several megavolt tandem electrostatic accelerator as a mass spectrometer. Although AMS sets the standard for high sensitivity detection, its size, cost and complexity as an analysis system, limits its wide and routine use especially in laboratory or field applications. In this thesis, a new ultra-sensitive laser based analytical technique that can quantify attomoles of $^{14}C$ in submicrogram samples is demonstrated. The new system exhibits similar or better measurement capabilities as AMS, in sensitivity ($^{14}C/C \leq 10^{-15}$), precision ($\leq 3\%$) and accuracy ($\leq 5\%$). Additional advantages include non destructive analysis capability, small size, being a table top instrument, high sample throughput capability via flow processing and the potential to be coupled to GC/LC instrumentation.

The developed Intracavity Optogalvanic Spectroscopy (ICOGS) system is based on measuring changes in electrical properties of a weakly ionized glow discharge placed inside the cavity of a periodically modulated high power (50 W) $^{14}$CO$_2$ laser. This new
configuration enabled improvement of the signal detection sensitivity by about six orders of magnitude compared to the conventional external cell optogalvanic spectroscopy method. The signal enhancement mechanism is similar to, but with key differences from the well studied optical detection method Intracavity Absorption Spectroscopy (ICAS). Measurement capability of this new system is demonstrated with calibration curves relative to AMS measurements with a dynamic range of more than five orders of magnitude. The systems studied exhibited saturation effects with laser power and measurement time and also non-linearities in response with samples having enrichments greater than 12 Modern. (1 Modern = \(10^{12} \text{^{12}C/^{13}C} \) ratio.) However, standard operating procedures were developed for accurately measuring unknown samples. For a more thorough quantitative understanding of the enhancement mechanism, a physical rate equations model has been outlined.
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Chapter 1: Introduction

1.1 Properties of $^{14}$C

$^{14}$C is a naturally occurring radioisotope of carbon. Compared to other more abundant isotopes, namely $^{12}$C (98.9%) and $^{13}$C (1.1%), $^{14}$C constitutes only $10^{-10}$% of all carbon in the atmosphere. $^{14}$C decays into $^{14}$N by beta emission with a maximum radiation energy of 0.156 MeV and has a half life of 5730 ± 40 years. The specific activity of $^{14}$C in living organisms is about 6.11 picoCuries per gram of carbon and the decay rate is 13.6 disintegrations per minute (dpm) per gram carbon. In nature, it is mainly found in the form of $^{14}$CO$_2$ and the total $^{14}$C content of an average human that weighs 70 kg is about 77 nanoCuries. Carbon-14 is widely used as a tracer molecule in biochemistry and atmospheric sciences.

1.2 Background

The existence of $^{14}$C was first hypothesized by Franz N. Kurie in 1934 as he studied neutron disintegration of nitrogen at the Radiation Lab in University of California in Berkeley. [1] Later in 1939, during their studies with high altitude balloons carrying sensitive neutron detectors, Serge Korff and his colleagues discovered that high energy cosmic rays incident on earth react with gasses in the upper atmosphere to produce secondary, or slow, neutrons. They observed higher neutron count rates at higher altitudes and concluded that the reason for decrease in the number of neutrons that reach to the earth is because they react with nitrogen-14 to eliminate a proton and turn it into radioactive Carbon 14. [2,3]
The first laboratory production of $^{14}$C was carried out by Martin Kamen and Sam Ruben in 1940, at the Radiation Lab in UC Berkeley. Their research included radioactive tracers to study the plants’ metabolism pathways. By bombarding graphite with deuterons with energies of 3-4 MeV in a cyclotron, they successfully produced long lived radioactivity. They also found that irradiation of nitrogen with slow neutrons yield higher specific activities and this proved to be a more practical method for $^{14}$C production. Another important result was their estimation of the half life of $^{14}$C. The radioactive half life of $^{14}$C is now known to be 5730 years and back then they estimated to be between $10^3$ to $10^5$ years [4].

The discovery of $^{14}$C in the nature and improved understanding of its production mechanism, led to the development of radiocarbon dating technique. Assuming that the cosmic radiation is relatively constant over several tens of thousands of years, the radiocarbon concentration in the atmosphere reaches an equilibrium with respect to more abundant isotopes of Carbon ($^{14}$C/C ~ $1.2 \times 10^{-12}$). In addition, this ratio must be constant in all living organisms because of the carbon exchange cycle between the atmosphere and biosphere. However, when a living organism dies, it ceases to exchange carbon with its surroundings and the $^{14}$C gets depleted via radioactive decay. In 1946, Willard Libby showed that it’s possible to determine the age of an organism by comparing its recent isotopic ratio with the known atmospheric abundance ratio. [5,6] Libby won the 1960 Nobel Prize in Chemistry for this discovery.

In 1955, Hans Suess demonstrated that the carbon dating standards need to be corrected because the isotopic ratio has been altered as a result of increased fossil fuel burning starting with the industrial revolution [7]. The fossil fuels contain no $^{14}$C since they are
the product of dead plants and animals and have formed over hundreds of millions of years. Suess effect is becoming more profound as the higher demand for energy leads to more fossil fuel combustion. According to Intergovernmental Panel on Climate Change’s Fourth Assessment Report, amount of carbon dioxide in the atmosphere has increased from 3.2 billion tonnes per year to 4.1 billion tonnes per year solely from human causes [8] while the $^{14}$C production via cosmic radiation has stayed stable around 6 kg per year. Accurate isotopic abundance measurements provide critical data that can be analyzed and interpreted to determine the sources and sinks for anthropogenic CO$_2$ emissions that may lead to global warming.

Another significant effect on the contemporary amount of atmospheric radiocarbon was the atomic bomb tests between late 1950’s and early 1980’s. The peak period of weapons test were in 1960 and 1961 and it is estimated that 9.6 MCi of radiocarbon were introduced to the upper atmosphere during these tests which brought the total radiocarbon budget to 13.4 MCi in the atmosphere [9].

This three fold increase in the radiocarbon budget in the atmosphere has become a major part of the environmental research field in which the scientists use $^{14}$C as a tracer molecule to study the dynamics of carbon exchange between the atmosphere, the biosphere and the oceans. [10-12]

1.3 $^{14}$C as a Biomedical Tracer

In addition to atmospheric sciences, $^{14}$C has wide range of uses in biomedical and pharmaceutical research. An important application involves radiocarbon tags which are used in determining the absorption and metabolism pathways of drugs at the R&D phase. A possible drug candidate is evaluated for its kinetic and dynamic properties via
absorption, distribution, metabolism and excretion (ADME) studies. [13]. However, administration of radioactive tracers directly to humans may have damaging health effects. Therefore, United States Nuclear Regulatory Commission (NRC) has set the Annual Limit of Intake (ALI) for $^{14}$C at 2 mCi either via ingestion or inhalation. Recent developments in $^{14}$C quantification techniques such as Accelerator Mass Spectrometry and ICOGS enable microdosing studies which includes administration of sub-therapeutic doses of drug candidates. [17-19]

### 1.4 Radiocarbon Detection and Analysis Techniques

Scintillation counters and Accelerator Mass Spectrometers have been the most widely used analytical methods for detection of radiocarbon and determining the isotopic ratio of a given sample. Earliest radiation detectors were based on counting the decay events from $^{14}$C. As the beta emissions pass through a Geiger counter, they ionize the gas inside the detector which can be detected as an electrical pulse. Although this is a highly efficient radioactivity detection method, due to long half life and low specific activity of radiocarbon (13.6 dpm per gram carbon), rapid analysis, especially for biomedical applications, requires administration of high radioactivity which introduces several safety issues.

Highest sensitivity via decay counting is achieved by the Liquid Scintillation Counters (LSC). In this technique, the radioactive sample is placed inside a liquid “cocktail” that contain fluorescent molecules which emit photon as they react with beta emission. Subsequently, the photo multiplier tubes of the LSC register these photons as electrical signals proportional to the amount of radioactivity of the sample. These high precision radioactivity detectors are limited in sensitivity and several engineering challenges exist
to tackle the effects of background radiation and the quenching phenomenon which limit the efficiency. Especially for studies with samples with doses that are relevant to human physiology (e.g. micrograms of samples that should contain picomoles of $^{14}$C), LSC’s are not the preferred instruments for routine $^{14}$C analysis. [14-15].

State of the art analytical method for isotopic analysis of radiocarbon and other long lived radioisotopes is the Accelerator Mass Spectrometry. Capable of analyzing isotopic ratios between $10^{-15}$ to $10^{-8}$ in mg samples, which imply attomole sensitivity levels, AMS technique provides as much as $10^9$ times higher sensitivity than scintillation counters.

This method was initially developed for more efficient radiocarbon dating applications, allowing analysis of much smaller samples, since LSC requires count rates greater than 10 dpm which implies the requirement of $\sim 10^{10}$ or more atoms of $^{14}$C. [16] AMS, on the other hand, does not rely on decay events and counts ions via mass spectrometry. This technique uses a several megavolt tandem electrostatic accelerator as a mass spectrometers (Figure 1.1). Negative ions are formed via a cesium sputter from samples that have been reduced to solid graphite and introduced into a low energy (20-100 keV/ion) spectrometer. This is an extremely important step to distinguish the $^{14}$N isobar from the $^{14}$C samples. Since the ground state triplet of negative $^{14}$N ion is unstable (lifetime $\sim 5 \times 10^{14}$ sec), this step helps eliminate equal mass atoms from reaching detector that would otherwise lead to inaccurate measurements. From here the ion beam is steered into the 5-10 MV accelerator in which the negative ions pass through a gas or a thin carbon foil and get stripped of their electrons to form positive ions.

The positive ions are then routed into a high energy (5-150 MeV/ion) mass spectrometer at which the more abundant carbon isotope current, i.e. $^{12}$C and $^{13}$C, are measured. After
the elimination of interfering ions via a dipole magnet and a Wien filter, $^{14}$C ions are counted and relative isotopic ratio is determined. Finally, the measured isotopic ratio is compared to a known standard, such as the Australian National University (ANU) sucrose ($=150.61$ percent Modern Carbon (pMC) or $1.5061 \times 13.56$ dpm $^{14}$C/gram Carbon).

![Figure 1.1 AMS system at Lawrence Livermore National Laboratory](image)

The AMS technique enabled the use of substantially lower radioactivity doses for biomedical applications, and the sensitivity levels obtained with this technique extended the radiocarbon dating to 50,000 years before the present (0.1% of Modern Carbon levels) [18]. However, AMS is limited in efficiency (~2%) and has strict sample preparation requirements. It doesn’t provide any structural information for a molecule since it’s only a very sensitive ion counting instrument. The motivation and the goal of
this thesis is to develop an instrument with comparable specifications of precision and sensitivity that can introduce a more cost effective solution for $^{14}$C quantification and one that is versatile enough to be coupled with a liquid or gas chromatograph. The results described in subsequent chapters indicate that ICOGS is a competitive alternative to AMS. [19]

1.4.1 Isotope Ratio Analysis by Optical Methods

The new radiocarbon analysis technique described in this thesis is based on a combination of two well known high precision and high sensitivity laser spectroscopy methods, namely Optogalvanic Spectroscopy and Laser Intracavity Absorption Spectroscopy. These two optical isotopic ratio measurement techniques have already proven to be viable alternatives to Isotope Ratio Mass Spectrometry (IRMS) which has been the most widely used method to determine the abundance ratios of stable isotopes such as $^{13}$C/$^{12}$C and $^{18}$O/$^{16}$O. In addition to wide uses in fundamental physics and metrology studies, laser based spectrometry is the method of choice especially for in-situ applications in environmental and biomedical sciences since IRMS is bound to laboratory operation involving tedious sample preparation steps that limit the analysis time per sample with high operating costs. [20-23]

In general, optical methods for isotope ratio measurements are based on resolving molecular spectra, mainly in the infrared region of the electromagnetic spectrum. Since the discrete energy levels associated with the rotational and vibrational motion of the molecules varies for isotopes of the same molecule, resonant laser interaction can be utilized for high-resolution isotope ratio spectrometry. The intensity of the spectral lines
obtained can be interpreted as a measure of the concentration of the absorbing species.

The direct way of determining the relative absorption of the molecules is done via measuring the transmittance of a sample as the incident laser light intensity is monitored while being tuned across a range of frequencies relevant to the analyte under study. The analyte concentration is directly related to absorbance ($\alpha$) and Beer-Lambert Law of absorption [Eq. 1.1] gives the relation between the % transmittance of light and absorbance.

$$\frac{I}{I_0} = e^{-\alpha(v)}$$

(1.1)

Absorbance is a dimensionless quantity and it is given by the relation:

$$\alpha(v) = \sigma(v) n l$$

(1.2)

Here, $\sigma(v)$ denotes the absorption cross section of resonant molecules and has units of area, $n$ represents the concentration of molecules per unit volume and $l$ is the effective path length along which the incident laser light travels across the sample cell. Absorption cross section is related to two important factors. One is the absorption line strength $S$ which depends on the transition dipole moment and also on the population of energy levels which is temperature dependent. The other factor is the line shape function $f(\nu - \nu_0)$ where $\nu$ is the frequency of the incident light and $\nu_0$ is the resonant frequency of molecules. It is determined experimentally and relies on molecular properties of the medium as well as the spectral resolution of the light source being used. Recent advances in laser and detector technology has enabled new and improved measurement techniques for direct detection of absorption. As implied by the equation [1.2], the method of choice
will be usually aimed at achieving high signal to noise ratios for detection of small losses due to absorption, and/or increasing the effective path length via cavity enhanced detection methods. However, none of these methods have achieved near the sensitivity and precision required for routine radiocarbon analysis. The highest sensitivity reported for carbon dioxide ratio analysis using cavity enhanced absorption methods is only 70 parts per billion (ppb) which is four orders of magnitude lower than the level required for analysis of natural radiocarbon [30].

Intracavity Absorption Spectroscopy (ICAS) and Cavity Ring-Down Spectroscopy (CRDS) are the two most sensitive methods for direct detection of absorption. In principle, they both introduce enhanced sensitivity by increasing the effective path length. In CRDS, the sample is placed inside an optical cavity with highly reflective mirrors. A narrow band laser pulse is sent into the cavity and as the beam reflects back and forth between the mirrors and travels through the sample, a small part of the beam is transmitted and the exponentially decaying laser power is monitored using a photodetector (Figure 1.2). The decay time for the cavity with and without the sample is measured as a function of the laser wavelength. Using the measured absorption coefficient and the cavity length information, the concentration of the sample is directly determined.
Similar to CRDS, ICAS is also a cavity enhanced absorption measurement technique but in this method the sample cell is placed inside the laser cavity (Figure 1.3). This configuration enables the system to be always on or close to resonance and does not require separate stabilization setup to achieve resonance conditions for sample cell. Also, with this configuration, optical feedback from the external resonator is avoided which is a possible drawback in some CRDS applications. The sample absorption spectrum is observed as dips over the broadband laser emission spectrum as the laser is tuned across its gain profile. The effective path length, \( L_{\text{eff}} \), achieved with this technique can reach to \( c.t \) where \( c \) is the speed of light, and \( t \) is the mode generation time of the laser. In practice, \( L_{\text{eff}} \) as long as \( 10^7 \) meters has been reported [22]. In principle, highest sensitivity with ICAS is achieved when the laser operates close to threshold. Under those conditions, small losses due to the presence of absorber is compensated with additional gain in the active laser medium. However, as it is the case in all methods that measure absorption directly, the lack of high quality tunable lasers relevant to radiocarbon analysis and more importantly because of the inability to measure power fluctuations as low as a few nano-
Watts, these techniques cannot achieve the sensitivity and precision required for quantification of natural levels of carbon-14 and compete with state of the art mass spectrometry techniques for isotope ratio analysis. [23-29]

**Figure 1.3** ICAS system for direct detection of absorption

### 1.4.2 Indirect Detection of Absorption and Optogalvanic Spectroscopy

Absorption spectroscopy, by itself, is not the proper spectroscopic method for routine radiocarbon analysis due to its limitations mentioned above. We now have developed a new technique based on multi-pass configuration of intracavity absorption and stimulated emission spectroscopy and used Optogalvanic Effect for trace level concentration measurements. In Optogalvanic Spectroscopy detection is electrical rather than optical. [31] When a low noise, RF excited gas discharge is irradiated by a molecule specific narrow-band gas laser, such as $^{14}$CO$_2$ laser, it changes the electrical properties of the discharge which can be detected with high sensitivity using relatively simple electrical circuitry. The amplitude of the electrical response is proportional to concentration of the absorber. With proper discharge conditions, this method enables high precision, specificity and accuracy for trace gas analysis. Throughout this thesis, detailed explanation will be given on how OG Spectroscopy has been implemented to quantify
attomoles of $^{14}$C in submicrogram samples and how it may provide an alternative to complex mass spectrometers for routine radiocarbon analysis both in the field or in laboratories.

In the next chapter, we will give more details on the optogalvanic effect, including historical information for sensitive concentration measurements using this technique as well as physical models that explain OG effect. In Chapter 3, a detailed explanation of the experimental system and measurement procedures will be given and in chapter 4, we will explain the enhancement mechanism via intracavity setup and present the results of our measurements. In chapter 5, we will explain the non-linearities we observed throughout the calibration studies. We will also outline a rate equations model on the signal enhancement mechanism.
Chapter 2: Optogalvanic Effect As A Detection Tool

2.1 Overview
Radiocarbon analysis using laser spectroscopy with the sensitivity of an accelerator mass spectrometer requires a technique that doesn’t rely on optical measurements. Because in order to detect molecules with only attomole concentrations, minimum detectable laser intensity change through the absorption path length must be of the order of nano-Watts which is not possible to achieve with today’s technology. On the other hand, Laser Optogalvanic Spectroscopy (OGS) makes use of the Optogalvanic Effect (OGE) which is an electrical response of a gas discharge to a resonant laser interaction with an atomic or molecular transition of an analyte present in the discharge. The optical perturbation effects the equilibrium distribution of excited state populations which causes a modification in the electron energy distribution function. This effect leads to a change in the impedance of the discharge and can be detected, for example, as a voltage change across a ballast resistor in the driving power supply. Amplitude of the electrical response is directly proportional to density of resonant molecules. Therefore OGS introduces a sensitive detection method with high specificity and much less complexity than that of mass spectroscopy or laser absorption studies.

2.1 History and Applications
Earliest studies related to optogalvanic effect was made by Foote et al in 1925 [31]. Their experiments included optically excited caesium atoms and they observed increased ionization due to collisions with the excited atoms. Later in 1928, Penning made the first observations of OGE [30]. He worked with neon discharges and realized that the
emissions from one neon discharge lead to impedance changes in the adjacent neon discharge.

However, extensive research on OGE started after the invention of lasers. In 1964, Garscadden et al. observed an increase in the discharge current of a He-Ne gas laser as it went over the laser threshold [32]. In 1970, Skolnick used this laser effect on the discharge to stabilize the frequency of a CO$_2$ laser to the center of the laser power vs frequency curve [33]. His method was based on modulating the laser frequency using a piezoelectric transducer to change the cavity length and monitoring the impedance variations of the laser discharge tube. Using the fact that the change in the impedance is proportional to laser output power, he was able to stabilize the laser to the line center without the need for high quality laser power or wavelength meters.

An improved method for CO$_2$ laser frequency stabilization was reported by Shy et al [34]. They used optogalvanic Lamb dip to stabilize the laser frequency and achieved an estimated frequency stability of better than 100 kHz.

The first use of OGE as a sensitive spectroscopic tool was by Green et al. in 1976. They used a tunable dye laser to obtain high-sensitivity spectra of various species in a gas discharge and demonstrated OGS as a viable alternative to absorption and fluorescence spectroscopy [35]. After this pioneering work, Turk et al demonstrated the possibility of detecting trace levels of sodium concentrations in flames at the parts per billion level using laser enhanced ionization [36, 37].

The advent of high quality lasers together with the high sensitivity and precision introduced by the OGE has enabled high-resolution spectroscopic analysis of atoms and molecules with greater ease than conventional optical methods. [38, 39] In 1994,
Murnick et al. reported a new method for ratio analysis of stable isotopes of carbon, namely $^{13}$C:$^{12}$C, using OGS [20]. They utilized molecule specific $^{12}$CO$_2$ and $^{13}$CO$_2$ gas lasers and obtained OG signals with phase sensitive detection. The sample was kept in an RF-gas discharge cell and contained 5% CO$_2$ in Nitrogen. The presence of N$_2$ in the discharge enhances the OG signal for the same reason a CO$_2$ laser output is increased by efficient energy transfer between electronically excited nitrogen molecules and upper laser level of CO$_2$. [40] Their results yielded a sensitivity of better than 10 parts per million and a dynamic range of over two orders of magnitude for CO$_2$ concentration.

Later in 1996, Murnick and his colleagues developed the first successful application of OGS as a rapid and low cost carbon isotope ratio analyzer to measure stable isotope ratios of carbon dioxide of exhaled human breath [41]. After the ingestion of $^{13}$C labeled compounds, the exhaled breath, which contains about 5% CO$_2$ with nitrogen being the most abundant gas, is analyzed to determine the increase in $^{13}$CO$_2$ level above the patient’s own baseline breath. The results of this non-invasive procedure are used in diagnosis of possible Helicobacter pylori infection which is known to be a cause for ulcers. The sensitivity and precision introduced with this technique made it possible for this instrument to be used in place of conventional isotope ratio mass spectrometers in hospitals and clinics across Europe and the United States [42].

In these studies, isotope ratios are reported in delta (δ) units as a part per thousand deviation from a standard and it is given by,

$$
\delta(^{\%}) = \left( \frac{R_{\text{sample}} - R_{\text{std}}}{R_{\text{std}}} \right) \times 1000
$$

(2.1)
The ratios are determined by simultaneously measuring optogalvanic signals, $S$, from a cell that contains unknown samples, $x$, and a reference cell, std, and subsequently forming the double ratios:

$$\frac{\frac{13S_x}{12S_x}}{\frac{13S_{std}}{12S_{std}}}$$ (2.2)

This procedure greatly decreases the systematic errors due to fluctuations in laser power and wavelength and cancels out small discharge variations with time. They have achieved a limit of detection of about 0.5‰ for $^{13}$CO$_2$ which implies a sensitivity of about 5 ppm.

Another application of OGE in high precision spectroscopy was demonstrated by Okil in 2004 [43]. In his dissertation work, he developed an isotope ratio analyzer to continuously monitor the variations in concentration and isotopic ratio of $^{13}$CO$_2$ and $^{12}$CO$_2$ in air. Carbon dioxide constitutes about 0.04% of air and natural abundance of $^{13}$CO$_2$ is 1.1%. In his experiment, outside air flowing slowly through an RF discharge cell was analyzed continuously for days and a sealed reference cell was used for continuous real time normalization. By careful system optimization and control procedures, CO$_2$ concentration variations as low as 0.1 ppm and $^{13}$C:$^{12}$C variations of about 0.5δ were easily detected with a signal to noise ratio of about 2000. Under his experimental conditions, measurement sensitivity to 26 femtomole of $^{13}$CO$_2$ in 734 nanomoles of CO$_2$ or about 5 ppm was demonstrated.

In summary, OGS introduces several advantages over mass spectrometric methods and other optical methods for isotope ratio analysis. As a less complex and robust detection method, it can be further improved from the above mentioned studies for direct radiocarbon analysis at the part per trillion level or better.
2.3 Optogalvanic Effect in CO$_2$ RF Discharge

In principle, Optogalvanic Effect refers to a change in the impedance of a gas discharge due to absorption or emission of radiation. The optical perturbation alters the equilibrium distribution of the excited species which changes the collisional rates between the electrons and the molecules. This in turn causes a change in the discharge voltage or current which can be easily measured with high precision and accuracy. Below saturation, this electrical signal is proportional to laser intensity, the area of the laser beam, optical path length across the discharge and the density of the interacting species. Having the CO$_2$ molecules in a glow discharge medium ensures significant populations in the excited rotational-vibrational states. Using a narrow band, molecule specific CO$_2$ laser in resonant with one of the rotational-vibrational transitions, high-resolution isotope ratio analysis is performed with much less complexity compared to optical or mass spectrometric analysis techniques. Since the response is electrical in nature, the signals can be amplified with appropriate circuitry and averaging techniques can be used to achieve high signal to noise ratios.

2.3.1 Mechanisms of the Optogalvanic Effect

The experiments presented in this work utilize a low pressure glow discharge generated by radio frequency power supply. Although these types of discharges have found widespread use in fundamental research and practical applications [44, 45] due to the complexity of the physical processes in the plasma, different models are developed for optogalvanic signal generation in atomic or molecular systems. One of the explanations associate the OG signal with the laser induced change in the ionization balance of the glow discharge [46]. According to this model, the laser irradiation causes the metastable
atoms to be excited to levels with higher or lower ionization probability thus changing the ionization rates which in turn leads to a measurable change in the impedance of the discharge. This model is generally used to explain the optogalvanic effect in the atomic discharges in which the energy difference between the higher laser level and the ionization threshold is relatively small.

However, in molecular discharges, such as the CO$_2$, there are several low lying rotational-vibrational energy levels far below from the ionization threshold. While the ionization potential for the CO$_2$ molecule is 13.77 eV, the resonant laser interaction energy is of the order of 0.1 eV. According to Moffatt and Smith [47], the OGE signal is generated as a result of a change in the equilibrium temperature of the gas discharge as the laser perturbation induces new excitation or de-excitation pathways via absorption or stimulated emission. The induced transition changes the gas number density in the irradiated part of the discharge which alters the collisional frequency between the electrons and the molecules without effecting the ionization rates. The variation in the mobility of the electrons leads to a change in the impedance of the discharge which can be detected with great sensitivity in the form of a change in the voltage or current of the discharge.

The relevant rotational-vibrational energy levels of the CO$_2$ molecule has been studied in great detail especially in the context of the operation of a CO$_2$ laser [48, 49]. The contents of the sample cell we use in our experiments are similar to that of a CO$_2$ laser and contain either pure CO$_2$ or CO$_2$-N$_2$ gas mixture. Figure 2.1 shows the relative energy scales of the vibrational modes of $^{12}$CO$_2$ and N$_2$ molecules together with the excitation and de-excitation pathways into these modes. Large isotope shifts in the vibrational-
rotational spectra of the \( \text{CO}_2 \) molecule, enabled the development of various carbon dioxide isotope lasers and thus far approximately 1500 different lasing transitions have been determined with high spectral purity [58]. In this work we make use of \( ^{12}\text{CO}_2 \) and \( ^{14}\text{CO}_2 \) isotope lasers whose emission line centers are well separated in wavelength from each other and also from that of the other more abundant \( ^{13}\text{CO}_2 \) isotope.

![Figure 2.1](image)

**Figure 2.1** The vibrational energy level diagram for 12CO2 laser transitions together with the excitation and de-excitation pathways

Associated with each vibrational level there are a series of quantized rotational energy levels of the molecule (Figure 2.2) which are designated by their rotational quantum number \( J \). At thermal equilibrium, distribution of these rotational modes follow the Maxwell-Boltzmann distribution:
\[ N_v(J) = N_0 \cdot (2J + 1) \cdot e^{-E_J / kT} \]

Here, the rotational energy \((E_J)\) is given by the relation \(E_J = \hbar c B_e J(J+1)\) where \(B_e\) is the rotational constant which is inversely proportional to the moment of inertia \((I)\) of the molecule as given in the relation; \(B_e = \hbar / 4\pi c I\). For a CO\(_2\) molecule, \(B_e \approx 0.39 \text{ cm}^{-1}\).

**Figure 2.2** Energy level diagram of the rotational levels of CO\(_2\) molecule are shown with the vibrational levels and laser transitions for the 00\(^0\)0-10\(^0\)0 band

Energy level diagram of the rotational levels of CO\(_2\) molecule are shown with the vibrational levels and laser transitions for the 00\(^0\)1-10\(^0\)0 band. In a CO\(_2\) laser, lasing transitions occur between two rotational levels that belong to the two different vibrational
modes. According to selection rules, only the transitions whose rotational quantum numbers change by +1 or –1 are allowed. Transitions from $J \to J+1$ are called P-Branch lines and those from $J \to J–1$ are called R-Branch lines. Patel has demonstrated that the P(20) is the dominant transition in a CO$_2$ laser [41, 56]

Efficient excitation of the ground state CO$_2$ molecules to upper laser level is achieved by rapid energy transfer from nitrogen molecules which are excited to their metastable vibrational level via electron impact excitation. From this point, the following energy transfer processes occur which are also the relevant mechanisms that can cause the gas temperature to increase or decrease that give rise to OGE signal [50,51]:

1) $\text{CO}_2(00^10) + M \rightarrow \text{CO}_2(nm^{1}o) + M + T$

2) $\text{CO}_2(00^01) + h\nu (10.6\mu) \rightarrow \text{CO}_2(10^00) + 2h\nu (10.6\mu)$
   
   $\text{CO}_2(10^00) + M \rightarrow \text{CO}_2(01^00) + M + T$
   
   $\text{CO}_2(01^00) + M \rightarrow \text{CO}_2(00^00) + M + T$

3) $\text{CO}_2(00^01) + M \rightarrow \text{CO}_2(00^00) + h\nu (4.3\mu)$

The first process describes the relaxation from the upper laser level due to intermolecular collisions in the absence of incident resonant radiation. Here M stands for a possible collision partner and it can be CO$_2$, N$_2$ or CO which may be produced by the dissociation of the CO$_2$ in the discharge. As a result of this process, the excess energy form the de-excited CO$_2$ molecule from the asymmetric stretch mode is released to the discharge as translational kinetic energy, T. The collisional decay time from the upper laser level in a typical CO$_2$ laser system is about 0.4 ms.
The second process is the relaxation of the CO$_2$ molecule from the upper level due to stimulated emission induced by the incident resonant laser radiation. The lower laser levels (10$^0$0) and (02$^0$0) are essentially resonant with an energy difference much less than $kT$. From these levels, the molecule makes a quick transition to (01$^1$0) level as a result of intermolecular collisions releasing more translational kinetic energy. This level is essentially metastable and also has a high probability of thermal excitation from the ground state. Therefore collisional de-population of this level is critical for CO$_2$ molecules to be able to reach to ground state so they can be excited back up to their first excited state. In a CO$_2$ laser system, this process has a lifetime of about ~ 70 µs.

The third mechanism that may lead to de-population of the upper laser level is the spontaneous emission process from the (00$^0$1) level to the (000) ground state of the CO$_2$ molecule. The natural lifetime of this level is determined to be around 2.4 ms [57].

According to the temperature model of the OGE, the energy that would be lost via process (1) or (3), namely the vibrational-vibrational-translational (V-V-T) or the vibrational-translational (V-T) processes, is alternatively lost by the stimulated emission process described above. Depending on whether the system is in the absorptive or gain mode, OG signal can either be positive or negative which implies a cooling or heating of the gas discharge. [50, 51]

In our experiments, the sample is in a low power (2 to 5 W) RF glow discharge which maintains the population of excited states in equilibrium. When the RF field is applied, primary electrons between the electrodes are accelerated and they collide with molecules
exciting them to their upper vibrational levels. The conductivity of the plasma is given by [53]:

\[
\sigma = \frac{e^2 n_e \nu_m}{m(\omega^2 + \nu_m^2)}
\]  

(2.3)

Here, \(n_e\) is the electron density and \(\omega\) is the angular frequency of the RF field. In the limiting case where the collision frequency \(\nu_m\) is much greater than the angular frequency of the RF field, the equation reduces to \(\sigma = e^2 n_e / m \nu_m\). The conductivity is then proportional to the mobility of the electrons which is defined by the relation:

\[
\mu_e = e / m \nu_m
\]  

(2.4)

The collision frequency \(\nu_m\) is given by

\[
\nu_m = n_g \upsilon_d \sigma_m
\]  

(2.5)

where, \(\upsilon_d\) is the drift velocity of the electrons and \(\sigma_m\) is the collision cross section. \(\upsilon_d\) can be determined from the average kinetic energy of electrons in the discharge. For the system under study where the applied RF voltage is about 800 Volts and the mean free path of the electrons is \(\approx 0.32 \times 10^{-4}\) m at 310 K temperature, the drift velocity of the electrons is \(\approx 6.4 \times 10^7\) cm/sec.

The electron density \(n_e\) can be obtained by using the relation for current density, which is given by:

\[
j = -en_e \upsilon_d
\]  

(2.6)

At the pressure around 1 Torr used in our system, the density of the neutral molecules \(n_g\) \(\approx 3.5 \times 10^{16}\) cm\(^{-3}\) are much higher than the electron density \(n_e \approx 2.27 \times 10^8\) cm\(^{-3}\).
therefore the distribution function of the charged particles is affected significantly by their collisions with the molecules.

In practice, the optogalvanic signal is generated as a result of the resonant laser beam perturbing the population of the excited molecular states in the discharge which in turn changes the collision rates and the mobility of the electrons. The change in the conductivity of the discharge is measured in the form of a change in the discharge current or voltage. When a laser of intensity $I(\nu)$ is incident on the gas discharge with similar characteristics mentioned above, the optogalvanic signal, $S$, can be expressed as an integral over the interaction space as follows:

$$S = \int_{0}^{L} \int_{0}^{\frac{\pi}{2}} \int_{0}^{2\pi} n(r, \theta) I(r, \theta, \nu) \sigma(\nu) K \, dr \, d\theta \, dz$$  \hspace{1cm} (2.7)

Here, $n$ is the number density of the interacting species, $\sigma(\nu)$ is the stimulated emission or absorption cross-section and $K$ is an optogalvanic proportionality constant which is a complicated function of the discharge conditions and the rates associated with various interactions within the gas discharge. Below saturation and under the conditions where $K$ is independent of $n$, the signal can be approximated by:

$$S = nLIA\sigma K$$  \hspace{1cm} (2.8)

Where $L$ is the laser-discharge interaction path length, $I$ is the average laser intensity in $\text{W/cm}^2$ and $A$ is the average area of the incident laser beam.

As implied by the equation, detection of trace amounts of molecules such as contemporary or sub-contemporary levels of $^{14}\text{CO}_2$, will require increased laser intensity, longer interaction length and/or determining the optimum discharge conditions for proper
optogalvanic proportionality constant, all within the limits of our system. For this purpose, the new spectroscopic method described throughout this work utilizes cavity enhanced detection techniques mentioned in the preceding chapter. The new standing wave technique reported here is analogous to, but with key differences from the Intracavity Absorption Spectroscopy (ICAS). The most significant difference from ICAS is that detection is via the optogalvanic effect rather than optical. In addition, the analyte in this case is the same as the lasing species and also an optogalvanic signal exists for stimulated emission or absorption.
Chapter 3: Experimental Setup And System Optimization

3.1 Overview
Laser assisted isotopic ratio analysis of stable and naturally abundant isotopes of carbon for breath analysis and environmental monitoring were successfully demonstrated by Murnick et al. and Okil [41, 43]. The goal of this work is to develop a new ultra-sensitive laser based technique to quantify the $^{14}$C content in submicrogram samples that may replace large accelerator mass spectrometers for variety of applications. This implies an improvement of more than six orders of magnitude in detection sensitivity from previous work. In this chapter, a detailed explanation of experimental design as well as the steps taken to optimize the system is presented.

3.2 Experimental Design
The system components of the ultra-sensitive radiocarbon analyzer developed in this work is schematically shown in Figure 3.1. The analyze cell is placed inside the $^{14}$CO$_2$ laser cavity designated by M1, high reflective mirror and grating, and M2, 85% reflective output coupler. The DC excited $^{14}$CO$_2$ laser is custom made by the LTG Lasertech Group, Inc. with its cavity extended to accommodate the sample cell. The 165 cm long resonator is built with 4 invar rods for their low thermal expansion coefficient. Single laser line selection such as P(20) or R(20), which correspond to 11.768 µ and 11.344 µ respectively, is achieved by the grating while the piezo-electric crystal fitted at the front mirror, controlled by a PZT driver, enables further fine tuning of the laser. The sealed laser tube has a glass jacket for water cooling and the temperature stabilization of the laser around 9 °C is achieved via a Neslab water chiller.
The experimental system also includes a small $^{12}\text{CO}_2$ laser (Synrad model 48-1) for normalization. This laser operates at 10.6 $\mu$ and the emission is in resonance with only $^{12}\text{CO}_2$ molecules in the cell. Taking advantage of the partial transmittance of the front mirror of the $^{14}\text{CO}_2$ laser, about 1.5 W of 10 W $^{12}\text{CO}_2$ laser beam is incident onto the intracavity sample cell. Due to high abundance of $^{12}\text{CO}_2$ in the analysis cell, the $^{12}\text{CO}_2$ OG signal does not need to be enhanced via another ICOGS setup and can be measured in a typical external cell configuration. Both lasers are modulated at different frequencies and $^{12}\text{CO}_2$ and $^{14}\text{CO}_2$ signals are acquired simultaneously by phase sensitive lock-in technique, which will be explained in the upcoming sections. The $^{14}\text{CO}_2$ laser is modulated with an SR540 optical chopper manufactured by Stanford Research Systems, Inc. On the other hand, $^{12}\text{CO}_2$ laser is chopped electronically via the gating signal generated by the computer and sent to the Synrad UC-1000 laser controller.
Figure 3.1 Experimental Setup of ICOGS for high sensitivity radiocarbon quantification. The OGE cell inside the cavity has Brewster windows to reduce losses. The C12 laser incident on the intracavity cell provides a “C12 signal” that is used for normalization of the C14 signal. The chopper inside the laser cavity is for modulating the $^{14}$CO$_2$ laser. M1, high reflective mirror and grating; M2, 85% reflective output coupler; M3, gold plate mirror; PS, pressure sensor; FC, flow controller; RGA, residual gas analyzer; DAQ, data acquisition board.
3.3 Discharge Excitation and Optogalvanic Signal Detection
In ICOGS, population of excited state molecules is maintained in a glow discharge. In our experiments, the analysis cell is capacitively coupled to tunable, low power (~5 W) RF oscillator circuitry that initiates and sustains the discharge. This is the preferred method for operating at low pressures (1 to 5 Torr) as it helps minimize pressure broadening for high-resolution spectroscopic analysis. [43, 62] As it will be explained in the subsequent chapters, higher sensitivity with $^{14}$CO$_2$ analysis has been achieved by lowering the pressure, within the limitations of the excitation system, thereby lowering the non-resonant background contributions from $^{12}$CO$_2$ and $^{13}$CO$_2$. Furthermore, since the glow discharge is generated via the RF voltage applied to the electrodes mounted outside the analysis cell, the electrodes do not come into direct contact with the samples being analyzed, preventing possible contamination. (Figure 3.2)

Figure 3.2 Basic Optogalvanic Signal Detection Scheme. Specificity is achieved by a modulated resonant laser beam incident on a glow discharge. OG response is detected as a change in the impedance of the discharge. The signal is filtered and captured by phase sensitive detection method.

In practice, the power supply to the discharge is kept at a constant voltage and as the periodic resonant laser perturbation alters the mobility of the charge carriers, and
therefore the impedance of the discharge, an amplified current at the collector-emitter junction of the RF transistor is measured as a periodic voltage change across a ballast resistor at the chopping frequency of the laser [62]. This optogalvanic signal output is then fed into a differential amplifier board where the signal is filtered from high frequency and the DC components, amplified and sent to the computer or lock-in amplifier for data collection and analysis.

### 3.4 Data Collection and Processing

Throughout our experiments, optogalvanic signal is captured and processed using a computer that includes a Data Acquisition (DAQ) Board and a program developed in LabView programming language. The DAQ Board is a 16-Bit National Instruments NI-6120 Simultaneous Sampling board and the interface between ICOGS and the board is made possible by a National Instruments BNC-2110 interface with BNC connectors for analog and digital I/O connections. The DAQ board has 4 analog input (AI) channels and each channel has it’s own analog-to-digital converter. This property of the board enables sampling of the OGS from two cells at the same time, as opposed sequential sampling of each channel, eliminating the down time per channel, thereby eliminating possibility of losing data points throughout the duty cycle of the laser modulation. First two AI channels are dedicated to OGS acquisition from external reference cell and internal sample cell, respectively, while the other two channels are assigned to collect data from the pressure sensor and laser power meter or the laser exciter OG output. The data acquisition is initialized by the trigger signal from the mechanical chopper of the $^{14}$CO$_2$ laser. As the laser modulation frequency is manually set using the adjustment knob in the front panel of the chopper controller, the same frequency is entered as an input in the
front panel of the program. $^{12}\text{CO}_2$ laser is electronically chopped by the TTL signal from the digital counter output which is also entered by the user from the front panel of the program. Data sampling rate is chosen to be the multiple of the two chopping frequencies and number of samples per second is chosen to be equal to sampling rate. This way it is ensured that data acquisition for two different frequencies is synchronized throughout the one-second averaging time. A typical optogalvanic response to a periodically modulated laser beam is shown in Figure 3.3.

**Figure 3.3** Example of an OG signal in response to a laser modulated at 71 Hz and averaged over 5 seconds. The sample is pure $\text{CO}_2$ gas flowing at 0.05 ml/min with 0.97 Modern enrichment.

From each cell, waveforms for $^{14}\text{CO}_2$ and $^{12}\text{CO}_2$ optogalvanic response are captured at each second and a fast fourier transform (FFT) algorithm is executed to measure the signal amplitudes at fundamental modulation frequencies. This one second averaged value is then saved for offline data analysis as well as used in the real time laser stabilization routine.
3.5 Laser Frequency Stabilization
Optogalvanic signals have been widely used to actively stabilize the frequency of cw CO$_2$ lasers [31, 63, 64]. Long term laser stability is mainly effected by variations in the laser cavity length due to temperature fluctuations. Changes in the cavity length causes drifts in laser power and resonant line center operation. To compensate for these drifts, the output coupler of the $^{14}$CO$_2$ laser and the back mirror of the $^{12}$CO$_2$ laser are mounted on a piezo-electric transducer that is used for dynamic adjustment of the cavity length. For experiments that require long term stability of the system, computer controlled feedback algorithm monitors the optogalvanic signal from a reference source such as the external sealed cell and/or from the $^{14}$CO$_2$ laser itself and automatically adjusts the PZT voltage to compensate for the drifts in laser cavity. The algorithm first determines the peak signal amplitude or laser power by sending a ramp voltage output to both PZT power supplies independently. After completing a scan through the full range of the PZT, the Labview program sets the PZT driver output voltage to the corresponding highest optogalvanic signal or highest laser power and actively monitors and compensates for the drifts from the peak amplitude by adjusting the PZT voltage.

In our experiments, we used an external sealed cell that contains 5% CO2 gas in air at 5 Torr with contemporary levels of radiocarbon. $^{12}$CO$_2$ laser stabilization is achieved by monitoring the OG signal acquired from this cell, while stabilization of the $^{14}$CO$_2$ laser is achieved by monitoring the OG signal obtained from the laser tube itself. Periodic modulation of the $^{14}$CO$_2$ laser causes a voltage change across a ballast resistor inside its own power supply which makes it possible for us to use this as a reference signal to stabilize the wavelength and also use it for laser power normalization. Figures 3.4 and 3.5
show the results obtained after implementing the feedback algorithm for stabilizing the lasers using optogalvanic effect. Left hand side of the curves represent the OG signal profile acquired by ramping the transducer across it’s full range, namely 0 to 75 Volts and 0 to 1000 Volts for $^{12}\text{CO}_2$ and $^{14}\text{CO}_2$ lasers, respectively. Since the OG signal is proportional to laser power, computer controlled peak find and stabilization algorithm enables active long-term control of the lasers.

![Figure 3.4](image)

**Figure 3.4** After completing a $^{12}\text{CO}_2$ OGS scan profile, computer locks the PZT voltage to make the laser operate on the highest peak of the signal and maintain stable operation. Variations in the signal with the present system is of the order of 1%.
3.5 Following $^{13}$CO$_2$ Peak OGS scan across one FSR of the laser, computer stabilizes the laser on maximum of the laser gain profile. Variation in the signal after stabilization is about a fraction of a percent.

### 3.6 Internal and External Analysis Cells and Sample Introduction

Methods

The intracavity analysis cell has a volume of about 9 ml and it is made out of quartz. The cell windows are made of AR coated ZnSe material and they are mounted at the Brewster’s angle to minimize the cavity losses. CO$_2$ samples are introduced via the inlet port of the cell as shown in Figure 3.1. The gas pressure is monitored by an MKS Baratron (capacitance monometer) pressure transducer and the steady flow of gas is achieved by an MKS flow controller (FC) while the system is being pumped down by a Leybold turbo pump backed by a Leybold roughing pump. The cell is maintained at the desired pressure by carefully adjusting the valve mounted on the outlet port of the cell. In line with the pumping system there is a compact Residual Gas Analyzer (RGA) (Extorr, Inc. Model XT 100). This compact RGA includes a Pirani gauge and an ion gauge for
low-pressure measurements and utilizes a quadrupole gas analyzer to measure the partial pressures of the residual gasses flowing out of the analysis cell. It is controlled by its own software and mass scans are displayed on the computer screen. This instrument has proven to be very useful in verifying the contents of the sample vials being analyzed, in determining the residual gases such as water vapor or CO\textsubscript{2} that may be present in the system before introducing a new sample and also detecting possible sources of leaks in the plumbing system.

The external reference cell is a cylindrical sealed cell of about 10 cm long and 2 cm diameter. It contains 5% CO\textsubscript{2} in air at 5 Torr with natural level of radiocarbon. For an isotope ratio analysis system with sub-delta precision, external cell can be filled with highly enriched radiocarbon in Nitrogen buffer so that OG signals can be detected without the requirement of an intracavity enhancement. As mentioned in Chapter 2, measuring the OG signals simultaneously for both cells and taking the double ratio of signals help eliminate systematic errors due to laser fluctuations and increase the precision of the system. For the present system, \textsuperscript{12}CO\textsubscript{2} normalization is achieved by the OG signal from the external cell, while the \textsuperscript{14}CO\textsubscript{2} is normalized to OG signal from the laser tube itself and pressure of analysis cell when pure CO\textsubscript{2} is used as the carrier gas.

### 3.6.1 Sample Introduction Methods

Radiocarbon analysis using mass spectroscopy methods, such as AMS, is based on measuring ion currents and involves complex sample preparation steps. These steps include pre-treatment of the sample for removal of contaminants and isolating from the matrix, combustion or acid hydrolysis procedure for carbon dioxide production and
finally the reduction of the sample to elemental carbon in the form of graphite in special hydrogen and iron powder reactors. [66] AMS measurements require samples to be at least 1 mg to obtain sufficient ion currents for analysis, therefore “dead carbon”, i.e. graphite that is void of radiocarbon, is added as carrier which introduces new sample preparation steps.

On the other hand, ICOGS, which is based on the molecule specific, resonant optogalvanic signal, does not involve complex sample preparation steps and samples as small as micrograms can be analyzed with precision and sensitivity comparable to that of AMS. The only sample preparation steps for ICOGS are oxidation to CO₂ and the removal of water vapor. In his thesis work, Okil has demonstrated that an increase in water vapor content in the cell lead to an increase in the optogalvanic signal, reaching a peak around 10 to 15% relative humidity [43]. Although this leads to increased SNR as a result of increased signal, the water vapor content greatly varies from sample to sample, therefore it’s now preferred to remove the water vapor completely before the measurement process. Another important advantage of ICOGS over ion counting methods is that this technique is non-destructive to samples and after each measurement they may be retrieved for further analysis, if desired.

Experimental setup of ICOGS provides versatility so that depending on the application, different operating procedures can be utilized for sample introduction. For biochemical applications where rapid analysis of 10 to 100 Modern samples with high throughput is required, flow through system can be used, whereas batch mode measurement procedure can be used for improved precision for analyzing samples with 1 Modern or less enrichment. These procedures are explained in greater detail in the following sections.
3.6.1.1 Batch Mode Measurement Procedure

This mode of operation involves the cell to be filled with either pure CO$_2$ sample or with CO$_2$-N$_2$ mixture and closing the valves to trap the gas in the analyte cell for batch mode measurements. This makes it possible to improve the precision of the system by performing longer time averaged measurements.

One possible drawback of this mode that we have experienced is the “memory effect” that may cause repeatability problems and usually larger signals especially for samples with low enrichments. Throughout this work, the samples are analyzed in only two different intracavity analysis cells. In pure nitrogen discharge, it was observed that residual CO$_2$ molecules from previous experiments come off the cell walls after turning on the discharge. (Figure 3.6) Therefore, after each measurement, especially after analyzing samples with enriched radiocarbon, the analysis cell needed to be baked with a heating tape and pumped down using a turbo pump to avoid memory effect in the subsequent measurements. Flushing the system with an inert gas such as N$_2$ for several hours was also found useful in cleaning the cell.
After the initiation of 5 Torr pure N$_2$ discharge, normalized $^{12}$CO$_2$ and $^{14}$CO$_2$ OG signals verify the increase in the CO$_2$ content in the cell.

**3.6.1.2 Flow Mode Measurement Procedure**

Another method used for sample introduction is the injection of pure CO$_2$ sample onto a constant stream of carrier gas which can be pure nitrogen, CO$_2$ stripped air or “dead CO$_2$” i.e. CO$_2$ gas that is void of radiocarbon. This type of sample introduction is similar to that of a mass spectrometer coupled with a Gas or Liquid Chromatography instrument [59,60]. In this operation mode, instead of the two port cell, a single port analysis cell together with a 0.32 mm ID quartz capillary tubing (Supelco, Inc) was used. (Figure 3.7). By using capillary tubing, the expansion volume was kept small enabling us to use smaller samples throughout the experiments. Pure CO$_2$ samples with varying $^{14}$CO$_2$ concentrations were introduced onto the stream of carrier gas flow using a gas tight syringe via the septa as shown in the figure.

![Figure 3.6](image-url)
Figure 3.7 Schematic of sample introduction via injection. 2 ml or less gas sample is injected into a volume of about 40 ml. Cell pressure is kept around 5 Torr while the flow is adjusted via the valve. PS: Pressure Sensor, CT: Capillary Tubing

One set of experiment with the continuous flow mode for 1ml CO$_2$ injected into a stream of CO$_2$-free air as a carrier gas is shown in Figure 3.8. As the sample flowed into and out of the analysis cell, the transient signals were recorded simultaneously for both $^{14}$CO$_2$ and $^{12}$CO$_2$ resonant laser interaction with corresponding isotopes. In the subsequent chapters, injection experiments will be analyzed in greater detail with their relevance to calibration of the system and studies on modeling of physical mechanisms of observed saturation effects with increasing radiocarbon concentration, as shown in the inset of the figure 3.8, will be presented.
Figure 3.8 The buildup and loss of 1 ml of pure CO\textsubscript{2} sample with natural levels of radiocarbon injected onto a stream of CO\textsubscript{2}-free carrier gas flowing at 1 sccm. The cell pressure was kept constant at 5 Torr throughout the experiment.

Flow mode operation has the advantage of eliminating the memory effect and increased sample throughput, however it does not allow long term time averaging as in the case of batch mode analysis.

3.6.1.3 Sample Preparation

 Calibration samples in the form of pure CO\textsubscript{2} with various $^{14}$C enrichments were prepared for us at the Lawrence Livermore National Labs’ AMS facilities in Livermore, California. They were delivered in approximately 4 inches long and 1/4 or 3/8 inches O.D. breakseal pyrex vials. The vial is inserted in a ½ in. I.D. bubble tubing as shown in Figure 3.9. [61] A dry ice - isopropyl alcohol bath is placed under the vial so that possible
water vapor in the vial is condensed and prevented from getting into the analysis cell along with CO₂ gas. Next, the tip of the vial is broken and the gas is allowed to expand throughout the reservoir volume. Sample collection efficiency is increased by cryogenically trapping the sample with liquid nitrogen in a buffer section as shown in Figure 2. Depending on the sample introduction method, the gas samples were sent directly to the intracavity analysis cell form the reservoir or they were plunged out via the septum with a gas tight syringe and introduced on the flow of carrier gas as described above.

![Figure 3.9 Schematic of sample preparation procedure](image-url)

Figure 3.9 Schematic of sample preparation procedure
Chapter 4: Calibration Studies

4.1 Overview
The details of the experimental setup and the measurement procedures given in the previous chapter show that this new radiocarbon analyzer is a more compact and versatile instrument than AMS. The configuration may be varied depending on the application requirements. In this chapter, we will first give a detailed analysis of the background contribution to the measured optogalvanic signal from the more abundant carbon isotopes. Next, we will explain the signal enhancement mechanism via intracavity technique, pointing out analogies with the well studied ICAS method. In the last section, we will present the experimental results and system calibration with AMS measurements.

4.2 Lineshape Analysis
One of the most important characteristics of an absorbing or emitting medium such as the glow discharge in our experiment is its spectral line profile, which is broadened around a central resonant frequency due to intermolecular collisions as well as the thermal motion of molecules. Collisional interactions of the molecules increase the decay rate from the excited state, thereby leading to a homogenously broadened lineshape given by a Lorentzian distribution (Figure 4.1) [66, 67]:

\[ S(v) = \frac{(1/ \pi) \delta v_0}{(v - v_0)^2 + \delta v_0^2} \]

where \( \delta v_0 \) is the half width at half maximum (HWHM) of this function which is proportional to the collision rate:

\[ \delta v_0 = \text{collision rate} / 2\pi \]
The collision rate is determined by the relation;

\[
\frac{1}{\tau} = N\sigma \bar{v}_{rel}
\]

Here, \(N\) is the number density of molecules, \(\sigma\) is the collision cross section and \(\bar{v}\) is the average relative velocity of the molecules given by;

\[
\bar{v}_{rel} = \left[ \frac{8RT}{\pi} \left( \frac{1}{M_x} + \frac{1}{M_y} \right) \right]^{1/2}
\]

where \(R\) is the universal gas constant and \(M\) is the molecular weight of the colliding molecules. The relation for collision rate implies that the main source of collisional broadening is the pressure of the gas medium. For our experimental system, the discharge cell contains 5\% CO\(_2\) in Nitrogen or 100\% CO\(_2\) with a total pressure of 1 to 5 Torr. Gas temperature is determined by measuring the difference in cell pressure before and after the discharge is initiated. In a brief trial, cell pressure increased from 1.213 Torr to 1.466 Torr which implies 21\% change and using ideal gas law, final gas temperature is calculated as 310 K. The collision cross sections between CO\(_2\)-CO\(_2\) and CO\(_2\)-N\(_2\) are 1.57 x 10\(^{-18}\) m\(^2\) and 1.2 x 10\(^{-18}\) m\(^2\), respectively [68]. Using these values, FWHM of the collision broadened line shape is found to be about 38.4 MHz for 5\% CO\(_2\) in N\(_2\) and 9.7 MHz for 100\% CO\(_2\).

In addition to collisional broadening, the lineshape is also broadened inhomogenously due to the Doppler effect which arises from the fact that each molecule in the discharge may experience a small shift in resonance frequency due to having different velocity component along the axis of radiation. Effective resonance frequencies are therefore distributed across the line center of a Gaussian distribution (Figure 4.1) given by:
\[ S(\nu) = \frac{1}{\delta\nu_D} \left( \frac{4 \ln 2}{\pi} \right)^{1/2} e^{-4(\nu - \nu_0)^2 \ln 2 / \delta\nu_D} \]

where \( \nu - \nu_0 \) represents the shift from the line center frequency \( \nu_0 \) and \( \delta\nu_D \) is the full width at half maximum (FWHM) of the absorption curve given by:

\[ \delta\nu_D = 2 \frac{\nu_0}{c} \left( \frac{2kT}{m} \ln 2 \right)^{1/2} \]

Here, \( m \) is mass of the \(^{14}\text{CO}_2\) molecule in kilograms and \( T \) is the discharge temperature expressed in Kelvins. Taking the frequency of the \(^{14}\text{CO}_2\) line center at \( \text{P}(20) \) as 25.476 THz [49], FWHM of the Doppler broadened line width at 310 K is calculated to be about 47.3 MHz.

In such cases where both the intermolecular collisions and the Doppler effect play a role in the broadening of the spectral line, the line shape function is given by the Voigt profile which is a convolution of the Gaussian and Lorentzian distributions (Figure 4.1). The line intensity is given by:

\[ S(\nu) = \frac{0.939}{\delta\nu_D} \text{Re} \, w(x + ib) \quad (1) \]

where, \( w \) is an error function of a complex argument. The parameters of this function are:

\[ x = 1.67 \frac{(\nu_0 - \nu)}{\delta\nu_D}, \quad \text{and} \quad b = 1.67 \frac{\delta\nu_0}{\delta\nu_D} \]

whose values are tabulated in references [69]. Figure 4.1 shows the numerically computed Voigt profile superimposed onto Doppler and Lorentzian broadened line shapes with equal line widths [70].
Figure 4.1: Voigt profile (dotted line) corresponding to Lorentz profile (dashed line) with half width equal to that of Doppler (solid line) half width $\delta \nu_D = 1$

Figure 4.2 shows resonance curves obtained by tuning the laser across its gain profile by ramping the PZT as explained in the previous chapter. In the first scan (Figure 4.2) the analyte cell contains pure nitrogen gas at 5 Torr, and it verifies that the cell is void of any molecule in resonance with $^{14}$CO$_2$ laser. For the second scan, the cell is filled with 5% CO$_2$ in Nitrogen that has 10 Modern radiocarbon. As shown in the Figure 4.3, the PZT scan yielded the optogalvanic effect line shape that shows the Voigt profile with a FWHM of about 50 MHz.
Figure 4.2 No resonant OGS when cell is filled with pure N$_2$, as expected.

Figure 4.3 Resonance curve for intracavity optogalvanic effect when the cell is filled with 5% CO$_2$ in Nitrogen. The solid line is a best-fit Voigt profile with FWHM of about 50 MHz, as expected for $^{14}$CO$_2$ in the 5 mbar discharge at 310 K.
The lineshape analysis is also critical in determining the background contribution to the optogalvanic signal from more abundant isotopes namely $^{12}\text{CO}_2$ and $^{13}\text{CO}_2$. As mentioned in earlier chapters, strongest emission lines of CO$_2$ lasers correspond to transitions between rotational quantum number $J = 19$ of the first excited vibrational level of the asymmetric stretch mode ($00^01$) and $J = 20$ of the first excited vibrational level of the symmetric stretch mode which is denoted by P(20) line. This follows from the Boltzmann distribution of rotational level population densities for a system of molecules in thermal equilibrium at temperature T, that is defined by the relation;

$$N_j(v) \propto (2J + 1) \exp\left(-\frac{\hbar cBJ (J + 1)}{kT}\right)$$

where $B$ is the rotational constant of the molecule, which is inversely proportional to the moment of inertia $I$ of the molecule and given by $B = \left(\frac{\hbar}{8\pi^2 cI}\right)$.

The resonant line center frequency for $^{14}\text{CO}_2$ P(20) line is at 25.476 THz. Although the nearest $^{12}\text{CO}_2$ and $^{13}\text{CO}_2$ lines are separated by more than 400 line widths (Figure 4.4), due to more than 10 orders of magnitude difference in natural isotopic abundance there exists a non-resonant background contribution to the total OGE response. In order to determine the line intensity from $^{12}\text{CO}_2$ and $^{13}\text{CO}_2$, we picked the six closest $^{13}\text{CO}_2$ lasing transitions, and one $^{12}\text{CO}_2$ transition to this frequency from the tabulated values [49], namely P(68), P(66), P(64), P(70), P(72), P(74) of $^{13}\text{CO}_2$ and P(82) of $^{12}\text{CO}_2$. 

Next, the intensity of the Voigt profile at the line center for $^{14}$CO$_2$ is calculated using Eq. (1) together with the tabulated values for Voigt parameters [70]. After that, we used the Lorentzian distribution to calculate the far wing limits of these 7 lasing transitions, since the intensity of the Doppler profile outside of its FWHM approaches to zero much sooner than the Voigt profile due to the exponential decay. We also calculated the ratio of the rotational level populations using Eq (2) and finally multiplied the intensity of the profiles to correct for the difference in natural isotopic abundances, i.e. $10^{12}$ times for $^{12}$CO$_2$ and $10^{10}$ times for $^{13}$CO$_2$. Following a similar approach, we calculated the total contributions to the signal at a lower pressure, as well as the case when R(20) line of $^{14}$CO$_2$ could be chosen as $^{14}$CO$_2$ laser emission.

Table 4.1 summarizes the results of the calculations and shows the partial contribution to the line strength from each isotope compared to 1 Modern $^{14}$CO$_2$ which is also a measure
of the total OGS. For higher values of $^{14}$CO$_2$, the $^{14}$C contribution in the signal increases whereas the $^{12}$C and $^{13}$C remains constant.

<table>
<thead>
<tr>
<th></th>
<th>5 Torr</th>
<th>1.1 Torr</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C12</td>
<td>C13</td>
</tr>
<tr>
<td>R(20):</td>
<td>250</td>
<td>1667</td>
</tr>
<tr>
<td>P(20):</td>
<td>11</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.1 Contributions to the OGS from most abundant carbon isotopes calculated for a pure CO$_2$ sample with 1 Modern $^{14}$C (i.e. isotopic ratios of $^{14}$C/$^{12}$C $\sim$ 10$^{-12}$ and $^{14}$C/$^{13}$C $\sim$ 10$^{-10}$) R(20) and P(20) correspond to the two $^{14}$CO$_2$ laser emission lines with the highest gains.

As seen from the results, optogalvanic signals collected using the laser emission from the R(20) line of $^{14}$CO$_2$ laser would be made up of mostly $^{12}$C and $^{13}$C background signals. When the laser is tuned to P(20) line, percentage of resonant $^{14}$CO$_2$ signals gets bigger and especially at lower pressure, around 23% of the OGS is expected to be from resonant laser interaction specifically with $^{14}$CO$_2$ molecules. In light of this calculation, experiments for system calibration are done by using P(20) line of $^{14}$CO$_2$ and keeping the cell pressure around 1 Torr. Although in principle lowering the pressure beyond 1 Torr would bring the background even lower, this also results in higher noise and smaller signal amplitude.

4.3 Signal Enhancement via Intracavity Detection Technique
Cavity-enhanced spectroscopic methods, such as Intracavity Absorption Spectroscopy (ICAS), provide a remarkable improvement in signal detection sensitivity over conventional absorption spectroscopy especially for analyzing gas samples. As shown in
Equation 1.1, the recorded signal in absorption studies is the transmitted laser intensity through an absorbing medium with path length $L$ with absorber density $n$. The product of the absorption cross section and the absorber density is called the absorption coefficient $\kappa$, where $\kappa = n\sigma(\nu)$. In general, the detection limit in absorption spectroscopy is defined as the smallest detectable absorption coefficient, $\kappa_{\text{min}}$. The minimum absorption coefficient detected using ICAS is of the order of $10^{-10} \text{ cm}^{-1}$ which is about $10^9$ times greater than that of the conventional absorption measurement technique and implies a detection sensitivity of the order of part per billion in absorber concentration. [28, 30, 71, 72] In addition, from Equation 1.2, it can be understood that the highest detection sensitivity can be achieved by improved signal to noise ratio in the recorded signal and also by increasing the absorption path length. In ICAS, the ratio of absorbance signal to absorption coefficient gives the effective absorption path length $L_{\text{eff}}$ and it is used as a measure of the spectral sensitivity of the system. Here, effective path length corresponds to the distance that incident light would travel to produce an equivalent signal in a conventional, single pass absorption experiment. Since the Optogalvanic Signal is also proportional to laser interaction length as shown in Eq 2.8, it will be valuable to study the physical mechanisms leading to enhanced spectral sensitivity in ICAS.

Firstly, the intensity inside the laser is larger by a factor of $q = 1/(1 - R_1 R_2)$ than the outside of the laser where $R_1$ and $R_2$ are the reflectivities of the back mirror and the output coupler of the laser. This provides an advantage similar to that of a multipass cell inside a resonator.

In addition, contrary to ICOGS, highest sensitivity with ICAS has been demonstrated by using broad-band multimode lasers operating close to its lasing threshold and an
intracavity absorber whose linewidth is smaller than that of the laser medium. Since the output power of the laser depends on the gain of the laser medium and the losses inside the resonator, as the laser is tuned across its gain profile, certain dips in the laser emission profile are observed, as seen in Figure 4.5. These relative intensity changes are then analyzed to determine trace levels of atomic and molecular concentrations.

![Figure 4.5](image)

**Figure 4.5** ICAS measurement schematics from[28]. Laser cavity is formed by totally reflecting back mirror M1 and partially reflecting output coupler M2. The laser cavity includes an absorptive medium with a narrower line width than that of the laser’s gain medium.

This effect is greatly enhanced when the laser is operating close to threshold, which can be explained in the following way: During the steady state operation of the laser, saturated gain of the laser equals to the total losses of the cavity, such that

\[
g_s = g_0 \frac{1}{1 + l/l_s} = l
\]

where \( g_s \) is the saturated gain of the laser, \( g_0 \) is the small signal gain and \( l_s \) is the saturation intensity of the laser. If we solve for the laser emission intensity;

\[
l = l_s \left( \frac{g_0 - l}{l} \right)
\]

When additional small losses are introduced by placing an intracavity absorber, change in the laser intensity is given by,
\[ dl = -I_s \frac{g_0}{l^2} \, dl \]

Then the relative change in intensity is:

\[ \frac{dl}{I} = -\frac{n}{l(n-1)} \]

where \( n = \frac{g_0}{l} \). Comparing the case where the same absorber is placed outside the laser cavity, in which small changes in the intensity would equal to small losses by the absorption cell, an enhancement factor \( Q \) can be defined as:

\[ Q = \frac{g_0}{l(g_0 - l)} \]

When the laser is close to its threshold, \( g_0 \) approaches to \( l \) therefore the enhancement becomes very large. However, laser instabilities close to threshold reduce the signal to noise ratio and this puts an upper limit to the sensitivity that can be achieved experimentally.

As mentioned earlier, highest sensitivity with ICAS technique is achieved with multimode lasers. As the laser intensity drops at certain frequencies that correspond to losses caused by the intracavity absorber, neighboring laser modes gain intensity in such a way that they compensate the losses and keep the laser operating above its threshold. This mode competition may cause even further decrease in the intensity of the absorbed line. So, even the smallest intracavity absorption may lead to big changes in the laser intensity at that resonant mode. The existence of a finite time for development of a laser mode dictates an upper limit to the measurement time \( t \), such that \( 0 < t \leq t_{\text{mode}} \). Typical mode lifetimes in cw laser systems can vary from 10 \( \mu \)sec to milliseconds [72]. The
maximum spectral sensitivity that can be achieved with this technique can be expressed in terms of an effective path length, given by,

$$L_{\text{eff}} = ct$$

where c is the velocity of light and t is the measurement time. The highest sensitivity achieved with a cw multimode laser corresponds to an effective absorption path length of $7 \times 10^7$ meters.

There are several studies that focus on the limiting conditions of the enhancement in sensitivity with ICAS using cw multimode lasers from both theoretical and experimental perspectives [28, 72, 75]. Especially the work of Atmanspacher et al demonstrated the saturation effects caused by increased measurement time as well as spectral power density as shown in Figure 4.6.

![Figure 4.6](image.png)

**Figure 4.6** Quantitative model of Intracavity Absorption showing the saturation of absorption signal and hence the sensitivity with increasing measurement time and laser power. (From reference [72]) For this calculation, 589.0 nm Na D2 resonance line with an assumed line width of 3 GHz and an absorber concentration of $10^9$ cm$^{-3}$ was used.

In the figure above, absorption signal and hence the sensitivity, given by $-\ln(I/I_0)$, is highest at low pumping powers, i.e. when the laser is operating close to threshold and
also at longer measurement times. Here \( P^* = P/P_{th} \) and \( M \) is the number of oscillating laser modes. Saturation effects are also apparent at longer observation times and higher laser powers before the signal turns over at sufficiently high powers above laser threshold.

In addition to saturation effects due to laser power and measurement time, Baev et al [28] predicted non-linearity of enhancement in sensitivity with increasing absorber density for ICAS using single-mode lasers when they operate close to threshold. By solving the rate equations for laser photon number and population of upper laser level for various absorption coefficients, authors demonstrated that sensitivity enhancement decreases non-linearly with increasing absorber concentration, as shown in Figure 4.7.

Figure 4.7 Biggest enhancement in sensitivity is achieved at pump rates close to laser threshold. Under same operating conditions, sensitivity enhancement decreases non-linearly with increasing concentration \((n)\) indicated by the absorption coefficient \( \kappa = n\sigma(\nu) \). [28]

In summary, effective path length, \( L_{eff} \), which is a measure of spectral sensitivity of the measurement system, depends on saturation effects due to laser power and measurement time and also the sample concentration. In the upcoming sections, we will present the results of experiments carried out with the new radiocarbon detection system. We will
elaborate on similarities with the ICAS technique in terms of enhancement in detection sensitivity as well as the observed saturation effects.

4.4 System Calibration
As mentioned earlier, this work is aimed at developing a new instrument suitable for routine laboratory use for quantitation of radiocarbon in biomedical samples around Modern enrichments as well as carbon dating of small samples. The instrument will have orders of magnitude greater sensitivity than scintillation counters and will be able to replace AMS for several applications.

The measurement capabilities of this new technique is now demonstrated with calibration intervals of over more than three orders of magnitude using pure CO$_2$ gas at a pressure around 1.1 Torr and laser modulation frequency of 17 Hz. Due to observed laser saturation effects, two different calibration curves are obtained. Figure 4.8 shows the calibration from $10^{-3}$ Modern to 0.97 Modern and Figure 4.9 shows calibration from 0.11 Modern to 12 Modern samples with the OG signals plotted against AMS results. Measurements with 100 Modern sample yielded signals with lower amplitude than that of 12 Modern.

These results show that we have obtained an enhancement of about $10^7$ with the intracavity configuration compared to a single pass system. We have demonstrated a limit of detection to isotopic ratios of the order of $10^{-15}$ which is similar to AMS. Only a few thousand $^{14}$CO$_2$ molecules can be detected with great sensitivity using less than micrograms of pure CO$_2$ sample.
Figure 4.8 Calibration curves obtained with Optogalvanic signals plotted against AMS results. For $^{14}$C concentrations less than 1 Modern, analysis was carried out with high laser power to achieve highest sensitivity.

Figure 4.9 For $^{14}$C concentrations greater than 0.11 Modern, analysis was carried out with lower laser power.
These two calibration curves are obtained with measurements carried out in batch mode as outlined in the previous chapter. Briefly, after filling the cell with pure CO\textsubscript{2} sample to about 1.1 Torr, the glow discharge is turned on and given about a minute to stabilize. Next, the data acquisition program is run to perform a PZT scan across the laser gain curve and variation in the optogalvanic signal is recorded as shown in Figure 4.10.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Figure410.png}
\caption{Change in the optogalvanic signal (left y-axis) is measured from the variation in the gain of the laser (right y-axis). Analyte is pure CO\textsubscript{2} gas with 0.11 Modern radiocarbon.}
\end{figure}

This scan is repeated for 3 different laser powers which is adjusted by manually by changing the laser discharge current via the laser exciter. For samples with low \textsuperscript{14}C concentrations (<1 Modern) measurements are done with high laser power, whereas for samples with high concentrations (>1 Modern) lower power values are used for
normalization. The ratio of OG signal per laser power is then normalized to the gas pressure. The sample consisted of pure CO$_2$ gas, so pressure normalization gives a measure of the radiocarbon ratio to more abundant isotopes. It has been verified experimentally that the optogalvanic signal changes linearly with pressure (Figure 4.11). This final normalized value corresponds to the isotopic ratio indicated on the calibration curves above.

![Figure 4.11 Optogalvanic signal changes linearly with pressure.](image)

System calibration studies were also carried out in flow mode measurement procedure. For this purpose, initial experiments were done to determine how the signal amplitude changes with flow rate. As shown in the figure below (Figure 4.12), $^{14}$CO$_2$ optogalvanic signal amplitude increases with increasing flow rate. At each step of increase in flow, the RF power sustaining the discharge was tuned to obtain the minimum noise possible. However, the background noise is also observed to increase with increasing flow rate.
Therefore, for calibration purposes, we have chose to operate around 0.05 ml/min flow rate which yield relatively higher signal to noise ratio.

![Graph](image)

**Figure 4.12** Optogalvanic signal increases non-linearly with increasing flow rate.

Calibration measurements of samples with different $^{14}$C concentrations were carried out in a similar way to that of batch mode analysis. Following a PZT scan at varying laser power values, the peak signal is plotted against laser power to see the laser power saturation effects and determine the optimum operating power that would yield a linear calibration curve. (Figure 4.13)
As shown in the graph above, optogalvanic signal changes linearly with $^{14}$C concentration variation over more than 1 order of magnitude. A 12 Modern sample yielded a lower normalized signal of 0.686 V/W, an effect that was also observed in batch mode calibration measurements. However, in the batch mode measurement, turning over of the signal happened at a higher concentration than 12 Modern.

These results indicate the huge sensitivity obtained via the new Intracavity Optogalvanic Spectroscopy technique. Linearity and the dynamic range of the calibration curves depend on laser power, laser modulation frequency and resonant molecule concentration. The effects of these parameters on the optogalvanic signal will be studied in more detail in the following sections, emphasizing similarities and differences with ICAS.
Chapter 5: Dynamics Of Intracavity Optogalvanic Spectroscopy

5.1 Overview

The calibration curves presented in the previous chapter (Figure 4.8 and 4.9) show the huge enhancement in sensitivity achieved with this new laser based radiocarbon detection method. The dynamic range of these calibration intervals imply that with this technique quantitation of \(^{14}\)C in biochemicals as well as trace levels of depleted radiocarbon in environmental samples can be done routinely with much less complexity than Accelerator Mass Spectrometry. Throughout the calibration studies Intracavity Optogalvanic Signal showed saturation effects with increased laser power and laser modulation frequency. In addition, for samples with high enrichments (>10 Modern), the calibration curve became non-monotonic. In this chapter, these non-linear effects will be studied in greater detail and also the operating procedures developed for measuring samples with unknown \(^{14}\)C content will be presented.

5.2 Signal Dependence on Laser Modulation Frequency and Laser Power

The optimum calibration interval for isotopic ratios less than or equal to 1 Modern is obtained by utilizing maximum laser power (~50 W internal) whereas the best fit for higher enrichments (1-12 Modern) was obtained for measurements done with lower power (~ 25 Watt) to avoid laser power saturation effects. However, under the same operating conditions, i.e. same laser power and laser modulation frequency, 100 Modern
sample yielded lower signal amplitude as seen in Figure 4.9. Even though our goal was to obtain highest sensitivity possible with this new intracavity technique, this effect showed the non-linearity in signal enhancement when the concentration is varied over more than 5 orders of magnitude. As mentioned in the previous chapter, effective path length $L_{\text{eff}}$ and intracavity laser intensity characterize the enhancement in signal sensitivity. So we study these parameters in further detail to better understand the dynamics of ICOGS.

Figure 5.1 shows a typical optogalvanic signal waveform as a response to a periodically modulated laser beam incident onto the glow discharge consisting of 5% 0.97 Modern CO$_2$ sample in Nitrogen. In previous external cell measurements for stable isotope ratio analysis of CO$_2$, highest SNR values were obtained around 5% CO$_2$ in Nitrogen. [41, 43] In Chapter 2, it was mentioned that having Nitrogen in the analysis cell, enhanced the OG signal for the same reason a CO$_2$ laser output is increased by efficient energy transfer between electronically excited nitrogen molecules and upper laser level of CO$_2$. In this case, the discharge can be viewed as a gain system and upper laser level population is depleted due to stimulated emission, therefore loss of energy to the incoming laser field leads to cooling of the gas. This local temperature decrease leads to an increase in particle number density, a decrease in electron mobility and thereby an increase in impedance of the discharge [76]. The averaged waveform in Figure 5.1 shows the increase and decrease in optogalvanic signal due to laser radiation going ON and OFF which is indicated by the 0-5 Volt chopping signal.
Figure 5.1  Typical OG Signal in response to a laser modulated at 63 Hz. Laser ON-OFF time indicated by 0 to 5 V TTL trigger pulse. 5 sec averaged signal measured for sample of CO\textsubscript{2} gas with 0.97 Modern enrichment in Nitrogen.

On the other hand, if the discharge system is in absorptive condition, an opposite effect, namely heating effect of the gas leads to an optogalvanic signal with an opposite sign as shown in Figure 5.2. In this case the discharge consists of pure CO\textsubscript{2} gas and the irradiation of the discharge with the resonant beam causes an overall heating of the gas which leads to a decrease in the discharge impedance.

Figure 5.2  OG Signal measured for pure CO\textsubscript{2} gas at 1.1 Torr with 0.97 Modern enrichment and the laser modulated at 71 Hz.
As mentioned in Chapter 2, Smith and Moffatt [47] gave a temperature model of the OG effect which is in good agreement with many measurements [51,52]. They have shown that the fractional change in a DC-excited laser discharge power is directly proportional to the fractional change in molecule number density brought about by laser irradiation. Also, from the ideal gas law, this ratio is proportional to the change in gas temperature. That is;

\[
\frac{\Delta P}{P} = \frac{\Delta n}{n} = -\frac{\Delta T}{T}
\]  

(5.1)

The discharge power is given by relation \( P = I.V \) and at constant current, \( \Delta P = I.\Delta V \), where \( \Delta V \) is the voltage change in the cell. Therefore, Eq. 2.7 can be written as;

\[
\frac{\Delta V}{V} = -\frac{\Delta T}{T}
\]  

(5.2)

Although our system is an rf glow discharge, the same model should approximately hold. As seen in Figure 5.2, we measure an OG signal of about 0.3 Volts for ~1 Modern sample. So for our system, with a 2000 gain amplifier and 800 Volts rf driving voltage, we have \( \frac{\Delta V}{V} = 1.87 \times 10^{-7} \). We can estimate the fractional change in gas temperature due to laser perturbation, as follows:

At 1.1 Torr gas pressure at 310 K and a concentration of 1 Modern, there are about 315,000 \(^{14}\)CO\(_{2}\) molecules in the entire cell volume of 9.2 ml. In thermal equilibrium, the Boltzmann factor, given by;

\[
Nj \propto (2J + 1)e^{-\frac{\Delta E}{kT}}
\]  

(5.3)

implies ~39,000 \(^{14}\)CO\(_{2}\) molecules in the lower laser level. Here, \( J = 20 \) and \( \Delta E \cong 0.15 \) eV is the energy of the lower laser level. I have determined \( \Delta E \) from the tabulated value for
the frequency of the symmetric stretch mode for the \(^{12}\text{CO}_2\) (1388 cm\(^{-1}\)) and using the fact that it is inversely proportional to the square root of the mass of the molecule, I have corrected this value for the higher mass of the \(^{14}\text{CO}_2\) molecule. We have shown in Chapter 4 that more abundant isotopes, off resonance, are equivalent to \(~3\) times more \(^{14}\text{CO}_2\) molecules at line center. So there are effectively 117,000 molecules in this state. The area of the laser beam is \(~0.13\) cm\(^2\), whereas the cross section of the cell is 0.785 cm\(^2\). So there are \(~19,000\) molecules in the irradiated part of the laser beam. For the experiment shown in Figure 5.2, laser output power was \(~8\) Watts, which imply \(~98\) W internal power due to 85% reflective output coupler and also taking the internal reflections into consideration. Since the energy of the resonant photon is \(~0.105\) eV, the standing wave laser cavity photon flux is \(4.49\times10^{22}\) photons.cm\(^{-2}\).s\(^{-1}\). Using the total absorption cross section of \(\sigma = 7.9\times10^{-16}\) cm\(^2\), which I calculated at the 11.768 \(\mu\) resonant transition [66], the total energy gained by the discharge system in one laser irradiation period (\(~0.007\) sec) due to absorption is \(~7.9\times10^{-11}\) Joules. From the kinetic theory of gases, we can determine the fractional temperature change \(\Delta T\), by using the relation:

\[
E = \frac{3}{2} N_s k \Delta T
\]

where \(N_s\) is the total number of molecules (\(~3.15\times10^{17}\)) and \(k\) is the Boltzmann constant.

This yields \(\Delta T = 1.2\times10^{-5}\) K, and \(\frac{\Delta T}{T} = 3.9\times10^{-8}\).

This calculated temperature value is about 5 times less than that calculated from our measurements and equation 5.2. The difference is not unreasonable due to the approximate nature of the model and the fact that the \(\Delta V\) measured is across a driving...
transistor in a tuned RF oscillator circuit, not the $\Delta V$ across the discharge. A more detailed circuit and plasma analysis may yield more accurate estimate. In addition, all the parameters used in the calculation above, including the total number of absorbing molecules, the total absorption cross section and the photon flux, have uncertainties $\sim 10\%$.

As seen in figure 5.2, it takes about 0.5 milliseconds to generate a measurable OG response, due to the fact that the optogalvanic response is a thermal effect caused by laser perturbation. Therefore the choice of laser modulation frequency should be below 2 kHz. In addition, as seen in the same figure, the OG signal rise time for the glow discharge to reach a new equilibrium condition is about 6 milliseconds. So, a choice of measurement time equal to or longer than the signal rise time is preferable. Although, longer measurement times, i.e. lower chopping frequency further decrease SNR by raising the 1/f noise, it is somewhat compensated by enhanced signal.

In light of these observations based on the optogalvanic signal waveform, further experiments were carried out to determine the time dependent characteristics of our measurement system. Figure 5.3 shows the variation of the optogalvanic signal for laser chopping periods from about 4 milliseconds to 60 milliseconds. In practice laser modulation frequency is varied between 17 Hz and 227 Hz. The graph includes two sets of data points for two different samples, namely 0.97 Modern which is of the order of contemporary levels of radiocarbon and “dead CO$_2$”, that is the sample is obtained from fossil fuel combustion therefore it contains minimal $^{14}$C but the stable isotopes $^{12}$C and $^{13}$C are present ($^{14}$C/$^{12}$C $\leq 10^{-15}$). The signals obtained from this dead CO$_2$ sample comes
from the more abundant isotope background effects that were explained in the previous chapter.

![Graph showing experimental results](image)

**Figure 5.3** Experimental results show the measurement time dependence of normalized Optogalvanic Signal for two different samples. Experiments are carried out in the batch mode.

In the figure above, as the measurement time is increased, the spectral sensitivity, defined by effective path length \( L_{\text{eff}} = ct \), reaches a maximum value and levels off at different times for the two samples. Signal is enhanced for both \(^{14}\text{C}\) and the background, however the enhancement clearly saturates for the non-resonant background signal at a shorter time than that of the resonant \(^{14}\text{C}\) signal. In his thesis work with external cell optogalvanic signal measurements, Okil [43] has also shown that highest resonant \(^{12}\text{CO}_2\) and \(^{13}\text{CO}_2\) signals are obtained at a laser modulation frequency of about 25 Hz, that is 40 milliseconds, which is a similar result as seen in the figure above for the resonant \(^{14}\text{CO}_2\) signal. But, in his experiments, he observed that the signal amplitude decrease was almost linear with decreasing chopping time. In our case, the signal enhancement introduced by
the intracavity configuration shows non-linear effects and saturates. For samples with 1 Modern or lower enrichment, longer measurement times yield highest SNR and hence the highest sensitivity. Even though the signal amplitude is lower at higher chopping frequencies, signals are still proportional to concentration and changes almost linearly for $t < 10$ milliseconds. Therefore, for higher enrichments, it is preferable to work at higher frequencies to lower the enhancement in sensitivity by lowering $L_{\text{eff}}$ and possibly achieve a longer dynamic range.

In addition to laser modulation frequency, enhancement in sensitivity depend on laser intensity as well, implied by Eq 2.8. Figure 5.4 shows the relation between the OGS signal and laser power for the four calibration points on Figure 4.9. These experiments are carried out in batch mode procedure with pure CO$_2$ and 17 Hz laser modulation frequency. The laser power is varied by changing the laser pump power from the power supply between 225 Watt down to 55 Watt. For the 100 Modern sample ($^{14}$C/C = $10^{10}$) normalized signal amplitude is lower throughout. In addition to that, laser saturation effects are apparent at the highest pump power for this concentration value.
In light of these observations, to test if we could get a calibration interval with larger dynamic range, short measurement time, i.e. high frequency and low pumping power experiments are carried out with 1, 12 and 100 Modern samples. The results are shown in Figure 5.5. Throughout these experiments, $^{14}\text{CO}_2$ laser is modulated at 227 Hz and laser’s power supply was set to about 55 Watts which lead to 0.85 Watt laser output power. At high laser modulation frequencies, there existed a technical problem with the software program’s phase locking algorithm in which case user had to manually adjust the mechanical chopper rotation speed to match the laser frequency to that of computer sampling frequency. Due to this effect, an estimated error of about 5% is indicated on the data points.
As a result of high frequency, low power operation, we decreased the enhancement saturation effects due to $L_{\text{eff}}$ and laser power for highly enriched 100 Modern sample and favorably changed the non-linearity between 12 Modern and 100 Modern samples. However, under the same operating conditions, the normalized OG signal for 1 Modern sample is higher than that of 12 Modern. This result was somewhat confusing and required analyzing samples with concentrations in between these values. Since we didn’t have calibration samples with these values, we performed dilution experiments as follows: First, a 1.1 Torr of 100 Modern sample is trapped in the analysis cell and measured while the reservoir is being pumped down and filled with 1 Modern CO$_2$ gas. After recording the signal amplitude for 100 Modern, the cell is filled with 1 Modern CO$_2$ and pumped back down to 1.1 Torr and the dilution factors correspond to isotopic ratios given in Figure 5.5.
It is apparent from the figure that the signal enhancement is higher around 1 Modern value, although the signal amplitudes are slightly different for those concentration values plotted in Figure 5. This probably is due to memory effect and/or the 12 Modern signal amplitude in Figure 5 has a larger uncertainty than estimated. One main difference between experimental procedures is that the cell is not heated and pumped down for extended period of time between measurements as it was done for the calibration plots in Figure 4.8 and 4.9.

As mentioned in chapter 4, calibration studies in flow mode operation also showed a decrease in signal enhancement for “high” radiocarbon concentrations (>1.5 Modern) at low laser modulation frequencies (17 Hz). However compared to batch mode measurement procedure, this effect is observed at a lower concentration, that is, when the
radiocarbon concentration is increased from 1.5 Modern to 12 Modern. In addition, signal dependence on laser power behaved differently, as shown in Figure 5.7.
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**Figure 5.7** OG Signal show different laser power dynamics for different \(^{14}\)C sample concentrations.

In this case, the x-axis values are the optogalvanic signal output from the laser’s power supply, which has a linear relationship with the actual laser output power as shown in Figure 5.8.
Figure 5.7 shows the OG signal variation for increasing laser intensity for the concentrations that correspond to the calibration points indicated in Figure 4.11. Figure 5.7 also includes the data for the 12 Modern sample which was mentioned in the text. The optogalvanic signal due to the background behaves differently than that of resonant $^{14}\text{CO}_2$ signals. Background signals clearly show saturation effects with laser power increase. However, for the resonant $^{14}\text{CO}_2$ signals, we observe a decrease in signal beyond ~2 Watt laser power and this effect is bigger as the radiocarbon amount is increased. For the case of batch mode measurements (Figure 5.4) we did not observe such behavior except for the highest enrichment of 100 Modern. At higher laser modulation frequencies, it was observed that this effect occurred at higher laser power values, as indicated in Figure 5.9 below.
Figure 5.9 Laser power and OG signal relation at different laser chopping frequencies. The sample is 1 Modern pure CO\textsubscript{2} flowing at 0.05 sccm

As seen from the figure above, the linearity is different at higher modulation frequencies. At shorter measurement times, i.e. higher chopping frequencies, the optogalvanic signal, and thus the signal enhancement decreases non-linearly at higher laser intensities. Therefore, analogous to the batch mode measurement procedure, shorter measurement times and lower laser powers is favorable for obtaining a larger calibration interval.

In Figure 4.12, it was indicated that the optogalvanic signal increases with increasing flow rate. Under the given discharge conditions with sample being pure CO\textsubscript{2} the resonant laser interaction causes local heating of the gas due to absorption. Fresh gas flowing into the analysis cell which is cooler than the discharge increases the temperature gradient and therefore the variation in the particle number density which we observe as an increase in
the optogalvanic response. Those experiments were carried out with pure CO₂ gas with 1 Modern ¹⁴C and the laser power was set around 0.6 V of Laser OGE indicated in Figure 5.7 above. Therefore it is now believed that the decrease in ¹⁴C OG signal in Figure 5.7 for values greater than ~ 2 Watt of laser output power is due to the change in gain conditions of the discharge. It is clear that the OG signal is enhanced for the background indicated by the “dead CO₂” but it shows saturation with increased laser power. However when the cell contains resonant ¹⁴CO₂ molecules, optogalvanic signal changes sign beyond this threshold value and causes the observed decrease in the signal amplitude. That is, the gain conditions are different for the background and the resonant ¹⁴C molecules.

5.3 Theoretical Model

The results presented so far clearly indicate the huge enhancement in signal sensitivity via intracavity technique depend on several factors including laser power, laser modulation frequency, flow rate and the ¹⁴CO₂ laser operating at a wavelength close to end of its cavity mode. A comprehensive model of the optogalvanic signal generation inside the laser cavity requires quantitative analysis of rate equations that describe the variations of these parameters with time. Atmanspacher et al [72] have studied the related dynamics of Intracavity Absorption Spectroscopy with a multimode laser by numerical analysis of a set of rate equations for the laser medium, the absorbing medium and the number of cavity photons which provide the coupling between the laser gain medium and the absorber. For the case of a single mode laser like ours, the equations for the laser gain medium, can be written as:
\[ \frac{dn_{\text{inv}}}{dt} = p - A_{\text{inv}} n_{\text{inv}} - B_{\text{inv}} n_{\text{inv}} E_{\text{photon}} N_{\text{photon}} \] (1)

Here \( p \) is the pumping rate, \( A_{\text{inv}} \) is the Einstein \( A \) coefficient of the upper laser level, \( n_{\text{inv}} \) is the number of upper level molecules, \( N_{\text{photon}} \) is the number of photons, \( E_{\text{photon}} \) is the energy of an emitted photon and \( B_{\text{inv}} \) is the Einstein \( B \) coefficient of the inverted state.

The rate equation for the resonant population densities of the intracavity absorbing (or gain) medium is given by,

\[ \frac{dn_2}{dt} = -\frac{dn_1}{dt} = B_{12} (n_1 - n_2) E_{\text{abs}} N_{\text{photon}} - A_{21} n_2 \] (2)

where \( E_{\text{abs}} \) is the energy of the absorbed photons, \( n_1 \) and \( n_2 \) are the population densities in the lower and upper levels, respectively, \( A_{21} \) is the Einstein \( A \) coefficient of the upper level and \( B_{12} \) is the Einstein \( B \) coefficient for the absorbing transition.

The coupling between the laser gain medium and the intracavity medium is described by the rate equation for the change in number of photons, as follows:

\[ \frac{dN_{\text{photon}}}{dt} = B_{\text{inv}} n_{\text{inv}} E_{\text{photon}} (N_{\text{photon}} + 1) - \left( \frac{N_{\text{photon}}}{T_{\text{photon}}} \right) - B_{12} (n_1 - n_2) E_{\text{abs}} N_{\text{photon}} \\
- B_{12} (n_1' - n_2') E_{\text{abs}} N_{\text{photon}} \] (3)

The first part is the stimulated emission term due to the laser gain medium and the second term represents the broadband cavity losses where the photon lifetime \( T_{\text{photon}} \) is given by \( T_{\text{photon}} = \frac{L}{c\sigma} \) and \( L \) is the cavity length and \( \sigma \) represents the losses per cavity round trip due to the laser output, diffraction, scattering, etc. The last two terms comes from equation (2) for the resonant population densities without the contribution of the spontaneous emission term and including a non-resonant background contribution. The
populations of background molecules in the lower and upper levels are indicated by $n'_1$ and $n'_2$.

The ICAS technique is based on measuring the emission spectrum of a laser in the presence of an intracavity absorber and variations in laser output are characterized by Eq (3). However, ICOGS only measures the electrical signal which arises due to resonant and non resonant laser interactions altering equilibrium population distributions in the intracavity cell and it is related to the last two terms in Eq. (3). The number of resonant molecules in the analysis cell ($\sim 3.55 \times 10^4 / \text{cm}^3$) is negligible compared to the active molecules in the laser medium ($\sim 7.0 \times 10^{16} / \text{cm}^3$). For the 50 W internal laser power, it is estimated that only $\sim 5 \times 10^{-13} \%$ of the cavity photons would be resonantly absorbed in the internal cell, which will have no measurable effect on the laser output. In addition, even though for the non-resonant term the population difference can be large due to natural abundance, at the $^{14}\text{CO}_2$ line center, the line strength is reduced by more than 10 orders of magnitude and $B_{12} \gg B'_{12}$.

According to temperature model of the optogalvanic effect, as explained in Chapter 2, the OG signal arises as a result of change in molecule number density in the irradiated part of the discharge that leads to a change in its electrical properties. When the system is considered to be in absorptive mode, energy is gained from the incoming radiation due absorption, the rate of which is given by:

$$\frac{dE_i}{dt} = \sigma_{13} I_{13} \Delta n$$
where $\sigma$ is the absorption cross section, $I$ is the laser intensity and $\Delta n$ corresponds to population difference between the upper and lower laser levels. In general, dynamic behavior of level populations is given by the relation: [77]

$$\frac{d(\Delta n_i)}{dt} = \sum_j \gamma_{ij} \Delta n_j - \sum_j (n_j - n_j) \sigma \gamma_{ij} I_j$$

where $\gamma_{ij}$ are the rate constants for transitions without the laser perturbation. In the case where the OG effect reaches an equilibrium, $d(\Delta n)/dt = 0$ if we label the lower laser level as 1,

$$\Delta n_1 = -(n_1 - n_2) \sigma_{12} I_{12} T_1$$

and

$$\Delta n_2 = (n_1 - n_2) \sigma_{12} I_{12} T_2$$

where $T_1$ and $T_2$ characterize the relaxation time to reach steady state after laser irradiation. Another advantage of ICOGS over ICAS is the fact that the sample is kept in a glow discharge that maintains excited state populations of molecules which are not populated under normal conditions. Therefore in addition to laser pumping term, the net rate equation for the upper laser level must contain collisional energy exchange term with Nitrogen, collisional exchange terms due to electron impact excitation and also the V-V-T de-excitation (see Chapter 2), which may all effect $T_1$ and therefore the OG signal. Overall temporal behavior of the system can be described by constructing the rate equations for all the relevant vibrational levels including the energy exchange rates between them.
In addition to OG signal increase with laser intensity and measurement time, the results of the experiments with 100% CO$_2$ indicated that the highest enhancement in signal sensitivity was obtained at a specific detuning point from the line center of the laser’s spectral gain profile, as shown in Figure 4.10. As the laser is tuned across its gain profile, the decrease in the laser gain is compensated by increased gain in the analysis cell without causing any change in the laser output power [28]. However as illustrated in Figure 4.6, numerical analysis by Baev et al showed with ICAS using a single mode laser, a maximum value of sensitivity enhancement of $\sim 10^7$ can be achieved compared to an external cell measurement only when the laser operates close to its lasing threshold. But also as mentioned in the text, it is impossible to achieve this enhancement in practice with absorption spectroscopy due to the requirement of laser power detectors that is sensitive enough to detect variations of as low as 10nW. With the calibration intervals presented in Chapter 4, we have shown that similar signal enhancement is possible when optogalvanic spectroscopy technique is utilized. The maximum enhancement is at the point of spatial mode hopping but not laser threshold. At that point, the laser is operating at $\sim 4$ times higher than its threshold power.

A comprehensive numerical model for the optogalvanic signal enhancement inside a laser cavity requires detailed numerical analysis of rate equations that include all the variables mentioned above and is left for future work.

### 5.4 Effects of Nitrogen as a Carrier Gas on OG Signal Enhancement

In Chapter 2, it was mentioned that the having Nitrogen in the analysis cell, enhanced the OG signal for the same reason a CO$_2$ laser output is increased by efficient energy transfer
between electronically excited nitrogen molecules and upper laser level of CO$_2$. Highest SNR values in previous external cell measurements for stable isotope ratio analysis of CO$_2$ were obtained around 5% CO$_2$ in Nitrogen. Therefore, initial experiments of ICOGS were carried out with Nitrogen as the buffer gas. This way, we demonstrated that it is possible to perform rapid analysis by sample injection onto a non-resonant carrier gas while using a lot less CO$_2$ sample compared to pure CO$_2$ measurements. Figure 5.11 shows a typical experiment carried out with this method, where 0.5 ml of 100 Modern CO$_2$ is injected onto a stream of nitrogen gas while the cell pressure is kept constant at 5 Torr. That is the cell contains only 0.25 micrograms of CO$_2$ at the peak of the curve.
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**Figure 5.10** An example run in the flow mode. 100 Modern pure CO$_2$ sample injected onto a stream of Nitrogen gas.

In the flow mode experiments where N$_2$ is used as a carrier gas, the $^{12}$CO$_2$ is measured in external cavity configuration. The OG signal obtained with this laser clearly shows the increase and decrease in the CO$_2$ content of the gas. However, ICOGS signal increase and decrease due to $^{14}$CO$_2$ laser interaction is relatively small. This is likely to be due to the
fact that having the analysis cell inside the laser cavity together with Nitrogen carrier, gain per molecule is so high that we are sensitive to only trace amounts of residual radiocarbon and as the enrichment is increased, system is approaching to a level of gain saturation.

Using different higher enrichments, a calibration curve could be obtained using nitrogen as carrier gas as shown in Figure 5.12 below.

![Calibration Curve](image)

**Figure 5.12** Calibration curve obtained using nitrogen as a carrier gas.

The slope of the curve implies that the OG signal grows only 3% for every modern increase. Therefore, in order to get more accurate results especially for unknown samples, the precision of the system has to be improved from the current conditions. In addition, these data were obtained at 5 mbar with long measurement time (low chopping
frequency) and high laser power. More work remains to be done to determine the optimum conditions for calibration using Nitrogen as carrier gas.

5.5 Summary
The results presented show that the signal enhancement with this new method enabled us to measure trace amounts of radiocarbon. However the system is very non-linear when the resonant molecule concentration changes over several orders of magnitude. The dynamic range of the calibration depends on several factors. Therefore the general equation for optogalvanic signal given in Eq 2.8 is linear only for small variations in several interrelated parameters which are summarized in Figure 5.14, below. The calibration results indicate that signal enhancement over conventional external cell measurement, given by the effective path length is of the order of $10^6$ and it is proportional to measurement time up to 25 msec.
Laser chopping frequency also effects the OG equilibration time and hence the signal amplitude. The dynamic range of the calibration intervals depend on the signal enhancement which can be controlled by varying measurement time and laser intensity. More abundant isotope contribution can be reduced by adjusting the gas pressure. Also

Figure 5.14 Summary of different parameters that determine the sensitivity of ICOGS. Sensitivity is different for signal and the background.
by controlling the flow rate, gas temperature can be varied to obtain enhanced optogalvanic response.
Chapter 6: Conclusions

6.1 Summary

The calibration intervals and experimental observations presented in the preceding chapters show that we have successfully developed a laser based radiocarbon analyzer that can compete with state of the art Accelerator Mass Spectrometer in various fields of applications, including biological sciences, environmental CO₂ monitoring and carbon dating. With this technique, it will be possible to quantify of ¹⁴C-labeled sub-microgram bio-molecules having enrichments around 1 to several hundred Modern more rapidly in a lab setting with less complexity and more cost effectively than with AMS. In addition, continuous carbon isotope ratio monitoring using flow through measurement capabilities of ICOGS with precision around 1δ will improve our understanding of regional carbon budgets and human influence on the climate change. The measurement sensitivity and limit of detection achieved with this new technique enable us to determine radiocarbon age of a wide variety of samples.

The technique is based on laser optogalvanic effect and the huge enhancement in signal sensitivity over the conventional single or multi pass external cell configuration is achieved by placing the analysis cell inside a laser cavity. This new approach is analogous to well known Intracavity Absorption Spectroscopy (ICAS) method with major differences. Firstly, the detection is electrical rather than optical. That is even though the cavity loss or additional gain introduced by the intracavity sample cell does not have a measurable effect on the laser emission, impedance variations from the equilibrium conditions of the glow discharge can be measured with high SNR. Secondly,
different from ICAS with single mode lasers, we have achieved highest enhancement by making use of a single mode laser. The contents of the analysis cell is similar to that of the laser medium and the as the laser is tuned away from it’s line center, the losses are compensated by the additional gain in the cell which manifest itself as enhancement in the signal sensitivity. The enhancement achieved is characterized by an effective path length increase given by $L_{\text{eff}} = c \Delta t$, where $\Delta t$ is related to the measurement time. The enhancement is different for the resonant signal and the non-resonant background, as explained in Chapters 4 and 5. We have shown calibration curves that cover a dynamic range from “dead” CO$_2$ ($< 10^{-3}$ Modern) to 100 Modern. For extended dynamic ranges, laser power and measurement time need to be varied to control the effects of enhancement saturation, as described in Chapter 5. A summary of the different parameters that effect the sensitivity and signal enhancement of this new method is given in Table 5.14.

### 6.2 Future Work

Continued work on this new analytical measurement technique can be divided into two main topics. First, a comprehensive numerical analysis of the governing rate equation system which will perfect our understanding of the signal enhancement mechanisms needs to be completed. Second, further experimental work can be done to improve the precision of the instrument as well as its accuracy in the high frequency regime. In his thesis work, Okil [43] has demonstrated a precision of $0.1\delta$ in his external cell measurement system. This was mainly achieved by measuring the double ratio of the
sample cell with a reference cell as explained in Chapter 2, above. Therefore, an external reference cell with enriched $^{14}\text{CO}_2$ will help improve the precision of ICOGS by at least an order of magnitude from its current value of $\sim 3-4\%$. The accuracy of the instrument especially for the high frequency experiments will be improved by instrument engineering, in particular, by data acquisition software with a better phase locking algorithm. New software should also include coherent waveform analysis algorithm which is based on measuring the area under the OG waveform, as opposed to using only the signal at the fundamental frequency. Using this method, Okil [43] has demonstrated about 20\% improvement in SNR.

Another experimental improvement on the performance of ICOGS must include developing better sample handling procedures. This new instrument can be coupled with other commercially available GC/LC instruments which will increase sample throughput and also make it possible to oxidize carbon containing compounds to CO$_2$ samples in situ. Collaborations with expert groups in the aforementioned applications fields will also be useful in technology transfer of the ICOGS system to the wider scientific community.
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