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The main parts of my thesis are studies aimed at investigating circadian regulation 

of innate immunity using Drosophila as a model system.  In unrelated work, I also 

participated in a collaborative study showing circadian regulation of microRNAs 

(miRNAs) in Drosophila. 

We sought to determine if the innate immune response is under circadian 

regulation and whether this impacts overall health status.  To this end, Drosophila 

was infected with the human opportunistic pathogenic bacteria Pseudomonas 

aeruginosa as a model system.  The results show that the survival rates of 

wild-type flies vary as a function of when during the day they are infected, peaking 

in the middle of the night.  Also the kinetics of bacterial growth and the expression 

of a limited number of innate immunity genes correlate with time-of-day effects on 

survival.  Our findings suggest that medical intervention strategies incorporating 

chronobiological considerations could enhance the innate immune response, 

boosting the efficacy of combating pathogenic infections.  This study also led us to 
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a second study where we characterized the innate immune response in the 

Drosophila head.  We showed that the innate immunity pathway in the head is 

similar to the well described pathway in the body.  Furthermore, the pericerebral fat 

body in the head or neurons are sufficient to combat bacterial infections, 

independent of the abdominal fat body.  Our findings suggest that the pericerebral 

fat body may provide a fast and local immune response in the head, improving the 

survival outcome of Drosophila. 

A minor aspect of my thesis work was unrelated to host defense.  In this 

study, we used Drosophila to investigate the possibility that circadian clocks 

regulate the expression of miRNAs.  From the analysis of microarray data, we 

found two miRNAs (dme-miR-263a and -263b) that exhibit robust daily changes in 

abundance in adult heads of wild-type flies that are abolished in the cyc01 mutant.  

Our results suggest that cycling miRNAs contribute to daily changes in mRNA 

and/or protein levels in Drosophila. 
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Chapter 1. Introduction 

Overview 

My thesis work is mostly related to circadian regulation of innate immunity in 

Drosophila.  Therefore, I will briefly summarize circadian rhythms and more 

specifically the mechanism of circadian clock operating in Drosophila.  Then, I will 

give an overview of innate immunity in general and its humoral components in 

Drosophila. 

Circadian Clock 

One of the most obvious and everlasting features of our environment is the daily 

cycles of light and temperature.  Due to the rotation of the earth on its own axis, 

most creatures on this planet are under the influence of the light-dark cycles.  The 

daily patterns of food availability and predator activities could be critical information 

for the survival of animals.  For example, bees can minimize unfruitful foraging trips 

by concentrating their visits to flowers at restricted times of day when the nectar 

and pollens can be offered [1]. 

The circadian clock is such a timing mechanism that measures the passage 

of time with about 24-hr period and allows us to adjust to the daily cycles in the 

environment (circa=about; dies=day). The time cues that provide information 

regarding the environmental cycling parameters are called zeitgebers (“time 
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givers” in German).  The zeitgebers that can entrain mammals are cycles of 

light-dark, temperature, food availability, and social cues to name a few, although 

light is the most prominent entraining cue.  The circadian clock is a pacemaker that 

free-runs with its own endogenous period in the absence of zeitgebers and 

universally found in animals and plants.  Zeitgebers function by synchronizing 

clocks to local time.   The timing information of the circadian clock is ultimately 

expressed as overt circadian rhythms (output component).  The human 

activity-rest cycle shows 24.2 hr free-running period on average, for example [2].  

Due to the difference between the free-running periods of circadian clocks and the 

24-hr period of their environment, circadian clocks have to be reset every day.  

This daily synchronization process is called entrainment. 

The importance of entrainment cannot be overstated when it comes to 

maintaining a good quality of life.  Some totally blind people who cannot get any 

photic input necessary for entrainment suffer from frequent episodes of insomnia 

and daytime sleepiness due to circadian dysynchrony to the daily light-dark cycles 

[3].  Frequent shift works and jetlags can also cause a decline in the cognitive 

performance, quality of sleep, and digestive function as a result of maladaptation 

of human circadian system to the solar light-dark cycles [1]. 

The most prominent circadian rhythm studied in humans is the sleep-wake 

cycle.  In addition, there are daily oscillations in body temperature, the level of 

hormones including insulin, plasma catecholamine, gonadal steroids, cortisol, 

melatonin, and immune function [1].  Since our cognitive, metabolic, endocrine, 

and immune functions show circadian variation, time-of-day effects becomes 
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especially important in medical perspectives:  First, any diagnosis should consider 

the sampling or measurement time to improve its precision.  Second, drug 

administration timing can be optimized to maximize its efficacy and minimize its 

toxicity [4].  Temporarily optimized drug delivery has proven effective for 

anesthetics, corticosteroids, antihistamines, and cancer chemotherapeutic agents.  

For instance, the cure rate of leukemic mice improved by 2-folds, depending on the 

time of peak dose of cytosine arabinoside, a cancer chemotherapeutic agent [1]. 

Thus, a key challenge is to understand the basic clock mechanism and how 

the circadian clock regulates a myriad of physiological and behavioral processes.  

My work focused on using Drosophila as a model system to study the interaction 

between the circadian clock and host defense. 

Drosophila Circadian Clock 

Drosophila melanogaster has been one of the best model organisms used to study 

a range of behaviors such as circadian rhythms, courtship, learning and memory, 

benefitting from its shorter life span and easier genetic manipulations as compared 

to mammals.  Highly conserved mechanisms generating circadian rhythms 

between Drosophila and mammals add to the merits of using Drosophila as a 

model organism [5].   

Although the initial findings regarding circadian rhythms can go back to 

1950’s, the molecular makeup of intracellular pacemakers has been extensively 

studied only during the last twenty years.  Circadian rhythms rely on daily 

oscillations in one or more “clock proteins” that are at the core of the timing 
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mechanism.  In Drosophila, at least 15 genes have been identified, generating a 

self-sustaining pacemaker: transcriptional activators [Clock (Clk), cycle (cyc), Par 

domain protein 1ε (pdp1ε)], transcriptional repressors [period (per), timeless (tim), 

vrille (vri), clockwork orange (cwo)], posttranslational modifiers [doubletime (dbt), 

casein kinase 2 (CK2), shaggy (sgg), protein phophatase 1 (PP1), protein 

phosphatase 2A (PP2A), slimb, jetlag (jet)] and a circadian photoreceptor 

[cryptochrome (cry)].  These clock components participate in two interconnected 

transcriptional feedback loops collaborated with posttranslational regulatory 

circuits [6] (Figure 1.1).  

CLK and CYC form heterodimers and activate the transcription of many 

genes including per and tim.  The levels of per and tim mRNA starts to rise in the 

early-to-mid day and peaks in the early night.  However, PER and TIM levels reach 

their peak in the middle of night due to the instability of PER and TIM in the 

presence of light.  During the day, PER is phosphorylated by a casein kinase 1ε 

homologue, DBT, ubiquitinated via F-box protein SLIMB, and degraded by 26S 

proteosome in the absence of TIM [7, 8].  TIM is also phosphorylated by Tyr kinase 

or glycogen synthase kinase 3β homologue SGG, ubiquitinated via F-box protein 

JET, and degraded by 26S proteosome [9-11].  Light signal is transduced by CRY, 

contributing to TIM degradation [12].  In the early night, TIM starts to build up in the 

cytoplasm and heterodimerizes with PER, protecting it from DBT-mediated 

degradation. 

PER-TIM complexes go to the nucleus and inhibit the transcriptional activity 

of CLK-CYC, leading to the decrease in the levels of per and tim (negative   
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Figure 1.1.  Molecular circuitry operating in a Drosophila pacemaker neuron 

CLK and CYC form heterodimers and activate the transcription of per and tim.  The 

levels of per and tim mRNA starts to rise in the early-to-mid day.  During the day, CRY 

binds to TIM in the presence of light, stimulating TIM phosphorylation by an unknown 

Tyr kinase.  On the other hand, PP1 dephosphorylates and stabilizes TIM.  

Phosphorylated TIM becomes susceptible to proteosomal degradation via JET.  JET 

also expedites CRY degradation.  DBT and CK2 phosphorylate and destabilize PER 

whereas PP2A dephosphorylates and stabilizes PER.  Phosphorylated PER 

becomes susceptible to proteosomal degradation via SLIMB.  Due to the instability of 

PER in the absence of TIM, accumulation of PER and TIM lags several hours behind 
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Figure Legend 1.1 Continued 

that of per and tim mRNAs.  TIM stabilizes PER bound to DBT and this complex 

translocates to the nucleus, which is expedited by TIM phosphorylation by SGG.  In 

the nucleus, PER-TIM binds to CLK-CYC.  DBT recruited by PER-TIM now 

phosphorylates CLK as well in the same complex, which reduces the transcriptional 

activity of CLK-CYC.  During the mid-night and early morning, without further de novo 

synthesis of per and tim mRNAs, the levels of PER and TIM decrease as 

hyperphosphorylated PER, TIM, and CLK are degraded.  It relieves the suppression 

of CLK-CYC-mediated transcription and starts up another round of feedback loop.  

For clarity, CLK-CYC feedback loop is not shown.  E-box, target cis-acting element of 

CLK-CYC; wavy line, per and tim mRNA; P, phosphorylation;           , degraded protein. 
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transcriptional feedback).  During the mid-night and early morning, without further 

de novo synthesis, PER and TIM undergo hyperphosphorylation and subsequently 

get degraded in the nucleus, which relieves the suppression of 

CLK-CYC-mediated transcription and starts up another round of feedback loops.  

Of note, DBT is not the only kinase that phosphorylates PER.  CK2 also 

phosphorylates PER and is involved in the nuclear accumulation of PER [13, 14].  

Protein phosphatases as well as protein kinases affect the dynamics of PER 

stability and subcellular localization.  PP2A dephosphorylates and stabilizes PER, 

expediting its nuclear translocation [15].  On the other hand, PP1 

dephosphorylates and stabilizes TIM [16].  DBT and PP2A target CLK as well as 

PER, keeping the CLK level in a narrow range presumably to tightly control the 

amplitude of the pacemaker [17, 18]. 

Circadian pacemakers responsible for the daily rhythm of rest-acitivity are 

located in ~ 150 clock neurons of the Drosophila brain, which can be categorized 

into two classes: lateral and dorsal neurons [19].  Especially, lateral neurons are 

considered major clock neurons that harbor the oscillators governing the timing of 

locomotor activity peaks in a cell-autonomous manner [20-23].  These multiple 

rhythmic centers in the brain feature a certain level of interaction and hierarchy 

among them [19].  Circadian oscillators have also been found outside the brain: 

eyes, Malpighian tubules [24], and antennae [25].  Antennal neurons contain 

circadian clocks that are necessary and sufficient to drive olfactory rhythms in 

Drosophila [26].   

Compared to the mechanistic studies focusing on the pacemaker 
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components, little is known about circadian output rhythms in Drosophila.  Fruit 

flies show circadian rhythms in locomotor activity, eclosion (emergence of adult 

flies from their pupal cases), mating, olfactory sensitivity, and feeding [25, 27] (K. 

Xu, unpublished data).  It is very likely that many more physiological behaviors are 

under circadian regulation in Drosophila.  It would be informative to get a phase 

map for every circadian behavior of Drosophila: not only would it add much to our 

general understanding of behavior, but it could also serve as our guide we can 

refer to when designing or interpreting any physiological experiment. 

Innate immunity 

Immune systems can be broadly categorized into two classes: innate (natural) and 

adaptive (acquired) immunity [28].  Innate immunity is an ancient form of first-line 

defense mechanism and originated early during the evolution of multicellular 

organisms.  It consists of germline-coded factors, recognizes the context of 

invading microorganisms and instructs the adaptive immune system for 

appropriate T-cell response or antibody production.  On the other hand, adaptive 

immunity originated much later in the history of evolution and has become a 

hallmark of vertebrate immunity.  It generates receptors that are products of 

somatic rearrangement and features antigen-specificity and immunological 

memory [28]. 

Invertebrates constitute 95% of animals and solely depend on innate 

immunity to safeguard their health.  They have developed the following strategies 

to survive some hostile environments rich in microorganisms (Figure 1.2): First, 
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their external cuticles provide an efficient physical barrier.  Their digestive tracts, a 

main entry of pathogens, are also armed with acids and enzymes that can kill 

microbes.  Second, antimicrobial peptides (AMPs), reactive intermediates of 

oxygen or nitrogen, blood clotting and melanization comprise the humoral defense.  

Melanization is the deposition of melanin on the blood clots generated upon injury.  

It occurs via the activation of prophenoloxidase, which catalyzes the oxidation of 

phenolic compounds to quinones.  Quinones then polymerize to form melanin 

around the wound.  Not only the melanized clots can retain the invading 

microorganisms, but the melanin and the intermediates produced during 

melanization are toxic to them [29].  Third, hemocytes (blood cells) are responsible 

for cellular defense.  It is composed of phagocytosis, encapsulation, opsonization 

and free radicals produced by hemocytes.  Encapsulation is the process of 

trapping microbes too large for phagocytosis in hemocyte aggregates, another 

mechanism devised to limit the spreading of pathogens from their original entry 

site.  Opsonization, on the other hand, is the process to mark the foreign invaders 

in a way to facilitate the phagocytosis. 

Melanization and encapsulation are unique to invertebrates, but there are 

mammalian counterparts for all the other components of the invertebrate innate 

immunity.  In addition, the roles of the innate immunity do not seem to be 

functionally redundant with those of adaptive immunity in mammals.  For example, 

disrupted skin normally equipped with AMPs and macrophages puts severely 

burned patients at high risks of infection.  People inheriting mutations in genes 

coding for complement proteins that play a role in opsonization also suffer from 
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Figure 1.2.  Schematic overview of invertebrate innate immunity 

Invertebrates are equipped with physical barriers to prevent the entry of 

microorganisms.  They also use a variety of strategies comprising humoral or 

cellular defense.  See text for details. 
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 recurrent infections [30]. 

In innate immunity, specificity at the level of sensing invading 

microorganisms is provided by pattern recognition receptors (PRR).  They                     

recognize pathogen-associated microbial patterns (PAMPs) shared among groups 

of pathogens but absent in higher organisms: lipopolysaccharides (LPS) of 

gram-negative bacteria, glycolipids of mycobacteria, lipoteichoic acids of 

gram-postitive bacteria, mannans of yeasts and double-stranded RNA present in 

viruses [30].  In mammals, PRRs signaled by PAMPs stimulate the expression of 

costimulatory molecules in the antigen-presenting cells and the production of 

cytokines such as IL-1 and TNF-α.  The costimulatory molecules and the 

processed antigens displayed by antigen-presenting cells connect the innate and 

adaptive immunity by activating T cells essential to adaptive immune responses 

[30].   The pro-inflammatory cytokines produced as a result of activated PRRs play 

important roles in clearing the invading pathogens.  However, their excessive 

activation can also lead to septic shock, a leading cause of mortality in patients 

infected with bacteria [31]. 

Drosophila humoral immune response 

Drosophila has been used as a favorite model organism to study the innate 

immune response, motivated by the realization of its functional similarities with the 

system operating in mammals [32, 33].  The availability of powerful genetics 

approaches and the simplicity of Drosophila immune system have benefited 

mammalian studies, exemplified by the fact work using Drosophila led to the 
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discovery of Toll-like receptors in mammals [32].  Findings from Drosophila studies 

have also revealed numerous insights into understanding host-pathogen 

interactions [34]. 

Experimental setups to study Drosophila immune response often involve a 

septic injury method to deliver microbes into flies via wounding, inducing a rapid 

and massive synthesis of AMPs by the fat body, equivalent to the mammalian liver.   

The fat body consists of individual cells scattered in patches.  It stores glycogen, 

fats, and proteins and metabolizes sugars, lipids, and proteins.  It also regulates 

blood sugar and synthesizes the major blood proteins.  During periods of feeding 

and growth, it synthesizes and releases proteins into the hemolymph (blood).  On 

the other hand, it reabsorbs and stores accumulated proteins during nonfeeding 

stages [35].  Being able to control the traffic of metabolites and produce AMPs, the 

fat body is considered the center of metabolism and humoral immune response in 

Drosophila. 

AMPs were the first innate immune player characterized in Drosophila.  

Once synthesized in the fat body, AMPs are released into the hemolymph and 

accumulate, reaching their overall concentrations as high as 300μM [36].  In 

addition to this systemic response, AMPs are also produced locally in barrier 

tissues such as the tracheal and gut epithelium [37, 38].  So far 400 AMPs have 

been reported in several multicellular organisms including insects, plants, and 

humans.  Among these, seven AMPs have been characterized in Drosophila: 

Attacin, Cecropin, Defensin, Diptericin, Drosocin, Drosomycin, and Metchinikowin.  

Drosomycin and Metchinikowin show anti-fungal activity whereas all the other 
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AMPs are anti-bacterial [39].  AMPs can lyse bacteria very quickly by 

permeabilizing bacterial membranes.  Resistance of higher eukaryotic membranes 

to AMPs and their rapid action make AMPs an attractive subject for new classes of 

antibiotics as well [39]. 

During the last decade, there has been an explosion in research towards 

deciphering genetic pathways of Drosophila innate immunity.   The majority of 

these studies have been focusing on the humoral immune response culminating in 

the production of AMPs partly because they provide an easy readout for screening 

genetic mutants defective in Drosophila immunity.  These efforts led to the 

identification of two major signaling pathways leading to the production of AMPs, 

depending on the types of invading microorganisms: the immune deficiency (IMD) 

pathway to gram-negative bacteria (Figure 1.3) and the Toll pathway mainly 

responding to fungi and gram-positive bacteria and (Figure 1.4) [32]. 

PRRs identified so far in Drosophila can be categorized into 3 classes: 

receptor, scavenger or phagocytic PRR.  Eater expressed in hemocytes 

recognizes bacterial pathogens and mediates phagocytosis [40].  Therefore, it is 

qualified as a phagocytic PRR.  Peptidoglycan recognition proteins (PGRP) and 

gram-negative binding proteins (GNBP) provide examples of receptor PRRs 

mediating the IMD/Toll signaling or scavenger PRRs downregulating the 

immunestimulatory activity of PAMPs.  Drosophila genome contains 13 genes 

belonging to the PGRP family and 3 genes to the GNBP family.  The GNBP family 

members have an N-terminal β-(1,3)-glucan binding domain  and a C-terminal 

β-glucanase-like domain  [32].  On the other hand, the PGRP family members 
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harbor PGRP domains some of which retain amidase activity cleaving 

peptidoglycans (catalytic PGRP) and others have lost it due to the changes in 

essential amino acids for catalysis (non-catalytic PGRP).  Catalytic PGRPs serve 

as scavenger PRRs whereas some of the non-catalytic PGRPs have been shown 

to function as receptor PRRs. 

Scavenger PRRs such as PGRP-SC1, PGRP-SC2, and PGRP-LB 

downregulate the immunostimulatory activity of peptidoglycan (PGN).  In the gut 

where there is an endogenous bacterial flora, PGRP-SC1 and PGRP-SC2 are 

contitutively expressed and keep the level of PGN coming from the gut flora low so 

that it will not provoke systemic immune response [41]. However, when a large 

amount of gram-negative bacteria proliferate in the hemolymph, PGRP-LB is 

induced as a result of the IMD signaling, bringing the host immune system back to 

the resting state after systemic immune response has been turned on for long 

enough to clear the invading bacteria [42]. 

On the other hand, PGRP-LC and PGRP-LE belong to the non-catalytic 

PGRP members and detect diaminopimelic acid (DAP) peptidoglycan commonly 

found in the inner cell layer of gram-negative bacteria.  They seem to synergize to 

activate the IMD pathway, possibly as PGRP-LC/PGRP-LE heterodimers [43, 44].  

PGRP-SA, another receptor PGRP, cooperates with either PGRP-SD or GNBP1 

to activate the Toll pathway in response to gram-positive bacteria [45].  In a 

proposed model, GNBP1, a catalytic PGRP, hydrolyzes Lys-type peptidoglycan of 

gram-positive bacteria into muropeptides, presenting them to PGRP-SA so that 

PGRP-SA can activate downstream Toll signaling pathway [46]. 
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The IMD signaling pathway goes through IMD, Drosophila receptor- interacting 

protein (RIP) homologue (Figure 1.3).  Activated PGRP-LC binds to IMD [47], 

which leads to the activation of TGFβ -activated kinase 1 (dTAK1) [48] and IκB 

kinase (IKK) complex [49, 50] in one arm.  IMD can also recruit Fas-associated 

death domain (dFADD) [51, 52] and death-related ced-3/Nedd2-like protein 

(DREDD) [53] in another arm.  Activated IKK complex phosphorylates RELISH [54], 

a Drosophila NF-κB homologue, while DREDD is required for RELISH cleavage 

[55, 56].  On the other hand, Caspar suppresses the DREDD-dependent cleavage 

of RELISH, participating in the downregulation of the IMD pathway [57].  Then, the 

phosphorylated C-terminal IκB-like fragment of RELISH remains in the cytosol and 

its N-terminal fragment containing a DNA-binding REL homology domain goes to 

the nucleus, transactivating its downstream target genes such as AMP genes [55]. 

The Toll signaling pathway begins with the activation of proteolytic 

cascades triggered by PRRs such as GNBP3 for fungi [58] and 

PGRP-SA/PGRP-SD/GNBP1 for gram-positive bacteria (Figure 1.4).  It ultimately 

leads to the activation of Spatzle-processing enzyme (SPE), which in turn cleaves 

Spatzle [59].  The processed form of Spatzle binds to Toll, receptor of the Toll 

pathway [60].  The Toll dimerized by Spatzle recruits two adaptor molecules, 

myeloid differentiation primary response gene 88 (dMyD88) [61] and Tube, and the 

Drosophila homologue of interleukin 1 receptor-associated kinase (IRAK), Pelle.  

In turn, Cactus, Drosophila homologue of IκB, becomes phosphorylated by 

unkown kinase(s), ubiquitinated, and degraded rapidly.  Phosphorylation of Cactus 

relieves Dorsal and Dorsal-related immunity factor (DIF), Drosophila NF-κB 
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Figure 1.3. The IMD pathway in adult Drosophila melanogaster 

DAP-type PGN from gram-negative bacteria or gram-positive bacilli binds to either 

PGRP-LCa/PGRP-LCx, heterodimers consisting of two isoforms of PGRP-LC, or 

possibly PGRP-LCx/PGRP-LE heterodimers.  It triggers the activation of IMD, 

mediated by an unknown molecule, followed by the recruitment of FADD and 

DREDD in one arm.  In the second arm, IMD also activates dTAK1, followed by the 

activation of the JNK pathway and the IKK complex.   Active IKK complex in turn 

phosphorylates RELISH, which primes it for the DREDD-dependent proteolytic 

cleavage.  Once cleaved, The N-terminal fragment of RELISH goes to the nucleus 

and transactivates its target genes, including AMP genes such as diptericin.  

Activation of the JNK pathway also contributes to the AMP induction.  On the other  
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Figure Legend 1.3 Continued 

hand, scavenger molecules PGRP-SC1, PGRP-SC2, and PGRP-LB cleave PGN 

to downregulate its immunostimulatory activity.  Caspar also participates in the 

downregulation of the IMD pathway by suppressing the DREDD-dependent 

cleavage of RELISH.  P, phosphorylation;     , proteolytic cleavage. 
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Figure 1.4.  The Toll pathway in adult Drosophila melanogaster 

Lys-type PGN from gram-positive bacteria binds to PGRP-SA/GNBP1 or 

PGRP-SA/PGRP-SD complex whereas β-glucan from fungi binds to GNBP3.   

These activated PRRs triggers the activation of proteolytic cascades, leading to 

the processing of Spatzle by SPE.  The processed form of Spatzle binds to Toll.  

The Toll dimerized by Spatzle in turn recruits dMyd88, tube and pelle.   Cactus 

becomes phosphorylated by unknown kinase(s) and degraded in the cytosol.  DIF 

and Dorsal are released upon phosphorylation of Cactus, go to the nucleus and 

transactivate their target genes, including AMP genes such as drosomycin.  P, 

phosphorylation.
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homologues, allowing them to translocate to the nucleus and activate their target 

genes such as drosomycin.  In adult flies, DIF plays a major role for the 

Toll-mediated immune response [62].  However, Gordon et al showed that Dorsal 

regulates the expression of diptericin and wntD, Wnt inhibitor of Dorsal, whose 

mutation affects the mortality of adult flies in response to pathogenic gram-positive 

bacteria [63].  

My work described in this thesis provides the first evidence to show that a 

part of Drosophila innate immune response is under circadian regulation and it is 

correlated with the survival outcomes of adult flies in response to pathogenic 

bacterial infections.  This study led us to a finding that the head immune response 

appears to show a sharper initial induction to bacterial stimuli as compared to the 

body one.  Moreover, as tissues participating in the head immune response, the 

pericerebral fat body and neurons are sufficient to protect relish null mutant flies 

from pathogenic gram-negative bacterial infections when overexpressing RELISH.  

In the last part of my thesis, I’ll describe a collaborative project unrelated to 

immunity, whereby we showed two miRNAs in Drosophila, dme-miR-263a and 

-263b, are regulated by the circadian clock. 
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Chapter 2. Circadian regulation in the ability of 
Drosophila to combat pathogenic infections 
 

Summary 

In this chapter, we sought to determine if the innate immune response is under 

circadian regulation and whether this impacts overall health status.  To this end, 

we used infection of Drosophila with the human opportunistic pathogenic bacteria 

Pseudomonas aeruginosa as our model system [64].  We show that the survival 

rates of wild-type flies vary as a function of when during the day they are infected, 

peaking in the middle of the night.  Although this rhythm is abolished in clock 

mutant flies, those with an inactive period gene are highly susceptible to infection, 

whereas mutants with impairment in other core clock genes exhibit enhanced 

survival.  After an initial phase of strong suppression, the kinetics of bacterial 

growth correlates highly with time-of-day and clock mutant effects on survival.  

Expression profiling revealed that night-time infection leads to a clock-regulated 

transient burst in the expression of a limited number of innate immunity genes.  

Circadian modulation of survival was also observed with another pathogen, 

Staphylococcus aureus.  Our findings suggest that medical intervention strategies 

incorporating chronobiological considerations could enhance the innate immune 

response, boosting the efficacy of combating pathogenic infections. 
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Introduction 

One of the well documented circadian rhythm in mammals is the daily oscillations 

in immune parameters.  For instance, the levels of human pro-inflammatory 

cytokines in response to E. Coli LPS vary across a day, depending on the time of 

stimulation [65].  The innate immune response [32, 33] and circadian clock 

mechanisms [5] are both highly conserved between Drosophila and mammals.  In 

light of the recent interest in chronotherapy and output rhythms in Drosophila, we 

set out to determine if a circadian clock regulates the humoral immune response in 

Drosophila. 

We initially focused on the humoral systemic immune response at the level 

of induction of AMP genes because it is the best characterized immune response 

in Drosophila.  I also chose to use a bacterial infection model as opposed to fungal 

one, considering it takes several days to a week to induce anti-fungal immune 

response.  During early investigations, the levels of induced AMP genes and the 

kinetics of bacterial growth were used as the only read-outs to evaluate possible 

time-of-day effects on innate immunity, using nonpathogenic bacteria.  However, 

initial attempts to get reproducible daily patterns of these read-outs from infections 

with nonpathogenic bacteria were not successful, suggesting a possibility that 

time-of-day effects may be limited to a subset of innate immunity responsible for 

fighting pathogenic infections.  Therefore, I tested a range of pathogenic bacteria 

and scored the survival rates of infected flies as a primary read-out to evaluate the 

reproducibility of the circadian pattern of the innate immune response in 

Drosophila.  Pseudomonas aeruginosa and Staphylococcus aureus were chosen 
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for further study because not only they provided a reproducible circadian pattern of 

survival rates in optimized conditions but studies using them may also add more 

insights into understanding these human opportunistic pathogens commonly 

found in hospital-acquired infections [34, 64]. 

Here we show that the survival rates of wild-type flies vary as a function of 

when during the day they are infected, peaking in the middle of the night.  Also the 

kinetics of bacterial growth and the expression of a limited number of innate 

immunity genes correlate with time-of-day effects on survival.  Our findings provide 

a Drosophila model system where the link between circadian clock and innate 

immunity can potentially be characterized in detail. 

 



 23

Results 

Time-of-day and clock mutant effects on the survival rates of Drosophila 

infected with P. aeruginosa 

To test if the circadian system modulates the ability of D. melanogaster to combat 

a pathogenic infection, we first entrained control rhythmic flies (yw) under standard 

12 hr light/12 hr dark cycles [LD; where zeitgeber time 0 (ZT0) is defined as 

lights-on] for 2 days and on the third day inoculated them at different times of day 

with the PA14-isogenic mutant strain of P. aeruginosa, which is defective in 

phopholipase C (PA14 plcs) [66] (Figure 2.1A and B).  The PA14 plcs strain is a 

less virulent strain than PA14 and was chosen in our studies because although 

infection with this attenuated strain evokes rapid mortality (between 1-2 days) of 

many flies, a sizable proportion survives throughout an extended post-infection 

observation period (at least 1 week in our standard experimental setup; termed 

‘survivors’) (Figure 2.1A and B), as previously reported [66].  By establishing 

conditions that yielded a mixed population response with individuals that 

succumbed quickly to the infection and those that survived over an extended 

period of time, this allowed us to better evaluate whether the clock modulates the 

ability of flies to successfully combat a pathogenic infection.  Adult flies were 

infected by the standard method of lightly stabbing their abdomens with a fine 

needle dipped in a concentrated liquid culture containing PA14 plcs.  We also 

included control groups that were contemporaneously mock-treated with needles 

placed in just the growth media (on average, 90-100% of the flies stabbed 
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Figure 2.1.  Time of infection during a daily cycle and mutations in clock 

genes modulate the survival outcomes of flies infected with P. aeruginosa  

(A) Time course in the proportion of yw flies surviving after infection with PA14 plcs 

at ZT5 (open triangles, n = 251; indicates total number of flies from several 

independent experiments that were infected and used to calculate the average 

survival data shown) and ZT21 (open squares, n = 249) during LD, or CT5 (filled 

triangles, n = 321) and CT17 (filled squares, n = 321) during DD.  Asterisks indicate 

significantly higher survival rates for the ZT21- or CT17-groups compared to the 

ZT/CT5-groups (two-tailed Student’s t-test; * denotes p < 0.005).   
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Figure Legend 2.1 Continued 

(B) Survival rates of yw flies infected with PA14 plcs at different times of day during 

either LD (grey triangles, n = 246-253; i.e., indicates the range in the total number 

of flies from several independent experiments that were infected at the different 

times in a daily cycle) or DD (black squares, n = 315-323).  Survival profiles were 

evaluated by one-way ANOVA followed by Tukey-Kramer HSD analysis with the 

following results; (1) in LD, the ZT21-group survived better than the ZT1-, ZT5-, or 

ZT9- groups (one-way ANOVA, p < 0.0005; Tukey-Kramer HSD, α = 0.01).  At α = 

0.001, only the ZT5-group died significantly more than the ZT21-group; (2) in DD, 

the CT17- and CT21-groups have higher survival rates compared to the 

CT5-group (one-way ANOVA, p < 0.005; Tukey-Kramer HSD, α = 0.05).  At α = 

0.01, only the CT17-group exhibited significantly higher survival compared to the 

CT5-group (*).  (C-F) Survival rates of clock mutant flies (grey triangles) infected 

with PA14 plcs during DD compared to control yw flies (black squares).  Results 

reflect the average of at least three independent experiments.  Error bars indicate 

S.E.M. 
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with control needles survived to the end of the test period; Table 2.1).  Control (yw) 

flies exhibit a diurnal profile in their survival rates (one-way ANOVA, p < 0.0005 for 

Figure 2.1A and B).  Tukey-Kramer HSD analysis indicated that control flies 

infected at ZT21 have significantly higher rates of survival than those infected at 

ZT1, 5, or 9 (when α = 0.01; see also legend to Figure 2.1).  Flies infected at ZT21 

survived approximately 4-fold better compared to the trough values at ZT5 

(two-tailed Student’s t-test, p < 0.005 at 48 hrs post infection and thereafter) 

(Figure 2.1A and B).  We observed a similar daily pattern in survival rates when 

inoculating flies with bacterial titers 5- to 20-fold lower compared to our standard 

conditions (compare Figures 2.1A and 2.1B to 2.2), demonstrating that the 

time-of-day effects on survival are observed over a broad range of initial bacterial 

doses.   

To determine if the survival rhythm is endogenously driven, flies were 

entrained by three LD cycles and subsequently maintained in constant darkness 

(DD) followed by inoculation on the second day of DD.  In addition, we also 

infected the well-characterized per01, tim01, ClkJrk and cyc01 arrhythmic clock 

mutants that carry inactivated period (per), timeless (tim), clock (Clk) and cycle 

(cyc) genes, respectively [5].  To minimize genetic background effects, the clock 

mutants were evaluated in the same yw background as the control strain.   

Daily changes in the survival rates of control rhythmic flies were also 

observed in DD (Figure 2.1B; one-way ANOVA, p < 0.005; statistical analysis 

summarized in legend to Figure 2.1 and Table 2.2).  The profile in constant 

darkness was almost identical to that observed in LD except that flies infected at  
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Table 2.1. Percent survival of mock-injury groups 

Cycle Genotype n Infection time 
(ZT/CT) 

Survival (%) 
(Mean ± SEM) 

Independent 
experiments 

LD3 yw 125 1 96.0 ± 0.0 5

LD3 yw 125 5 100.0 ± 0.0 5

LD3 yw 125 9 97.3 ± 1.3 5

LD3 yw 125 13 98.7 ± 1.3 5

LD3 yw 125 17 100.0 ± 0.0 5

LD3 yw 125 21 97.3 ± 1.3 5

DD2 yw 150 1 97.5 ± 1.2 6

DD2 yw 150 5 97.0 ± 1.9 6

DD2 yw 150 9 98.5 ± 1.0 6

DD2 yw 149 13 98.0 ± 0.9 6

DD2 yw 150 17 96.7 ± 1.1 6

DD2 yw 150 21 96.7 ± 1.2 6

DD2 per01 69 1 89.3 ± 7.1 3

DD2 per01 70 5 93.0 ± 2.5 3

DD2 per01 70 9 95.7 ± 0.3 3

DD2 per01 69 13 90.0 ± 5.8 3

DD2 per01 70 17 79.3 ± 8.4 3

DD2 per01 70 21 81.0 ± 10.7 3

DD2 tim01 70 1 91.3 ± 4.7 3

DD2 tim01 70 5 94.3 ± 1.2 3

DD2 tim01 70 9 97.3 ± 2.7 3

DD2 tim01 70 13 94.7 ± 1.3 3

DD2 tim01 69 17 95.7 ± 2.3 3

DD2 tim01 70 21 92.0 ± 4.6 3

DD2 cyc01 75 1 93.3 ± 1.3 3

DD2 cyc01 75 5 98.7 ± 1.3 3

DD2 cyc01 75 9 100.0 ± 0.0 3

DD2 cyc01 75 13 97.3 ± 1.3 3

DD2 cyc01 75 17 98.7 ± 1.3 3

DD2 cyc01 75 21 98.7 ± 1.3 3

DD2 ClkJrk 65 1 95.3 ± 0.3 3

DD2 ClkJrk 65 5 90.7 ± 0.7 3

DD2 ClkJrk 65 9 93.7 ± 4.5 3

DD2 ClkJrk 65 13 92.3 ± 4.3 3

DD2 ClkJrk 65 17 90.7 ± 5.8 3

DD2 ClkJrk 65 21 86.7 ± 10.9 3 
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Table 2.2.  Power analysis of the survival rates for yw and clock mutant flies 

infected at 6 different times in DD 

Genotype n Independent 
experiments 

p-valuea of 
one-way 
ANOVA 

Powerb LSNc Number of 
observations LSEd

yw 321 6 0.0029 0.9460 22 36 4 

per01 155-160 3 0.9739 0.0741 259 18 44 

tim01 137-140 3 0.8825 0.1051 123 18 21 

cyc01 147-151 3 0.4178 0.2621 41 18 7 

ClkJrk 125-139 3 0.6614 0.1690 65 18 11 

a P-value represents the probability to get the current data set when the survival 

rates of flies do not vary as a function of infection time. 

b Power represents the probability to obtain significance at or below a given 

p-value for a given situation.  

c LSN (Least Significant Number) represents the total number of observations that 

would give rise to a specified p-value (0.05 in this power analysis) given that the 

data has the same form. 

d LSE (Least Significant Experiment) represents the total number of experiments 

that would give rise to a specified p-value (0.05 in this power analysis) given that 

the data has the same form.  Each experiment involves 6 observations (survival 

rates of flies infected at 6 different times; see Figure 2.1). 
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Figure 2.2.  Time-of-day differences in the survival rates of yw flies infected 

with P. aeruginosa are observed over a wide range of bacterial doses  

(A) Time course for the survival rates of yw flies infected with PA14 plcs at ZT5 

(filled triangles, n = 235), ZT9 (open squares, n = 234), ZT16 (filled squares, n = 

230), or ZT20 (open triangles, n = 233) during LD when the initial bacterial dose 

was 5- to 20-fold less than the standard amount used in figures 2.1, 2.3, 2.4 and 

2.6-2.8 (A600 reading of the final bacterial solution ranged between 5 and 20).  

Asterisks indicate significantly higher survival rates for the ZT16- and 20-groups 

compared to the ZT5- and 9-groups (one-way ANOVA, p < 0.005; Tukey-Kramer 

HSD, α = 0.05).  At α = 0.01, only the ZT5-group died significantly more than the 

ZT16-group.  Results reflect the average of five independent experiments, one of 

which was performed on the first day of DD and produced similar results (data not 

shown).  Error bars indicate S.E.M.  (B) Time course for the survival rates of control 

yw flies that were treated with clean needles at ZT5 (filled triangles, n = 195), ZT9 

(open squares, n = 194), ZT16 (filled squares, n = 194), or ZT20 (open triangles, n 

= 194).  (C) Survival rates of yw flies infected with PA14 plcs at ZT5, 9, 16, or 20.  

The corresponding data at 48 hrs post-infection shown in panel A was plotted to 

better show the daily rhythm in survival rates. 
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circadian time 17 (CT17; in this manuscript we use the term CT as equivalent to ZT, 

which is a reasonable approximation given the near 24 hr behavioural rhythms of 

Drosophila) showed the best survival rates (Tukey-Kramer HSD when α = 0.01).  

Flies infected at CT17 survived approximately 3-fold better compared to the trough 

values observed at CT5 (two-tailed Student’s t-test, p < 0.005 at 48 hrs post 

infection and thereafter) (Figure 2.1A and B; Table 2.2).  Importantly, similar 

results whereby survival rates are significantly higher at CT17 compared to CT5 

were also observed when using rhythmic flies with different genetic backgrounds, 

including the Canton-S (CS) and Oregon R (OR) wild-type strains (Fig. 2.3A; 

two-tailed Student’s t-test, p < 0.05; and data not shown).   

In contrast to rhythmic control and wild-type strains, a daily survival rhythm was not 

observed in the four arrhythmic clock mutant strains tested (Figure 2.1C-F; 

one-way ANOVA, p > 0.05, Table 2.2).  More extensive analysis comparing CT5 

and CT17 groups did not reveal significant time-of-day differences in the survival 

rates of per01 or ClkJrk flies (Table 2.3).  Although we cannot rule out the possibility 

of small but real time-of-day variations in the survival rates of the clock mutants 

(Tables 2.2 and 2.3), our data indicate that the robust daily rhythm observed in 

control and wild-type flies is either abolished or greatly attenuated in the mutants.  

In addition, close inspection of the survival patterns of the clock mutants suggests 

the possibility of low amplitude cycles that peak twice per day (Figure 2.1C-F).  

Intriguingly, in many cases higher frequency ‘ultradian’ rhythms are more readily 

observed or enhanced when circadian systems are severely compromised [67]. 

Although we do not observe robust daily rhythms in survival for the different 
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Table 2.3.  Power analysis of the survival rates of per01 and ClkJrk flies 

infected at CT5 or CT17 

Genotype n Independent 
experiments 

p-value of 
two-tailed 

Student’s t-test 
power LSN Number of 

observations LSEa

per01 366 8 0.6593 0.0705 306 16 153 

ClkJrk 315 7 0.6071 0.0776 196 14 98 

a LSE (Least Significant Experiment) represents the total number of experiments 

that would give rise to a specified p-value (0.05 in this power analysis) given that 

the data has the same form.  Each experiment involves 2 observations in this 

analysis (survival rates of flies infected at CT5 or CT17). 
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 arrhythmic clock mutants analyzed, per01 flies manifested relatively higher 

mortality rates compared to control flies, whereas tim01, ClkJrk and cyc01 flies 

showed overall enhanced survival compared to control flies (Figure 2.1C-F).  

Similar results were also obtained when examining the survival patterns of the 

clock mutants in LD, except that mortality of all the clock mutants tested was 

overall slightly higher during the daytime, suggesting that in these mutants the 

light/dark conditions have direct effects on the ability to survive the infection (data 

not shown).  While our manuscript was under review, Shirasu-Hiza et al. (2007) 

reported that per01 flies were more susceptible to Streptococcus pneumoniae and 

Listeria monocytogenes compared to wild-type flies [68] consistent with our 

findings.  However, in that study tim01 flies also succumbed to death faster than 

wild-type flies when infected with the same pathogens.  The possible discrepancy 

between the two studies with regards to the ability of tim01 flies to survive 

pathogenic infections is presently unclear and might be due to the use of different 

bacteria and/or the mode of pathogenicity.  Although the reasons underlying the 

differential effects of clock mutations are not known, the collective findings suggest 

that per function plays a protective role in Drosophila infected with pathogenic 

bacteria.  Future studies will be required to better evaluate the roles of the different 

clock genes in innate immunity.    

 To expand our observations we also inoculated wild-type flies with another 

human pathogenic bacteria, Staphylococcus aureus (S. aureus), which unlike P. 

aeruginosa is gram-positive.  As with P. aeruginosa, the CT17-group exhibited 

higher rates of survival compared to the CT5-group (Figure 2.3B; two-tailed  
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Figure 2.3.  Night-time infections lead to higher survival rates in a variety of 

wild-type D. melanogaster strains infected with either P. aeruginosa or S. 

aureus 

(A) Time course depicting the survival rates of wild-type flies (Canton-S and 

Oregon R) infected with PA14 plcs at CT5 (filled triangles) and CT17 (filled 

squares) on the second day of DD; also shown, mock-injury groups pricked at CT5 

(open triangles) and CT17 (open squares).  Very similar survival curves were 

obtained for Canton-S and Oregon R flies (data not shown), and hence the data 

were pooled.  Results are the average of four independent experiments and 

indicate significantly higher survival rates for flies infected at CT17 compared to 

CT5 (two-tailed Student’s t-test; CT5 vs. CT17, *denotes p < 0.05).  Error bars 

indicate S.E.M.  The number of flies analyzed is as follows: n = 151 for the infected 

CT5-group, n = 154 for the infected CT17-group, n = 70 for the mock injury CT5- or 

CT17- groups.  (B) Time course depicting the survival rates of wild-type flies  
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Figure Legend 2.3 Continued 

 (Canton-S and Oregon R) infected with S. aureus at CT5 (filled triangles) 

and CT17 (filled squares); also shown, mock-injury groups pricked at CT5 (open 

triangles) or CT17 (open squares).  Results are the average of four independent 

experiments and indicate significantly higher survival rates for flies infected at 

CT17 compared to CT5 (two-tailed Student’s t-test; CT 5 vs. CT 17, *denotes p < 

0.05).  Error bars indicate S.E.M.  The number of flies analyzed is as follows: n = 

160 for the infected CT5- or CT17-group, n = 80 for the mock injury CT5- or 

CT17-group.
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Student’s t-test, p < 0.05).  Taken together, the findings indicate that Drosophila 

survive night-time infections significantly better than day-time ones. 

Bacterial growth kinetics correlate with survival rates in rhythmic and clock 

mutant flies 

To determine whether the kinetics of bacterial growth correlate with the survival 

patterns observed, we infected control, per01 and ClkJrk flies on the second day of 

DD at either CT5 or 17, the trough and peak times for survival rates, respectively 

(Figure 2.1).  Live flies were collected at several times post-inoculation and 

bacterial titers measured (Figure 2.4).  In each experiment, all three genotypes 

were contemporaneously treated and the results from multiple experiments 

pooled.  Also, a subset of flies were not processed for the bacterial assays but 

were scored for survival and in rare cases where anomalous survival results were 

obtained (e.g., little or no mortality) the bacterial data from that experiment was not 

used.  Irrespective of the infection time, all genotypes showed strong decreases in 

bacterial titers during the first 5 hr post-infection (Figure 2.4A-C).  However, in 

control yw flies, the CT5-group had significantly higher bacterial loads at 10 and 23 

hr post-infection compared to the CT17-group (two-tailed Student’s t-test, p < 0.05 

for 10 hr, p = 0.01 for 23h), whereas per01 and ClkJrk flies did not exhibit significant 

differences in bacterial loads as a function of infection time (Figure 2.4A-D).  

Nonetheless, the titer of PA14 plcS in per01 flies increased between 5 to 10 hr 

post-infection but remained very low in ClkJrk flies (Figure 2.4B and C).  Indeed, 

pair-wise comparisons indicated significantly higher levels of bacteria in per01 flies 
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Figure 2.4. Bacterial growth correlates with time of infection and clock 

mutant effects on survival rates   

(A-D) Flies of the indicated genotype were infected at either CT5 (grey triangles or 

open bars) or CT17 (black rectangles or filled bars) and collected at the indicated 

times.  Asterisks indicate significantly higher bacterial titer for the control 

CT5-group compared to the CT17-group (two-tailed Student’s t-test, p <0.05). 

Results from at least three independent experiments were combined.  Mean ± 

S.E.M. and values obtained from at least 60 flies per collection time are displayed 

(n = 60-128, 95-130, 67-90 for yw, per01, and ClkJrk flies, respectively). 
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at 10 and 23 hr post-infection compared to ClkJrk flies (Table 2.3), consistent with 

its relatively lower survival rates (Figures 2.1 and 2.5).   

To further demonstrate that per01 flies have higher mortality rates compared 

to ClkJrk flies, we infected per01 flies with approximately half the number of bacteria 

as ClkJrk flies (Figure 2.5A) and compared their survival rates (Figure 2.5B).  

Despite the lower bacterial load used in the infection, significantly more per01 flies 

died compared to ClkJrk flies (two-tailed Student’s t-test, p < 0.01 after 52 hrs post 

infection, α = 0.05; Figure 2.5B).  These results are consistent with the observation 

that similar survival rhythms are observed in control flies over a wide range of initial 

bacterial doses (Figure 2.2).  Thus, the time-of-day differences observed in 

rhythmic flies, and the enhanced survival of ClkJrk compared to per01 flies cannot 

be accounted by possible experimental variations in the amount of bacteria used 

during inoculation.  

In summary, after an initial phase of bacterial clearance, there is a tight correlation 

between bacterial loads and survival outcomes, both for wild-type flies as a 

function of circadian time and when comparing clock mutants.  Indeed, the early 

bacterial growth pattern in per01 flies mimics that observed in the wild-type 

CT5-group, increasing after 5 hr post-infection, whereas the ClkJrk response is 

more similar to the wild-type CT17-group, which declines or remains low at 10 hr 

post-infection.  Thus, our findings suggest that the ability to suppress bacterial 

growth during the first 10 hr after infection is causally linked to better prognosis for 

survival.  
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Figure 2.5.  ClkJrk flies exhibit higher survival rates compared to per01 flies 

even when infected with approximately twice the bacterial dose as that used 

for per01 flies 

(A) The average titer of PA14 plcs present in per01 or ClkJrk flies immediately after 

infection.  Approximately half the amount of bacteria was used to infect per01 flies 

(n = 30) compared to ClkJrk flies (n = 20).  Results are the average of two 

independent experiments.  Error bars indicate S.E.M.  (B) Time course for the 

percent survival of per01 or ClkJrk flies infected with PA14 plcs at CT5 during the 

second day of DD.  ClkJrk flies (filled triangles, n = 414) have higher survival rates 

compared to per01 flies (open squares, n = 120) despite the higher average 

bacterial dose used to infect ClkJrk flies (two-tailed Student’s t-test, p < 0.005 at 24 

hrs, p < 0.05 at 28 hrs, p < 0.01 after 52 hrs post infection, α = 0.05).  Mock-injury 

groups are also shown (gray triangles, ClkJrk, n = 185; gray squares, per01, n = 

161).  Results are the average of nine and two independent experiments for ClkJrk 

and per01 flies, respectively.  Error bars indicate S.E.M. 
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Clock regulation in the induced profiles of innate immunity genes is 

highly selective and restricted to the early phase of the infection 

The best-studied defense effectors in innate immunity are antimicrobial peptide 

genes (AMPs) that are rapidly induced following microbial infection [32].  In 

Drosophila, AMPs are primarily induced via activation of the Toll (mainly 

responding to fungi or gram-positive bacteria) and/or Imd (mainly responding to 

gram-negative bacteria) pathways [32].  As an initial attempt to understand the 

molecular mechanisms underlying the circadian pattern of survival rates and 

bacterial growth kinetics, we largely focused on the expression patterns of several 

key players in the Toll and Imd innate immune signalling pathways activated by 

microbial infection.  This included measuring the post-inoculation expression 

kinetics of several peptidoglycan recognition proteins (PGRP) shown to play 

central roles as microbial receptors and/or scavengers (e.g., PGRP-SA, -LC and 

–LB), AMPs [i.e. attacin A (attA), defensin (def), diptericin (dipt), drosocin (drc) and 

drosomycin (drs)], and some key signalling components such as imd.  Control yw, 

per01 and ClkJrk flies were infected during the second day of DD and collected at 

different times post-infection.  We used real-time quantitative RT-PCR to measure 

RNA levels in head extracts of adult flies because we noted that the induced levels 

of many immune relevant genes attain higher values in heads compared to 

isolated bodies or whole flies (e.g., compare Figures 2.5 and 2.6; data not shown).  

Expression of immune genes in the head has been described elsewhere [69, 70] 

(data not shown).  For each genotype and gene surveyed we compared the RNA 

values obtained at the same post-infection time point for the CT5 and 
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Figure 2.6. Night-time infection leads to early and transient clock-regulated 

increases in the mRNA induction profiles of a limited number of immune 

response genes  

(A-F) Flies were infected at either CT5 (grey triangles) or CT17 (black squares), 

collected at the indicated times and RNA levels measured.  For each genotype we 

compared the RNA values for the CT5 and CT17 groups that were obtained at the 

same post-infection time point.  Asterisks indicate significantly higher mRNA levels 

for the yw CT17-group compared to the yw CT5-group (two-tailed Student’s t-test, 

p < 0.0005 for drosocin, p < 0.05 for PGRP-SA).  Results from at least three 

independent experiments were averaged except that ClkJrk data were derived from 

two experiments.  Error bars indicate S.E.M. 
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CT17 infected groups. 

Intriguingly, although many immune relevant genes are induced following 

infection with Pseudomonas [71], the post-inoculation expression patterns of only 

PGRP-SA and drc showed differences as a function of infection time in control flies, 

which were abolished in the clock mutants, indicative of bona-fide circadian 

regulation (Figures 2.6 and 2.8).  For PGRP-SA, its mRNA levels at 2 and 5 hr 

post-infection are significantly higher in the CT17-group compared to the values 

obtained at the same post-infection time points in the CT5-group (Figure 2.6A), 

whereas for drc higher mRNA levels were observed at 5 hr post-infection in the 

CT17-group compared to the same post-infection time point in the CT5-group 

(Figure 2.6D).  Similar circadian patterns in the induction profiles for PGRP-SA and 

drc were also obtained when analyzing extracts prepared from isolated bodies 

(Figure 2.7).     

Besides imd, none of the immune relevant genes we probed exhibit circadian 

fluctuations in basal levels (data not shown; e.g., endogenous levels of imd are 

higher at CT17 compared to CT5 in control flies, Figure 2.8M, compare values at 0 

hr post-infection).  This is consistent with prior work using microarrays to probe 

daily patterns of gene expression in head extracts [72].  However, we did not 

observe time-of-day differences in the induced levels of imd following infection 

(Figure 2.8M).  Thus, whether the basal expression of an immune response gene 

is constitutive or circadian is not necessarily linked to how the clock regulates its 

expression post-infection.  Although it is not clear why the induced profile of drc 

and not other AMP genes exhibits circadian differences as a function of infection 
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Figure 2.7. Time-of-day effects on the post-infection profiles for PGRP-SA 

and drosocin are also observed in the body  

Control yw flies were infected at either CT5 (grey triangles) or CT17 (black 

squares), collected at the indicated times and RNA levels measured.  Asterisks 

indicate significantly higher mRNA levels for the yw CT17-group compared to its 

CT 5-group (two-tailed Student’s t-test, p < 0.01).  Results reflect the average of 

four independent experiments. Error bars indicate S.E.M. 
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Figure 2.8. No time-of-day effects on the induction kinetics for attacin A, 

defensin, diptericin, drosomycin, imd, PGRP-LC, and PGRP-LB 
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Figure Legend 2.8 Continued 

(A-S)  Control yw and clock mutant flies (as indicated) were infected at either CT5 

(grey triangles) or CT17 (black squares), collected at the indicated times 

post-infection and mRNA levels were measured via real-time RT-PCR.  For each 

gene, none of the RNA values measured at a particular time post-infection showed 

statistically significant differences between the CT5- and CT17-groups (two-tailed 

Student’s t-test, p > 0.05).  Results from at least three independent experiments 

were averaged, except that ClkJrk data were derived from two experiments.  Error 

bars indicate S.E.M. 
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 time (compare Figures 2.6 and 2.8), Drosocin kills gram-negative bacteria [32] 

and has been demonstrated to be one of only a few AMPs that when 

overexpressed can protect flies infected with P.  aeruginosa [71].  In this context it 

is interesting to note that although PGRP-SA has a characterized role as a 

receptor in the Toll pathway [73], it has recently been implicated in phagocytosis as 

well [74]. 
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Discussion 

Together, our findings suggest the following scenario for how the clock in 

Drosophila might influence the progression of an infection with P. aeruginosa.  

Early in the infection a robust immune response (perhaps both cellular and 

humoral) is mounted, which is effective in pathogen clearance irrespective of when 

during a daily cycle the flies are infected, as indicated by the rapid drop in bacterial 

titer during the first 5 hr post-infection (Figure 2.4).  However, the clock regulates 

the induced levels of a limited subset of innate immunity players, such as 

PGRP-SA and drc, whereby infections in the mid-night result in a transient burst 

early during the infection (Figure 2.6A and 2.6D).  Higher levels of a few key 

immune players over a certain threshold may contribute to keeping the titer of 

pathogenic bacteria low after the initial rapid declining phase (Figure 2.4A).  By 

prolonging the suppression of bacterial growth during a critical window of the 

infection, this might provide an opportunity to mount or recruit additional host 

defenses in addition to AMPs, resulting in improved survival (Figure 2.1A and 

2.1B).  Thus, our results suggest that the clock modulates the strength or 

responsiveness of immune activation in a time-of-day dependent manner but only 

during a critical early phase in the infection process that has physiological 

consequences on the ability of the host to survive pathogenic infections.  Indeed, it 

is noteworthy that P. aeruginosa eludes host defenses by the early suppression of 

antimicrobial peptide gene expression [71].  It will be of interest to determine why 

the post-infection expression profiles of only certain immune response genes 

exhibit circadian regulation and how this is apparently restricted to a particular 
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phase of the immune response. 

Although the time-of-day differences in the levels of induced PGRP-SA and 

drc are clearly consistent with the survival rates of wild-type flies infected at 

different times of day, this is not the case for the per01 and ClkJrk mutants where the 

overall levels of drc are much lower in ClkJrk compared to per01 flies (Figure 2.6; a 

trend observed for other AMP genes surveyed, Figure 2.8 and data not shown).  

Although seemingly paradoxical, this is not unanticipated as there are precedents 

in the literature showing that flies can be more susceptible to bacterial infection 

despite elevated levels of AMP expression, indicating that excessive or 

inappropriate immune activation can be deleterious [41, 75, 76].  In this context it is 

important to consider that besides the production of AMPs, innate immunity in 

adult Drosophila includes a proteolytic cascade leading to melanization and a 

cellular immune response characterized by phagocytosis [77].  It is possible that 

inactivation of per might affect other host defense mechanisms that cannot be 

compensated by a potentially hypersensitive humoral immune response.  

Conversely, ClkJrk and other clock mutant flies (Figure 2.1) might have a 

heightened activity of cellular immunity.  Presently, our results based on probing 

the expression profiles of several immune response genes (Figures 2.6 and 2.8) 

would seem to demand that the molecular mechanisms governing the time-of-day 

differences in survival for flies with functional clocks are different from those 

affecting survival rates in per01 and ClkJrk flies.  Otherwise stated, it does not 

appear likely that the survival rates of per01 and ClkJrk flies are simply due to their 

‘clocks’ being pegged or held at a phase that is similar to either ZT/CT5 or 
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ZT/CT17 in wild-type flies, respectively.  While future work will be required to 

resolve the molecular underpinnings governing the differential clock mutant effects 

on survival, these considerations suggest that core clock genes have 

‘non-circadian’ related roles (i.e., roles not solely limited to their functions in 

timekeeping) in fighting microbial infections.  Indeed, our findings add to a growing 

list of physiological and behavioral pathways that are differentially regulated in 

different clock mutants; e.g., mutations in per but not tim, Clk or cyc play a key role 

in long-term memory formation in Drosophila [78].  

If the ability to evoke a stronger response at night enhances the efficacy of 

fighting a microbial infection, why restrict it to the night?  It is widely thought that 

maintaining an optimal immune system is metabolically costly, competing for 

limited metabolic resources with other energetically demanding activities such as 

foraging or mating [79].  Within this framework we suggest that the clock might 

function as a temporal sieve to ensure the proper allocation of metabolic resources 

at biologically desirable times.  On a more medical perspective, our results suggest 

that the innate immune system is a prime target for interventions based on 

chronobiological considerations in the hopes of boosting the ability to combat 

pathogenic infections.  
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Materials and Methods 

Fly strains 

 The Canton-S, Oregon R, yw and clock mutant strains used in this study were 

descendents of stocks that were maintained in our lab for several years.  Oregon-R 

flies were a gift from S. Kurata and all the clock mutant strains used in this study 

are in a yw background; i.e., yw per01 (a gift from A. Sehgal), yw; tim01 (a gift from A. 

Sehgal), yw;; cyc01 (a gift from J. Hall), and yw;; ClkJrk (a gift from R. Allada). 

P. aeruginosa culture 

The PA14 plcs strain used in this study was obtained from L. Rahme (Harvard 

Medical School) [66].  For every experiment, a glycerol stock was freshly streaked 

onto an LB/gentamycin plate.  After an overnight incubation, a single colony was 

picked and grown in 1ml of LB/gentamycin until this seed culture reached a 

logarithmic phase.  Subsequently, the culture was diluted in 25ml of 

LB/gentamycin and grown until the desired A600 concentration was reached (see 

below).  Finally, the bacterial culture was centrifuged and the pellet resuspended in 

LB media to obtain an A600 reading of 100 and kept on ice during infection.  

Needles were directly placed in this concentrated bacterial solution and used for 

the infection. 
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S. aureus culture 

For every experiment, a glycerol stock of S. aureus (ATCC 10390) was freshly 

streaked onto an LB plate.  Subsequently, a single colony was picked and grown in 

2ml of LB overnight.  This seed culture was diluted in 10ml of LB and grown until its 

A600 value reached 5.0.  Finally, the bacterial culture was centrifuged and the pellet 

resuspended in LB media to obtain an A600 reading of between 10 and 50.  

Needles were dipped into the concentrated bacterial cultures and used to infect 

adult wild-type flies (Canton-S or Oregon R) at CT5 and CT17, as described for P. 

aeruginosa.  Similar daily rhythms in percent survival were observed for Canton-S 

and Oregon R flies (data not shown), and the data from several independent 

experiments combined to generate the profiles shown in Figure 2.3.  

Survival experiment 

We used female flies to avoid potential complications due to sexual dimorphism in 

immunity [80-82].  For each survival experiment, approximately 100 young adult 

female flies (2-4 days old) of the same genotype were placed in a bottle and 

entrained under 12 hr light:12 hr dark cycles [LD; where zeitgeber time 0 (ZT0 is 

defined as lights-on] at 25°C for 2 days.  Infections were performed on either the 

third day of LD or second day of constant darkness (DD), as indicated in the text.  

For a given genotype and infection time, approximately 40-60 flies were infected 

with PA14 plcs and 20 flies were treated as a contemporaneous mock-injury group 

to assess the impact of injury on survival (Table 2.1).  To infect flies, we used 
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standard procedures whereby individuals were anethesized with CO2 and lightly 

pricked in the abdomen with a chemically sharpened tungsten needle dipped into a 

concentrated bacterial solution or LB media (mock-injury).  After infection or 

mock-injury, flies were distributed into groups of about 20 individuals and placed in 

fresh vials, followed by a return to the same lighting and temperature condition 

where they had been housed before treatment.  Because the virulence of P. 

aeruginosa is proportional to its population density [64], we optimized infection 

conditions such that the phase of the bacterial culture harvested had an A600 value 

between 3.0–3.2 for LD infections and 3.45-3.57 for DD infections.  Also, in our 

standard conditions we delivered approximately 200-400 bacteria per fly (Figure 

2.4).   This combination of both the phase of the bacterial culture and the number of 

bacteria delivered resulted in a mixed response with flies that exhibited rapid death 

and those that survived throughout the testing period.  In our experimental setting, 

flies that survived the first 48 hr did not die for the rest of the observation period (at 

least one week) and were considered ‘survivors’ (Figures 2.1A, 2.2A, 2.3A and 

2.5B).  To better compare genotypes, clock mutant and the control yw flies were 

treated together.  The entire procedure of infection, collection and counting was 

performed under a dim red light (Kodak safelight lamp) for night-time or DD 

infections. 

Bacterial growth assay 

At 0, 5, 10 and 23 hr post-infection, flies were put in ice-cold 70% ethanol and 

rinsed once to remove any bacteria remaining on the surface.  Then, ice-cold LB 
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media was added and flies were homogenized, individually or as a pool of 10 

individuals, with a motorized pestle.  Serial dilutions of each fly extract was plated 

onto LB/gentamycin plates and incubated at 37°C overnight.  Visible colonies from 

the serially diluted homogenates were counted and averaged to calculate the 

bacterial titer in each group of flies.  To attain more reliable comparisons, each 

experiment included control and clock mutant flies (yw, per01 and ClkJrk) infected at 

CT5 and CT17 (Figure 2.4).  For each time point and genotype, data from at least 

3 independent experiments were pooled.  For each experiment, a portion of flies 

representing each genotype and time of infection were not homogenized but 

monitored for at least one week to ensure that the survival rates were as 

anticipated.  In rare cases where anomalous survival data were obtained (e.g., little 

to no mortality of infected flies throughout the week-long observation period), we 

did not use the corresponding results obtained from the bacterial assays.   

Quantitative RT-PCR 

In each experiment, at least 20 infected or mock-injured flies treated at either CT5 

or CT17 were frozen on dry ice at 0, 2, 5, 9, or 22 hr post-infection and kept at 

-80°C until ready to process.  Fly heads were separated from their bodies with 

sieves and crushed in 200 μl of TRI Reagent (Sigma) with a motorized pestle [83].  

Total RNA was prepared according to the manufacturer’s instruction and the final 

RNA pellet was resuspended in 12 μl or 100 μl of DEPC-treated water for head or 

body extract, respectively.  5 μl of total RNA solution were used for reverse 
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transcription (Omniscript RT, Qiagen).  The resulting cDNAs were diluted 10-fold in 

10 μM of Tris (pH 8.0).  Subsequently, 2 μl of cDNA solution were added to a total 

of 30 μl and PCR reactions performed in triplicate (QuantiTect SYBR Green PCR, 

Qiagen).  Real-time PCR was performed in a 96-well plate on an ABI prism 

(Applied Biosystems) with the following conditions: a cycle of 15 min at 95°C to 

activate HotStarTaq DNA polymerase, followed by 40 cycles of 15 s at 94°C, 30 s 

at 60°C, and 30 s at 72°C.  The standard curve was generated for every run and 

the absolute copy number of the gene of interest was calculated based on Ct 

(threshold cycle) values.  Finally, the values were normalized to the copy number 

of the rp49 gene.  The efficiency of all the PCR reactions was at least 90%.  The 

sequences of the PCR primers used in this study are provided in Table 2.4).  As 

above for the bacterial growth assays, a portion of flies representing each 

genotype and time of infection were monitored for at least one week to ensure that 

the survival rates were as anticipated and results from experiments with 

anomalous survival data were not used.  For each genotype, the values for RNA 

levels obtained at the same post-infection collection time were compared for the 

CT5 and CT17 groups.   

Statistical analysis 

Survival rates of flies infected at different times of a day were evaluated by 

one-way ANOVA to determine if they show statistically significant differences as a 

function of infection time.  Comparison between all pairs of groups was performed 
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by Tukey-Kramer HSD (Honestly Significant Difference) analysis to determine the 

lowest and highest survival rates in cases where the survival rates varied among 

groups.  Power analysis was also done to assess the adequateness of the sample 

size (Fig. 2.1B-F, and Tables 2.2 and 2.3).  For pair-wise comparisons between 

CT5- and CT17-groups for a given genotype or between two genotypes, two-tailed 

Student’s t-test was used.  All the statistical analysis described above was carried 

out with JMP6 software (SAS). 
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Table 2.4.  Sequences of the primers used for quantitative RT-PCR 

Gene Forward primer (5’ – 3’) Reverse primer (5’ – 3’) 

attacin A TCCTTGACGCACAGCAACTTC GGCGATGACCAGAGATTAGCAC

defensin TCTCGTGGCTATCGCTTTTGC CCACATCGGAAACTGGCTGA 

diptericin GACGCCACGAGATTGGACTG CCCACTTTCCAGCTCGGTTC 

drosocin TGTCCACCACTCCAAGCACAA CATGGCAAAAACGCAAGCAA 

drosomycin TCCTGATGCTGGTGGTCCTG TCCCTCCTCCTTGCACACAC 

imd CCGAGCAATGTGAGTTGATTTTCG CGTGCGTTCTGCCTTCCAATAG 

PGRP-LB CGGCGATGGCATGATTTACA CGGCAGTTCGGTTCTCCAAT 

PGRP-LC CCTACCCGCCCAACAGTTC GTGGTACTGCCGCCTCACCT 

PGRP-SA CGGATCTCCTTGGATTATGG TAGTGGAGTCCCAACGAAGG 

rp49 CCCACCGGATTCAAGAAGTTCC TCGACAATCTCCTTGCGCTTC 
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Chapter 3. The immune response in the pericerebral fat 
body is sufficient to protect the animals from bacterial 
infections 

Summary 

In Drosophila, the fat body, a homolog of the mammalian liver, is thought to be the 

center of the systemic immune response and mainly located in the thorax and 

abdomen.  In addition, there is some fat body surrounding the brain, termed the 

pericerebral fat body.  Although it was shown that the pericerebral fat body can 

also mount an immune response, no systematic analysis comparing the fat body in 

different body parts has been undertaken and it is not clear if the pericerebral fat 

body contributes to survival over bacterial infections. In this study we show that 

similar if not identical pathways underlie innate immunity in the head and the body.  

Also, our data suggest that innate immunity genes are induced more rapidly in the 

head, compared with the body.  To investigate a possible functional role for the 

pericerebral fat body in host defense, we used inducible tissue specific promoters 

to drive expression of selective immune response genes in flies with 

immune-compromised genetic backgrounds.  Using this approach we show that 

the pericerebral fat body is sufficient to induce innate immunity genes and combat 

bacterial infections, independent of the abdominal fat body.  Our findings suggest 

that the pericerebral fat body provide a fast and local immune response in the head, 

improving the survival outcome of the whole animal in Drosophila. 
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Introduction 

The innate immunity of adult flies consists of cellular and humoral parts:  

phagocytosis performed by haemocytes (blood cells) is on the cellular arm 

whereas on its humoral side is the activation of proteolytic cascades leading to 

melanization and the synthesis of a battery of antimicrobial peptides (AMP) [32].  

AMPs are primarily induced via activation of the Toll (mainly responding to fungi or 

gram-positive bacteria) and/or Imd (mainly responding to gram-negative bacteria) 

pathways.  Relish and Dif/Dorsal, Drosophila NF-κB homologues, are key 

regulators of the Imd and Toll pathways respectively [32]. 

AMPs are thought to suppress the growth of invading microbes in the 

heamolymph (blood) by permeabilizing their membranes [30].  Being a hallmark of 

humoral immune response and under the regulation of NF-κB homologues, AMPs 

serve as a typical readout for Drosophila innate immune responses.   Several lines 

of transgenic flies containing a reporter gene under the promoter of one of the 

AMPs were generated in an attempt to localize the corresponding immune 

response in flies or dissect the signal pathways leading to their activation.  Among 

them, Dipt2.2-lacZ flies report the promoter activity of diptericin gene, a typical 

AMP active against gram-negative bacteria [69].  In that paper, Reichhart et al 

showed that the fat body in the head, thorax, and abdomen is the site of diptericin 

induction in response to E.coli.  This is in agreement with another study done by 

Samakovlis et al, where cecropinA, another AMP, mRNAs were localized to the 

same tissue in addition to 5-10% of haemocytes [70].  These studies established 

that the fat body is the main tissue where AMP gene expression is induced in 
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Drosophila.  

A recent study suggests that the pericerebral fat body has different 

functions compared to the abdominal fat body, such as during insulin signaling [84].  

However, in the case of the immune response, no systematic analysis has been 

done, comparing the pericerebral and abdominal fat bodies.  We were motivated to 

compare the host defense functions of both groups of fat body cells because 

during the process of studying circadian regulation of the Drosophila immune 

response (Chapter 2), the head immune response appeared more robust 

compared with the rest of the body (compare Figure 2.6 and Figure 2.7).  Moreover, 

manipulation of insulin signaling in the pericerebral fat body affected the 

endogenous levels of insulin signaling in the abdominal fat body and the 

expression level of Drosophila insulin-like peptide dilp-2 in neurons, suggesting a 

hierarchical relationship between the pericerebral and abdominal fat body [84].  

This chapter will address some preliminary findings on characterizing the immune 

response in the head.  The data presented in this chapter have been collected 

discontinuously over several years from different studies, but put together here as 

related results.  The entire data set of chapter 3 can be categorized into two parts: 

(1) Faster posttranscriptional modification of Relish in the head compared with the 

body and (2) The pericerebral fat body is sufficient in protecting the animals from 

bacterial infections.  The results regarding the former issue are mainly preliminary 

and further studies will be required. 
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Results 

RELISH activation in the head follows a similar pathway as that in the body 

To better characterize the head immune response, we began with asking the 

following question; is the head antibacterial immune response regulated by the 

same players in the Imd pathway previously established using whole flies, which 

mostly reported the abdominal fat body?  The general approach we took was to 

infect mutants in the Imd pathway, then separate heads and bodies, followed by 

measuring the molecular innate immune response. 

In response to bacterial infection, Drosophila caspase-8 homologue 

DREDD cleaves RELISH to generate two fragments: the N-terminal REL-68, 

which contains a DNA-binding Rel homology domain, translocates to the nucleus, 

and activates its target genes such as AMPs, and the C-terminal REL-49, which 

includes an IκB-like domain and remains in the cytosol [55]. 

As a marker for the RELISH processing event in the Imd pathway, we 

monitored the C-terminal REL-49 fragment by Western analysis using head or 

body extract (Figure 3.1).  In control yw and RelE23 flies where P element used to 

generate relish mutations has been precisely excised [85], production of REL-49 

was evident 4hrs post infection in the head (Figure 3.1, upper panel, lanes 1 and 2, 

lanes 5 and 6) whereas it was barely visible in the body (Figure 3.1, lower panel, 

lanes 1 and 2, lanes 5 and 6).  On the other hand, dredd or relish null mutants 

(RelE20) did not show any significant signal for the correspondingly sized protein 

(Figure 3.1, upper and lower panels, lanes 3 and 4, lanes 7 and 8), illustrating that 
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Figure 3.1. Cleavage of RELISH in the head depends on dredd 

Adult flies were entrained under 12 hr light:12 hr dark cycles (LD) at 25°C for 2 

days, infected with a mixture of E. coli and Micrococcus luteus between ZT17 and 

ZT18 on the third day of LD cycle, and collected at time 0hr or 4hrs post infection 

(+).  Head (upper panel) or body (lower panel) extracts were analyzed by Western 

blotting and blots were incubated with antibody against the c-terminal 107 aa of 

RELISH [55].  Precursor form of RELISH is designated as REL-110 and its 

c-terminal cleavage product as REL-49.  Note that the band of REL-49 (arrowhead) 

runs right between two nonspecific bands (*).  Genotypes of the flies used are 

shown on top of the upper panel. 
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DREDD is required to process RELISH in the head as well as in the body [53]. 

Microbial signals lead to the transcriptional activation of relish as well as 

other target genes, forming a positive feedback loop [85].  In Figure 3.1, upon 

bacterial infection, the amount of unprocessed form of RELISH, REL-110, also 

increased in dredd mutants as well as in control flies (upper panel, compare lanes 

3 and 4), demonstrating that dredd mutation did not affect the transcriptional 

activation of relish in the head as expected from its specific role in processing 

RELISH [56].   

The C-terminal fragment of RELISH accumulates faster in the head, which 

correlates with the extent of posttranscriptional modification 

To investigate the head immune response further, we took advantage of the 

Gene-Switch system to induce immune response genes in a temporally regulated 

manner [86].  The Gene-Switch system relies on a GAL4-progesterone receptor 

chimera activated by the ligands of progesterone receptor.  One can induce a gene 

of interest at a desirable time by feeding the flies with food containing RU486 

(mifepristone), a progesterone receptor antagonist.  Among the P{Switch} lines, 

S1106 Gene-Switch GAL4 driver seems to express its target gene in both the 

pericerebral and abdominal fat body [87] (Figure 3.2; data not shown).   

Since the abundance of RELISH was always much lower in the body than in 

the head (Figure 3.1, compare upper and lower panel), we upregulated relish both 

in the pericerebral and abdominal fat body with the S1106 driver and compared the 

RELISH processing step between head and body (Figure 3.2).  We focused on 
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Figure 3.2. Comparison of RELISH in the head and body following bacterial 

infection  

Female adult flies overexpressing relish under S1106 Gene-Switch GAL4 driver 

[88] were entrained in the presence of 200µM of RU486, infected with a mixture of 

E. coli and M. luteus at ZT18 on the third day of LD cycle, and collected at time 0hr 

or 4hrs post mock-injury (-) or infection (+).  Protein samples were treated in the 

same way as in Figure 3.1 for Western blotting.  Note that the band of REL-49 

(arrowheads) runs right beneath a nonspecific band (*) in the body.
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 female flies because they induce much stronger immune response than males 

(data not shown) despite the presence of ovaries in the body, which could 

potentially skew the comparison of the head and body immune response per cell.  

Flies were entrained in LD cycles at 25°C for 2 days.  On the third day of LD, they 

were infected or mock-treated at ZT18 (ZT0 is defined as lights-on).  We chose this 

particular infection time of a day to maximize the immune response induced by 

bacterial infection (Figure 2.6).   

From the Western blot analysis targeting RELISH, we noted two major 

differences between head and body immune response: (1) Earlier accumulation of 

REL-49 in the head; (2) Head-specific higher mobility REL-110 isoforms that are 

likely due to phosphorylation.  IκB kinase (IKK) complex as well as DREDD 

participate in activating RELISH [49, 50].  Interestingly, in the head, REL-110 

displayed progressive shifts toward slower mobility isoforms in response to 

bacterial infection, positively correlated with the amount of REL-49 (Figure 3.2, 

compare lanes 1, 2, and 3).  However, in the body, we did not see the 

corresponding change in the proportion of RELISH isoforms displaying differential 

mobility (Figure 3.2, compare lanes 4, 5, and 6).  This contrast reached its peak at 

4hrs post infection, when most of REL-110 showed the slowest mobility in the head 

and the fastest one in the body (Figure 3.2, compare lanes 3 and 6). In addition, 

there was no significant difference in the amount of body REL-49 between the flies 

pricked with aseptic needle (mock treatment) and the ones infected with bacteria 

(Figure 3.2, compare lanes 5 and 6).  Together, this result suggests that RELISH 

may be posttranscriptionally modified more rapidly upon bacterial infection, 
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resulting in a faster accumulation of REL-49 in the head compared with the body. 

A more robust induction of PGRP-SA and drosocin mRNAs in the 

head, compared with the body 

Since REL-49 accumulated more rapidly in the head than in the body during night 

time infection (Figure 3.2), we were curious to find out if there is a similar trend at 

the level of induction of RELISH target genes.  To this end, the data used to 

generate Figure 2.6 were reanalyzed (Table 3.1) and the results of this analysis 

are presented in Table 3.2 where two downstream target genes of RELISH were 

compared in their induction fold for the first 2hrs after PA14 plcs was delivered 

during day or night time (Table 3.2).  It should be noted that Figure 3.2 was derived 

from an experiment using E.coli and M.luteus and cannot be directly related to the 

results presented in Tables 3.1 and 3.2.   Although follow-up experiments using the 

same experimental conditions as used in Figure 3.2 have to be done to draw a fair 

conclusion, the data suggest a general trend where there is a higher amplitude 

response in the head.  Irrespective of the infection time, both PGRP-SA and 

drosocin mRNA increased more steeply in the head, compared with the body, 

although the difference in the induction fold of drosocin mRNA did not reach 

statistical significance due to the high standard deviation in its levels at time 0hr 

(Tables 3.1 and 3.2).  PGRP-SA mRNA levels at time 0hr in the head were 

comparable to those in the body.  In case of drosocin, mRNA levels in the head 

were either higher or lower than those in the body at time 0hr, but consistently 

higher in the head than in the body at 2hrs post infection.  Therefore, higher 
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Table 3.1. Relative PGRP-SA and drosocin mRNA levels at time 0hr and 2hrs 
post infection in response to PA14 plcs 

Gene PGRP-SA drosocin 

Infection 
time CT5 CT17 CT5 CT17 

Collection 
time 0hr 2hr 0hr 2hr 0hr 2hr 0hr 2hr 

Head 0.82±0.1 15.3±1.6 0.71±0.1 25.2±3.7 0.54±0.4 15.2±2.8 0.07±0.0 19.9±5.1 

Body 0.96±0.2 10.1±2.3 0.84±0.2 15.0±1.8 0.24±0.1 11.6±2.0 0.16±0.1 14.2±1.7 

Shown are the average normalized mRNA levels ± SEM, using the data derived from the same 

experiment as in Figure 2.6.  

 

Table 3.2. Induction folda of PGRP-SA and drosocin mRNAs between 0hr 
and 2hrs post infection in response to PA14 plcs 

Gene PGRP-SA drosocin 

Infection time CT5 CT17 CT5 CT17 

Head 20 ± 2.6 36 ± 4.2 92 ± 39 272 ± 95 

Body 11 ± 1.4 18 ± 3.5 57 ± 15 91 ± 22 

Head vs. body b 0.024* 0.029* 0.472 0.083 

 
a Induction fold was calculated by dividing the normalized mRNA level at 2hrs post infection with the 

one at time 0hr, using the data derived from the same experiment as in Figure 2.6.  Shown is the 

average induction fold ± SEM. 
b p-value of two-tailed Student’s t-test.  An asterisk (*) indicates significantly higher induction fold of 

PGRP-SA mRNA in the head, compared with that in the body (*P< 0.05). 
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induction folds of PGRP-SA and drosocin mRNAs in the head did not result from 

their consistently lower basal mRNA levels, compared with the body.  When the 

results of Figure 3.2 and Tables 3.1 and 3.2 are taken together, it raises a 

possibility that RELISH may go through posttranscriptional modification more 

rapidly in the head, leading to a faster accumulation of REL-49 and transactivation 

of its target genes in the head, compared to the body. 

Processing of RELISH in tim-expressing cells of the head 

In an attempt to optimize the conditions of detecting RELISH by Western blotting, 

we used a tim(UAS)GAL4 driver line and observed the production of REL-49 in 

tim-expressing cells in the head in response to bacterial infection (data not shown).  

Since there has not been a systematic analysis addressing what tissues are 

responsible for the head immune response other than the pericerebral fat body, we 

were curious to find out the tissue specificity of head immune response.  To this 

end, a side-by-side experiment was performed, using two GAL4 driver lines: 

tim(UAS)GAL4 whose expression is limited to clock neurons, photoreceptor cells 

in the compound eyes, brain glia and fat body  [89, 90] whereas GMR-GAL4 

induces its target genes only in the photoreceptors in the compound eyes. 

When relish was driven under tim promoter, significant amounts of REL-49 

were produced in response to bacterial infection (Figure 3.3, compare lanes 3 and 

4).  On the contrary, when using the GMR-GAL4 driver, the amount of REL-49 

produced in response to bacterial infection was no more than that from the 

parental line (Figure 3.3, compare lanes 2 and 6) even though the amount of  
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Figure 3.3. tim-expressing cells are capable of processing RELISH in the 

head.  

Parental line (e.g. UAS-relish) and progeny with a driver and UAS-relish 

transgenes [e. g. Tim(UAS)>relish and GMR>relish] were entrained, infected with 

a mixture of E. Coli and M. luteus between ZT16 and ZT17 on the third day of LD 

cycle, and collected 4hrs post mock-injury (-) or infection (+).  Protein samples 

were treated in the same way as in Figure 3.1 for Western blotting. Note that the 

band of REL-49 (arrowhead) runs right beneath a nonspecific band (*). 
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REL-110 mainly coming from photoreceptors was comparable to that from 

tim-expressing cells.  Therefore, this result suggests that a subset of 

tim-expressing cells such as the pericerebral fat body, clock neurons and/or brain 

glia is capable of processing RELISH in the head but not the photoreceptors. 

RELISH overexpressed mainly in the pericerebral fat body is sufficient to 
improve the survival of relish null mutants in response to bacterial 
infections  

Based on the descriptions in the previous studies regarding the AMP expression or 

reporter activities driven by AMP promoter [69, 70], we focused on the pericerebral 

fat body as a potential target tissue for the head immune response.  Among the 

P{Switch} lines whose Gene-Switch GAL4 expression is limited in the head, S132 

showed a pericerebral fat body-specific expression when driving a reporter gene 

[84, 88].  Therefore, we used S132 to overexpress immune response genes in the 

pericerebral fat body and S1106 in the entire fat body as a positive control. 

Motivated by a faster accumulation of REL-49 and higher induction fold of 

downstream target genes of RELISH in the head compared with the body, we 

asked if the immune response mounted by pericerebral fat body is sufficient to 

protect the animals from bacterial infections.  To this end, we overexpressed relish 

in the pericerebral fat body, the entire fat body, or pan-neuronal cells in relish 

nullmutant background (RelE20) by using S132, S1106, or ELAV Gene-Switch GAL4 

lines [91], respectively.  Flies were entrained in LD cycles at 25°C for 2 days.  On 

the third day of LD, they were infected or mock-treated between ZT5 and ZT8.  We 
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chose this particular infection times of a day to maximize the survival difference 

between the flies overexpressing relish and their control group, considering that 

RelE20 mutant flies survive much better when infected during night time, compared 

with the day time infections, in the same way as the wild-type flies do (data not 

shown; Figure 2.3). 

When infected with Enterobacter cloacae β12, nonpathogenic 

gram-negative bacteria, the flies overexpressing relish mainly in the pericerebral 

fat body rescued the survival phenotype of RelE20 mutant to a level comparable to 

those overexpressing relish in the entire fat body (Figure 3.4A and 3.4B).  

Interestingly, relish overexpression in pan-neuronal cells also improved the 

survival of RelE20 mutants significantly albeit to a less extent (Figure 3.4C).  The 

ability of flies overexpressing relish in the pericerebral fat body to boost the survival 

of RelE20 mutants was also confirmed with pathogenic gram-negative bacteria 

PA14 plcs mutant (Figure 3.4D).  Taken together, the pericerebral fat body is able 

to mount a sufficient immune response to protect RelE20 mutants from bacterial 

infections. 
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Figure 3.4. RELISH overexpressed mainy in the pericerebral fat body is 

sufficient to rescue relish null mutant (RelE20) in response to E.cloacae β12 or 

PA14 plcs. 

Adult female flies that harbor UAS-relish and S132, S1106, or ELAV Gene-Switch 

drivers in relish mutant background were entrained with or without 400µM of 

RU486, infected with E.cloacae β12  (A-C) or PA14 plcs (D-E) between ZT5 and 

ZT8, and the number of survivors was scored over time.  Shown are the average 

results of four (A-B), three (C-D), or two (E) independent experiments.  Mean ± 

SEM and values obtained from 40-80 animals per experiment are displayed.  

Asterisks (*) indicate significantly higher survival rates of flies fed with RU486, 

compared with the ones fed with vehicles (two-tailed Student’s t-test, *P< 0.05, 

^P=0.054). 
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Discussion 

In this chapter, we presented preliminary data based on biochemical and genetic 

strategies, suggesting that the pericerebral fat body mounts a powerful immune 

response sufficient to protect the host animals from bacterial infections.  In the first 

series of experiments, we investigated RELISH, a key player in the Imd pathway 

and found that the processing of RELISH in the head requires dredd (Figure 3.1).  

Also, our data suggest the possibility that processing of RELISH in the head is 

more efficient compared to the body (Figure 3.2).  Although we do not have 

evidence to support that the slower migrating isoforms of RELISH in the head are 

due to phosphorylation, it is tempting to speculate that the level of IKK or efficiency 

of its activation might be higher in the head, sensitizing RELISH to bacterial signals 

and leading to its more rapid processing and induction of downstream target genes.  

It is also intriguing that REL-49 accumulates faster and some of RELISH 

downstream target genes tend to be induced more steeply in the head compared 

with the body even though the exogenous bacteria are delivered into the abdomen, 

implying existence of a rapid signaling mechanism to give a warning for the 

invading bacteria to the head.  Kim et al reported that the mRNA level of caspar, an 

inhibitor targeting DREDD-dependent cleavage of RELISH, is much lower in the 

head in comparison with the abdominal fat body [57].  Differential expression of 

caspar could also contribute to the faster accumulation of REL-49 in the head upon 

bacterial signals. 

Of note, in order to substantiate our tentative conclusions, follow-up 

experiments should be done: first, it is necessary to infect the flies overexpressing 

 



 72

relish both in the pericerebral and abdominal fat body with S1106 Gene-Switch 

GAL4 driver in RelE20 background, monitor the RELISH processing step and the 

induction fold of RELISH target genes, and compare them in the head and the 

body.  Second, evaluation of the magnitude of the head immune response 

demands either immunohistochemistry targeting the N-terminal fragment of 

RELISH or in situ hybridization scoring the AMP mRNA levels per fat body cell. 

Previous studies showed some expression of immune response genes in 

the head, presumably the pericerebral fat body.  However, to date, there is no 

evidence that the pericerebral fat body can mount a functional immune response.  

The possibility of a faster processing of RELISH and higher induction fold of its 

downstream target genes in the head suggests that the pericerebral fat body 

provides the head a fast and local immune response.  Considering that it is 

sufficient to protect the animals from bacterial infections (Figure 3.4), by inducing 

an immune response promptly, the pericerebral fat body could suppress the 

bacterial growth in the head and preserve the neuronal functions longer, resulting 

in better survival outcome of the whole animal.   

Although it is very likely that the pericerebral fat body is mainly responsible 

for the head immune response, we cannot rule out the possibility that there may be 

other immune-competent tissues in the head.  In fact, neuronal cells were also 

sufficient to improve the survival of RelE20 mutants upon bacterial infection (Figure 

3.4C), suggesting that neurons may be capable of mounting a functional immune 

response, perhaps of a smaller magnitude than the fat body.  The significance of 

neuronal immune response is not clear at this point, but it is noteworthy that NF-κB 
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activity has been reported to keep central neurons alive in mammals [92] and the 

mammalian nervous system can produce neuropeptides and peptide hormones 

with antimicrobial properties [93]. 

Taken together, the innate immune response centered at RELISH follows 

the same regulatory rule in the head as in the body.  However, it appears more 

sensitive to bacterial stimuli and shows a sharp initial increase in the head 

compared with the body.  By taking a prompt antibacterial action in the head, the 

pericerebral fat body and possibly neurons may serve neuroprotective roles 

cooperatively and increase the chance of survival of the whole animal. 
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Materials and Methods 

Fly strains 

yw flies used in this study were descendents of a stock that was maintained in our 

lab for several years.  The following stocks were gifts from other laboratories: 

yw,dreddB118 (B. Lemaitre),  RelE20, RelE23, w; UAS-relish; +/TM3, Sb and w; 

UAS-relish; RelE20 (D. Hultmark), S132 and S1106 Gene-Switch GAL4 (R. Davis), 

ELAV Gene-Switch GAL4 with second chromosome insertion (H. Keshishian), 

tim(UAS)GAL4 (M. Young), GMR-GAL4 (K. Irvine). 

Bacterial culture 

The PA14 plcs strain was prepared in the same way as described in Chapter 2 

except that the bacterial pellet was resuspended in LB media to obtain a desired 

A600 reading as described below.  The A600 value of the bacterial culture used to 

generate the Figure 3.4E was 20 whereas the survival data over the bacterial 

culture whose A600 value was 20, 40, or 120 gave similar results and were pooled 

to generate the Figure 3.4D. 

E. cloacae β12 strain was a gift from D. Hultmark (Umea University).  It was 

cultured in the same way as for PA14 plcs except that the phase of the bacterial 

culture harvested had an A600 value of 3.0 and the bacterial pellet was 

resuspended in LB media to obtain an A600 reading of 200. 

As for M. luteus (a gift from D. Hultmark) and JM109 (E.coli strain, 

Promega), a glycerol stock was freshly streaked onto an LB plate for every 
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experiment.  Subsequently, a single colony was picked and grown in 1ml of LB 

overnight.  This bacterial culture was centrifuged and the pellet resuspended in LB 

media to obtain an A600 reading of 200.  Finally, equal amounts of concentrated M. 

luteus and JM109 were mixed right before infection.  

Western blot analysis 

Flies were entrained in LD cycles at 25°C for 2 days.  On the third day of LD, flies 

were infected or mock-treated between ZT16 and ZT18.  They were collected on 

dry ice at indicated times and kept at -80°C until ready to process.  Fly heads were 

separated from their bodies with sieves and crushed in 30 or 200µl of extraction 

buffer 1 (EB1) for heads or bodies, respectively, with a protease inhibitor cocktail 

(Roche) as described previously [94].  The samples were centrifuged for 15 

minutes at 14000 rpm at 4°C and their supernatant was recovered.  This step was 

repeated twice.   The protein concentration of the samples was measured by 

Bradford assay (Coomassie Plus, Pierce) with BSA standards.  40µg of total 

protein per sample (except for the body samples in Figure 3.2: 60 µg) was mixed 

with 4X SDS sample buffer, resolved in 10% polyacrylamide gel, and blotted onto 

nitrocellulose (Figure 3.1 and 3.2) or polyvinylidene difluoride membrane 

(Hybond-P, Amersham; Figure 3.3).  The primary and secondary antibodies were 

used at the following dilutions: 1:10 or 50 for anti-RELISH antibody targeting the 

c-terminal 107 aa of RELISH (a gift from D. Hultmark) [55] and 1:20,000 for 

anti-mouse HRP (Amersham).  Signals were detected with ECL Advance 

(Amersham). 
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Survival experiment 

We used female flies to avoid potential complications due to sexual dimorphism in 

immunity [80-82].  Young adult female flies were entrained in LD cycles at 25°C for 

2 days with the food containing either vehicle or 400µM of RU486.  On the third day 

of LD, flies were infected or mock-treated between ZT5 and ZT8.  Right after 

infection or mock treatment, the flies were transferred to vials with fresh food 

containing either vehicle or 400µM of RU486 and kept in the same condition as 

entrained.  The number of survivors was scored over time up to 4 days post 

infection.                                                                                                                                         
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Chapter 4. Circadian regulation of a limited set of 
conserved microRNAs in Drosophila 

Summary 

MicroRNAs (miRNAs) are short non-coding RNA molecules that target mRNAs to 

control gene expression by attenuating the translational efficiency and stability of 

transcripts.  They are found in a wide variety of organisms, from plants to insects 

and humans.  Here, we use Drosophila to investigate the possibility that circadian 

clocks regulate the expression of miRNAs.  We used a microarray platform to 

survey the daily levels of D. melanogaster miRNAs in adult heads of wild-type flies 

and the arrhythmic clock mutant cyc01.  We find two miRNAs (dme-miR-263a and 

-263b) that exhibit robust daily changes in abundance in wild-type flies that are 

abolished in the cyc01 mutant.  dme-miR-263a and -263b reach trough levels 

during the daytime, peak during the night and their levels are constitutively 

elevated in cyc01 flies.  A similar pattern of cycling is also observed in complete 

darkness, further supporting circadian regulation.  In addition, we identified several 

miRNAs that appear to be constitutively expressed but nevertheless differ in 

overall daily levels between control and cyc01 flies.  The circadian clock regulates 

miRNA expression in Drosophila, although this appears to be highly restricted to a 

small number of miRNAs.  A common mechanism likely underlies daily changes in 

the levels of dme-miR-263a and -263b.  Our results suggest that cycling miRNAs 

contribute to daily changes in mRNA and/or protein levels in Drosophila.  

Intriguingly, the mature forms of dme-miR-263a and -263b are very similar in 
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sequence to several miRNAs recently shown to be under circadian regulation in 

the mouse retina, suggesting conserved functions.   
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Introduction 

 Circadian rhythms (approx. 24 hr) are governed by cellular "clocks" or 

pacemakers that can be synchronized to the daily and seasonal changes in 

external time cues (zeitgebers), most notably visible light and ambient temperature 

(reviewed in, [95]).  This endogenously driven timing system enables life forms to 

anticipate environmental transitions, perform activities at biologically 

advantageous times during the day and undergo characteristic seasonal 

responses.  An important challenge is to gain a better understanding of the 

biochemical and cellular bases underlying clocks.  

Despite the wide variety of overt rhythms manifested by different species 

(e.g., from flowering in plants to wake-sleep cycles in humans), there is remarkable 

similarity in the underlying timing mechanisms.  A core feature is based on species 

or tissue specific sets of ‘clock’ genes, whose RNA and protein products 

participate in interconnected positively and negatively acting 

transcriptional-translational feedback loops [96, 97].  As a result of the design 

principles inherent in these autoregulatory molecular loops, one or more of the 

core clock RNA and protein products manifest ‘self-sustained’ daily rhythms in 

abundance that are instrumental for normal clock progression.  The central clock 

transcription factors that participate in their own cyclical expression and that of 

other core clock genes also either directly or indirectly drive daily oscillations in the 

expression of many downstream effector genes.  Microarray profiling studies 

indicate that ~1-10% of the genes expressed in a particular animal cell type 

undergo circadian fluctuations, demonstrating the strong influence of clocks in 
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global gene expression [98-100].  Indeed, malfunctions in mammalian clock 

function have been linked to many diseases including cancer, metabolic 

syndromes and affective disorders [101-103]. 

Our understanding of clock mechanisms in general and mammalian ones in 

particular have been strongly based on findings using Drosophila melanogaster as 

a model system [95].  Key components of the intracellular clock mechanism in this 

species include PERIOD (Drosophila PER; dPER), TIMELESS (TIM), CLOCK 

(CLK) and CYCLE (CYC).  CLK and CYC are transcription factors of the 

basic-helix-loop-helix (bHLH)/PAS (Per-Arnt-Sim) superfamily that heterodimerize 

to stimulate the daily transcription of dper and tim, in addition to other clock and 

downstream genes.  After a time delay, dPER and TIM enter the nucleus where the 

association of dPER with the CLK-CYC heterodimer leads to the inhibition of 

CLK-dependent transcriptional activity.  After several hours the levels of TIM and 

dPER undergo sharp decreases, relieving autoinhibition and initiating another 

round of CLK-CYC-dependent transcription.  Mutations that either inactivate or 

severely impair the activities of dper (e.g., per01), tim (e.g., tim01) cyc (e.g., cyc01), 

or Clk (e.g., ClkJrk), abolish molecular and behavioral rhythms [104].  

MicroRNAs (miRNAs) are single-stranded RNA species of ~22 nucleotides 

that are derived by processing from a larger precursor and are found in a wide 

variety of organisms, from plants to insects and humans (recently reviewed in 

[105]).  In animals, miRNAs usually have imperfect complementarity to elements in 

the 3’ untranslated regions (UTRs) of mRNA targets, leading to post-transcriptional 

regulation of the target mRNA by inhibition of translation and/or stimulation of 

 



 81

degradation [106-108].  It is thought that miRNAs mainly function to fine-tune the 

levels of key proteins.  At present, estimates suggest there are about 100 miRNA 

encoding genes in insects, and over 400 in mammals 

[http://microrna.sanger.ac.uk/cgi-bin/sequences/browse.pl].  Although a 

comprehensive list of mRNAs targeted by miRNAs is still lacking in any organism, 

computational analysis suggests that a single miRNA could target 100s of genes 

[109].  Recent studies indicate that miRNAs have diverse physiological roles, such 

as apoptosis, homeobox regulation, viral infection, and development [105, 110].  

Drosophila has provided a powerful genetic and genomic model system to 

understand the biological roles of miRNAs [111, 112].  Herein, we show that 

several miRNAs in Drosophila are clock-regulated, raising the possibility that they 

play fundamental roles in circadian systems. 
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Results 

A limited number of miRNAs exhibit circadian regulation in Drosophila 

heads  

To determine whether miRNAs exhibit daily changes in abundance we entrained 

control D. melanogaster flies (yw) to standard 12 hr light/12 hr dark cycles 

[12:12LD; where zeitgeber time 0 (ZT0) is defined as beginning of the light phase] 

at 25oC and collected flies at 6 hr intervals during the third LD cycle (i.e., ZT1, 7, 13 

and 19).    In addition, we analyzed the well-characterized cyc01 arrhythmic mutant 

[113].  The wild-type control and mutant cyc01 flies used here are in the same yw 

genetic background and were treated contemporaneously.  RNA was prepared 

from adult heads, which contain the key pacemaker neurons driving rhythmic 

behavior [114] and are routinely used to evaluate cycling profiles of mRNAs in 

Drosophila (e.g., [99, 115]).  We used the miRMAX microarray platform with the 

Array900 miRNA Direct Labeling System [116] that features dimer probes 

complementary to mature or abridged miRNA sequences of all the identified 

miRNAs of Drosophila according to the miRBase version 5.1 

[http://www.sanger.ac.uk/Software/Rfam/].  For each time point, three 

independent experiments were analyzed and data pooled (Figure 4.1).  

To identify clock-regulated miRNAs we applied several criteria.  First, there 

had to be at least a statistically significant difference between the lowest and 

highest signal intensity of the four time points analyzed in wild-type flies.  We 

applied the stringent test of ANOVA with FDR (5%) to compare within each  

 

http://www.sanger.ac.uk/Software/Rfam/
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Figure 4.1. Heatmap of Drosophila miRNA expression as a function of daily 

time and in cyc01 flies.  
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Figure Legend 4.1 Continued 

Colorgram depicts the relative levels of miRNAs (high, red; average, black; low, 

green—as indicated by color bar, bottom) and summarizes hierarchical clustering 

of daily light-dark patterns of miRNAs in control (y w) and mutant (y w;;cyc ) flies 

using Genespring GX 

01

(Agilent, Santa Clara, CA).  Flies were collected at ZT1, 7, 

13 and 19, as indicated (bottom of panel). 
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genotype as a function of time, and between the yw control and yw;; cyc01 

(herein,more simply refereed to as cyc01) mutant groups.  Second, a bona-fide 

clock-regulated miRNA should not exhibit statistically significant difference 

between the four time points in cyc01 flies; i.e., levels should remain constant 

throughout a daily cycle—as is observed for clock-controlled mRNAs in this mutant 

[113, 117].  Finally, we required a minimum difference of 50% between peak and 

trough values in wild-type flies.   

We obtained significant signals from 78 Drosophila melanogster miRNAs 

(Figure 4.1).  Of these, only two miRNAs (dme-miR-263a and -263b) in wild-type 

control flies exhibited daily abundance changes that were statistically significant 

using the ANOVA with 5% FDR test (Figure 4.2A and 4.2B).  Importantly, the levels 

of miR-263a and -263b were constant throughout a daily cycle in the cyc01 mutant, 

indicative of bona-fide circadian regulation (Figure 4.2A and 4.2B).  Intriguingly, 

both miRNAs attain trough levels during the daytime hours and have constitutively 

elevated levels in the cyc01 mutant, suggesting a common mechanism underlying 

their clock regulation (see Discussion).  We confirmed that both dme-miR-263a 

and -263b cycle using quantitative RT-PCR (qRT-PCR) and also showed that 

these oscillations persist in constant dark conditions (Figure 4.2C and 4.2D).  

Although it is not clear why the daily profiles are slightly different when comparing 

results obtained using the microarray platform or qRT-PCR, the combined results 

clearly indicate circadian regulation in the levels of dme-miR-263a and -263b. 

No miRNAs that we evaluated showed significant differences in levels as a 

function of time in cyc01 flies, suggesting that (at least in the absence of a  
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Figure 4.2.  MiRNAs showing significant differences in levels as a function 

of daily time within the yw control group  

(A, B) yw or yw;; cyc01 flies were collected at the indicated times during the third LD 

cycle.  LMW RNA was prepared from head extracts and subjected to miRNA 

microarray profiling.  Shown are the miRNAs with statistically different levels as a 

function of time within the yw group but not within the yw;; cyc01 group.  P values  
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Figure Legend 4.2 Continued 

are indicated for each miRNA.  (C, D) Canton-S flies were collected at the 

indicated times during either the third LD or the first day of DD.  Total RNA was 

prepared from head extracts and subjected to quantitative RT-PCR (qRT-PCR).  

Results reflect the average of four replicates from two independent experiments.  

Error bars are S.E.M.   
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 functional clock) the light-dark cycle has little to no direct effect on the expression 

of miRNAs in Drosophila heads.  We also identified miRNAs that do not exhibit 

statistically significant changes throughout a daily cycle in wild-type flies but 

nonetheless show differences in average daily levels when compared to cyc01 flies 

(Figure 4.3).  In most cases, the average daily values in cyc01 flies were higher 

compared to control flies.  Of these, dme-miR-124 showed a pattern very similar to 

that of dme-miR-263a and -263b, exhibiting trough levels during the mid-day that 

were followed by increases during the early to late-night in wild-type flies and 

constantly elevated levels in the cyc01mutant (Figure 4.3B).  Although the 

differences in daily levels for miR-124 in wild-type flies do not reach significance 

even when less stringent criteria was applied (p=0.0813, ANOVA without FDR), it 

is possible that miR-124 undergoes low amplitude circadian oscillations in 

abundance.  Likewise, miR-31a (Figure 4.3F) might also exhibit low amplitude 

cycling similar to that of miR-124.  

Possible circadian-relevant targets of dme-miR-263a and 263b 

Experimental and computational studies have shown that several hundred 

different mRNAs can be targeted by each miRNA [109, 118].  As an initial attempt 

to identify possible targets for the miRNAs that either show circadian regulation or 

differences in overall daily levels between control and cyc01 flies (Figures 4.2 and 

4.3) we used four readily available web-based prediction programs that contain 

information on D. melanogaster (i.e., PicTar [http://pictar.bio.nyu.edu], miRBase 

[http://microrna.sanger.ac.uk], TargetScan [http://www.targetscan.org] and 
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Figure 4.3. MiRNAs showing significant differences in overall daily levels 

between yw and cyc01 flies 

yw or yw;; cyc01 flies were collected at the indicated times during the third LD cycle.  

LMW RNA was prepared from head extracts and subjected to miRNA microarray 

profiling.  Shown are the miRNAs with statistically different overall daily levels 

between the yw and yw;; cyc01 groups.  P values are indicated for each miRNA. 
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 EMBL [http://www.russell.embl.de/miRNAs]).  

Cycling mRNAs that were previously identified based on whole genome 

expression profiling (e.g., [72, 119-123]) are found among the predicted targets of 

the clock-regulated miRNAs we detected in this study (data not shown).  This is to 

be expected based simply on the many clock regulated genes reported to date, the 

possibility that a single miRNA can target many different transcripts and the use of 

multiple prediction programs.  However, although hundreds of circadian regulated 

mRNAs have been identified in Drosophila using microarray-based strategies, 

there is little overlap between the different studies, except for the high-amplitude 

core clock transcripts (e.g., [99, 121, 124]).  In addition, miRNAs apparently 

function in animals by mainly regulating translational efficiency [107, 108], 

suggesting that constitutively expressed mRNAs are equally good targets of 

miRNAs to generate daily fluctuations in protein levels.  Thus, we limited our focus 

of possible targets to genes that function within the central clock mechanism or 

with characterized roles in the Drosophila circadian timing system (Table 4.1).   

Using this more limited search, we noted that Clk might be a target of both 

miR-263a and -263b (Table 4.1).  However, this was only predicted by TargetScan 

and might be an artefact of using a Clk sequence with a premature translation stop 

codon (i.e., the region in question lies upstream to the normal translation stop 

codon ).  In addition, although Clk RNA levels cycle [125], the total abundance of 

the protein is constant throughout a daily cycle [17, 18].  Perhaps a more promising 

candidate is clockwork orange (cwo), which is a transcriptional repressor recently 

shown to modulate circadian rhythms in Drosophila [126-128].  Two independent 
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Table 4.1. Predicted clock-relevant targets for miRNAs identified in this 
study 

miRNA Targeta

dme-miR-263a Clk [T]b, dbt [P], tws [T], slo [S] 

dme-miR-263b Clk [T], cwo [P, E] 

dme-miR-31a - 

dme-miR-124 jet [S] 

dme-miR-133 CkIIα [S], slo [S] 

dme-miR-184 - 

dme-miR-210 per [S], CkIIβ [S] 

dme-miR-276b tim [S, T], CkIIβ [S] 

aThe predicted targets were limited to the following clock relevant genes 

(annotation symbol); dper (CG2647), tim (CG3234), Clk (CG7391), cyc (CG8727), 

vri (CG14029), Pdp1 (CG17888), cwo (CG17100), dbt (CG2048), CkIIα 

(CG17520), CkIIβ (CG15224), sgg (CG2621), slmb (CG3412), tws (CG6235), wdb 

(CG5643), mts (CG7109), jet (CG8873), cry (CG3772), slo (CG10693) and pdf 

(CG6496).  

bThe following abbreviations are used: P, Pictar; S, miRBase (Sanger); T, 

TargetScan; E, EMBL. 
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search programs (Pictar and EMBL) predict that cwo might be targeted by 

miR-263b.  Expression of cwo is directly driven by CLK-CYC and exhibits daily 

RNA cycles that peak in the early night with trough values attained during the late 

night/early day [126-128].  miR-263b has a similar RNA profile as cwo, raising the 

possibility that it functions to attenuate translation of cwo transcripts as they 

accumulate during the night.   

Other possible targets of miR-263a and miR-263b include doubletime (dbt) 

and twins (tws), respectively.  DBT is the Drosophila homolog of casein kinase 1ε 

(CK1ε), whereas TWS is a protein phosphatase type 2A regulator.  Both play 

important but presumably opposing or balancing roles in the Drosophila circadian 

system by targeting key clock proteins, such as dPER and CLK (reviewed in, [6]).   

Prior work has shown that at least one isoform of the tws transcripts cycles in 

abundance, rising during the late day and decreasing during the night, while 

remaining constitutively low in the cyc01 mutant [15].   Intriguingly, miR-263b 

expression is essentially anti-phase to that of the cycling tws transcript and is 

constantly high in cyc01 flies (Figure 4.2).  Thus, miR-263b could amplify daily 

oscillations in the levels or translational efficiency of tws RNA.  While speculation is 

tempting, just one out of the four prediction programs identified dbt and tws.  

Finally, the physiological significance of targeting dbt expression in a circadian 

manner by miRNAs is suspect because neither dbt mRNA nor protein levels cycle 

[129].  

With regards to the other class of miRNAs that show differences in overall 

daily levels between wild-type and cyc01 flies (Figure 4.3), we noted several 
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clock-relevant genes as putative targets (Table 4.1).  A possibly noteworthy finding 

is that casein kinase 2 (CKII), which has a role in the Drosophila clock [13, 14], is 

predicted to be a target of miR-133, miR-210 and miR-276b.  It is thought that the 

presence of multiple miRNA interaction sites allows for exquisite control of target 

mRNA expression [130].  Nonetheless, only a single prediction program (in this 

case, Sanger) identified CkII as a potential target of these miRNAs.  Besides cwo, 

the only clock gene that was predicted by more than one program as a potential 

target of a single miRNA was tim, a candidate target of miR-276b (Table 4.1).  

Clearly, future studies will be required to verify if any of the miRNAs identified in 

this study play roles in the clock and/or rhythmic expression. 
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Discussion 

Our results indicate that the levels of a limited number of miRNAs in D. 

melanogaster exhibit robust circadian regulation.  Of the 78 miRNAs that we 

probed by expression profiling, only dme-miR263a and -263b displayed strong 

evidence of circadian regulation (with possible weak cycling for dme-miR-124).  

Importantly, the daily cycles in dme-miR263a and -263b were abolished in the 

cyc01 mutant, and persisted in constant dark conditions (Figure 4.2).  These results 

indicate that changes in the amounts of miR-263a and -263b are not merely driven 

by daily light-dark cycle but are dependent on a functional clock.  Moreover, we did 

not detect other miRNAs that display robust cycling profiles in daily light-dark 

cycles, suggesting that the expression of miRNAs in D. melanogaster is largely 

insensitive to photic signals.  However, we cannot rule out transient effects of light.  

In addition, it is possible that highly stable miRNAs, despite circadian regulation in 

expression, would not exhibit daily cycles in abundance.  Also, as an initial foray 

into determining whether miRNA expression in Drosophila is under circadian 

regulation we used total head extracts as a source for miRNA isolation, which 

could mask cell or tissue specific temporal regulation.  Despite these caveats the 

limited number of cycling miRNAs strongly suggests that these molecular rhythms 

mainly arise at the level of transcriptional regulation and not oscillations in the 

miRNA-processing machinery.  

At least two interconnected transcriptional feedback loops operate within 

the core clock mechanism in Drosophila [131].  In the ‘major’ loop, CLK and CYC 

form a heterodimer that binds E-box containing elements found in 5’ regulatory 
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regions of dper, tim and vrille (vri), in addition to numerous other downstream 

effector genes.  While dPER and TIM cooperate to negatively regulate CLK-CYC 

transactivation, VRI functions in an interacting transcriptional loop by binding to 5’ 

upstream regulatory elements on Clk, an event that inhibits Clk expression.  As a 

result of the molecular logic underlying the intertwined transcriptional circuitry, 

dper, tim and vri mRNA levels follow a similar temporal profile peaking in the early 

night, whereas Clk transcripts exhibit essentially anti-phase cycling [125].   

MiR-263a and -263b have similar daily profiles, with peak levels in the early 

to mid-night (between ZT/CT13 and ZT/CT19) and trough amounts reached during 

the early to mid-day (ZT/CT1-7) (Figure 4.2).  Moreover, both miRNAs are 

constitutively expressed at peak levels in the cyc01 mutant, suggesting a common 

mechanism is controlling daily changes in the levels of miRs -263a and -263b.  The 

daily patterns of changes in the levels of miR-263a and -263b are somewhat 

reminiscent of mRNA targets directly regulated by CLK-CYC.  However, whereas 

the levels of bona-fide direct targets of CLK-CYC, such as dper and tim, are 

reduced in cyc01 flies [113, 117], the abundance of miR-263a and -263b are 

pegged at peak amounts (Figure 4.2).  These considerations raise the possibility 

that the circadian expression of miR-263a and -263b is not directly driven by core 

clock transcription factors.  For example, CLK-CYC might stimulate the rhythmic 

expression of a transcriptional inhibitor that blocks transcription of miR-263a and 

-263b during the day.   

Besides targeting individual genes, clusters of genes can be coordinately 

regulated by the circadian clock in Drosophila, presumably as a result of temporal 
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changes in chromatin remodelling [72].  In a somewhat analogous manner, recent 

evidence shows that multiple unique miRNAs can be generated and co-regulated 

from a single primary miRNA (pri-miRNA) transcript [132, 133].  However, even 

though miR-263a and -263b are paralogous genes in the same family (miR-263) 

with very similar mature sequences (Figure 4.4A), they are found on the second 

and third chromosomes, respectively.  The fact that these two miRNAs have 

closely related target sites and undergo similar circadian regulation suggests that 

they have parallel functions in contributing to rhythms in the expression of an 

overlapping set of genes.  Nonetheless, recent work comparing 12 Drosophila 

genomes suggest that some of the miRNA sequences currently in use need to be 

revised, which could result in marked changes in predicted targets [134].  This 

could be especially relevant to this study as evolutionary evidence suggests a 

different 5’ end for miR-263a [134].      

Although we also identified several (apparently) non-cycling miRNAs with 

statistically different overall daily levels between wild-type and cyc01 mutants 

(Figure 4.3), the physiological significance of these results is presently not clear.  

Nonetheless, whole genome microarray profiling in Drosophila has shown that 

mutations in core clock transcription factors not only abolishes rhythmic 

expression but can lead to changes in the basal levels of many constitutively 

expressed mRNAs (e.g., [123]).  Future work will be instrumental in identifying in 

vivo targets of the miRNAs identified in this study and evaluate their putative roles 

in the Drosophila circadian system. 

While this manuscript was under preparation, evidence of miRNA cycling 
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Figure 4.4. Similarity between some of the miRNAs identified in this study 

and recently described miRNAs that cycle in mammals   

Shown are the alignments between miRNAs identified in this study and possible 

mammalian orthologs that were recently described by Xu et al. (2007) as cycling in 

the mouse retina.  The entire sequences of the mature forms of Drosophila miRNA 

are shown in different colors, whereas mouse sequences are shown in black.  The 

identity of the miRNA is shown at left; number in brackets signifies the nucleotide 

position of the mature mouse miRNA starting from left (5’) to right (3’).  Sequences 

used were those in the Sanger miRBase as of December 2007. 

 



 98

and roles in the clock were shown in mammals.  One study identified miR-132 and 

miR-219 as being clock regulated in the suprachiasmatic nucleus (SCN), the 

‘master clock’ in mammals [135].  In addition, they also showed that miR-132 plays 

a role in circadian photic entrainment, whereas miR-219 modulates period length.  

In another study, several miRNAs specifically expressed in the mouse retina 

exhibited daily oscillations in levels [133].  Among the subgroup of miRNAs 

showing circadian regulation in the retina were members of the miR-183/96/182 

cluster.  We used the miRBase database to determine if any of the miRNAs we 

identified are similar to the recently described cycling miRNAs in mammals.  We 

used the mature sequences of the D. melanogaster miRNAs as queries to search 

the database for vertebrate miRNAs with similar sequences.  Although potentially 

coincidental, the mature sequence for miR-183 in vertebrates is very similar to that 

of both D. melanogaster dme-miR-263a and miR-263b (Figures 4.4B and 4.4C).  

The D. melanogaster dme-miR-263b is also similar to the vertebrate miR-182 

(three mismatches over the length of 20 aligned nucleotides).  Finally, the D. 

melanogaster dme-miR-124 is similar to vertebrate miR-124a (Figuer 4.4D), which 

also cycled in the mouse retina [133].  Because we probed whole heads where the 

majority of the clocks reside in the compound eyes [136], this might have 

contributed to the surprising overlap in cycling miRNAs between our study and 

those identified in the mouse retina.  Of the miRNAs we identified only miR-276b 

appears not to be conserved in vertebrates.  Thus, our results raise the interesting 

possibility that similar miRNAs have conserved functions in the circadian systems 

of vertebrates and insects, perhaps in a tissue-specific manner.  
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A small proportion of miRNAs in Drosophila exhibit robust clock-regulated 

rhythms in abundance.  Our results suggest that for some proteins, daily changes 

in their levels are modulated by miRNA-mediated post-transcriptional regulation.  It 

is likely that the action of miRNAs in rhythmic expression is to provide a fine-tuning 

mechanism that coordinates with transcriptional and post-translational pathways 

to generate an oscillatory system that can adjust the levels of specific proteins to 

values that are appropriate for a given time of day.  
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Materials and Methods 

Fly strains and treatment 

Drosophila strains used were descendants of Canton-S, yw and yw;; cyc01 strains 

previously described [113].  Flies were maintained in standard media at 25oC.  For 

collections, approximately 30-100 young (2-5 day old) flies were placed in vials 

that were incubated at 25oC for three to four days in standard 12hr light-12hr dark 

cycles [LD; where zeitgeber time 0 (ZT0) is defined as lights-on], and in some 

cases followed by complete darkness [DD; where circadian time 0 (CT0) is defined 

as subjective lights-on].  Flies were collected by freezing in dry ice during the third 

or fourth LD cycle or the first DD cycle at the following times; ZT/CT1, 7, 13 and 19.  

Subsequently, heads were isolated from the frozen flies and kept at -70oC until 

further processed, as described below.  

RNA preparation and labelling 

Adult fly heads were flash frozen and ground into fine powder in liquid nitrogen for 

miRNA microarray analysis.  Low molecular weight (LMW) RNA was purified using 

the mirVana™ miRNA extraction kit (Ambion, Austin, TX, USA).  About 250 ng of 

LMW RNA was used as the input for miRNAs labelling using the Array900 miRNA 

Direct kit (Genisphere Inc., Hatfield, PA, USA), a tagging method that allows direct 

labeling of mature miRNAs without PCR amplification.  All samples were labelled 

with Cy5 dye.  A pooled control was labelled with Cy3 and equal amount of the 

tagged Cy3 was hybridized to every chip.  The fluorescent (Cy5/ Cy3) signal of 
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each labelled miRNA was amplified about 850-900 times after being tagged with 

3DNA dendromer in hybridization [116].  

MiRNA microarrays  

For microRNA expression evaluation, we used miRMAX microarray technology 

[116] that features tandem dimer probes complementary to mature microRNA 

sequences (or abridged sequence) of all the identified miRNAs of Drosophila 

according to the miRNA registry VERSION 5.1 

[http://microrna.sanger.ac.uk/sequences].  The total number of miRNAs on the 

chip is 1231, which includes 1087 miRNAs from miRbase 5.1 and 144 predicted 

human miRNAs.  The chip contains several subarrays for all miRNAs from 

Drosophila, C. elegans, human, mouse, and rat so it can be used for probing 

various organisms.  We only extracted data from the Drosophila subarray.  The 

miRMAX microarray can detect miRNA expression with only 100 ng LMW RNA 

input.  Three independent RNA samples for each time point were hybridized and 

analyzed.  Microarray chips were hybridized in Hybex Microarray Incubation 

System (SciGene, Sunnyvale, CA) and processed according to the protocol of the 

Array900 miRNA Direct kit (Genisphere Inc., Hatfield, PA, USA).  A GenePix 

4000B scanner (Axon Instruments, Union City, CA, USA) was used to scan 

individual chips and median spot intensities were generated using GenePix 4.0 

(Axon Instruments).  
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Statistical analysis for microarrays 

Scanned microarray raw data were processed and normalized using a GeneTraffic 

Duo server on campus (Strategene, La Jolla, CA, USA).  We used the Cy3 labelled 

cyc01 ZT1 samples (About 200 ng LMW RNA input for each chip) for normalization, 

so that we could compare ratios of a given miRNA relative to the same sample.  

Data were transformed into log2 ratio and were further analyzed by using the 

Genespring GX software (Agilent, Santa Clara, CA).  First, miRNAs from all genes 

were tested with Welch ANOVA among the following groups based on time points 

ZT1, 7, 13, and 19 in both yw and cyc01 origin; p-value cutoff 0.05, multiple testing 

correction: Benjamini and Hochberg False Discovery Rate (FDR).  Then, Welch 

t-test was used to identify significantly differentially expressed miRNAs between 

"origin yw" and "origin cyc01" from the Volcano Plot built.  Multiple Testing 

Correction: Benjamini and Hochberg False Discovery Rate.  Which Genes were 

differentially expressed was defined by Fold Difference, 1.5 and a P-value Cutoff, 

0.05. 

 

Quantitative RT-PCR 

Approximately 30 to 40 adult flies were frozen on dry ice at the indicated times 

during either LD or DD and kept at -80°C until further processing.  Fly heads were 

isolated and crushed in 200 μl of TRI Reagent (Sigma) with a motorized pestle, as 

previously described [83, 137].  Total RNA was prepared according to the 

manufacturer’s instruction and the final RNA pellet was resuspended in 12-15 μl of 

DEPC-treated water.  For the analysis of miR-263a and miR-263b, 4 μl of total 
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RNA solution were subjected to reverse transcription in the presence of 

miRNA-specific primers as supplied by the manufacturer (TaqMan MicroRNA 

Assay, Applied Biosystems).  The resulting cDNAs were diluted 15-fold in 1 mM 

Tris-HCl (pH 8.0).  Subsequently, 2 μl of cDNA solution were added to a total of 20 

μl and PCR reactions performed in triplicate using either the miR-263a or 

miR-263b specific primers, according to the manufacturer’s instructions (TaqMan 

MicroRNA Assay, Applied Biosystems).  We used oligo-dT primed cDNA synthesis 

to measure the levels of the internal controls, rp49 or cbp20, as previously 

described [83, 137].  Briefly, 2 μl of total RNA solution was used for reverse 

transcription (Omniscript RT, Qiagen).  The resulting cDNAs were diluted 10-fold in 

1 mM Tris-HCl (pH 8.0).  Subsequently, 2 μl of cDNA solution were added to a total 

of 30 μl and PCR reactions performed in triplicate (QuantiTect SYBR Green PCR, 

Qiagen) with the following conditions: an initial step of 15 min at 95°C to activate 

HotStarTaq DNA polymerase, followed by 40 cycles of 15 s at 94°C, 30 s at 60°C, 

and 30 s at 72°C.  All PCR reactions were performed in 96-well plates using an ABI 

prism 7600 system (Applied Biosystems).   Standard curves were generated with 

serially diluted cDNA samples for every run and the relative copy number of the 

gene of interest was calculated based on Ct (threshold cycle) values.  The values 

for miR-263a and miR-263b were normalized to the relative copy number of rp49 

or cbp20 cDNAs.  Finally, the relative levels of miR-263a and miR-263b at ZT/CT1 

were set to 1.0 and the other values normalized.  The efficiency of all the PCR 

reactions was at least 90%.  
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Chapter 5. Summary 

Circadian regulation in the ability of Drosophila to combat 
pathogenic infections 

Predictable daily cycles of environmental changes likely underlie timing systems 

that can anticipate such changes and hence enable organisms to perform their 

physiological activities at biologically advantageous times. 

Our immune system adds to a growing list of examples that are regulated by 

circadian clock.  Numerous immunological parameters show time-of-day effects: 

the counts and functions of lymphoid cells, the levels of pro-inflammatory cytokines, 

interferon-γ production stimulated by E. coli LPS, and antibody titer after 

immunization [65].  The findings described in chapter 2 indicate that in Drosophila, 

the circadian clock can even modulate the survival outcomes, depending on the 

time of pathogenic infections. 

 LPS, a component in the outer cell layer of gram-negative bacteria, serves 

as one of the main signals in the pathogenesis of sepsis in mammals.  Sepsis 

results from the uncontrolled activation of host-derived factors such as 

pro-inflammatory cytokines in response to bacteria or bacterial products, leading to 

multi-organ failure, cardiovascular collapse and death [138].  Mammals are 

sensitive to LPS and detect a small amount of infectious microorganisms at an 

early stage, thus inducing innate immune response and destroying the invading 

pathogens in a timely manner [139].  Ironically, the efforts of the host to defend it 

can also be detrimental if they go out of control.  For example, when neutrophils 
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are activated systemically, they mediate microvascular injury by overproducing 

elastases and reactive oxygen species.  They are efficient weapons to destroy 

bacteria, but also capable of damaging host tissues [140]. 

It is interesting to notice that the circadian pattern of the lipopolysaccharide 

(LPS) response in mammals shows a remarkable similarity to that of Drosophila 

survival over pathogenic bacterial infections reported in our study (chapter 2), in a 

sense that both mammalian LPS response and Drosophila immune response tend 

to be stronger during the resting period.  In mice, LPS-induced lethality is at its 

trough in the middle of the activity period and increases towards the end of the 

resting period [141].  Also in humans, the fever and 

hypothalamic-pituitary-adrenocortical (HPA) axis activation in response to LPS is 

greater in the evening than in the morning [141].  Considering the similar circadian 

pattern of the LPS-induced lethality in mammals and that of survival to pathogenic 

infection in Drosophila, both of which depend on the level of induced immune 

response, Drosophila may serve as a useful model organism to provide a 

mechanistic basis for sepsis as well as chronotherapeutic strategies concerning 

the time-of-administration of cytokines or immunomodulatory drugs. 

If the circadian clock governs the magnitude of the induced immune 

response, then how could they be connected?  The clock mutant effects on the 

survival over pathogenic infections may provide some clues.  It was shown that 

per01 flies succumb to death much faster than wild-type flies whereas tim01 flies are 

more resistant to pathogenic bacteria (Figure 2.1).  In per01 flies, there is no 

detectable level of PER but significant amount of TIM available [142].  On the other 
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hand, tim01 flies do not have detectable level of PER or TIM [142].  Therefore, PER 

may provide protection to the infected flies whereas TIM may suppress the 

immune response and negate the survival outcomes.  This antagonistic 

relationship between PER and TIM demands non-circadian roles, considering that 

both PER and TIM inhibit the transcription of CLK/CYC-mediated transcription as 

central pacemakers [5].  To test this idea, it will be interesting to see if the flies 

overexpressing tim in tim01 background die faster than their control tim01 flies.  One 

can also expect that the flies overexpressing per or downregulating tim in per01 

background would survive better than their control per01 flies. 

Another important issue regarding the circadian regulation in the immune 

response is finding the tissue(s) responsible for it.  It is intriguing that tim mRNA 

and PER cycle in the abdominal fat body (K. Xu, unpublished data).  It will be 

informative to overexpress per in either the fat body or hemocytes in per01 

background and see if the fat body clock or hemocyte clock, if there is any, is 

sufficient to improve the survival of per01 flies. 

The head immune response in Drosophila  

The mammalian immune system operating in the head has been getting a lot of 

attention in terms of its regulatory roles in adult neurogenesis [143] and 

inflammation-associated neurotoxicity implicated in neurodegenerative diseases 

[144].  On the other hand, studies in the Drosophila immunity have been mainly 

focused on the body immune response.  As a result, there is lack of information 

regarding the functionality and characteristics of head immune response in 
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Drosophila.  Our study shows that the same principles underlying the activation of 

the innate immune response operate in the Drosophila head as those established 

in the body (Figure 3.1). 

However, Drosophila head immune response does not seem to be 

qualitatively identical to the body one in a sense that it appears more sensitive to 

bacterial stimuli (Table 3.1 and 3.2).  It is worth noticing that mammals adopt 

neural routes to relay information of microbial invasion to the central nervous 

system (CNS) and send regulatory signals back to the sites of infection to amplify 

local immune responses quickly [145].  Considering that in our experimental setup 

bacterial entry sites were in the abdomen, one would not expect to see a faster 

induction of immune response in the head if the transmission of bacterial signals 

were to entirely depend on passive diffusion from their entry site.  In a preliminary 

experiment where isolated heads and bodies were incubated with LPS and their 

immune response was monitored by diptericin-lacZ over time, we observed a 

significant induction of diptericin-lacZ only from the bodies, suggesting that the 

head immune response requires an intact physical connection between the head 

and the body (data not shown).  It is tempting to speculate there might be some 

neuronal innervation relaying the bacterial signal from the body to the head just like 

the vagus nerve in mammalian system [146].  In this context, it will be interesting to 

find out if neuronal activities are involved in Drosophila head immune response.  

To this end, one can inhibit synaptic transmission (Tetanus toxin light chain) [147], 

increase neuronal membrane excitability (NaChBac) [148], or hyperpolarize 

neurons (Kir2.1) [149] by employing UAS-GeneSwitch systems and analyze the 
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head and body immune response of the flies whose neuronal activities are 

disturbed by the manipulations mentioned above. 

Although we demonstrated that the pericerebral fat body is sufficient to 

protect the flies from bacterial infection (Figure 3.4), it is not clear at this point how 

much it contributes to the overall immune response.  To gauge the physiological 

importance of the pericerebral fat body, we set up a cross to get the flies 

overexpressing head involution defective, an apoptotic effector caspase gene in 

Drosophila [150], in the pericerebral fat body at an adult stage using S132 

Gene-Switch driver and the analysis of those flies is underway. 

Interestingly, RELISH overexpressed only in neurons also contributes to the 

survival of adult flies over bacterial infections (Figure 3.4).   Its underlying 

mechanisms can be speculated in three aspects: First, neurons may be capable of 

mounting a functional immune response mediating RELISH, such as the 

production of AMPs.  Second, they may play a regulatory role to enhance humoral 

or cellular immunity.  Third, they may coordinate the overall behavioral response in 

a way that would maximize the chance of survival in pathogenic infections.  For 

example, it would be more advantageous to the survival of hosts if they could 

reserve available metabolic resources as much as possible for boosting immune 

responses by minimizing their usage for physiological functions less critical for the 

survival over pathogenic infections.  Lethargy and decrease in feeding, social 

interaction and exploration hallmark the sickness behavior of mammals [151].  

Shirasu-Hiza et al reported that flies infected with a lethal dose of S. pneumoniae 

sleep for shorter length of time than mock-injury control flies [68].  It will be 
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interesting to find out if the flies overexpressing RELISH only in neurons sleep 

more than relish null mutant flies in response to bacterial infections, establishing a 

positive correlation between the amount of sleep after pathogenic infections and 

the survival outcome. 
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