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ABSTRACT OF THE DISSERTATION 
 

Adaptive Multimodal Integration of Speech and Gaze 

By Chandra Sekhar Mantravadi 

 

Dissertation Directors:  
Prof. Joseph Wilder and Prof. Marilyn Tremaine 

 

 

Speech has been used as the foundation for many human/machine interactive systems to convey 

the user’s intent to the system. However, other input mechanisms, commonly called modalities, 

such as gaze, touch, and hand gestures, have been explored as a means of providing a more robust 

interaction in environments where speech alone is not adequate. By combining the inputs from 

multiple, complementary modalities, none of which is perfectly reliable, a better understanding of 

the user’s true intent can be imparted to the system. In this dissertation, the effectiveness of using 

gaze (where someone is looking) to aid speech in providing the user’s intent to the machine is 

explored. To create a speech and gaze integration model, two human factors experiments were 

conducted to collect data for building this model. The first experiment had the user read a single 

word displayed on a screen, and the second experiment required the user to read a designated 

word from a menu of words. Speech onset time and the user’s gaze patterns data were captured 

and analyzed to understand the timing relations between the two modalities. A set of gaze/speech 

features were extracted from the data and used to predict the location of the word that the user 

read. The best features and the best model for predicting the location of the target word were 

found through an iterative trial and error process. A linear model was able to predict the gaze 

location of the target as well as any of the non-linear models considered. The linear system 
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representation was then used to create an adaptive model using the Row Action Projection (RAP) 

technique.  The RAP adaptation model was found to predict the user’s intent with higher 

probability for the majority subjects than the non-adaptive approaches. The RAP model adapted 

to the speech/gaze patterns of each individual user as well as the variation in a single user’s 

interaction behavior over time. It was also found that the feature set used for successfully 

identifying the target in Experiment 1, a simple isolated word task, was different than that used in 

Experiment 2, a more complex menu selection task, suggesting that task complexity was an 

important consideration in the design of a speech/gaze interface. In summary, this dissertation has 

shown that an adaptive gaze and speech integration model is better than speech or gaze 

performance alone. 
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1.  Introduction 

Human-to-human communication can take many forms (e.g., by various hand gestures, speech, 

gaze, and touch). When these mechanisms are used to provide input to a computer system, they 

are typically referred to as a communication modality. When humans use more than one modality 

to communicate to a computer, the computer system is called a multimodal system. After keying 

(keyboard typing) and mousing (mouse pointing), speech has proven to be the single most widely 

used modality to communicate with computers ([2], [3], [4], and [5]). In speech-based systems, 

users say what they want and get an appropriate response from the computer. Although speech 

recognition systems [116] have been around a long time, these systems work well primarily in 

controlled environments with a pre defined grammar. The dialogue between the user and the 

computer (i.e., voice response system) is not natural human-to-human conversation. It is a code 

language established between humans and computers to perform a series of tasks. Increasingly, 

automatic speech recognition systems are being introduced into human/machine systems to 

handle these routine interactions. Some of these speech-based systems can also resolve acoustic 

signal level ambiguities [17] and improve the conversation with the machine by converting user’s 

speech input into queries. In less controlled environments, however, speech-based systems 

perform less well due to a variety of interferences, such as high levels of background noise, the 

high variability in human speech patterns, and the difficulty users have with an interface that 

requires them to use a specific command grammar or restricts their request to a limited number of 

utterances. For such applications, the notion of augmenting speech with additional modalities (as 

well as improving a machines’ language understanding capabilities, a significant area of research 

by itself) is postulated in this research to be likely to improve speech recognition and, in the 

process, the overall human/computer interaction. 

Other modalities of human-to-human communication interaction, besides speech, such as 

gaze (where a person is looking), touch, gestures, etc. are typically used to complement speech. In 
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some cases, these modalities can convey the meaning without speech (e.g., pointing at something 

unusual may communicate as much as saying “look at that!” Recent advances in eye tracking 

have made it possible to use gaze as an additional input modality in many multimodal systems. 

These speech and gaze systems are designed to solve specific problems (e.g., for cellular phones 

[13], [67]) and to operate in highly controlled environments. However, gaze and speech 

combinations in a more natural user environment suffer from a variety of factors that make it 

difficult to interpret results. Visual variability in natural environments may affect a user’s gaze 

patterns and variations in attending to other visual activities may also create a high variability in 

gaze behavior. For example, fatigue related changes in a user’s gaze patterns over time, the type 

of task the user is performing, the display size on which the user observes the task can 

significantly influence the interaction patterns in gaze and speech ([11], [19], [25], [48], [55], 

[56], and [57]). Therefore, it is necessary to develop an integration model that can track user and 

task variations and adapt to them over time [58]. 

There are a number of applications where a speech/gaze system might provide a significant 

improvement over a speech-alone system, in particular where hands-free communication is 

required to convey the user’s intent.  One example is in the operating room, where a surgeon, 

while operating, wants to consult with a pathologist at a remote location while the surgeon and 

the pathologists are both looking at displays showing the same X-Ray.  The object of the 

surgeons gaze at a point on his display will be marked by a cursor on the pathologist’s display, 

while they discuss what needs to be done. There are also a number of examples of in-vehicle 

navigation and peripheral function systems where hands-free interactions are required in noisy 

environments, e.g. in helicopters, trucks and cars.  Research into in-car systems has gained 

popularity in recent years, e.g., a menu search interface investigated in Italy [63]. A car 

navigation system is a typical example of a human/computer interactive system which contains 

all the parameters of interest for designing gaze/speech multimodal systems [43]. Adding gaze 

input to an in-car system is not expected to impact driving safety because the plan is not to 
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require any conscious control of the gaze activity, that is, the measurement of gaze will be 

unobtrusive.  A driver already performs many visual tasks in a car besides looking at the road 

(e.g., looking at side mirrors and the audio system controls) taking eyes off the road for a 

considerable amount of time, up to 1.6 seconds ([130] Wierwille 1993). Gaze, which is a very fast 

modality compared to the other modalities, should actually reduce the visual distractions 

produced by manual adjustment tasks such as controlling the audio system. The speech 

application already controls peripheral functions in a car environment in a nearly-natural way. 

However, using speech alone runs into issues because high levels of noise in a car (e.g., due to a 

number of occupants talking at once while the driver is attempting to issue a command to the 

Speech/Gaze system) cannot be filtered out even with microphone arrays and noise canceling 

systems. Other issues affecting speech recognition performance include the large and diverse 

distribution of accents in today’s world and the high variability in the spoken interactions (e.g., a 

tired user, a user with a cold etc.). In addition, a driver’s cognitive attention is likely to be 

elsewhere so that speech commands may be forgotten, garbled or both.  Also, any cognitive load 

and conversation inaccuracies in a speech-only system could potentially impact the driver’s 

performance. 

In summary, the goals of this dissertation are to: 

• discover the basic speech and gaze interrelationships for the task of reading a 

single word from a computer screen 

• discover the speech and gaze interrelationships for the task of reading a word 

from a menu displayed on a computer screen 

• illustrate the effectiveness of using gaze to improve speech recognition 

• develop an adaptive algorithm for fusing speech and gaze modalities  

• demonstrate that the adaptive algorithm is more effective than simpler models 

or speech alone 
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• demonstrate that the adaptive algorithm can be used in a real-time, time-critical 

multimodal system 

To accomplish these goals, two human factors experiments are performed in which 

speech/gaze data involved in human/computer interactions are collected and analyzed. Also, 

prediction/adaptation models are developed leading to the design of an adaptive algorithm for 

these speech/gaze interactions. 

The dissertation is organized as follows. Chapter 2 gives a review of the literature examining 

the current multimodal systems and the algorithms currently developed for combining different 

modalities. Chapter 3 presents the experiment design, system setup and data collection process 

for Experiment 1, the task of reading a single word from a computer screen. Chapter 4 discusses 

the results obtained in Experiment 1 and postulates and defines the possible features that can be 

used to predict gaze/speech recognition for this relatively simple task.  In addition to 

demonstrating the advantages of a Speech/Gaze system over speech alone, the intent is to 

demonstrate that adaptive prediction is necessary and improves the overall prediction accuracy in 

ascertaining the user’s intent for a simple one-word task.  Chapter 5 presents the experiment 

design, system setup and data collection process for Experiment 2, the task of reading a word 

from a menu displayed on a computer screen.  Chapter 6 discusses the results obtained in 

Experiment 2 and postulates and defines the possible features that can be used to predict 

gaze/speech recognition for this more complex task.  As with the simple task, in addition to 

demonstrating the advantages of a Speech/Gaze system over speech alone, the intent is to 

demonstrate that adaptive prediction in a Speech/Gaze system is necessary and improves the 

overall prediction accuracy in ascertaining the user’s intent for a more complex menu selection 

task.   Chapter 7 examines the effectiveness of the adaptive gaze/speech model via comparison to 

the other generated models. Chapter 8 lists the dissertation contributions and Chapter 9 concludes 

with proposed future work. 
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2. Multimodal Systems and Integration Techniques 

2.1. Introduction 

In this chapter, definitions of the basic terminology used in describing multimodal systems are 

presented.  This is followed by a review of how eye-tracking has been used successfully in 

association with computer systems for such areas as alerting the computer system to the user’s 

intent or providing user interaction information for the better design of computer systems.  This is 

followed by a review of other multimodal systems that combine a variety of modalities, finally 

looking at the current work that has been done in fusing gaze with speech for use as multimodal 

input to a computer.  Because the approach in this dissertation focuses on adaptive fusion, a 

review of multimodal integration techniques is presented.  It discusses both their advantages and 

potential disadvantages of each approach in light of the focus of this dissertation. Finally, the 

design requirements for a multimodal gaze/speech system are presented.  These requirements are 

based on various multimodal systems studied in this dissertation [see Appendix A for a 

comprehensive listing of these systems]. 

2.2. Multimodal Systems 

The physical act of a human interacting with a machine is a complex phenomenon in which the 

human can use a variety of muscle-controlled mechanisms to communicate with the machine and, 

in turn, the machine can display its return communication by a variety of techniques which can be 

understood by the sensory systems of the human. If a human communicates with a machine using 

only one means of input, e.g., by typing information on a keyboard, the input system is then 

referred to as a unimodal input system. If, however, a human communicates with a machine using 

multiple means of input, e.g., by speaking and by typing on a keyboard, the input system is then 
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called a multimodal system. Typically, machine output is not referred to as multimodal although a 

machine can generate sounds, use visual displays and modify touched areas to use more than one 

human sensory system for communicating. Thus, a human-machine system is referred to as 

multimodal if the input from the human uses more than one computer input mechanism. Note that 

this definition of modality is different from that used for human modalities. When a modality is 

referred to in a human, it typically means a different sensing system for input, e.g., the hearing 

modality vs. the seeing (visual) modality. Because of the nature of machines having multiple 

mechanisms for input, each of these is considered a separate modality. For example, a mouse 

input is one modality, but if a second mouse were used, making the system a two-handed input 

system, the machine system would be multimodal, having two inputs that are of exactly the same 

form. In this dissertation, therefore, when the word “modality” is used, it implies another input 

channel to the machine, not a different operational behavior in the human, although differences in 

this behavior will generally be the case. Also, note that because a human is producing the inputs 

using the same cognitive systems for the multiple input productions, it is not surprising that the 

inputs are in some way interrelated. That is, a gesture by a human is likely to be correlated with 

the human’s speech. Thus, multimodal input systems needs to address the interaction of the user 

with the machine using various modalities (e.g., speech, gaze, gestures, etc.) and also the 

interaction of the modalities in the human generation of the input. 

The term “gaze” refers to where a person is looking.  In terms of interaction with a computer 

system, this typically means “where” on the screen display the user’s central visual focus is 

placed.  With today’s high resolution eye trackers, the x-y position of gaze can refer to a single 

pixel. This ability to measure gaze precisely means that it can be used as an input mechanism for 

a computer system with some caveats.  Since people use their eyes to acquire information, the 

eyes tend to jump around a computer screen extensively and often are not in complete conscious 

control of a user.  Thus, although gaze can serve as a separate input modality for a computer, its 

use can be noisy and error prone.  Gaze is a human behavior that has been studied extensively 
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([72], [97], and [99]). Many commercial eye/gaze trackers are available for use in conjunction 

with computer systems.  They are thus available for combining with speech input to create 

multimodal systems. Gaze patterns have been used to predict the cognitive state of the user [51], 

as an input mechanism (e.g., gaze typing [125]) especially in cases where the user is severely 

motor handicapped.  Gaze patterns have also been used as a way of determining the intent of the 

user, e.g., by knowing who is intending to speak next and turning the appropriate microphone on, 

in studying how individuals search web pages ([84] and [85]), in error detection in task 

completion,  as an aid to communicating intent in desktop video conferencing, in the detection of 

user attention in human/robot interaction [121], in supporting virtual/remote environments [81], 

as a way of performing a meeting analysis [111], as a user attention predictor ([100], [101], and 

[106]), a way of estimating the effect of different computer-based events in various user tasks, to 

assess the effect on user search in multi-resolution displays, in the analysis of common behavioral 

patterns [66], as a usability analysis tool, to analyze the effect of screen clutter, e.g., multiple 

animated displays on the TV news, and in a variety of  other application domains. Tien and 

Atkins [75] developed a real-time gaze selection interface which demonstrates the feasibility of 

using gaze as an input mechanism in real-time systems. There exists a variety of data analysis 

tools for processing gaze data and processing the set of patterns created by eye movements. Monk 

and Watts [91] even found that gaze is a more reliable data channel than speech when video 

quality is poor. Clearly, after speech, gaze is gaining in popularity as an acceptable input modality 

and a variety of computer systems are now being built with the addition of eye movement 

measuring capabilities, suggesting that the use of gaze is feasible, inexpensive and easy to 

implement. 

 Speech has been integrated with gaze and other modalities ([5], [10], [12], [13], [14], [28], 

[33], [49], [71], and [87]) to design custom applications in several different application domains. 

Although speech recognition performance is continuously improving over the years, Tan et. al. 

[44] found that speech alone is not effective as an input modality. Faria [133] demonstrated that 
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speech recognizers are typically heavily biased towards the specific accent of a speaker. Miniotas 

et. al., [62] used speech in combination with gaze to demonstrate that a practical interface can be 

built that performs similarly to current computer interfaces with keyboard/mouse. Gaze has been 

used in conjunction with speech for data entry systems, user attention prediction ([100], [101], 

and [106]), spoken language processing, dialogue systems [96], discourse segmentation, the 

understanding of ocular expressions, redundancy / complementarity measures ([104] and [110]), 

pointing mechanisms [115], selection strategies [98], the investigation of natural conversational 

dialogues, the support of collaborative/virtual environments ([94], [112], and [120]), and as a 

reference resolution or disambiguation of speech ([76], [89], [95], [105], [107], [113], [114], 

[119], and [131]).  This supports the idea that the eye patterns generated by gaze have useful 

information that can be used to disambiguate the speech modality. 

Although many attempts have been undertaken to develop multimodal applications, only a 

few systems have developed an integration model for combining the multiple modalities to 

improve the overall recognition performance of user input. Only a limited few use an adaptive 

integration model for fusing modalities. Since the beginning of multimodal system development 

[15], many frameworks/systems emphasized the creation of a single architecture for solving input 

and output problems for two or more modalities. These frameworks/systems concentrated on the 

application development framework, with little or no emphasis on solving the adaptive modality 

fusion problem [58]. This dissertation treats this adaptive fusion as central to human/machine 

understanding.  It focuses on being adaptive because of the high variability of behavior across 

humans and the high variability of behavior in an individual over time.  The fusion part is 

important because, as indicated earlier, humans do not typically perform multiple motor 

movements in isolation from each other but in tandem.  Thus, if one changes, the other 

parameters being measured also change. A few studies ([5], [8], and [38]) have concentrated on 

multimodal integration or fusion problems as central to human/machine understanding. QuickSet 

[33] emphasized the need for fusion architecture for multimodal integration. Oviatt [58] has 
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pointed out the need for adaptive fusion to build an effective multimodal system. Several recently 

developed multimodal architectures focus on one or more modalities in communicating with the 

user [Appendix A]. These architectures support modalities like speech, gaze, touch, pen, gestures, 

etc. Many other multimodal systems have been built to address a wide range of modalities 

employing different integration techniques, user perception policies, human machine dialogue 

management mechanisms ([21], [41], [108], and [109]), output representations, interruption 

management [46], and life-like agents/robots [86] etc. Thus, the multimodal field is 

acknowledging that fusion models are an appropriate way to handle multimodal input, but not 

much research has been done on adaptive fusion systems. This dissertation therefore focuses on 

creating an adaptive fusion system for gaze and speech input. 

2.3. Factors Influencing Information Fusion 

Information fusion, or simply fusion, can be defined as the process of combining information 

from different multimodal inputs to create a meaningful decision which can be interpreted by the 

machine to carry out the task. It can also be called multimodal integration. Information fusion (or 

interchangeably multimodal integration) is a complex process which depends on several factors 

like characteristics of the modalities involved in the process, characteristic behavior patterns of 

users, the interrelationships between the modalities, etc. Typically, human-to-human interaction 

involves a single modality for low complexity tasks (e.g., speech) and two or more modalities for 

higher complexity tasks (e.g., speech and pointing) ([19] and [25]). However, some low 

complexity tasks may require more than one modality. In addition to task complexity, modality 

integration also depends on the task characteristics, the individual’s personal dominant integration 

pattern (i.e., the most frequently used modalities and the manner in which they are combined in 

communication) [48], the individual’s capacity to assimilate information and act on the 

surrounding environment [25], the history of information assimilated over the task time, and the 

information aging/decaying model employed. Considering these factors, modality integration is 
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not limited to a simple correlation of incoming sensory signals which a person uses to make a 

meaningful fused decision. Therefore, to develop an effective multimodal interface, the 

information fusion architecture should consider (among several other factors): 

• developing an integration pattern suitable to the individual user ([48], [55], [56], and 

[57]) 

For example in a map-based flood management system with 6 male and 9 female users of 

ages from 66 to 86, the users performed three tasks with low/medium/high complexities 

using speech and pen inputs.  The experiment(s) showed that users have different 

integration patterns. Some users used a single modality one at a time, i.e., a sequential 

integration pattern and some users used both modalities in producing a simultaneous 

integration pattern. Some users used both sequential and simultaneous integration 

patterns in carrying out the tasks. This suggests that the fusion architecture should be able 

to integrate input modalities adaptively (sequentially or simultaneously) depending on the 

interaction pattern of each user/task. 

• accounting for the user’s ability to assimilate, retain, and retrieve information ([55] 

and [56]) 

The ability of a user in understanding a task can be related to the reaction time among 

several other factors. Seniors and Children differ in their reaction times due to age 

differences and exhibit different integration patterns in interacting with the machine. The 

reaction times also differ in carrying out tasks of different complexity within the same 

age group. 

• accounting for all possible user’s integration patterns ([12] and [48]) 

Oviatt et. al. suggests that only 20% of the human-machine interaction patterns are of a 

point-and-speak nature and they depend on the individual. These factors illustrate the 

necessity of a fusion architecture that allows for many different integration patterns. 
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• incorporating dynamic integration patterns for a single user ([48], [55], and [57]) 

Oviatt et. al. demonstrated in a speech and pen multimodal system that not all the users 

interact multimodally always. Users differ in their use of integration patterns due to 

several factors like task complexity, fatigue etc. Users typically develop a few integration 

patterns in interacting with the machine and they get fixed onto those patterns in carrying 

out their tasks. However, the usage of any pattern depends on the specific interaction 

constraints, and hence, the system should be able to identify the pattern dynamically in 

order to accurately predict the user’s intent. 

• differing integration patterns based on the characteristics of the input modalities 

The ICARE system [9] provides a conceptual model of categorizing the modalities into 

elementary components and composition components. Elementary components include 

low-level physical layer abstraction of the device corresponding to the modality and the 

interaction language components for logical level abstraction of the modality. 

Composition components provide the fusion mechanism through the concepts of 

Complementarity (i.e., combining complementary data from two or more modalities close 

in time), Redundancy (i.e., redundant information from two or more modalities close in 

time), Assignment, and Equivalence properties. Assignment and Equivalence are modeled 

as linkages between components instead of any specific properties of modalities. Some 

modalities/components are completely sufficient in expressing the user’s intent while 

some other modalities require a complementary modality to complete the expression of 

the user. The fusion architecture should be able to handle the varying characteristics of 

the modalities in carrying out the user’s task. 

• extracting correlations from multimodal inputs at the signal/feature level and 

subsequent semantically higher levels [33] 

Multimodal systems can be broadly classified as two types namely those that fuse 

information at the signal level and those that fuse at the semantic level. Different 
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modalities can be combined at signal/feature or semantic level in making a fused 

decision. Signal/feature based fusion architectures work better for closely coupled 

modalities like speech and lip movements while semantic fusion architectures scale well 

and support a wide range of application domains. The fusion architecture should be 

flexible enough to handle multimodal integration at all possible feature and semantic 

levels. 

• accounting for the task description and complexity [19] 

Not all the tasks require multimodal interactions and not all users will be using 

multimodal interactions for the same task. In a speech/pen interface, three different types 

of tasks namely general action tasks, selection tasks, and spatial location tasks exhibit 

differences in user behavior in generating multimodal interactions. Spatial location tasks 

require a high percentage of multimodal interactions while general action tasks do not 

require high percentage of multimodal interactions. Selection tasks require a moderate 

percentage of multimodal interactions. Another speech/gesture multimodal system found 

that increase in task complexity and hence cognitive load, decreases the redundancy of 

information contained in modalities requiring all modalities to be used in a high 

complexity task. 

• accounting for the history of modality information during fusion [58] 

Users typically exhibit different integration patterns depending on their natural behavior, 

task complexity and other ambience factors. However, they always select multimodal 

interactions that they have used before and this behavior pattern will be further refined 

and recalled often when the task is repeated. The multimodal system should be able to 

understand the distinct interaction patterns of a user based on the history of prior 

interactions and be able to predict the current interaction accurately. 

• compensating for inadequate training data for individual modalities [1] 

A multimodal system is not guaranteed to have sufficient training data for all modalities 
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involved in the interaction always. For example, a user may not have trained the system 

enough for the best results with speech recognition or may not have calibrated the gaze 

for accurate gaze data. The system should be able to predict the user’s intent accurately 

even when there is not enough training data under these conditions. 

• managing the context and uncertainty of individual modalities and tasks [27] 

Only few application domains exhibit special requirements on multimodal systems. 

Several multimodal integration mechanisms exist for map related applications, while a 

very few have concentrated on graphic design applications. In a graphic design 

application DPD, cross-channel correlations between speech and gesture are employed to 

build a fusion strategy based on parsing techniques. In particular the integration strategy 

takes care of managing the context and uncertainty for graphic design applications. 

• User fatigue and other ambience factors [19] 

Users may exhibit different integration patterns depending on the prior knowledge of the 

system and fatigue levels. So, adaptive fusion architectures need to focus on modeling 

user fatigue and any ambience parameters of the application domain. 

Thus, information fusion is a complex modality mixing process from an engineering point of 

view. It is a highly complex adaptive cognitive process dependent on the user’s interaction, the 

command being executed, and the modalities involved, etc. So a dynamic rather than a simple 

static modality integration process is required. 

2.4. Review of Fusion Techniques 

The following describes some of the fusion techniques currently used in recent multimodal 

systems [Appendix A]: 

• Timing of fusion 

Timing of fusion refers to the time when multiple modalities are combined by the 

multimodal system to make a logical decision in understanding the user’s intent. Two 
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techniques based on timing of fusion, namely early fusion (i.e., signal/feature level) and 

late fusion (i.e., semantic level) are used to integrate modalities. Early fusion means the 

modalities are combined at a very low level without much meaning derived from the 

modality data. Late fusion implies that modalities are combined after there is some 

semantics incorporated into the modality data. For example, when processing the gaze 

data, raw eye coordinates or fixations (i.e., centroids of clusters of raw eye coordinates) 

on the screen can be processed. A limitation of these techniques is that they do not allow 

for the ability to change the timing of the fusion or provide fusion at all possible semantic 

levels. Any adaptive fusion technique should not really be concerned with the exact 

timing of the fusion but instead it should automatically incorporate timing of fusion into 

the adaptation model. Moreover, a fixed timing may not suit all modalities, user 

behaviors, tasks, etc. 

• Decision level fusion 

This technique employed in some systems [26] falls under the late fusion strategy. While 

a one second interval for fusing two modalities may be useful for speech and facial 

expressions, it is not a suitable strategy for general multimodal fusion. For example, in 

one second, gaze being a very fast modality can produce a large number of fixations 

(semantic level). The one second granularity is too large for determining the correct 

reference point of gaze on the screen. So an adaptive fusion model cannot simply be tied 

to fuse modalities at the decision level alone. 

• Unification-based fusion ([12], [14], [90], [93], and [117]) 

This, more widely used, technique integrates individual modality features (expressed in 

Typed Feature Structures i.e., hierarchical collection of typed attribute/value pairs) into a 

single feature-set to be passed on to the next semantic layer. Most of the unification-

based methods use temporal constraints which is rather simple and limiting to create a 

fused decision. Different constraints like temporal proximity can be employed to create 
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an enriched semantic expression to a semantically higher layer. Fusion architecture 

should allow for the specification of these constraints suited for specific applications. 

While these techniques express the data representation/communication from signal level 

to decision level, several adaptive aspects (e.g., user, task adaptation etc.) central to the 

fusion problem still need to explored to solve the generalized modality fusion. 

• Fuzzy Logic Model of Perception (FLMP) ([20], [59], and [60]) 

FLMP which is mathematically equivalent to Bayes’ theorem is based on the concept that 

some computations in the brain are analogous to Bayes’ theorem. It is based on a neural 

network model which assumes that the modality integration occurs in overlapping stages 

(evaluation, integration and decision) with streaming data between any two stages. While 

this is a feasible model for adaptive fusion, it is not clear whether it is computationally 

feasible. And a real-time implementation of an adaptive system may be more challenging. 

So the fusion architecture should consider a computationally feasible approach for a real-

time adaptive integration model. 

• Frame / slots based fusion approach 

This approach [5] falls under semantic fusion mechanisms with data structures similar to 

Typed Feature Structures (TFSs), where the fusion manager attempts to discover the 

target, action and parameters of a particular task. These attributes (target, action, and 

parameters) form the slots of a frame. The fusion manager tries to capture these attributes 

from a parse tree filled in by the context providers. The Context Provider is analogous to 

a data acquisition module for a specific modality. It is the fusion manager which fills in 

the slots of the frame by appropriately resolving the ambiguities and refining the 

attributes’ information using redundant modalities. Although this provides a rapid 

application development framework, it needs an adaptive model for managing the 

multimodal integration. 
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• Multimodal chart parsing techniques [35] 

Casting multimodal integration as a parsing problem, multimodal chart parsing 

techniques have evolved to unify individual modalities to form an integrated decision. A 

chart parsing technique can be summarized as a union of discrete and linearly ordered 

input constituents using a rules-base. However, multimodal input streams do not fit the 

criteria. So a variation of chart parsing technique multichart has been proposed. All these 

chart parsing techniques are centralized around speech. Moreover, a rules based system 

may not be suitable to adapt to variations in user, task, and ambience conditions. 

• Multi-chart parsing 

A multi-chart parsing strategy at the semantic level [32] fuses input modalities (i.e., 

speech and gesture) based on rules and manages a pool of TFSs, where new elements can 

be added to the pool and some can be removed. In integration iterations, not all elements 

are always included. This kind of rules based multimodal system may not easily adapt to 

variations in user, task, and ambience conditions. 

• Members Teams Committee (MTC) 

A MTC technique uses a statistical, symbolic/semantic fusion mechanism as in the 

QuickSet ([29] and [33]) architecture. With mode conditional input feature density 

functions for integrating input modalities, QuickSet uses temporal, statistical, and 

semantic fusion strategies in that order. This technique unlike others includes many 

aspects of a feasible adaptive model. But it is not clear whether it can provide a 

computationally feasible and extensible adaptive model. 

• Hybrid approaches 

Some hybrid approaches ([34] and [80]), which combine data driven and knowledge-

based methods with rule-based methods, are aimed at integrating specific modalities like 

speech and gestures. These methods are limiting for a real-time adaptive model because 
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they are based on a static or dynamic rules-set. The rule itself doesn’t have the concept of 

adaptation. The rules need to be exhaustive enough to account for all possible user, task, 

and ambience conditions which may not be possible. 

• Human-communicational-rhythm-based model 

One interesting technique, human-communicational-rhythm-based model [36], found that 

humans communicate in a rhythmic manner. It models the rhythm in human-to-human 

communications to find the correlations between speech and gestural inputs. It uses a “tri-

state rhythm model (swing-subside-wait)” to segment multimodal input streams and 

correlate them before passing on to the next semantic layer of understanding. Although it 

may be able to account for a majority of human-machine interactions, clearly it may not 

be feasible to predict the user’s intent accurately when the expected rhythm is missing in 

the interaction. Moreover, the rhythm may be disturbed by several factors like 

distractions, fatigue, etc. 

• Context-based and semantics-based multimodal integration ([38] and [64]) 

The PETE/COMIC system uses context-based multimodal integration, a rule-based 

integration approach, in which the user and machine have a local turn context containing 

the information of input modalities, history of modality events, and the dialogue state. 

The fusion technique is not clearly separated from the semantics of understanding i.e., it 

only provides an integrated decision while dialogue management handles the real 

conversation state. Another contextual multimodal integration technique uses entropy 

based techniques along with contextual information. Another semantics-based integration 

technique using speech/gesture system found that the multiple modalities become more 

complementary than redundant as the cognitive load increases. Semantic information is 

explored in yet another fusion technique using subspace learning techniques. Like other 

rule-based techniques, these semantic techniques are also not suitable for building an 

adaptive fusion model because the rules may not be sufficient to accurately model all 
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possible variation of user, task, and ambience conditions. And moreover, the semantic 

information is highly task/application dependent. 

• Data-flow-based maximum entropy technique ([42] and [57]) 

The data-flow-based maximum entropy technique, which uses a maximum entropy 

framework, classifies the data from low-level signal to high level semantics into three 

features bag-of-words, contextual features, and prepositional feature for multimodal 

integration. Although it may be extensible to multiple sets of features, the classification 

of three kinds of features seems rather limiting. Also, it is not clear how these can handle 

an adaptive model of human-machine interaction. 

• Layered HMM technique ([2] and [47]) 

A Layered HMM technique is a cascaded network, where each layer is responsible for a 

specific temporal granularity. Each layer tries to analyze the information from input 

modalities at different temporal granularities to resolve any spatial and deictic references. 

While this may be another feasible approach for solving the adaptive fusion problem, it is 

restricted to the temporal domain and doesn’t seem to account for task variations. 

• Gestalt principles of grouping information [48] 

Techniques based on Gestalt’s principles of grouping information have been used to 

analyze the production and perception of multimodal integration patterns. Humans adapt 

to the machines’ recognizers easily and quickly so that the system understands our 

commands in contrast to machines understanding humans. For example, a user would 

increase the duration of an utterance or pause carefully between words/utterances for the 

speech recognizer to recognize them. Studies conducted in also describe a similar 

increase in utterance duration. These principles may guide the development of an 

adaptive integration model but empirical knowledge of human machine interaction is 

necessary to build a comprehensive integration model. So, human factors experiments 

need to be carried out for every modality which interacts with the machine. These 
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principles in conjunction with the empirical knowledge may form the basis of an adaptive 

integration model. However, this dissertation employs a computationally feasible model 

with empirical knowledge instead of using these theoretical principles. 

• Finite State Model based methods 

Finite state methods have been employed for multimodal input parsing, understanding 

and semantic feature extraction ([30] and [52]). Although these methods can potentially 

provide a basis for adaptive integration, it is not clear if these methods are 

computationally feasible with ever increasing modalities. In order to build a practical 

adaptive integration model, one has to choose a computationally less intensive and 

simpler model. 

• Active Memory Model 

An Active Memory Model vision system [53] learns and retains information about 

objects of a scene in a multimodal system. It aims to represent the knowledge in the real-

world scene from different sources as a systematic set of memory elements. These 

memory elements are organized and maintained by a memory infrastructure. Each 

memory element for a real-world object contains a hypothesis representing uncertainty, 

reliability, created/updated timestamps etc. The memory element’s hypothesis allows 

creation of an information decaying model around the memory element. The active 

memory model vision system understands the real-world scene and creates a memory 

infrastructure around it from a visual system point of view alone. This model is complex 

and may not lend itself easily to all modalities. 

• Customized modality integration techniques ([14] and [27]) 

Customized modality integration techniques like spatial integration techniques, assume 

the completion of multimodal activity before fusing modalities. Another technique tries 

an optimal multimodal integration strategy specifically for graphic design tasks. Such 

techniques while useful to integrate specific modalities (e.g., speech/sketch and 
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speech/pen) effectively, are not useful for a wide variety of integration patterns required 

for the majority of multimodal applications. 

2.5. Design Requirements Considered in this Researc h 

Historically, the multimodal integration problem has been perceived as a unification problem i.e., 

it merges the incoming information streams into a semantic information stream using different 

types of constraints. Lately, different approaches are being considered, treating it as a statistical 

problem of integrating independent mode feature densities, casting it as a parsing problem to 

create a higher level decision etc. Based on the aforementioned integration strategies it can be 

inferred that different integration techniques are employed based on the modalities involved and 

for specific applications. Some integration techniques are more suitable for some modalities 

and/or applications than others. Even modality characteristics play a vital role in the integration 

techniques required for a multimodal interface. A general architecture for multimodal system 

development should concentrate on developing a framework of fusion/integration mechanisms 

suitable for all modalities accounting for different characteristics. Thus, among several other 

factors, a general adaptive fusion architecture should be able to handle: 

• User-based, modality-based and task-based integration strategies 

Integration patterns differ based on user behavioral patterns, different modalities used in 

the system, and different tasks the system has to perform. Any multimodal system cannot 

assume these to be static properties of the system because these can change with time. It 

should learn the user behaviors quickly and adapt to the ever changing scenarios of 

interactions. 

• Dynamic detection and planning of modalities’ usage 

System errors and usage patterns of modalities can render one or more modalities 

unusable leaving the system to operate based on the available modalities. Moreover, the 

modalities and their characteristics are continuously/rapidly changing requiring the 
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multimodal systems to be flexible to incorporate them with ease. The integration model 

should account for the presence or absence of information from various modalities and 

adapt to the availability of modalities dynamically. 

• Maintaining a modality, user, and task history for continuous adaptation 

User behaviors are fairly predictable from a past history and the interaction patterns 

become more subtle when higher concentration levels are required. But the patterns 

repeat from past history of interactions. Thus, maintaining a history of interaction 

patterns will help quickly predict the new interactions. 

• Flexible data representation and information processing at different semantic levels 

Information fusion is not a simple process of combining the information from multiple 

modalities at signal or semantic level for each interaction. Interaction modeling involves 

combining the information at various granularities at signal and semantic level. This 

requires different data representations and different processing strategies at various 

decision levels. Fusion architectures should provide all possible data representation and 

information processing mechanisms to allow for fusing information at any signal and 

semantic level. 

• Ambience conditions 

Apart from users, tasks, and modalities the environment also plays a huge role in 

multimodal system effectiveness. Ambience noise is a very significant factor in rendering 

some modalities unusable sometimes. For example, when there are multiple acoustic 

sources near a multimodal system, the speech recognition may not accurately interpret 

the user’s speech commands. When ambient illumination changes significantly, the gaze 

data may not be recordable rendering the gaze modality unavailable. The multimodal 

system should be able to detect these ambient conditions through the modalities and 

intelligently decide not to use the modality that is affected in the decision making 

process. 
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Oviatt et. al., ([83] and [128]) emphasized the need for an adaptive information fusion in 

multimodal systems and demonstrated the strong need to have empirical knowledge to build 

practical models which can predict multimodal integration patterns. They have designed a system 

to study user adaptation in a speech/pen interface instead of adapting the system to the users’ 

behavioral patterns [129]. FAME [88] architecture proposed a conceptual framework for building 

adaptive multimodal interfaces but it is too general to account for all cognitive processes that 

drive various multimodal interactions. Adaptive speech-only interfaces [92] are built to integrate 

speech into any existing applications. Perakakis [134] studied inactivity times in multimodal 

interactions and showed that users would use a modality that suits them for an efficient 

expression while exhibiting a bias towards speech. Matt and Pantic [68] designed an adaptive 

affective interface which contains many modalities including speech and gaze but did not treat the 

integration model separately. The interface adapts to the user’s behavior at a macro level rather 

than understanding the low-level interaction models. Leah Findlater and Joanna McGrenere [74] 

designed an adaptive interface for small screens but it is not a multimodal system. Their 

multimodal system adaptation criterion is entirely different from the regular interface design and 

similar principles may not be applied in speech/gaze systems. Gajos et. al. [82] designed an 

adaptive toolbar interface to restructure the user interface based on user behavior but even it did 

not look into the integration model of speech and gaze. Moreover, the experiment task involves 

additional stimuli to the subject which could potentially change the user behavior. Also, task 

difficulty may influence the gaze behavior [124] and subsequently impact the speech/gaze 

adaptive model. Apart from the task complexity, an adaptive integration model must be able to 

compensate for user head movements. Moreover the far field speech recognition itself poses 

several problems [135] in recognizing speech accurately and thus requiring an additional 

modality for interface effectiveness. Another category of interfaces called attentive interfaces 

change the information present to the user dynamically but do not adapt to the users/tasks etc. 
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A majority of the multimodal systems mentioned earlier in this dissertation addressed the 

fusion problem as an integral part of the system development. A majority of the above fusion 

techniques are custom created and do not have a generalized adaptive fusion model behind the 

fusion of modalities. Even the self adaptive software systems [24] have not focused on adapting 

the system from a speech/gaze cognitive process standpoint. The generalized adaptive fusion 

model is a vast research area in itself and requires empirical knowledge from several disciplines 

apart from theoretical models. Theoretical foundations from psychology [47], general human 

machine interaction behaviors [70], and empirical knowledge from various disciplines concerning 

each modality involved need to come together to create a generalized adaptive fusion model. 

Even the systems that included gaze are designed to suit particular application domains. 

Even the systems which included speech and gaze did not employ adaptive integration of speech 

and gaze in a multimodal system. In order to fully understand the speech and gaze interaction one 

has to explore the cognitive process in speech and gaze interactions ([39] and [54]). This research 

aims to create an adaptive integration model for speech and gaze by exploring speech and gaze 

interaction in general and as applied to real-world applications. It uses an adaptive technique, 

Row Action Projection (RAP, described later) [61] which is a computationally feasible approach 

coupled with the empirical knowledge derived from the human factors experiments to build a 

cognitive model for speech and gaze interactions. In later sections, two human factors 

experiments are described along with the RAP-based adaptive fusion model illustrating that the 

addition of the gaze modality to a speech interface will enhance the overall effectiveness of the 

system. 

2.6. Summary 

Several multimodal systems and integration techniques discussed thus far are either custom 

designed for the system at hand or have not treated the adaptive integration with the empirical 

knowledge factored into it. Speech, pen and gesture based multimodal systems have been built 
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but do not use the information in a synchronous/adaptive manner. This dissertation aims to gather 

the empirical knowledge in speech and gaze integration to build an adaptive fusion model for 

using speech and gaze simultaneously in a multimodal system. It also studies the effect of display 

parameters like font-size, spacing, and location of objects on screens in multimodal interfaces that 

include speech and gaze and looks for optimal values for these parameters. In the next chapter the 

research will be described by first presenting the methodology that has been employed to gather 

the empirical data needed to analyze the gaze and speech patterns. 
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3. Experiment 1: One Word Task 

3.1 Introduction 

Speech recognition can itself pose an immense challenge to accurately recognize the user’s 

spoken words because of numerous spoken languages, different accents/dialects of a language, 

different pronunciations of a single word by different users, difficulty in distinguishing the user’s 

voice from multiple acoustic sources in the environment, and complex ambient conditions etc. 

Gaze is even more intractable because of its highly unpredictable nature. So, in order to 

understand the speech and gaze interrelationship, one has to first extract the very low level or 

fundamental behavior of speech/gaze interaction. The task in Experiment 1 has been designed to 

extract this low level behavior. The task avoids distraction (e.g., other objects) on a display screen 

when the subject is speaking a word. In this chapter the hypotheses, task, and procedure for 

Experiment 1 are described. 

3.2 Hypotheses 

Experiment 1 is expected to provide the fundamental design parameters to be used in creating 

predictive and adaptive models for speech and gaze interaction. There are two hypotheses tested 

in this experiment: 

• Combining speech and gaze provides higher performance in human machine interaction 

than a speech-only system. 

• It is possible to use gaze behavior around  the onset of speech to predict the user’s 

attention on the screen 

3.3 Task Description 

In each trial of this experiment, a cross-hair “+” (or marker) appears on the screen at a random 
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location and when the subject looks at it, it disappears. Immediately after the cross-hair 

disappears, a word appears on the screen at another random location. The subject has been 

instructed to read the word.  The subject does not know what word will be displayed. The system 

then recognizes the subject’s speech and registers the word as recognized if spoken correctly or as 

if not spoken correctly. Cross-hairs and words are displayed randomly at different locations on 

the screen to insure that the subject will not be able to expect a particular display pattern which 

might potentially influence speech and gaze interaction. Each interaction, where the cross-hair 

and the word are displayed, constitutes a trial in the experiment. The experimental design 

separates one trial  from another by having the subject look at the cross-hairs (i.e., ‘+’) before 

reading the word. Thus, each trial  in this experiment is independent of any other trial . A fixed 

number of trials constitute a run. Experiment 1 consists of a series of runs, at least 6, with each 

run containing 20 trials for a total of at least 120 trials. Subjects are asked to perform more runs 

at the end of 6 runs on a screen if they are comfortable.  This additional data helps in analyzing 

the fatigue levels in prolonged human machine interaction. Some subjects were able to participate 

in more than 6 runs which resulted in a different number of trials for these subjects. Also, not 

every trial in a run is useful in data analysis due to various errors e.g., missing responses from the 

speech recognizer. This causes the number of trials for each subject to be different in Experiment 

1. However, only the first 100 trials of each subject are used in data analysis. Each run, of reading 

words, takes about 1-2 minutes with the total number of runs taking at least 10 minutes. The 

word font size is fixed at 36 and is known to be easily visible to the subjects in the age range used 

(i.e., they all own drivers licenses and had acceptable vision corrected or not needing correction) 

without any strain on the eye. All the letters in the word are lower case. There are a total of 531 

words [Appendix B] in Experiment 1 chosen to contain 1 to 5 syllables to analyze the effect of 

the number of syllables on speech/gaze interaction patterns. Figure 1 shows a single word trial as 

it appears on a large 20’’ screen. Words are randomly chosen from the 531 words for display in 

this experiment. 
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Figure 1 No Interference Word Display 

Each trial is independent of other trials because the subject dismisses the cross-hair 

before performing the word reading task in each trial. The cross-hair ensures that the subject’s 

eye is coming to the word from an arbitrary location in each trial instead of having to come from 

a previous word utterance. Both the display location of the cross-hair and the word is completely 

random. The screen space is used uniformly to display the cross-hair and the word instead of any 

specific affinity to any area on the screen. The random display pattern eliminates the subject’s 

predictability of cross/word location. Each word stays on the screen for 3 seconds within which 

the subject is supposed to speak the word. If the word is not spoken or is not recognized by the 

recognition engine within 3 seconds, the word automatically disappears and the cross-hair 

appears, initiating the next trial. The 3 second limit is chosen because after 3 seconds the 

subject’s eye is likely to be moving to another location on the screen invalidating the trial. 
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3.4 Experimental Procedure 

3.4.1 Speech Training and Gaze Calibration 

Each subject is debriefed about the speech/gaze experiments and has signed a consent form 

before starting the experiments. The subject is seated about 2 feet away from the screen in a chair 

that is fixed in front of the machine. A microphone array located under the screen is focused on 

the user’s mouth. Although the eye tracker can track two eyes of the subject, its physical position 

is fixed and it is focused manually to the left or right eye by operating the eye tracker’s controls. 

  After the subject is seated properly, the subject needs to train the speech recognition 

system to their voice before performing the experiments because the system uses the voice model 

developed during training to recognize the subject’s utterances during experiments. The 

experiment is carried out using a Via Voice speech recognition system.  Subjects read text to the 

speech machine to train the Via Voice system. This training session is used for the following 

experiment (Experiment 2) as well as for this one. The speech training process takes about 10-30 

minutes for each subject to read about 57 sentences and is identical for both the experiments.  

After the speech training session, gaze calibration instructions are displayed. Gaze needs 

to be calibrated before tracking the eye movements in speech/gaze interactions during 

experiments. Figure 2 shows the calibration instructions screen in Experiment 1. 
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Figure 2 Gaze Calibration Instructions 

The gaze calibration screen contains 5 points as shown in Figure 3 which are marked 0 

(center), 1(top-left), 2(top-right), 3(bottom-left), and 4(bottom-right). A cross-hair appears as 

shown in Figure 3 on ‘0’ (in the center) and then moves from 0 through to 4 and back to 0. The 

subject needs to focus and follow the cross-hair as it moves through this sequence. 

 

Figure 3 Gaze Calibration Panel 



30 

 

After the gaze calibration is complete, the subject performs a calibration accuracy check. 

Figure 4 shows the calibration accuracy verification screen in Experiment 1. The subject is 

instructed to look at the 10 points and the points on the screen change color (from red to blue) 

when they are looked at successfully (i.e., gaze falls close to the point target). The experimenter 

verifies the calibration accuracy by noting whether all of the points turn blue. If this is the case, 

the experimenter tells the subject to begin the experiment. Otherwise, the subject repeats the 

calibration. The experimenter’s visual verification is deemed sufficient to check the accuracy. 

After the speech training, gaze calibration and calibration accuracy verification, the subject 

proceeds to perform the task of the experiment. See Appendix D for the system installation/setup 

for running the experiments and Appendix E for a thorough treatment of the data capture and 

validation. 

 

Figure 4 Gaze Calibration Accuracy Panel 

3.4.2 Subject Population 

This experiment, and experiment 2 as well, is designed to be independent of the native language 

of the subjects or anything related to their origin. These experiments are designed to extract the 
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fundamental behavior of users when they interact with the machine using speech and gaze. It is 

hypothesized that the speech and gaze interaction relationship is independent of the native 

language of the subjects. The speech recognizer’s performance used here is known to be biased 

towards English speakers. Hence, the experiments are carried out with both native and non-native 

speakers to eliminate any bias in results. However, because the experiments are designed to 

extract the fundamental relationship between speech and gaze, the subject’s native language is not 

a major concern. Table 1 describes the population of the 39 subjects that took part in Experiment 

1. The subject population is a mix of gender, age, and native/non-native speakers. It includes 

some subjects wearing glasses or contact lens and some subjects that had a cataract operation.  

 

Table 1 Experiment 1 Subject Population Characteristics 

3.5 Summary 

In this chapter, a speech/gaze experiment was described whose purpose was to extract empirical 

knowledge that contributes to the development to a speech/gaze interaction model. The design of 

the experiments, the procedures employed, and the subjects’ characteristics were described. The 

issues/limitations involved in carrying out the experiments were addressed to ensure that the data 

collected is valid. The next chapter analyzes the data to establish parameters that are important in 

the development of a speech/gaze integration model. 
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4. Experiment 1: Results 

4.1 Introduction 

In this chapter, the data collected from the first of two experiments is analyzed to illustrate the 

differences in gaze patterns across subjects and across time for a single subject. Then, linear and 

adaptive prediction models of subject’s behavior are compared. The intent of this work is to 

demonstrate that adaptive prediction is necessary and improves the overall prediction accuracy of 

the user’s intent.  To do this, the typical approaches to prediction are calculated and compared to 

an adaptive prediction approach.  To this end, five different approaches to extracting the user’s 

intent (speech only, gaze only, linear prediction, adaptive prediction, combined speech and 

adaptive prediction) are evaluated and compared. 

Before beginning with the comparisons, it is necessary to lay out the data that is being 

analyzed and the analysis process that is taking place.  In particular, this work uses what are 

known as fixations and saccades, characteristic eye movements.   The algorithms used to 

aggregate the eye movement data into fixations and the list of particular fixations from which we 

select those most relevant to this experiment are defined in Section 4.2.  In Section 4.3, dominant 

gaze   features (fixations from the list developed in 4.2) are identified.  Furthermore, it is shown 

that the dominant gaze features for a particular subject can vary over time.  Section 4.4 discusses 

the need for adaptation.  Section 4.5 introduces the Linear Prediction Model as a means for 

identifying the focus of a subject’s attention based on gaze behavior.  An adaptive prediction 

model of gaze behavior, based on the Row Action Projection algorithm, is introduced in Section 

4.6 and its performance, in comparison with Linear Prediction is discussed in Section 4.7 Section 

4.8 compares the performance of all of the approaches to target detection considered and their 

overall performance in interface applications. Section 4.9 summarizes the results of the first 

experiment. 
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4.2 Fixation Features 

Each trial consists of a scanpath, i.e., a sequence of gaze samples. The gaze samples are then 

separated into saccades and fixations, where the saccades are those gaze samples associated with 

rapid eye movements across the display associated with the search for a target, and fixations are 

clusters of close-by samples associated with attention and focus on a found target (see [Appendix 

E] for details)..  There are a number of algorithms for extracting the fixations from a collection of 

gaze samples [123]. Three widely used algorithms for detecting fixations (a cluster of samples 

given by their (X, Y) coordinates) use the following criteria: 

Dispersion: (maxX – minX + maxY – minY) < dispersion threshold (DT) and 

                                  cluster size > # of points (NP) 

 Velocity    :  v (i.e., the spacing between samples at a given sample rate) < velocity 

                                 threshold (VT), and cluster size > # of points (NP) 

 Area     : sum (i.e., the point to point distance) < area threshold (AT) and 

                                cluster size > # of points (NP) 

It is known that the choice of fixation algorithm affects the data analysis [136]. The dispersion-

based fixation algorithm is chosen in analyzing the gaze data in Experiment 1 and 2 because of its 

robustness in calculating the fixations accurately [123]. Also, the dispersion-based fixation 

algorithm’s complexity and computational requirements are low enough for a real-time adaptive 

multimodal algorithm.  In our experiments, we are concerned with the relation between the 

fixations occurring during visual search and the onset of speech.  We define the following 

parameters: 

(xi ,yi,ti) = position on a display and time of occurrence of a gaze sample (sample rate for 

our gaze tracker = 60/second) 

Ss                = speech onset time stamp 

fst         = fixation start time stamp, (the time of the first gaze sample in a fixation) 
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fet         = fixation end time (the time of the last gaze sample in a fixation) 
 

T           = Ss - (fst+fet)/2   (fixation offset time w.r.t. speech onset time) 
 

DT        = maximum permissible spread in the location of samples for a valid fixation 
 

NP        = minimum number of samples for a valid fixation 
 

The following equation defines the fixation computation for the dispersion algorithm in our 

application.  For all gaze samples (xi, yi), such that [max(xi) - min(xi)] + [max(yi) - min(yi)] < DT 

and N > NP, the location and time (w.r.t. speech onset time) is given by: 

f(x, y, t) =   (               , T) 

Prasov et. al [106] showed that fixation intensity, i.e., the number of gaze samples in a 

fixation, is one of the important features in understanding the gaze attention on an object on a 

screen. They found 1500ms is a sufficient time window around speech onset time, to look for 

fixations of importance to determine the user’s intent. Fixation intensity is also a measure of 

fixation duration whose distribution has a positive skew [137]. In the current speech/gaze 

experiments, each fixation in [-1500ms, 1500ms] is given an index w.r.t. to speech onset time. 

Fixations that occur before the speech onset time are denoted by  fb1, the last fixation before 

speech onset time,  fb2,the second to last fixation before a speech onset time, fb3, the third to last 

and so on, (see Table 2), while the fixations occurring after speech onset time are denoted by  

fa1, the first fixation after speech onset time, fa2 the second fixation after speech onset time,  and 

so on, (see Table 2).  Additionally, each scanpath has one fixation fi that has the largest number 

of gaze samples in [-1500ms, 1500ms]. 

The features to be used in speech/gaze integration model are selected based on their 

ability to track the interaction in all possible conditions i.e., tasks, users etc. Speech/gaze based 

features include speech attributes (e.g., speech onset time) and gaze attributes (e.g., raw gaze 

samples’ based features and fixations – clusters of gaze samples in space and time). Speech onset 



35 

 

time categorizes the dispersion-based fixations, as shown in Table 2, for further data analysis. 

 

Table 2 Fixation Features 

Each of the above features has six parameters (x, y, t, n, m, v) where (x, y) are the 

feature’s location, t is the time difference w.r.t. speech onset time, n is the number gaze samples 

in the fixation, m is the mean pupil diameter of the fixation, and v is the variance of the pupil 

diameter of the samples in the fixation. Note that out of the fixation features outlined in Table 2, 

only a few will be selected based on the modeling process. 

4.3 Dominant Gaze Features 

A dominant gaze feature is defined as the single fixation feature that can detect the target with the 

highest probability. Each subject takes part in N trials (i.e, scanpaths) in each experiment. Each 

trial produces several fixations and the fixations are analyzed w.r.t. to the speech onset time using 

different search areas around the target [Appendix E.7]. The probability of hits in a search region, 
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P, i.e., target detection probability, is computed as shown below. Note that all model parameters 

(DT, NP, VD, W – VD and W defined in section 4.6) are optimized in computing the target 

detection probabilities.  

P = S/N 

Where 

P = probability of detecting the target by a speech and/or gaze criteria 

S = number of trials in which a target was detected successfully by a speech and/or 

       gaze criteria 

N = total number of trials by a subject 

 

Figure 5 Dominant Gaze Features for all Subjects in One Word Task 

Figure 5 shows that the dominant gaze features for all subjects in the simple one word 

experiment. It illustrates that not all subjects have the same dominant gaze feature in their 

speech/gaze interaction patterns. fa1 can be seen as the dominant gaze feature for majority of the 

subjects. The features ff, fb1, fa1, and fa2 are independent features and the features fn, fi, and fii 

are dependent features. Although fi and fn seem to be higher than fii, they are not selected as the 
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second major feature because they are dependent on the fa1 feature (i.e. many of the successful 

trials included in fi and fn are also examples of fa1).  Consequently, the two highly effective 

independent features fa1 and fii are selected in the data analysis for all subjects in Experiment 1. 

Next, Figure 6 illustrates (for 5 subjects) that the dominant gaze feature for a particular 

user changes over time.  Each subject performed 100 consecutive trials, and the dominant feature 

was found and plotted for each of 10 consecutive subsets of 10 trials. The plots show that, for 

these 5 subjects, the dominant gaze feature was not constant over time.  This result was observed 

to be consistent with the behavior of many subjects. 

 

Figure 6 Dominant Gaze Variations Over Time 

4.4 Need for Adaptation 

Since it has been shown that the dominant gaze features are not constant across users and also not 

constant for a particular user over time, an adaptive integration model is required. What follows is 

an analysis of results of experiment 1 using both non-adaptive and adaptive prediction models.  A 

detailed analysis of the data for five subjects was conducted using both linear and non-linear 
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models and a number of different tuning constants.   The analysis showed that a linear system 

performed better than robust fit multi-linear regression model with 10 different weighting 

functions.  Consequently, the linear system model was adopted for further analysis. 

4.5 Linear Prediction Model 

A linear, time varying system y = Ax was constructed using the fixation-based features. Each of 

these features has six parameters associated with it namely (x, y, t, n, m, v) where (x, y) is the 

feature’s predicted location of gaze, t is the time of the fixation relative to speech onset time (+ or 

-, depending on whether the fixation occurred before or after speech onset time), n is the number 

of gaze samples in the fixation measuring the intensity of the fixation, and (m, v) are the mean 

and variance of the pupil diameter of gaze samples in the fixation. No raw gaze samples-based 

features were used in constructing the linear system because these features were noisy and didn’t 

produce results comparable to those achieved with fixation-based features.  A Fisher’s distance 

measure was applied to measure each feature’s effectiveness in classifying the scanpaths, i.e., 

whether they result in a hit (fall within the target region) or a miss (do not fall within the target 

region). Principal Component Analysis did not help in reducing the dimensionality of the system 

significantly to lower the computational complexity. 

Based on the analysis of all features, individually, and in various combinations, in 

Experiment 1, the combination of fa1/fii, the first fixation after speech onset time and the fixation 

with the largest number of gaze samples within the time window [-1500ms, 1500ms] excluding 

the fa1, has proven to be the optimal features for the Experiment 1 prediction model. This feature 

combination forms a linear system of 6 variables by using the (x, y, t) feature parameters of the 

two selected fixations. The influence of the (n, m, v) parameters on the speech/gaze integration 

model needs further research. The number of gaze samples in the fixation, n is not used for each 

feature because the fixation with the largest number of gaze samples other than fa1 already 

accounts for this information.  The fixations (e.g., fb1, fa1, fa2, fii) around the speech start time, 
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Ss are shown in Figure 7.  The time window around Ss is [-TM1, TM2]. More fixations, before 

and after the speech onset time, can be included in the model depending on the task complexity. 

 

Figure 7 Speech and Gaze Interaction Model, Ss = speech start time, -TM1 and TM2 bound the 

time window (+/- 1500msec) around Ss. 

The time window is not necessarily symmetric around the speech onset time, because the 

nature of the task being performed can influence the time window limits. Also, these time 

window limits TM1 and TM2 for searching the fixations around the speech start time Ss are 

random variables.  Their relative magnitudes are also a function of task complexity. For more 

complex tasks involving searching/preprocessing, our experiments show that more time is 

required before the speech command is uttered and |TM1| > |TM2| . Currently the model assumes 

that the gaze will always be associated with the speech onset time. In this basic model, it is 

assumed that the two variables TM1 and TM2 are constant and model all tasks’ fixations to be 

within these two time limits  .For simple tasks fb1 is not included in the model for computing the 

predicted gaze location. Only for complex tasks which involve searching is fb1 included in the 

model along with fa1/fii and any other pertinent features. In addition, the fixations are only an 

estimation of the true fixations because the gaze samples may suffer from equipment errors, 

calibration errors, etc. 
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Although, fa1/fii has proven to be the optimal feature set for Experiment 1 (Figure 5), the 

models do not strictly depend on any specific feature combination and can be extended to include 

any feature sets. It only indicates that a particular feature combination is efficient for the task to 

be used in prediction/adaptation models. 

The distribution of fixations around speech onset time varies with the task complexity 

and hence the choice of fixations to be used in adaptive prediction (the RAP algorithm introduced 

in Section 4.6) depends significantly on the task complexity. However, it is assumed that a 

majority of the tasks can be captured with the use of a few fixations around speech onset time. 

The linear prediction model for gaze is now described, in detail. 

 

After the first interaction, the following equation describes the system. 

 

After collecting M interactions and rewriting the features more generally, the following 

equation describes the system. 
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The coefficients W can be obtained by solving for the inverse of the feature matrix and 

then the M+1th interaction can be estimated using the following equations. 

 

xM+1 = [fM+1,1 Wx1x + fM+1,2 Wy1x + fM+1,3 Wt1x + fM+1,4 Wx2x + fM+1,5 Wy2x + fM+1,6 Wt2x] 
yM+1 = [fM+1,1 Wx1y + fM+1,2 Wy1y + fM+1,3 Wt1y + fM+1,4 Wx2y + fM+1,5 Wy2y + fM+1,6 Wt2y] 

 

Each subject produces a sample set of about 100-200 trials/samples/scanpaths in the one 

word task. To compute each subject’s linear prediction model coefficient matrix, half of the 

sample set is selected randomly to train the model and the other half is tested. This process is 

repeated 500 times and an average coefficient matrix for each subject is calculated. The results 

based on the average subject specific coefficient matrix are denoted as LPh while the results 

based on a universal coefficient matrix are denoted as LPu. The universal coefficient matrix for 

each subject is the average of all other subjects’ coefficient matrices excluding that of the subject. 

The universal coefficient matrix helps as the initial condition for new users of the system. Once 

the system starts with initial condition LPu for that subject, the system can start adapting to the 

user over the course of user interactions. The universal coefficient matrix is expected to converge 

to the subject specific coefficient matrix through the adaptation process. Moreover, the adaptive 

algorithm requires an initial condition to converge to a solution quickly and the LPu has proven to 

be a good initial condition for the adaptation instead of a zero initial condition. A non-zero initial 

condition also reduces the computational complexity of the adaptation process. 

Solving for the inverse may not be feasible due to inconsistencies in the system of 
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equations due to measurement noise. So an error term is added to the above system of equations 

which then results in the following equation. 

 

The above equation can be written in a simpler form as below. 

Minimize: e12 + e22 + e32 

y1 = h11 x1 + h12 x2 + h13 x3 + e1 

y2 = h21 x1 + h22 x2 + h23 x3 + e2 

y3 = h31 x1 + h32 x2 + h33 x3 + e3 

Solving for the least squares solution yields the following set of equations. 

 

So, for Experiment 1, based on the two features fa1 and fii  the following linear system is 

constructed where (xij, yij, tij) are the parameters of the feature i in the design matrix, x(t) is the 

coefficient matrix, H(t) is the design matrix of features, and y(t) is output matrix. 

 



43 

 

4.6 Adaptive Prediction Model 

The linear prediction model described above may not be computationally feasible so Row Action 

Projection (RAP), a sample based iterative technique, is chosen to solve the system of equations. 

In this section the RAP technique will be covered before delving into the adaptive speech/gaze 

integration model. Refer to [61] for a thorough treatment of the RAP and associated techniques. 

All physical processes are continuous time systems and the majority of these are non-

linear in nature. However, to keep the modeling process simpler, almost all systems start off with 

modeling the physical process as a linear system. It may be a time invariant or time varying 

system depending on the nature of the underlying physical process governing the system of 

equations. Consider the system of linear equations y = Hx where H is the design matrix of the 

system, x is the observed input entering the system, and y is the estimated output. The standard 

least squares solution can be written as xLS = [HTH]-1 HT y = HLS y where HLS = [HTH]-1 HT. The 

linear system representation may sometimes yield a rank deficient matrix giving ill conditioned 

system matrix H. Then the solution HLS is not possible to evaluate directly. The design matrix 

needs to be expressed in diagonal form using singular value decomposition as H = U D V T for 

finding a pseudo-inverse solution. 

The techniques described thus far are good for systems of deterministic variables. If the 

physical process is a random process (e.g., speech/gaze integration model), then a statistical least 

squares solution needs to be applied in place of the standard least squares solution. The following 

set of equations describes the statistical least squares method. 

y = Hx + e minimizing E[∑e2] 

whose solution is given as xALS = E[HTH]-1 E[HT y] 

The standard linear system discussed thus far requires a block of data to train the linear 

system before estimating the next sample (i.e., scanpath’s predicted gaze location). A real-time 

implementation of the system will not always have a block of data available. Even after collecting 
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a few samples when the block of data is available, the system doesn’t always need all the data to 

predict the next sample (i.e., scanpath). In some cases, such block processing may not be 

computationally feasible at times. Thus, a single sample of data needs to be processed one at a 

time for any real-time and adaptive data processing. Among several methods that exist for sample 

based processing, row based data processing is better because each row of the design matrix 

corresponds to one data sample. Row action methods (e.g., ART algebraic reconstruction 

technique) are suitable for such sample-based processing and are preferred because of their ability 

to work for rank deficient or ill conditioned systems. Any continuous time system needs to be 

represented as a discrete time system for sample based processing. Consider a discrete time 

system representation as shown below (Note that all the description of RAP in this Section can be 

found in Computational Methods of Signal Recovery by Mammone [61]). 

y1 = h11x1 + h12x2 + h13x3 

y2 = h21x1 + h22x2 + h23x3 

… 

yM = hM1x1 + hM2x2 + hM3x3 

The above equations can be generalized using yi = <h i . x> and each equation is a 

hyperplane in N dimensional space. Here there are M equations in a 3 dimensional space. 

Normally the value of M is always greater than N to ensure that the system is not ill conditioned. 

Even if M<N (the number of equations is smaller than the number of variable), the RAP 

technique can still converge to a solution bounded by M hyperplanes, as described below. These 

M hyperplanes given by M equations form a convex set in the hyperspace. The RAP technique 

starts off assuming a solution or initial condition and iterates over the set of hyperplanes by 

repeatedly projecting onto them. Given an initial solution of x0, project it onto the first hyperplane 

given by the first equation. This basically means that a new vector x1 will be calculated by 

moving a distance of d from x0. The direction of movement is given by the unit normal vector of 

the hyperplane being projected. Similarly, projection onto a hyperplane hk comes from a point xk-1 
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in hyperspace. 

So at any stage k, 

xk = xk-1 + d (hk / |hk|) 

where d = (xk - xk-1) . (hk / |hk|) after projecting xk - xk-1 along unit normal of hk 

=  (xk hk - xk-1hk )  / |hk| 

= (yk  - xk-1hk ) / |hk|  

= ek / |hk|  after generalizing the xk-1hk term 

Then, xk = xk-1 + (ek / |hk|) .(hk / |hk|) 

  = xk-1 + (ek / |hk|
2) hk 

Adding a convergence factor into the equation the main RAP equation for iterative 

hyperplane projection becomes xk = xk-1 + µ (ek / |hk|
2) hk. Figure 8 illustrates how an initial 

solution x0 will converge to the solution bounded by the hyperplanes in the hyperspace defined by 

N dimensions. The value of µ will determine how fast the solution will converged. Very small 

values of µ will take a long time to converge to a solution but it will give a more accurate 

solution. However, a large value may or may not converge at times to a solution because it might 

be skipping the convex set altogether and may be oscillating around the solution. In order to 

ensure the solution convergence, the RAP needs to be terminated after either the solution 

converges to within certain error or a maximum number of iterations are reached in trying to 

converge to a solution. 
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Figure 8 RAP Algorithm – An x0 converging to a solution x3 after 3 projections (1 iteration) 

In order to build a real-time and/or an adaptive algorithm, single samples i.e., scanpaths 

need to be processed, one at a time, with a priori information from the last few samples i.e., 

scanpaths/interactions. The RAP technique is a sample-based technique that doesn’t require a 

block of data. If a block of data, i.e., the past few interactions, is available, the algorithm 

converges more rapidly, to the solution space for the sample being estimated. Like any other 

adaptation techniques, the underlying process is assumed to be a slow non-stationary one. In 

order to improve the prediction of the next sample/scanpath, a window of samples from the past 

is used to compute the adaptation coefficient values. The current interaction may not always 

depend on too many past interaction samples as the user’s behavior is determined by several 

factors like training and fatigue. The moving window tracks the user’s behavior while providing 

adaptation. The initial condition required for computing the first scanpath’s features comes from 

the LPu coefficients for the subject. 
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Figure 9 Pseudo code of RAP Algorithm 

Figure 9 illustrates the pseudo code for the RAP algorithm in the adaptation model. The 

RAP technique uses the basic concepts of a linear system, but it is nonlinear in nature to converge 

to the solution for a system of equations. Consider a linear system y = Hx where y is the output, x 

is the coefficient matrix of the linear system, and H is the design matrix constituted by the feature 

space. For each scanpath, the RAP algorithm looks back in time for a window of samples W and 

estimates the current sample. In the window of W samples, whether a sample is included in the 

RAP algorithm or not depends on its proximity to the target object’s center to the predicted 

location. It is determined by valid distance, VD. With large VD values, noisy scanpaths would 

also be included in the determination of the adaptive coefficients potentially yielding estimation 

errors for the next scanpath. If the VD values are too small then it would throw away too many 

scanpaths giving less data for the model parameters to converge. This in turn would yield large 

estimation errors for the next scanpath. Thus, it is very critical to choose appropriate values for 

W/VD. Given appropriate W/VD, the Dispersion Threshold DT, and Number of Points NP, the 

RAP algorithm iterates over the W samples to calculate the adaptation coefficients of the linear 

system for estimating the next scanpath. With 2000 iterations and step size µ=0.015 and LPu as 

the initial condition, the RAP algorithm converges to next scanpath’s estimated location with 

reasonable accuracy for a majority of subjects. The RAP equation can be written as the following 

equation: 
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4.7 Comparison of Linear and Adaptive Prediction  

Figure 10 shows the comparison of target detection probability for linear and adaptive prediction 

for all subjects. The difference between the linear and adaptive prediction is more clearly 

depicted in the following section (4.8), where the interface performance comparisons are 

presented.  

 

Figure 10 Comparison of Linear and Adaptive Prediction 
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Figure 11 shows the L2 distance of predicted gaze location from the center of the target for 

linear and adaptive prediction models for a subject. It can be seen that the adaptive prediction 

model’s error is lower than that of the linear prediction model. The error can be further 

minimized through the use of projection operators onto convex sets. Using these operators, RAP 

guarantees the convergence to a solution of the system of equations and reduces the prediction 

error. The modified RAP equation using the convex sets is shown below. Several constraints like 

positivity, band limiting, time limiting, etc., can be used. But only the positivity constraint is 

employed in the Experiment 1 analysis. 

 

 

Figure 11 L2 distance of predicted location from the target 

 



50 

 

4.8 Performance Comparisons of Speech, Gaze, Adapti ve and 

Non-Adaptive Approaches to Target Detection  

4.8.1 Target Detection Approaches Compared 

Five different methods of calculating target detection probabilities, shown in Table 3, are 

compared to evaluate the performance of the interface. 

 

Table 3 Different Target Detection Probabilities 

Figure 12 shows the target detection probabilities for all subjects, calculated by the five 

criteria listed in Table 3.  It should be noted that “Dominant Gaze”, the result for the best single 

feature found for each subject is presented as a standard against which the other gaze approaches 

are to be measured, but does not represent a practical system implementation (the parameters DT, 

NP, W, and VD are optimized for each subject giving maximum RAP probability). Basically the 

optimal algorithmic parameters that can maximize the RAP probability are extracted for each 

subject and the maximum RAP probabilities are plotted. This is the best the RAP algorithm can 

do given the optimal parameters for the algorithm. It can be seen that the combined speech/gaze 

system performs better than a speech-only and gaze-only system. 
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Figure 12 Target Detection Probabilities in One Word Task 

4.8.2 Statistical Analysis: Paired Samples t-Tests 

There are different kinds of statistical tests one can perform on the data to extrapolate the results 

observed with a finite number of subjects to deduce a general conclusion. The statistical test of 

choice depends on the nature of the variables governing the physical process. The two types of 

statistical tests that can be employed differ in the assumption of whether the underlying variables 

follow a normal distribution or not. Parametric tests assume that the underlying variables follow 

a normal distribution while the non-parametric tests do not make any assumption about the 

distribution of the underlying variables. 

Different methods of calculating target detection probabilities (i.e., Dominant Gaze, LPu, 

RAP, Speech, and Combined) are compared using the t-Tests. The sample values for each of these 
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detection criterions are target detection probability values. These probability values are obtained 

after processing the fundamental variable values using different processing modules (e.g., Speech 

Recognizer, LPu, and RAP). Although these probability numbers are not direct variable 

measurements, these probability numbers are demonstrated to be normally distributed using Q-Q 

plots. Table 4 shows the mean and standard deviation of target detection probabilities of all 39 

subjects in Experiment 1 and Table 5 shows the mean and standard deviation of target detection 

probabilities for 9 optimally performing native and non-native subjects. There are two columns of 

results shown in these two tables, i.e., “fixed” and “optimal”.  The “fixed” column gives the 

results when the parameters DT, NP, W, and VD are the same for all subjects.  The “optimum” 

gives the results when the parameters are optimized for each subject (note that the window 

parameter “W” is only in use when RAP is involved, i.e. in “RAP” and “combined”). From these 

two tables, it can be inferred that that the adaptive model (i.e., RAP) works better than the non 

adaptive model (i.e., Universal LP) when the DT, NP, W, and VD parameters are optimized. It is 

worth noting that, even in the “fixed” case, “Combined” still works significantly better than 

“Speech”, supporting the main contention of this dissertation that speech and gaze working 

together outperform speech alone. However, the strength of the relationship is not clear from the 

means/standard deviations alone.  

 

 

Table 4 µ ⁄ σ of Target Detection Probabilities in Experiment 1 (all subjects) 



53 

 

 

Table 5 µ ⁄ σ of Target Detection Probabilities in Experiment 1 (only native subjects) 

 To investigate the significance of the results, the paired samples t-Test is used and the p-

values are shown in Table 6 for all population categories. The values indicate the statistical 

significance of the samples’ comparisons. A value less than 0.05, indicates that there is a 

significant difference between the two samples being compared. From the Table 6, it can be seen 

that the RAP adaptation is significantly better than non-adaptive universal linear prediction when 

the parameters DT, NP, W, and VD are optimized for each subject. The combined speech/gaze 

system is significantly better than a speech-only system regardless of the population category and 

whether the parameters are optimized or not. All values in the table are rounded to 3 digits 

precision. A value of 0.000 implies that the p-value is less than 0.0005. 

 

Table 6 p-values of paired samples t-Test in Experiment 1 

Summarizing the most significant t-Test results for Optimized Adaptive vs. Non-

adaptive, Combined Speech/Optimized Adaptive vs. Speech alone, Combined Speech/Non-

Optimized Adaptive vs. Speech alone 
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All Subjects 

 
• Paired Samples t-Test using target detection probability 

– Null Hypothesis H0: µ1 = µ2 
• If t(df) > tcritical reject H0 where df is degrees of freedom 

 
– Optimized Adaptive (RAP) vs. Non-Adaptive (Linear Prediction) 

• Adaptive model (µ = 0.85, σ = 0.12) performed significantly better 
than non-adaptive model [µ = 0.79, σ = 0.15, t(38) = 5.284,  p < 0.0005] 

 
– Combined Speech/Optimized Adaptive (RAP) vs. Speech alone 

• Combined (µ = 0.95, σ = 0.04) performed significantly better than 
Speech alone [µ = 0.79, σ = 0.11, t(38) = 10.525, p < 0.0005] 

 
– Combined Speech/Non-Optimized Adaptive (RAP) vs. Speech alone 

• Combined (µ = 0.93, σ = 0.05) performed significantly better than 
Speech alone [µ = 0.79, σ = 0.11, t(38) = 9.636, p < 0.0005] 

 

Native Subjects 

 
• Paired Samples t-Test using target detection probability 

 
– Optimized Adaptive (RAP) vs. Non-Adaptive (Linear Prediction) 

• Adaptive model (µ = 0.79, σ = 0.15) performed significantly better 
than non-adaptive model [µ = 0.71, σ = 0.17, t(8) = 3.667,  p < 0.006] 

 
– Combined Speech/Optimized Adaptive (RAP) vs. Speech alone 

• Combined (µ = 0.98, σ = 0.03) performed significantly better than 
Speech alone [µ = 0.92, σ = 0.05, t(8) = 4.609, p < 0.002] 

 
– Combined Speech/Non-Optimized Adaptive (RAP) vs. Speech alone 

• Combined (µ = 0.96, σ = 0.03) performed significantly better than 
Speech alone [µ = 0.92, σ = 0.05, t(8) = 3.496, p < 0.008] 

 

It should be pointed out that, for this analysis, the optimization of the internal parameters 

was carried out using a semi-automated process.  This process used an algorithm that computed 

results for a range of values of DT, NP, W, and VD (W = 5, 10, 20, 30; VD = 100, 150, 200; DT 

= 20, 30, 40, 50; NP = 8; for a total of 4 x 3 x 4 x 1 = 48 cases) for all subjects for all cases and 

automatically picked the optimal case (i.e., maximizing the RAP) for each subject.  For a real-
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time application, the parameters need to be updated for each scanpath/interaction for each user. 

Initial experiments and analyses for real-time adaptation of these parameters are under way and 

preliminary results are being examined.  The integration of the real-time optimization will be an 

important aspect of future work. 

4.8.3 Interface Usability Performance 

Any human/machine interface with one or more modalities is normally effective in a well 

controlled environment. The interface effectiveness is not a well defined term and needs a more 

rigorous definition to evaluate the performance of human machine interactions. Moreover, the 

interface evaluation shouldn’t depend on the modalities or any other factor in the interface. It 

should only reflect how well the system/interface was able to understand the user’s intent. In this 

dissertation, Interface performance is defined to evaluate the performance of an interface during a 

set of interactions in a session and also to evaluate the reliability with which the results can be 

reproducible by the system/interface. 

An interaction is considered as a task within a session (or sitting). In a session, a user can 

issue N number of commands/interactions to the system/interface using one or more modalities. 

Target detection probability measures the number of successful commands/interactions out of the 

total number of commands issued. A single session provides the detection probability for that 

session alone. There is no guarantee that the same performance can be delivered each time the 

user uses the system. So the interface performance needs to be evaluated over a series of sessions. 

Thus, Interface performance denotes the effectiveness in terms of the percentage of the times the 

target detection probability is higher than an acceptable target detection probability. All target 

detection probabilities can be evaluated independently to evaluate the modalities independently. 

The calculation of interface performance is defined as follows. 

N – Total number of interactions in a session/sitting 

Ns – Total number of interactions where the speech and/or gaze successfully recognized 
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the target 

P – Target detection probability = Ns / N for a particular criteria e.g.., Speech Only, 

Dominant Gaze, Linear prediction, Adaptive Prediction (RAP), Combined Speech and 

Adaptive Prediction 

S – Total number of sessions for all users who used the system. A session corresponds to 

a single set of closely spaced (in time) interactions. Note that Experiment 1 has only one 

session/subject, and 39 total sessions for 39 subjects (whereas Experiment 2, described in 

the next chapter has 26 subjects, 8 sessions/subject and a total of 26x8 = 208 total 

sessions for 26 subjects). Sessions can be separated by long time spans anywhere 

between a few minutes to days. There is no specific minimum or maximum time span 

limit between two sessions. 

Sp – Number of sessions whose probability P is higher than a given probability p 

Interface Performance (IP) – For a given P, IP = Sp / S 

Figure 13 shows the interface performance in the constraint-free interaction task, where 

 S = 39 and if, e.g., for a 60% speech recognition rate (i.e., session probability), the interface 

performance is about 90% when speech is the only modality in the system. That means that for 

P= 0.60,   about 35 out 39 subjects (i.e. Sp = 35) had a correct recognition rate of 60%.  In other 

words, 9 out of 10 times that the system; is used, the user can expect to see a 60% recognition 

rates with respect to speech alone. 
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Figure 13 Interface Performance for all 39 subjects in One Word Task 

Next, the target detection probability for native and non-native speakers is compared to 

evaluate any differences in the speech/gaze interface performance for native and non-native 

speakers. Although both the experiments in this dissertation are not expected to show any bias 

towards native speakers with respect to speech/gaze interaction, it is not entirely clear if a 

speech/gaze interface has any bias towards the native speakers. It is reasonable to expect that the 

speech recognition performance is higher for native speakers and with a better recognizer it will 

be better for all users. But speech recognition performance is not high all the time for any user 

regardless of the speech recognizer performance. There may be several factors like ambient noise, 

improper pronunciation, and different accents which can potentially influence the speech 

recognition performance. 
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Out of 39 subjects in Experiment 1, 9 are native speakers and 30 are non native speakers. 

Figure 14 shows results for an equal number of native and non-native speakers selected such that 

all the subjects are closely spaced in time. When the optimal variables are chosen to extract the 

maximum RAP performance for each subject, Figure 14 shows that the gap between RAP and 

speech narrows down. It indicates that RAP is on par with Speech performance with optimal 

parameters for each subject. The combined speech/gaze performance is higher than either 

modality acting alone. 

 

Figure 14 Interface Performance for (9 native and 9 non-native) Speakers in One Word Task 

4.9 Summary 

In this chapter, a speech/gaze experiment was conducted that collected data on subjects’ abilities 

to identify isolated words on a monitor.   The results were analyzed to illustrate the differences in 
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gaze patterns across subjects and across time for a single subject.  Linear and adaptive prediction 

models of a subject’s behavior were compared and the results demonstrated that adaptive 

prediction is necessary and improves the overall accuracy in discerning the user’s intent.  The 

improvement with the adaptive prediction approach in speech/gaze-based interactions, for the 

one-word task, is summarized below. 

• Target Detection Probability Results 

– Combined Speech/Adaptive Gaze vs. Speech alone 

• 0.95±0.04 vs. 0.79±0.11 (all subjects) 

• 0.98±0.03 vs. 0.92±0.05 (native subjects) 

The result for native subjects (albeit for a small sample) is particularly important because it 

shows that when the speech recognition percentage is in the low 90’s, typical of some of the 

better speech recognizers under noisy conditions, the combination of speech and gaze raises the 

percentage into the upper 90’s, a region in where many practical systems need to operate. 
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5. Experiment 2: Menu Task 

5.1 Introduction 

Speech/gaze based menu systems have been studied to understand menu systems (e.g., the 

hierarchical menu systems [79]), but not with a focus on an adaptive speech/gaze integration 

model. This experiment is designed to extract the speech and gaze interaction when the screen 

contains distractions to gaze. A simple word reading interaction may not fully provide all the 

design parameters of a predictive/adaptive model for speech/gaze integration. As the task in the 

human/machine interaction changes the speech/gaze interrelationship may also change. 

Experiment 2 is designed to understand the impact of task complexity on the speech/gaze 

interaction and the relevance of speech/gaze interaction in a real world application. So, a menu 

interaction task is selected in Experiment 2 where the subject interacts with a set of menu items 

displayed as an array on the screen and the subject speaks a command from the array. 

5.2 Hypotheses 

The second experiment is identical to the first experiment but the task complexity is slightly 

increased. It is not expected that the integration algorithm developed in Experiment 1 will 

perform as well because of the distraction of other elements on the screen. The subject may need 

to carry out a more involved search causing the scanpath (i.e., a sequence of gaze samples on the 

screen) to be different, so that arrival time, location of the fixations and speech onset time may be 

different. It is likely that the key parameters forming the model will be different for this more 

complex task. The hypotheses to be tested in Experiment 2 include: 

• combined speech/gaze systems performs better than a speech-only systems 

• increasing spacing improves the gaze prediction 

• increasing the font-size will improve the gaze prediction 
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• screen location will affect behavior with less central locations generating less accurate 

predictions. 

The values for the independent variables were chosen to represent reasonably large 

differences in speech/gaze interaction performance. 

5.3 Task Description 

The second experiment was designed to represent an individual giving spoken commands in a 

menu-based system when there is distraction to the gaze from surrounding menu items. Another 

design criterion for this experiment is to reflect a real-world application more closely than 

Experiment 1. Each trial in experiment 2 consists of a letter display followed by a 6x6 array of 

buttons, each one containing a word. The subject is to find the word that starts with the displayed 

letter and speak the word. By experiment design, a trial is separated from another trial by 

displaying a letter between the two. This helps in minimizing the correlation between two 

successive interactions in the experiment. 

It is known that optimal letter spacing exists for best reading performance [77] but how 

object-spacing impacts gaze prediction in speech/gaze interaction is not known. In a typical user 

interface, command buttons are arranged as a rectangular array of buttons with minimal spacing 

between them to save real estate space on the screen. It enables the screen designers to present 

more information to the user and provides a smaller set of workflow management steps (i.e., 

number of application screens to navigate). When the buttons or objects on the screen are placed 

very close together, the eye tracker can not accurately identify the user’s desired object. On the 

other hand, if the object spacing becomes very large, then the amount of information presentable 

decreases which increases the number of workflow steps in performing a task. Thus, optimizing 

performance requires a trade off between the two competing requirements of workflow 

management and accuracy when designing multimodal interfaces that include gaze. The design 

parameters for Experiment 2 include spacing, font-size, and array location with each session 
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having different values for these parameters. Three spacings 10, 20 and 30 pixel distances (edge-

to-edge) are used when displaying the command buttons/icons on the screen for small, medium 

and large spacings respectively. The spacing of the buttons is identical in the horizontal and 

vertical directions. Two font sizes 12dpi and 20dpi are used with button sizes 60x30 and 80x30 

pixels respectively. In Sessions 1-6, the entire array of 6x6 buttons is centered vertically and 

horizontally. In session 7, 20 trials are positioned in UL (Upper Left), 10 trials are positioned in 

the center, and 20 trials are positioned in LR (Lower Right). In session 8, 20 trials are positioned 

in UR (Upper Right), 10 trials are positioned in the center, and 20 trials are positioned in LL 

(Lower Left). Sessions 1-8 are summarized in Table 7. Sessions 7 and 8 differ from the other 

sessions because their goal is to measure the effectiveness of the interface when buttons are in 

screen corners. 

 

Table 7 Menu System Experiment Sessions 

In each of the 8 sessions of Experiment 2, a subject performs 50 trials of reading menu 

items from the display of an array of 6x6 menu items. The order of the sequence of sessions is 

varied across subjects to eliminate order effects. In each trial, the subject looks at a letter as 

shown in Figure 15, which disappears after the subject looks at it. 
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Figure 15 Menu Item Letter 

The subject is instructed to look for the word beginning with that letter in the array of 

buttons and to speak that word. Although the display of menu items is an array of 6x6 buttons, the 

word the subject speaks always appears in the internal 4x4 array (as in Figure 16), thereby 

eliminating the boundary conditions by maintaining 8-connectivity around each target word. 

Eliminating boundary conditions provides uniform treatment of all trials and renders the sample 

size significant enough to deduce the subject’s behavior. The inner 4x4 array is highlighted in 

Figure 16 only to indicate that this is the area in which the words the subjects are asked to speak 

are found. In the experiment screens, nothing in the 6x6 array is highlighted in any manner and 

all menu items appear uniform to the subject. 

 

Figure 16 Inner 4x4 Array (the inner array is NOT highlighted in the actual experiment screen) 

Each session uses its own set of 36 words to display in the 6x6 array (see Appendix C for 

word lists of each session) and the word list of a session doesn’t change from trial to trail. In each 
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of the 50 trials of any session, the subject reads only 5 out of 36 words/targets repeatedly. The 

spacing, button width, and font-size do not change within a session for sessions 1-6 (Figure 17 

and Figure 18). In sessions 7-8, the location of the word array changes and 3 positions are used 

for 20, 10, and 20 trials respectively as shown in Figure 19/Figure 20 (session 7) and Figure 

21/Figure 22 (session 8). The first letter of all words is capitalized and the words are center 

justified vertically/horizontally when displayed on the buttons. Some of the target words end with 

letter “z”. If the word ends with a ‘z’, then the subject is to utter ‘zero’ instead of the actual word 

displayed on the screen. For example, if the word is displayed as ‘Lakez’ then the subject is to 

utter ‘zero’ instead of ‘lake’. This ensures that the subject is using gaze when uttering the word. 
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Figure 17 Small-Font Small-Spacing 

 

Figure 18 Large-Font Large-Spacing 
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Figure 19 Upper-Left Screen 

 

Figure 20 Lower-Right Screen 
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Figure 21 Upper-Right Screen 

 

Figure 22 Lower-Left Screen 
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5.4 Experimental Procedure 

5.4.1 Gaze Calibration 

In this experiment, the subject doesn’t need to go through the speech training again. Figure 23 

shows the calibration instructions screen in Experiment 2. Functionally, the calibration instruction 

screens in both experiments are identical. They differ only in the number of buttons at the bottom 

because Experiment 1 contains only one session whereas Experiment 2 contains 8 sessions. The 

calibration instructions, i.e., screen layout, are different in both experiments to better manage the 

presentation of the experiment to the subject in a uniform manner. 

 

Figure 23 Gaze Calibration Instructions 

The gaze calibration screen contains 5 points as shown in Experiment 1. After the gaze 

calibration is complete, the subject performs a calibration accuracy check. Figure 24 shows the 

calibration accuracy verification screen in Experiment 2. The subject is instructed to look at the 

16 points and the points on the screen change color (from red to blue) when they are looked at 

successfully (i.e., gaze falls close to the point target). The experimenter verifies the calibration 
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accuracy by noting whether all of the points turn blue. If this is the case, the experimenter tells the 

subject to begin the experiment. Otherwise, the subject repeats the calibration. The calibration 

accuracy screen in Experiment 2 is different from the calibration accuracy screen in Experiment 

1. In Experiment 1, randomly selected 10 point targets are chosen to cover the screen area to 

verify the calibration accuracy. In Experiment 2, 16 point targets in a well-defined layout are 

used. The calibration accuracy doesn’t depend on the number of point targets and location of 

point targets. So, the calibration accuracy screen differences in these experiments can be safely 

ignored. As the task in Experiment 2 is more complicated than the task in Experiment 1, a well-

defined layout of a larger number of point targets helps in measuring calibration accuracy. The 

experimenter’s visual verification is deemed enough to check the accuracy. After the speech 

training, gaze calibration and calibration accuracy verification, the subject proceeds to perform 

the task of the experiment. 

 

Figure 24 Gaze Calibration Accuracy Panel 
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5.4.2 Subject Population 

Table 8 describes the attributes of the 26 the subjects participating in Experiment 2.  As in 

Experiment 1, the subject population is a mix of gender, age, and native/non-native speakers. 

 

Table 8 Experiment 2 Subject Population Characteristics 

Note that a few subjects couldn’t perform the experiment (not included in population 

characteristics) because the gaze calibration didn’t work for them as they were wearing either eye 

glasses or contact lenses for corrected vision. 

5.5 Summary 

In this chapter, a speech/gaze experiment was described whose purpose was to evaluate 

speech/gaze interactions in a menu selection task typical of many human/computer applications. 

The design of the experiment, the procedures employed, and the subjects’ characteristics were 

described. The issues/limitations involved in carrying out the experiments were addressed to 

ensure that the data collected is valid. The next chapter analyzes the data to establish parameters 

that are important to the development of practical human/computer interface applications. 
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6. Experiment 2: Results 

6.1 Introduction 

In this chapter, the data collected from the second of the two experiments is analyzed to illustrate 

the differences in gaze patterns across subjects and across time for a single subject. Then, linear 

and adaptive prediction models of the subject’s behavior are compared. The intent of this work is 

to demonstrate that adaptive prediction is necessary and improves the overall accuracy in 

assessing the user’s intent.  To do this, the typical approaches to prediction are calculated and 

compared to an adaptive prediction approach.  Toward this end, five different approaches to 

extracting the user’s intent (speech only, gaze only, linear prediction, adaptive prediction, 

combined speech and adaptive prediction) are evaluated and compared. 

6.2 Dominant Gaze Features in Menu Task 

Figure 25 and Figure 26 indicate dominant gaze features for the menu task experiment where the 

task is more complicated than in the one word task. Figure 25 shows that the gaze features fb1, 

fa1, and fa2 are the dominant gaze features among those computed. Although there are some 

differences in dominant gaze patterns across different font sizes and spacings, the (fb1, fa1, fa2) 

combination seems to be the dominant gaze feature combination for the menu interaction, as can 

be observed in the eight conditions illustrated in Figure 26 (note that although Figure 26b,  shows 

significant values for fi, the fixation around speech start time with the largest number of samples, 

it is not included since, as mentioned previously, it includes fixations already found in (fb1, fa1, 

fb2) and is therefore not an independent feature). Figure 25 and Figure 26 also show that the 

dominant gaze features differ not only across users but also differ depending on the interaction 

task. In the simple one word task, fa1/fii was the dominant gaze feature combination whereas in 

the more complex menu interaction task <fb1, fa1, fb2> was shown to be the dominant 
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combination. 

 

Figure 25 Dominant Gaze Feature for All Subjects in Menu Task 

 



 

 

 

 

Figure 26 Dominant Gaze for each Session in Menu Interaction

7
3
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6.3 Adaptation Coefficients 

In this section the adaptation coefficients are analyzed to observe how efficiently RAP is able to 

adapt to the changes in speech/gaze interactions. The adaptation coefficients for a single user 

from Experiment 2 are analyzed. The adaptation coefficients from Experiment 1 contain only 2 

features whereas from Experiment 2 they contain 3 features and hence Experiment 2 is selected to 

show the coefficients. 

In Experiment 2, RAP takes input feature set (fb1, fa1, fa2) with the parameters (x, y, t) 

for each feature and produces an output vector which is the predicted gaze location (x, y) based on 

the most recent window of interactions. The x-coordinate of the predicted gaze location depends 

on the 9 parameters [3 parameters (xi, yi, ti,) for each feature i from (fb1, fa1, fa2)] described in 

Table 9 and plotted for one subject, subject u2, in Figure 27. Each of the graphs shows the 

coefficient value during the adaptation process for all the scanpaths or interactions for the subject. 

At each step of the adaptation process, a window of past interactions W is chosen to calculate the 

coefficient values to predict the next scanpath. 

 

Table 9 Adaptation Coefficients 

It can be seen from Figure 27 that for the user u2, the influence of fb1, fa1 is less than the 

influence of fa2 in predicting the x-coordinate of the gaze location (Figure 27a, b, c). Also, the x 

coordinate of the predicted location depends only on the x coordinates of the three features and 

has little relationship to the y-coordinate of the features (Figure 27d, e, f) because the coefficient 

values of the x(yi) are much smaller compared to x(xi). The very small coefficient values of x(ti) 
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indicate that the predicted gaze location has little or no dependency on the fixation’s timestamp 

(Figure 27g, h, i) with reference to speech onset time. This is because the time is already factored 

into the fixations’ classification with reference to speech onset time. 

 

Figure 27 RAP Coefficients for Predicting x coordinate of the gaze location (x, y) 

 Figure 28 shows the coefficient values of the y-coordinate. Again, it can be seen that the 

y-coordinate of predicted gaze location depends only on the y-coordinates of the three features 

(Figure 28d, e, and f) and doesn’t depend a lot on the x-coordinates (Figure 28a, b, and c). The 
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time dependency can be attributed to noise similar to the x coordinate prediction (Figure 28g, h, 

i). The RAP algorithm can be enhanced to converge to the solution space faster by various 

techniques which are not explored as part of this dissertation and are left for future studies. 

 

Figure 28 RAP Coefficients for Predicting y coordinate of the gaze location (x, y) 



77 

 

6.4 Experiment 2 Performance 

6.4.1 Effect of font size and spacing on performance 

Figure 29 and Figure 30 show the Gaze/RAP prediction-based target detection probabilities for all 

sessions individually in Experiment 2 for both fixed (Figure 29) and optimum (Figure 30) 

parameters. Specific space/font settings are associated with each graph. Although the data are 

noisy, they suggest that as the spacing increases the detection probability improves, but there is 

no significant difference in detection probability associated with changes in font size. A more 

detailed statistical analysis presented in Section 6.4 below supports these contentions.  Note that 

graphs (g) and (h) of Figure 29 and Figure 30 also show that detection probabilities did not 

deteriorate significantly in the corner sessions. 

 

Figure 29 Session Performances (Gaze/RAP) in Menu Interaction (fixed parameters) 
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Figure 30 Session Performances (Gaze/RAP) in Menu Interaction (optimal parameters) 

6.4.2 Statistical Analysis: Paired Samples t-Tests 

For Experiment 2, Table 10 and Table 11 show the means and standard deviations of the target 

detection probabilities for all subjects and native/non-native subjects respectively.  As in 

Experiment 1, the same set of internal parameters was used for all subjects in the “fixed” case. 

For the optimal case, the internal parameters were selected using a semi-automated process.  This 

process used an algorithm that computed results for a range of values of DT, NP, W, and VD (W 

= 6, 9, 12, VD = 200, DT = 20, 30, 40, NP = 8; for a total of 3 x 1 x 3 x 1 = 9 cases) for all 

subjects for all cases and automatically picked the optimal case (i.e., maximizing the RAP) for 

each subject.   
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Table 10 µ ⁄ σ of Target Detection Probabilities in Experiment 2 (all subjects) 

 

Table 11 µ ⁄ σ of Target Detection Probabilities in Experiment 2 (non-native vs. native subjects) 

 

Table 12 p-values of paired samples t-Test in Experiment 2 

Table 12 shows the p-values for various population categories in Experiment 2, where a 

value less than 0.05, indicates that there is a significant difference between the two samples being 

compared. Fixed and optimal parameters are considered for each population category to evaluate 

the significance of the comparison of detection techniques. The table shows that the combined 

speech/gaze system is significantly better than the speech-only system in all conditions for all 

population categories. However, although a significant improvement by the adaptation model 

(RAP) was shown over the non-adaptation model (LPu) when looking across all subjects, using 
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optimal parameters, no significant improvement of RAP over LPu was seen for fixed parameters 

and for the sub-populations for optimum parameters, particularly for the case of high-performing 

native-only speakers. The very small subject samples in the sub-populations make drawing 

conclusions from these results difficult. Further testing with larger populations is required. 

Summarizing the main t-Test results for Optimized Adaptive vs. Non-adaptive, 

Combined Speech/Optimized Adaptive Gaze vs. Speech alone, Combined Speech/Non-

Optimized Adaptive vs. Speech alone: 

 

All Subjects 
  

•         Paired Samples t-Test using target detection probability 
–         Null Hypothesis H0: µ1 = µ2 

•         If t(df) > tcritical reject H0 where df is degrees of freedom 
  

–         Optimized Adaptive (RAP) vs. Non-Adaptive (Linear Prediction) 
•         Adaptive model (µ = 0.79, σ = 0.17) performed significantly better 
than non-adaptive model [µ = 0.70, σ = 0.23, t(25) = 4.067,  p < 0.0005] 

  
–         Combined Speech/Optimized Adaptive (RAP) vs. Speech alone 

•         Combined (µ = 0.91, σ = 0.09) performed significantly better than 
Speech alone [µ = 0.67, σ = 0.20, t(25) = 10.279, p < 0.0005] 

  
–         Combined Speech/Non-Optimized Adaptive (RAP) vs. Speech alone 

•         Combined (µ = 0.88, σ = 0.11) performed significantly better than 
Speech alone [µ = 0..67, σ = 0.20, t(25) = 9.747, p < 0.0005] 

  
  
Native Subjects 
  

•         Paired Samples t-Test using target detection probability 
  

–         Optimized Adaptive (RAP) vs. Non-Adaptive (Linear Prediction) 
•         Adaptive model (µ = 0.79, σ = 0.16) did not perform significantly 
better than non-adaptive model [µ = 0.74, σ = 0.22, t(4) = 0.894, 

       p < 0.422] 
  

–         Combined Speech/Optimized Adaptive (RAP) vs. Speech alone 
•         Combined (µ = 0.96, σ = 0.04) performed significantly better than 
Speech alone [µ = 0.91, σ = 0.07, t(4) = 7.193, p < 0.002] 
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–         Combined Speech/Non-Optimized Adaptive (RAP) vs. Speech alone 
•         Combined (µ = 0.95, σ = 0.04) performed significantly better than 
Speech alone [µ = 0.91, σ = 0.07, t(4) = 7.013, p < 0.002] 

6.4.3 Interface Usability Performance 

The, Interface usability  performance (described previously in Chapter 4) denotes the 

effectiveness of an interface in terms of the percentage of the times the target detection 

probability is higher than an acceptable target detection probability.  The interface performance 

for the menu task for all subjects is shown in Figure 31 (fixed parameters) and Figure 32 

(optimum parameters).  Now the menu task had 26 subjects, 8 sessions per subject and a total of 

26x8 = 208 total sessions for those 26 subjects.  The interface performance value for any given 

target detection probability P is the ratio of the number of sessions out of the 208 that had a 

probability of successful target detection greater than P.  These curves corroborate the findings of 

the paired sample t-test.  Note that the RAP performance tracks the LPu performance for fixed 

parameters, but for optimum parameters exceeds LPu and closely tracks the ideal Dominant Gaze 

performance.  At the same time, the “Combined” performance exceeds that of all other 

techniques.  Note that the interface performance for this more difficult menu task is not as high as 

that of the simple, one-word task (Figure 13). It is important to keep in mind that the features 

used in the one-word task are not the same as those used in the menu task, a further reminder that 

task complexity does have a strong influence on the design of a speech/gaze application. 
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Figure 31 Usability curves (fixed parameters/all subjects) 

 

 

Figure 32 Usability curves (optimal parameters/all subjects) 
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Out of 26 subjects in Experiment 2, 5 are native speakers and 21 are non-native speakers. 

Figure 33 lists the main performance probabilities; Speech Only, Dominant Gaze, Adaptive 

Prediction (RAP), Linear Prediction and Combined (Speech/Gaze) for the same collection of 

native and non-native speakers drawn from the 26 subjects for different sessions. It shows equal 

numbers of native and non-native speakers selected such that all the subjects are closely spaced in 

time in terms of when they ran the experiment.  Figure 33 (fixed parameters) and Figure 34 

(optimum parameters) show the interface performance for these two combined sub-populations.  

Note that the plots bear the same basic relations to each other as those for the full population, 

only with much smaller numbers. 

 

Figure 33 Interface Performance for 5 Native/5 non-Native Speakers (fixed parameters) 
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       Figure 34 Interface Performance for 5 Native/5 non-Native Speakers (optimum parameters) 

6.4.4 Kruskal-Wallis Test for Spacing and Font Size Effects  

In the Experiment 2, spacing and font-size are the primary variables of the interface design which 

govern the target detection probability, apart from other factors like speech recognition and eye 

tracking performance. In analyzing the data, the Kruskal-Wallis statistical test, a non-parametric 

test, is employed with independent variables spacing and font-size. Although non parametric, this 

test is chosen primarily to rank order the spacing and font-size values with respect to a specific 

target detection probability.   The dependent variable chosen is the session target detection 

probability.  The test involves rank ordering, into a single list all of the values of detection 

probability for all groups being compared (e.g. three spacings, two font sizes) and then re-

grouping those rankings within the individual groups.  A significance test is then carried out on 

the mean rankings for each group.  The asymptotic significance is given by P(Chi2 >= 'value') = 

p-value and p-values less than 0.005 are considered significant, i.e. the rank order differences 

between groups are considered significant. 
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The session target detection probability was analyzed for four different detection 

techniques (speech only doesn’t enter into this) and 3 different spacings (10, 20 and 30 pixels). 

Table 13 shows the mean ranks for different samples, each with one of the three spacings, for 

optimal parameters. df indicates the degrees of freedom and N indicates the number of values in 

the sample. The p-value significance of the mean ranks for each of the spacings showed 

significant improvement in target detection probability as spacing increased for Dominant Gaze, 

Linear Prediction and Combined speech/gaze (adaptive prediction just barely missed).  

 

 

Table 13 Spacing (in pixels) effect on target detection probability in Experiment 2 

Table 14 shows the mean ranks for different samples each with a different font-size (12 

point, 20 point) for optimal parameters. Font-size did not show significant improvement in target 
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detection probability regardless of the detection technique (p-values much greater than 0.005) 

Thus, it clearly indicates that the spacing has a very significant effect in the interface performance 

while the font-size has strong influence on the performance but not significant. 

 

 

Table 14 Font-size (in points) effect on target detection probability in Experiment 2 

6.4 Summary 

This chapter illustrated that a linear, time varying system is adequate to represent an adaptive 

speech/gaze integration model using a RAP technique. 

 

The main hypotheses under test in Experiment 2, the menu–based task were that for such a task: 

 
• a combined speech/gaze system performs better than a speech-only system 

• increasing spacing improves the gaze target detection probability 

• increasing the font-size improves the gaze target detection probability 
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• screen location affects behavior with less central locations generating less accurate target 

detection probability. 

The results of the t-test confirms the first hypothesis, i.e., that. a combined speech/gaze system 

performs better than a speech-only system. 

Summarizing the main t-test results for (Optimized Adaptive) vs. (Non-adaptive), (Combined 

Speech/Optimized Adaptive Gaze) vs. (Speech alone), (Combined Speech/Non-Optimized 

Adaptive) vs. (Speech alone): 

All Subjects 
•         Paired Samples t-Test using target detection probability 

–         Null Hypothesis H0: µ1 = µ2 
•         If t(df) > tcritical reject H0 where df is degrees of freedom 

  
–         Optimized Adaptive (RAP) vs. Non-Adaptive (Linear Prediction) 

•         Adaptive model (µ = 0.79, σ = 0.17) performed significantly better than 
non-adaptive model [µ = 0.70, σ = 0.23, t(25) = 4.067,  p < 0.0005] 

  
–         Combined Speech/Optimized Adaptive (RAP) vs. Speech alone 

•         Combined (µ = 0.91, σ = 0.09) performed significantly better than Speech 
alone [µ = 0.67, σ = 0.20, t(25) = 10.279, p < 0.0005] 

  
–         Combined Speech/Non-Optimized Adaptive (RAP) vs. Speech alone 

•         Combined (µ = 0.88, σ = 0.11) performed significantly better than Speech 
alone [µ = 0..67, σ = 0.20, t(25) = 9.747, p < 0.0005] 

  
Native Subjects 
•         Paired Samples t-Test using target detection probability 
  

–         Optimized Adaptive (RAP) vs. Non-Adaptive (Linear Prediction) 
•         Adaptive model (µ = 0.79, σ = 0.16) did not perform significantly better  
than non-adaptive model [µ = 0.74, σ = 0.22, t(4) = 0.894, p < 0.422] 

  
–         Combined Speech/Optimized Adaptive (RAP) vs. Speech alone 

•         Combined (µ = 0.96, σ = 0.04) performed significantly better than Speech 
alone [µ = 0.91, σ = 0.07, t(4) = 7.193, p < 0.002] 

  
–         Combined Speech/Non-Optimized Adaptive (RAP) vs. Speech alone 

•         Combined (µ = 0.95, σ = 0.04) performed significantly better than Speech 
alone [µ = 0.91, σ = 0.07, t(4) = 7.013, p < 0.002] 
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The results of the Kruskal-Wallis test confirms that the second hypothesis, i.e. that 

increasing spacing improves the gaze target detection probability, i.e., performance improved 

significantly with increasing spacing [Asymptotic significance (p-value) <0.005] for Combined 

Speech/Optimized Adaptive (RAP). 

The results of the Kruskal-Wallis test did not confirm the third hypothesis, i.e., that 

increasing the font-size improves the gaze target detection probability.  There was no evidence 

that either increasing or decreasing the font size improved the target detection probability, i.e. p-

value much greater than 0.005 for all detection techniques. 

Analysis of the target detection probability plots for icon arrays in the corners of the 

displays did not confirm the fourth hypothesis, i.e., that screen location affects behavior with less 

central locations generating less accurate target detection probability. Plots (g) and (h) of Figure 

29 and Figure 30 did not show a deterioration in performance in the corner sessions. 

Other important findings from the Experiment 2 results were: 

• The dominant gaze features for the menu task, experiment 2, were different than those 

found for the simpler one-word task, experiment 1.  Although there were some 

differences in dominant gaze patterns across different fonts/spacings and display 

locations across the subject pool, the feature combination <fb1, fa1, fa2> provided the 

highest percentage of correct target detection.  (the best performing combination for the 

one-word task in experiment 1 was <fa1/fii>). 

• The adaptation coefficients were analyzed to understand the efficiency with which the 

RAP coefficients predict the x and y coordinates of the gaze location (x, y) in adapting to 

the changes in speech/gaze interactions. 

• Performance curves showed that while the improvements of the speech/RAP combination 

over speech alone were very large when the speech performance was poor (extremely 

high noise situations), the improvements were still valuable when the speech performance 

was reasonably good.  When the speech-alone recognition performance was between 90 
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and 95% (native speakers), the combined speech/RAP performance was between 95 and 

100%, thereby raising the performance in some practical applications from marginal to 

acceptable. 

• It was shown that a linear, time varying system is adequate to provide an adaptive 

speech/gaze integration system using a RAP technique. 
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7.  Task Modeling 

7.1. Introduction 

As described in Chapter 4, Prasov et. al ([100] and [106]) showed that fixation intensity, i.e., the 

duration of a fixation as expressed by the number of gaze samples in a fixation is an important 

feature contributing to the relationship between gaze  and attention to an object on a display.  

However, it was shown, during the two experiments described in this dissertation, that there are 

other fixations that make more significant contributions to the prediction of the users attention in 

a speech/gaze system.  In this section, the relationship between fi, the fixation with the longest 

duration in the neighborhood of the onset of speech, and the other fixations in that neighborhood 

is examined. 

7.2 ‘fi’ – better task modeler than attention predi ctor? 

The fi fixation can occur anywhere around speech onset time and its time of occurrence is not 

predictable. Each fi fixation in a scanpath has an index associated with it indicating when/where it 

occurred with respect to speech onset time, e.g. for an index of 2,  fi = fa2. Figure 35 shows the fi 

index for all subjects for different dispersion thresholds in Experiment 1. Almost all fi fixations 

occur around speech onset time and have indices in the range of [-10 10]. Very few fi fixations 

occur with indices out of this range. All fixations with indices out of this range are summed at the 

boundary indices -10 and 10. Figure 35 also shows that the dispersion threshold does not have a 

significant effect on the fi index. Since the fi fixation can cover any of the fixations fb2, fb1, fa1, 

and fa2, another feature fii  is also considered in experiments 1 and 2 which is similar to fi but 

excludes fa1, since fa1 was shown to make a significant contribution to successful target 

detection and fi’s contribution would be redundant. 
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Figure 35 Fixation Intensity Profiles in Experiment 1 (Simple Task) with different 

dispersion thresholds (DT) 

Figure 35 shows clearly that the fa1 and fa2 are the dominant fixations and for a large DT 

fi coincides with fa1 more than with any other fixation. As the task complexity increases e.g., 

simple word reading to more complex word reading in a display with many distractions, the 

fixation intensity appears to spread more around the speech onset time., Figure 36 illustrates, for 

both a simple (experiment 1) and a complex (experiment 2) task, the probability distribution of 

longest-duration fixations around speech onset time.  Notice that the distribution of fi samples is 

more widely and asymmetrically spread for the more complex task.  This makes sense, since 

more searching prior  to target detection is required when the scene is more complicated.  

In addition to task complexity, there are other reasons why fi may not be a consistent 

indicator of the user’s focus on the target to be detected. First, fi measures the number of gaze 
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samples in a fixation which depends, significantly, on the fixation algorithm. Second, an 

application may not choose the correct object of attention simply because the user concentrated 

on an object long enough to give the maximum number of gaze samples. A third reason, related 

to the second, is that as the user becomes familiar (i.e., trained) with the system, it is not 

guaranteed that fi indicates the user’s attention on the object of interest. 

 

Figure 36 fi as a Task Complexity modeler instead of attention predictor 

7.3 Summary 

In summary, fi may not be a very good indicator of the user’s attention to objects of interest on a 

display. The results of experiments 1 and 2 suggest that there are much better ones. However, 

Figure 36 did show that a complex task had a different distribution (wider and more asymmetric) 

than a simple one.  This leads to a suggestion that the distribution of fi relative to speech onset 
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time may be useful for modeling task complexity and could provide a useful tool to aid in 

interface design.  Further research is needed to establish that result.  
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8. Summary of Contributions 

8.1. Introduction 

The main objective of this research was to explore the interactions between speech and gaze and 

to determine whether speech and gaze, acting together, can convey the user’s intent to a 

computer-based system more effectively than either modality acting alone.  Two experiments 

were carried out for this exploration. The first experiment involved isolated words on a computer 

display to be spoken by a subject and recognized by a speech recognition system.  The purpose 

was to shed light on some of the fundamental relations involved in speech/gaze interactions.  The 

second experiment involved a menu selection task, with multiple buttons containing words, one 

of which was to be selected, spoken and recognized by a speech recognition system. This 

experiment represents the typical menu-selection usage that would be expected to occur in the 

envisioned speech-gaze system and was used to gather data on speech/gaze interaction. In both 

experiments, the ability of a speech/gaze system to adapt to different user’s requirements and to 

adapt to individual user’s changes in behavior over time was explored.  The main findings are 

summarized below. 

8.2. Contributions 

• When a user finds an object (e.g. word) on a display and identifies it verbally, the gaze 

fixations around the onset of speech are related to the user’s attention to the object 

named.  The particular fixations most pertinent to the user’s attention vary with the 

complexity of the task.  For the simple task of finding  and speaking an isolated word 

(Experiment 1), the combination of two independent features, fa1 the first fixation after 

the onset of speech, and fii, the longest fixation around speech onset (speech start time 

+/- 1500msec), excluding  fa1, had the greatest ability to predict of the user’s attention 
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correctly across a wide variety of subjects.  On the other hand, for the more complex 

menu selection task (Experiment 2), the combination of three independent features, fb1, 

the last fixation before the onset of speech, fa1, and fa2, the second fixation after the 

onset of speech, had the greatest ability to predict of the user’s attention correctly across a 

wide variety of subjects. 

• Since the experiments have shown that gaze behavior differs from user to user and can 

vary for an individual user over time, an adaptive technique has been developed for 

adjusting gaze tracking parameters to provide individualized and efficient gaze 

performance.  The algorithm employs an iterative technique called Row Action 

Projection (RAP), which has improved target detection performance over non-adaptive 

techniques.  

• Five techniques for conveying the user’s intent to a computer system using some 

combination of speech and gaze were analyzed.  They were: 

- Speech Alone  

- Dominant Gaze Fixation, the particular fixation that best predicts the user’s 

attention to a target on a display.  This feature was shown to vary from subject to 

subject and vary for a particular subject over time.  Although it cannot be used by 

itself in a practical system, it provides a spectrum of features from which a useful 

subset can be extracted. 

- Linear Prediction (LPu), use of a standard linear prediction algorithm on gaze 

data to assess the user’s intent.  The analysis showed that a linear, time-varying 

system, LPu, performed better than a robust fit multi-linear regression model 

with 10 different weighting functions.  Consequently, the linear system model 

was adopted for further analysis. 

- Adaptive Prediction (RAP), use of an adaptive linear prediction algorithm on 

gaze data to assess the user’s intent. The RAP technique uses the basic concepts 
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of a linear system, but it is nonlinear in nature in that it converges to the solution 

for a system of equations. 

- Combined Speech and/or RAP, use of speech and adaptive gaze data to assess 

the user’s intent. 

In both experiments, using target detection probability as a measure of success, 

performance of LPu, RAP, and Combined Speech/RAP probabilities were computed under 

two conditions; internal gaze and RAP parameters fixed across all subjects and those same 

parameters optimized for each subject, individually.  The various techniques were compared 

using several different measures.  Among them, a paired sample t-test showed that, for both 

fixed and individually optimized conditions, the Combined Speech/RAP technique was 

significantly better than speech alone for both experiments. This result held true for the entire 

populations of subjects and for various combinations of subsets of native and non-native 

speakers.  As a secondary result, RAP was significantly better than LPu for individually 

optimized parameters in experiment 1 and significantly better than LPu for individually 

optimized parameters for all subjects in experiment 2, but not for the various sub-populations, 

which had very small populations.  Further testing with larger populations is required here. 

• Among the other approaches developed for comparing techniques, interface usability 

curves (the percentage of time the target detection probability is higher than an 

acceptable threshold) were plotted for the five techniques enumerated above.  These are 

somewhat like Receiver Operating Characteristic (ROC) curves.  These curves 

corroborated the t-test results, and, more importantly, illustrated two important results of 

those tests. First, under extremely noisy conditions when speech recognition performance 

is unacceptable, Combined Speech/RAP provides very large improvements in 

performance. Second, when target detection probability is border-line acceptable, e.g. 

90-95% (achieved with native-only speakers in our experiments), Combined 
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Speech/RAP improved performance to the 95-100% range.  This can make a 

significant difference in some applications. 

• The effect of spacing and font size on target detection probability in the menu selection 

experiment was evaluated using the Kruskal-Wallis test, a non-parametric test that rank-

orders the variables under test.  The test showed that for the three different target 

spacings tested in Experiment 2 (10, 20 & 30 pixels, edge-to-edge), there was a 

significant improvement in performance with increased spacing.   On the other hand, 

for the two font sizes tested in Experiment 2 (12 point, 20 point), no significant 

relationship between font size and performance was found. 

Although there is research in the literature stating that the duration of a fixation on a target is 

a powerful indicator of a user’s attention to that target, our experiments, which were, admittedly, 

quite different from the experiments leading to that conclusion showed that that there are other 

fixations that make more significant contributions to the prediction of the users attention in a 

speech/gaze system, i.e., those occurring in the immediate neighborhood of the speech start time.  

What was found, however, was that the distribution of the time of occurrence of the longest 

duration fixations, relative to speech start time was much broader for the more complex menu 

selection task  than the simple, isolated  word task, especially prior to speech start time.  This 

suggests that fixation duration might provide useful information about task complexity. 
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9. Conclusions and Future Work 

This dissertation’s key purpose was to investigate the improved efficiency of using speech and 

gaze together to predict a user’s menu selection from a large of screen displayed options.  It was 

found that the combination was better than either modality acting alone.  It was also found that to 

be successful, the system has to be adaptive from user to user and over time for each individual 

user.  It was also found that the best improvement occurred in high noise environments and with 

individuals having heavily accented speech, but even in nearly perfect environments with high 

speech recognition performance, gaze provided a performance improvement.  The differences in 

predictive parameters derived from the two experiments also demonstrated that task complexity 

has to be involved in the design of a speech/gaze interface. 

As with any research, more questions end up unanswered at its conclusion.  This dissertation 

thus suggests a set of future studies that are needed to investigate further the feasibility of 

building a speech/gaze system.  These are: 

• The system built was not run in real time.  There is a significant amount of calculation 

being done to perform the running adaptation.  A higher powered computer and a real 

time system needs to be set up. 

• The study involved only five native English speakers which is too small.  Thus, the 

conclusion of a significant effect from adding gaze to improve system performance is 

suspect.  Thus, more subjects in the categories of native and non-native speakers need to 

be run.   

• The study used an earlier generation speech recognition system.  Better systems are 

available which have higher recognition rates and also adapt to variations in speech 

better.  This work, thus, needs to be redone with a better speech recognition engine. 
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• Each experiment with a subject involved only one session.  It is not clear what will 

happen over time.  Perhaps user’s will memorize the menu items and not look at them or 

perhaps they will change their gaze patterns.  In addition, other distractions which might 

have affected gaze patterns were kept to a minimum.  Thus, these studies need to be rerun 

in a more natural environment. 

• To use the particular eye tracker involved in the experiments, it was necessary to spend a 

few seconds to calibrate the eye tracker both before and at periodic intervals throughout 

the experiment.  This is not a natural situation for a user.  What needs to be done is the 

development of an automatic calibration mechanism that adapts to the user. 

• Although the RAP algorithm worked relatively well, it was clear that unexplained 

situations could readily throw off its prediction.  These situations need to be explored 

further. 

• Although the RAP algorithm worked relatively well, it is suggested that the development 

of this algorithm be explored further leading to possible further improvements in 

performance. 

• Currently the adaptation model requires the task based features to be fed manually to the 

model. This needs to be enhanced to automatically select the appropriate gaze feature 

combination required, based on the task complexity 

• Font-size has not been shown to have a significant impact on the speech/gaze 

interactions. Further experiments need to be carried out to fully investigate any font-size 

effect since other literature suggests its existence.  

• Only font size, spacing, and location are studied for the analysis of the speech/gaze 

integration model for tasks with constraints (i.e., multiple targets). Several other factors 

could also be explored to enhance the integration model, e.g., size of word, font style, etc. 

• It is not clear how the fixation algorithm affects the speech/gaze integration model. Only 
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a dispersion-based fixation algorithm has been used in the analysis. Other fixation 

algorithms like velocity and area fixation algorithms are left for future study 

Although the above suggestions for future work will enhance the work of this dissertation, it 

stands alone as a foundation for developing adaptive speech/gaze integration systems. As gaze 

tracking technology improves, this work suggests that its inclusion in hands-free gaze/speech 

interfaces is a definite possibility.



 

 

Appendix A. Review of Multimodal Systems 

System/Modality Approach Speech Gaze Touch Pen Mouse Keyboard Gestures Sketch Tactile Joy 
Stick 

Helmet 
Visor Applications Fusion 

Spatial Data 
Management System 

(SDMS) [15] 

First Multimodal 
Application 

Y N N N Y Y Y N N N N 

Simple 
Objects on 
Caribbean 

Map 

Speech As 
Clutching 

Mechanism [27] 

ICARE [9] Component Based Y N N N Y Y N N Y Y Y MID, MEMO, 
FACET 

CARE 
Properties 

Multimodal Cell Phone 
Architecture [13] 

Server Side Y N N Y Y Y N N N N N 
Smart Phone 
Sony Ericsson 

P900 

Data Manager 
Synchronization 

Disciple Framework [5] Framework Based Y Y Y Y Y Y N N N N N Flatscape 

Command 
Frame 

Construction 
from Parse Tree 

VR UI Framework 
[138] 

Framework Based Y N N N N N Y N Y N N Immersive 
Visualization 

tATN Temporal 
Search 

Galaxy Communicator 
Architecture [141] 

Distributed Hub-Spoke, 
Message Based 

Y N/A N/A N/A Y Y N/A N/A N/A N/A N/A 
Spoken 

Dialogue 
Systems 

Application 
Dependent 

Open Agent 
Architecture [18] 

Distributed Agent Based Y N/A N/A Y Y Y Y N/A Y N/A N/A Distributed 
Applications 

Application 
Dependent 

VIENA System [36] Timed Agent Based Y N N N Y Y Y N N N N 
Sample Office 

Space 
Application 

Rhythm Based 
Segmentation 
To Fuse Input 

SmartKom [45] Framework Based Y N Y Y Y Y Y Y N N N 

PDAs, Public 
Information 

System, 
Desktop 

Applications 

Temporal 
Hypotheses 

Merging 

Multiplatform [23] Open Component 
Architecture 

Y N/A N/A N/A Y Y Y N/A N/A N/A N/A VERBMOBIL 
Application 

Application 
Dependent 

JEANIE [28] Framework Based Y N N Y Y Y N Y N N N Calendar 
Application 

Semantic 
Frame Merging 

SEER [47] [65] Layered Hidden Markov 
Models (LHMMs) 

Y N N N Y Y Y N N N N 
Office 

Activity 
Application 

LHMMs 

PATE/COMIC System 
[38] 

Multi-Blackboard 
Architecture 

Y N N N Y Y Y N N N N 
Bathroom 

Design 
Application 

Context Based 
Fusion 

1
0

1
 



 

 

System/Modality Approach Speech Gaze Touch Pen Mouse Keyboard Gestures Sketch Tactile Joy 
Stick 

Helmet 
Visor 

Applications Fusion 

EVI3d [31] Distributed Data Flow 
Architecture 

Y N Y N Y Y Y N N N N 
Virtual 

Environment 
Applications 

Rule Based 
Temporal 
Analysis 

Smart Web [140] Distributed Y N Y Y N Y N N N Y N 

PDA/Web 
Applications 
(Demo’ed in 
FIFA 2006) 

FADE 
Component w/ 

temporal 
analysis 

ThreadMill 
Architecture [22] 

Distributed 
Component Based 

Y N N N Y Y Y N N N N 
Sign 

Language 
System 

Distributed 
Message 
Passing 

Coordination 
Model 

PAC-Amodeus [139] Agent Based Y N N N Y Y Y N N N N 

MATIS 
(Airline 

Information 
System) 

Rule Based 
Temporal and 

Contextual 
Fusion 

QuickSet [12] [33] Agent (OAA) Based Y N N Y Y Y Y Y N N N 
Field Medic 

System, Voice 
Assistant 

Late Symbolic / 
Statistical 
Unification 

Based Fusion 

ICO [142] Model-based Y N Y N Y Y Y N N Y Y 
Rafale 

Aircraft 
System 

Temporal 
Analysis 

Georgia Tech Gesture 
Toolkit [143] 

High-level Abstraction 
on HTK for Gesture 

Recognition 
Y Y N N Y Y Y N N N N 

Gesture 
Panel, 

Prescott, 
Telesign, 

Workshop 
Activity  

Recognition 

Application 
Dependent 

MacVisSTA [40] Modality Visualization 
Framework 

Y Y N N Y Y Y N N N N Music-Score 
Application 

Temporal 
Analysis 

IRYS [37] Virtual Network 
Computers 

N Y Y N N N N N N N N 

Visualization 
Tool for 
Online 

Applications 

Application 
Dependent 

VESS [126] VR Library N N Y N N N Y N Y N Y VR 
Applications 

Application 
Dependent 

EMBASSI 
Architecture [50] 

Message Driven 
Pipelined Comm. Flow 

Y N N N Y Y Y N N N N 
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Appendix B. Word List in Experiment 1 

 

Table 15 One syllable words 

 

 

Table 16 Two syllable words 
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Table 17 Three syllable words 

 

 

Table 18 Four and Five syllable words 
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Appendix C. Word List in Experiment 2 

The following list shows all the words used in all sessions in Experiment 2. It lists out the 

commands that are in inner 4x4 array in bold. The non-bold words are in the edge of the 6x6 

array. 

Session 1: {"abode" , "dawn" , "earth" , "geese", "hall" , "keg" , "lad" , "maker" , 

"queen" , "table" , "water" , "ink" , "nail" , "jail" , "oats" , "venom" , " river", "yacht", "cabin", 

"salad", "pact", "fact", "baby", "charm", "skin", "plank", "folly" , "book", "code", "spree", "flag", 

"cigar", "bird", "power", "snake", "pelt"} 

Session 2: {"abyss" , "death" , "ego" , "gem" , "harp" , "kine" , "lake" , "mast" , "quest" , 

"tank" , "wench" , "inn" , "noose", "jelly" , "ocean", "vest" , "river", "yacht", "camp", "sauce", 

"panic", "fate", "bar", "chasm", "skull", "plank", "fork", "bosom", "coin", "stain", "flask", "city" , 

"blood", "pride", "soil", "pep"} 

Session 3: {"adage" , "deed" , "elbow" , "ghost" , "hide" , "king" , "lark" , "meat" , 

"river" , "thief" , "whale" , "iron" , "nun" , "joke" , "odour" , "unit" , "quest", "yacht", 

"candy", "sea", "paper", "fault", "bard", "chief", "sky", "plank", "form", "boss", "cord", "star", 

"flesh", "claw", "bloom", "pride", "soul", "piano"} 

Session 4: {"agony" , "dell" , "event" , "gift" , "hint" , "kiss" , "law" , "mercy" , "rock" , 

"thorn" , "wheat" , "irony" , "nymph" , "joy" , "opium" , "unit" , "quest", "yacht", "cane", 

"seat", "party", "fiord" , "baron", "child", "slave", "plank", "fowl" , "bowl", "core", "steam", 

"flood", "clock", "board", "pride", "spire", "pipe"} 

Session 5: {"air" , "demon" , "idea" , "gilt" , "home" , "nail" , "lawn" , "metal" , "rod" , 

"time" , "wife" , "earth" , "keg" , "judge" , "oven" , "unit" , "quest", "yacht", "car", "serf", 

"peach", "fire" , "beast", "chin", "slush", "plank", "fox" , "boy", "corn", "stone", "foam", "coast", 

"body", "pride", "spray", "plain"} 
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Session 6: {"amour" , "devil" , "idiom" , "girl" , "hoof" , "noose", "lemon" , "mind" , 

"rosin" , "toast" , "wine" , "ego" , "keg" , "jury" , "owner" , "unit" , "quest", "yacht", "cash", 

"shame", "pelt", "flag", "bird", "cigar", "snake", "plank", "frog", "brain", "cost", "storm", "fact", 

"charm", "pole", "pride", "skin", "pact"} 

Session 7: {"anger" , "dirt" , "ink" , "gist" , "hope" , "nun" , "lice" , "money" , "unit" , 

"tomb" , "woman" , "elbow" , "keg" , "jury" , "river" , "oats" , "quest", "yacht", "cat", "ship", 

"pep", "flask", "blood", "city" , "soil", "plank", "fun", "brute", "crag", "stub", "fate", "chasm", 

"pole", "pride", "skull", "panic"} 

Session 8: {"angle" , "doll" , "inn" , "glory" , "horse" , "nymph" , "life" , "monk" , 

"venom" , "tool" , "woods" , "event" , "kine" , "jury" , "rock" , "unit" , "quest", "yacht", "cell", 

"shock", "piano", "flesh", "bloom", "claw", "soul", "plank", "fur" , "brute", "crime", "style", 

"fault", "chief", "pole", "pride", "sky", "paper"} 
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Appendix D. System Description 

To understand the speech/gaze integration mode empirically, the experimental setup in Figure 37 

is (i.e., speech/gaze interface) installed on two computers, one for speech and the other for gaze. 

The experimental setup (i.e., hardware and software) is exactly identical in both the experiments. 

An IBM ViaVoice speech recognizer version 8.1 and an ISCAN eye tracker are used for the 

human factors experiments. User sits in front of the Speech Machine and performs the 

experiment. The system uses the Java Speech API (JSAPI) to connect to the IBM ViaVoice 

recognizer / synthesizer. The ISCAN interface (Figure 38) connects to the eye tracker and 

provides gaze input to the experimental application over a serial port. Speech input is recognized 

by the recognizer, and the synthesizer produces the speech output for the speech/gaze interface. 

Note that the experiments do not use the synthesizer and loud speakers. They are available for use 

in specific applications where synthesized speech response is required. The speech/gaze interface 

issues commands via a serial port to the gaze machine to invoke automatic gaze calibration. The 

eye tracker, upon receiving the commands from the speech machine over the serial port, performs 

gaze calibration for the subject automatically. Subsequently, the gaze machine provides the point 

of regard (POR) output, i.e., the location on the display where the eye is focused, back to the 

speech machine over the serial port. The serial port is used for duplex communication between 

the two machines to process gaze commands from speech machine to gaze machine and to send 

gaze output from gaze machine to speech machine. The gaze machine produces <x, y, d> tuples 

to the speech machine where (x, y) represent the gaze location of the subject’s eye on the speech 

machine display and d is the pupil diameter. The speech machine sends commands to the gaze 

machine to control the eye tracker for calibration, start/stop gaze recording, and to control the 

camera movements. 
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Figure 37 System Installation for Speech/Gaze Interaction Experiments 

Figure 38 shows the interface of the ISCAN eye tracker which consists of various 

graphical resources to control the operation of the eye tracker. These controls handle eye tracking, 

POR / Calibration, Camera Movement, and Scene/Eye Monitor. The eye tracking controls handle 

the display of cross-hairs, corneal/pupil reflection thresholds and image gate (i.e., the white 

rectangular border in the “EYE MONITOR – EXPANDED VIEW”). The POR / Calibration 

controls manage the point of regard and calibration procedures. The PAN / TILT controls manage 

the physical camera movements. The two small rectangular areas on the right side of the screen 

show the scene and eye video streams. These streams can be viewed in an expanded mode as 

shown in the center of the screen as illustrated by the “EYE MONITOR – EXPANDED VIEW”. 

Also, there is an “options” control below “EYE MONITOR – EXPANDED VIEW” which 

manages the gaze data recording. The eye tracker is active when the “Track Active” is checked 

(above PAN/TILT controls) and continuously provides the eye coordinate information on the 

object plane. The eye tracker is configured to provide the <x, y, d> tuples to the speech machine 

over a serial port. 
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Figure 38 ISCAN Interface 

The speech/gaze experiments are programmed in Java and run on the speech machine. 

Several design choices have to be made in light of carrying out the experiments to collect the data 

consistently. The system setup is installed on two machines because both the speech recognition 

and eye tracking are computationally intensive tasks which may compete for the system resources 

simultaneously. Installing the experimental setup on two machines ensures both modalities 

running freely on independent machines providing their output. The IBM Via Voice recognizer is 

less expensive and serves the purpose of simulating problems with real-world speech 

understanding. The ISCAN eye tracker is chosen because it samples the eye movements at field 

rates i.e., 60Hz which is representative of an eye tracker that can be used in a practical real-time 

application. The eye tracker chosen does not include any head mounted device and mimics a real 

natural human machine interaction. 

The current system on two computers often poses challenges in synchronizing clocks 

between them. Monitoring and correcting for the differences between the clocks is crucial to the 

data analysis. Section E.5 describes how the data is validated with respect to clock timing 
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differences across two machines. 

Apart from system limitations, there are several factors contributing to the complexity of 

speech and gaze human machine interactions. Although speech recognizers are highly advanced 

in recent years, recognizers are still having problems in real-world applications, and often require 

extensive training information to be able to accurately recognize all nuances of various accents. 

Gaze naturally is highly unpredictable in its nature and is very difficult to track accurately. 

Moreover, the calibration may not hold long and start producing errors in gaze tracking. In 

addition to the system and modality limitations, the speech/gaze interaction patterns are highly 

unpredictable and often yield dynamic and random interaction patterns. All of these factors are 

carefully considered and appropriate precautionary measures are taken to validate the data capture 

process which is explained in great detail later in this chapter. 
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Appendix E. Data Capture and Validation 

In this section, the data capture and the validation process is described for the data recorded on 

the speech and gaze machines. It illustrates an example of the raw gaze data file recorded on the 

gaze machine and how the same data is obtained on the speech machine over a serial port 

connection. It also validates that the two machines’ setup is not impacting the data analysis in any 

manner and provides the measures taken to ensure the validity of the data capture process. This 

section also describes the post processing involved in preparing the data to be suitable to be used 

by predictive / adaptive models. First, the data collection process is described here because it is 

complex and so connected to the differences for each of the experiments. Then, the data 

capture/validation relevant to each experiment is described. 

E.1. Raw Gaze Data 

Recording scanpaths properly is an important task in obtaining the gaze data consistently. The 

eye tracker used in both the experiments obtains the data as a sequence of tuples <n,x,y,d> (in a 

file <subject.tda>), where n is the gaze sample number recorded by the eye tracker, (x, y) is the 

point of regard and d is the pupil diameter. A header section followed by the summary 

information is captured for each run of the experiment. The eye tracker records the raw gaze 

samples’ start date and time and tags them with a sample number i.e., n. This gaze data captured 

on the gaze machine is identical in both experiments. 

 Figure 39 shows the raw gaze data recorded by the ISCAN eye tracker. It contains three 

sections Header, Summary, and Raw Gaze Tuples. The first 4 lines of the Header section contain 

the ISCAN’s logo information. After that, it shows the number of runs and the total number of 

gaze samples recorded. Each run is a recording session in the ISCAN system. Run information 

includes the Run#, Date, StartTime, Samples, Samples/Sec, RunSecs, ImageFile, and Description. 

The RunSecs is the total time span of the recording session. ImageFile and Description are not 
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used. The Summary section shows the statistics of the gaze data for the three parameters POR 

H1A (i.e., x-coordinate), POR V1A (i.e., y-coordinate), and Pupil D1 (i.e., pupil diameter d).  The 

gaze data in section Raw Gaze Tuples is preprocessed to create tuples <seqno, timestamp, x, y, d> 

where the seqno is a 0 based index of the gaze sample as generated by the eye tracker. The seqno 

and start time in Header are used to compute the timestamp of each gaze sample in the gaze data. 

The (x, y, d) indicate x-coordinate, y-coordinate, and pupil diameter. 

 

Figure 39 Raw Gaze Data 

E.2. Speech Machine Data 

An important factor to be considered in a multimodal (speech/gaze) interaction is the speech 

recognition accuracy. Regardless of the performance of the speech recognizer, speech recognition 

can be error prone due to ambient conditions and variations in user pronunciation from time to 

time. A word uttered by the subject may not always be recognized properly. For any utterance, 
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the current IBM Via Voice speech recognizer issues a speech-start, speech-end, and speech-

accept/speech-reject events in that order. It either issues a speech-accept or speech-reject event 

but not both. These three events indicate whether an utterance is processed by the recognizer 

correctly or not. Speech accept and reject events are indicated by A and R in Table 19. An accept 

event means that the audio signal corresponds to and finds a word from among the set of words in 

the grammar with maximum probability. When the recognizer issues a reject event, it may still 

produce a word for the audio signal but it only means that the confidence level on the word is 

below the threshold level set in the recognizer configuration. After the recognizer produces a 

word corresponding to the audio signal, the word doesn’t necessarily have to match what is 

displayed on the screen. If the word shown on the screen is same as the word the recognizer 

thinks the audio signal corresponds to, then it is indicated by M  (i.e., a match). If it is a mismatch 

then it is indicated by m. Since there is a timeout in the experiments (3 seconds in Experiment 1 

and 15 seconds in Experiment 2) for each trial, the recognition results of the current trial can 

come after the next trial starts. This can happen because the subject may speak the word just 

about when the timeout happens. Hence, the result from the recognizer is recorded during the 

next trial. Note that the timeout depends on the task complexity. An ‘n’  is added to A or R 

indicating that it is during the next trial when the result is obtained. Table 19 illustrates various 

scenarios that exist in the speech/gaze correlation experiments. If the recognizer produces accept 

or reject event, then the audio signal is considered to be finalized or it is considered to be un-

finalized from the recognizer point of view. Few trials are rejected because the information is not 

sufficient in those trials to determine whether they fall into any one of the acceptable categories 

defined below. These categories are used in analyzing the data captured from Experiment 1 and 2 

in the next couple of sections. 
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Table 19 Speech Recognition Categories 

The speech machine records the data (in a file <subject.txt>) from both the eye tracker 

and the speech recognizer as a set of events when subjects are taking part in the experiment. This 

data recording on the speech machine is exactly identical in both experiments. Each <subject.txt> 

file contains all trials of the experiment for that subject. Each trial in the data sequence (in 

<subject.txt>) obtained on the speech machine can be illustrated as 4 event segments: Marker 

Display / Dismissal segment, Word Display / Speech Start segment, Speech Start / Stop segment, 

and Recognizer Finalization segment. Conceptually, these data segments are applicable to both 

experiments. Each trial in Experiment 1 or Experiment 2 collects all these data segments. Each 

row in these data segments represents an event record. Each event record consists of 10 columns 

as described in Table 20. Examples of event records are illustrated later in Table 23 through 

Table 26 for Experiment 1and in Table 29 through Table 32 for Experiment 2. 

 

Table 20 Speech Machine Event Tuple 

 The eT values are timestamps in milliseconds for events recorded by the speech machine. 
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These values are all consistently positive and monotonically increasing in every trial in both 

experiments. For all events of the type GazeCaptured, (Xg, Yg) is the gaze location in eye 

tracker’s reference plane (512x512) which is converted as (Xs, Ys) onto speech machine’s display 

coordinate system. Sometimes (Xg, Yg) is recorded as (0, 0) because the eye tracker may not be 

able to track the subject’s eye due to subject’s movements, blinks etc. (Xs, Ys) will be recorded as 

(0, 0) whenever (Xg, Yg) is (0, 0). Whenever the event is not GazeCaptured, the (Xs, Ys) and (Xg, 

Yg) are identical in all data tables. For example, GazeIn indicates an internal experiment event 

denoting that the gaze is inside the target object and GazeFire indicates that the application event 

has been generated. The values in column D indicate the pupil diameter and when the data is not 

recordable or applicable it is recorded as -999 (only to indicate it’s not a good recorded value). 

The Ss and Se columns are present to extract the speech recognizer’s start and end timestamps of 

utterances. However, these can be recorded only when the recognizer issues the utterance 

recognition results. Most of the time, these values are recorded as –1 indicating invalid values and 

can’t be interpreted. However, in Experiment 1 and 2 these columns are overloaded to record 

additional data for keeping the data structures consistent. There are several event types that are 

tracked in both the experiments. CorrelationMarkerShow is an event indicating that the marker is 

being displayed and CorrelationAppOnCommand indicates that the experiment has taken an 

action on the event generated by the system. Several events like CorrelationWordShow, 

CorrelationWordCenter, SpeechStarted, SpeechStopped, SpeechTag, SpeechToken, 

SpeechAdjustedToken, SpeechAccepted, SpeechRejected etc. are recorded by both experiments.  

The Context column contains additional information recorded by experiments which can be used 

in data pre-processing. For example, if the context of CorrelationWordShow and context of 

CorrelationAppOnCommand are equal, then it means that that word uttered by the subject has 

been recognized accurately by the speech recognizer. All these events mean the same and their 

processing is identical in both the experiments. In the next two sections two scanpaths, one for 

each experiment, are described in detail to illustrate the data segments pertinent to the respective 
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experiments. The data segments of each trial in either Experiment 1 or 2 illustrate the detailed 

nature of the user behavior in terms of the events happening in the interaction for respective tasks. 

This helps in understanding the integration model parameters involved in the speech/gaze 

interaction process. 

E.3. Experiment 1 Data Capture 

Each subject runs the experiment to produce N number of scanpaths/interaction-samples. The 

subject runs the experiment for as long as there is no discomfort and hence the samples collected 

varied among the subjects in the constraint-free experiment. Experiment 1 data can be used to 

illustrate the fatigue levels that can be tolerated by various people in using the interface. But there 

is no clear relation that can be established between the number of samples/scanpaths and the user 

fatigue levels. However, not all the samples can be utilized in the analysis because not all 

samples/scanpaths are usable. 
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Figure 40 Scanpath classification using Recognition Categories in Constraint-Free Task 

 Figure 40 illustrates the proportions of samples with various categories during the 

Experiment 1. Only the first 100 samples of all subjects’ usable samples are used for the analysis. 

The recognizer speech start/end events indicate approximate timings of the audio signal start/end 

from the recognizer. When the utterance is finalized with accept/reject event, the recognizer 

adjusts the start/end timestamps which reflect more accurate timestamps for the start/end of 

speech (described later in this chapter). The adaptive/predictive models can use the start/end 

events’ timestamps when the finalized start/end timestamps are not available instead of rejecting 

the scanpaths. Notice also that there is considerable false rejection and false acceptance of subject 

utterances due to either user pronunciation errors or speech recognition errors. 
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Table 21 Scanpath Recognition Analysis in One Word Task 

From Table 21, it can be seen that there is a considerable percentage (i.e., 6.82%) of total 

data that did not receive accept/reject events or unfinalized. Note that only the rejected samples 

as defined in Table 19 cannot be processed because these samples do not have SpeechStart / 

SpeechStop events in addition to missing recognizer finalization events. If a speech start event is 

received then that sample can be processed though it may not be the accurate utterance start 

timestamp.  

Apart from this kind of recognition categorization, Table 22 evaluates the recognizer’s 

performance during good and bad recognitions. This is required to understand if the samples need 
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to be treated any different if the recognition is delayed. It can be seen that the recognizer is 

84.20% effective when processing the utterances which it can recognize quickly. Also, its 

performance is almost identical at 83.01% when the recognizer delayed recognizing the utterance. 

 

Table 22 Performance of the Speech Recognizer in One Word Task 

 The Marker Display / Dismissal segment for Experiment 1 consists of events from the 

time the marker is shown to the point when the subject looks at the marker. This can be seen in 

Table 23 where the EventName in the first line indicates the marker display event and the 

EventName in the last line denotes that the subject has dismissed the marker by looking at it. The 

marker (i.e., + or cross-hair in Experiment 1) is shown as a reference before the word is looked at. 

When the subject looks at the marker it is registered as an application event 

CorrelationAppOnCommand. Line 7 (apart from header row) indicates that some of the gaze 

samples are skipped in displaying the data segment. Also, line 8 indicates that the gaze data is not 

recordable during that time possibly due to user movements. 
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Table 23 Raw Speech Machine Data – Marker Display / Dismissal in Experiment 1 

The Word Display / Speech Start data segment (Table 24) captures the data from the 

point when the subject looks at the marker to the point when the subject starts speaking. Gaze is 

captured continuously all the time in all the data segments. Each data segment is analyzed further 

to compute the accurate timestamps of all events in the data segments. 

 

Table 24 Raw Speech Machine Data – Word Display / Speech Start in Experiment 1 

The Speech Start / Stop data segment (Table 25) captures the data from the point when 

the subject starts speaking to the point when the subject stops speaking. The first and last lines 

indicate these speech start/stop events. These events correspond to the speech recognizer’s 
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application programming interface (API) events. 

 

Table 25 Raw Speech Machine Data – Speech Start / Stop in Experiment 1 

The Recognizer Finalization data segment (Table 26) captures the data from the point 

when the subject stops speaking to the point when the subject starts the next trial. In this segment, 

the recognizer’s finalized events are received which gives the final and accurate timestamps of 

the word utterance. Note the Ss and Se columns now contain the finalized word timestamps from 

the recognizer. Also, the <Xs, Ys, Xg, Yg> columns are all 0 because the gaze data is not 

applicable during these events’ collection. The value of D is set to -999 when it is not applicable 

to the event. 

 

Table 26 Raw Speech Machine Data – Recognizer Finalization in Experiment 1 

In the IBM Via Voice speech recognizer, it is observed that the timestamps for the API 

events for SpeechStart and SpeechStop do not match with the finalized timestamps of word 

utterance. The finalized timestamps are the accurate timestamps from the recognizer. Sometimes 

the recognition engine may not be able to recognize the speech due to ambient noise and in those 

cases the API events SpeechStart and SpeechStop can help analyze the interaction. In Table 27, 

the SpeechStarted event (line 1) timestamp is greater than finalized speech start-timestamp 

(column Ss in line 14) from the recognizer. Similarly the SpeechStopped event (line 11) 
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timestamp is greater than the finalized speech stop-timestamp (column Se in line 14) from the 

recognizer. This is because the subject’s speech utterance starts before the recognizer can issue an 

API speech-start-event and similarly the subject’s speech utterance stops before the recognizer 

can issue an API speech-stop-event. 

 

Table 27 Raw Speech Machine Data – Recognizer API events / Finalization in Experiment 1 

E.4. Experiment 2 Data Capture 

In Experiment 2, the subjects speak only 5 words in each session. One might expect that a word 

repeatedly pronounced should make the recognition of the word consistent. However, Table 28 

shows recognition performance for different users (i.e., 20 from the total number of subjects in 

Experiment 2) and for different words by a single user. Column 1 in Table 28 corresponds to the 

session number in Experiment 2. Column 2 is the target word location in the 6x6 array. Column 3 

(starting with u1) to 28 indicate the number of times a word is successfully recognized out of the 

total number of times the word is uttered, for each subject. Each row corresponds to a single word 

recognition performance by different users. It can be seen that a word can not be recognized all 

the time for a single user. Also, a single word cannot be recognized when spoken by multiple 

users. This poses a challenge in speech interfaces as to which word should be chosen as the 

command in the interface. It has never been a problem in non-multimodal (i.e. keyboard and 
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mouse) systems because the user always clicks the command required. With the advent of 

multimodal systems, the different pronunciations of the command require additional 

disambiguation like gaze.



 

 

 

Table 28 Recognition Performance in Menu System for a subset of users in Experiment 2 

1
2

4
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Table 29 Raw Speech Machine Data – Marker Display / Dismissal in Experiment 2 

Table 29 through Table 32 indicates all the four data segments of a single trial in 

Experiment 2. Although experiments 1 and 2 are identical in that the subject speaks only a single 

word in a trial, there are several differences in the task complexity with respect to gaze. The 

subject looks at a cross-hair ‘+’ in Experiment 1 (Table 23) whereas the subject looks at a letter in 

Experiment 2 (Table 29). 

There is more gaze activity due to interference (i.e., surrounding objects) in Experiment 2 

than in Experiment 1(Table 30 and Table 24). The subject need not have to remember anything 

after looking at the cross-hair in Experiment 1 whereas the subject needs to remember the letter 

until the subject speaks the word in Experiment 2. Experiment 1 displays only one word whereas 

Experiment 2 displays 36 words. 
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Table 30 Raw Speech Machine Data – Word Display / Speech Start in Experiment 2 
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Table 31 Raw Speech Machine Data –Speech Start / Stop in Experiment 2 

Table 25 and Table 31 are identical for SpeechStart / SpeechStop events. Similarly Table 

26 and Table 32 are identical for recognizer finalization events of the trial. 

 

Table 32 Raw Speech Machine Data – Recognizer Finalization in Experiment 2 

 

Table 33 Raw Speech Machine Data – Recognizer API events / Finalization in Experiment 2 

Table 33 shows how the recognizer’s finalized timestamps differ from the API events 

from the recognizer, similar to Table 27. 
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E.5. Gaze/Speech Data Preprocessing 

Each subject performs a set of trials of an experiment. Each trial constitutes of a set of speech 

events and gaze samples collectively called a scanpath. The data collected for each scanpath 

needs to be verified and preprocessed before the data can be used as input to the 

predictive/adaptive models. Figure 41 illustrates the pre-processing where the two event datasets, 

the raw gaze data generated by the gaze machine <subject>.tda and the raw speech machine data 

<subject>.txt, are processed to generate a set of internal data structures. The GazePreProcessor 

(Figure 41) creates a gaze data file g.g as sent by the gaze machine. The EventIndexer and 

SpeechMachineDataPreProcessor create another gaze data file s.g, which is the gaze data as 

received by the speech machine. The two gaze data files g.g and s.g are aligned to verify that the 

data sent by the gaze machine is the same as the gaze data received by the speech machine. The 

EventAnalyzer creates additional internal data structures required by the prediction/adaptation 

models. 

 

Figure 41 Preprocessing of Event Data 

The two gaze data files collected on gaze and speech machines g.g and s.g (Figure 41) are 

compared for <x, y, d> tuples to ensure there is no synchronization problems in data transmission 
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between the two machines. Figure 42 indicates the alignment algorithm to verify the data 

transmission between the two machines. B and E mark the beginning and ending of the string of 

zeros which are used to calculate the maximum length of the sequence of (0, 0)’s. The maximum 

length sequence ensures that the data is aligned between the machines from some point of time. 

Data alignment verification ensures data integrity and data transmission order between speech 

and gaze machines. It is only a validation mechanism and does not have any impact on 

experimental results. 

 

Figure 42 Data Alignment Algorithm 
 
A gaze sample g(x, y, d) obtained on gaze machine at time t1 is received by the speech 

machine at time t2>t1. Ideally speaking t2-t1 should be zero or close to zero. In reality, there are 

several factors contributing to a non-zero time delay. There is always a finite non-zero delay in 

transmitting the gaze sample data from gaze machine to speech machine over a serial port. Also, 

the clocks on the two machines could be different attributing to a fixed time delay term regardless 

of careful clock setting on both machines. Two time delays global and local are computed to 
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ensure the time delay of gaze data collected from the two machines is not reflected in the results 

in any manner. The global time delay is the difference of the gaze sample timestamp on the 

speech machine and the corresponding gaze sample’s timestamp on gaze machine. The local time 

delay of a gaze sample is calculated with reference to the scanpath’s starting time using the 60Hz 

sampling rate of the eye tracker. The timestamp of gaze samples in each scanpath are calculated 

as multiples of 16 (with a fixed offset from scanpath’s starting timestamp) and then compared 

with the actual event timestamp. Both the local (Figure 43) and global (Figure 44) time delays are 

periodic in nature. The amplitude of the global or local time delay is of the order of 10ms 

indicating that the error in gaze sample’s timestamp due to experimental setup is of the order of 

10ms. Note that this correction is not applied in the data processing and is left for future studies. 

The fixed offset of global time delay compared to local delay is due to the clock settings on both 

machines and can safely be ignored. One can also observe an occasional large spike (Figure 43 

and Figure 44) in the time delay which can be attributed to serial port communication delay due 

to buffering. Even if both speech recognition and eye tracking were to be running on a single 

machine system, they can compete for system resources and potentially introduce timestamp 

errors. It may not be even possible to compute these timestamp errors accurately because the 

operating system or the device driver’s log information would be needed to analyze them. And 

logging such low level information would potentially invalidate the whole results because of 

additional delay in writing such low level information. So, an experimental setup on two 

machines for this kind of high computational task is reasonable provided the data capture process 

is validated. 
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Figure 43 Gaze Sample Local Timestamp Differences 

 

Figure 44 Gaze Sample Global Timestamp Differences 

E.6. Scanpath Analysis 

A scanpath can be informally defined as a set of gaze samples a subject traverses through on the 
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screen in an interaction which contains both fixations and saccades (i.e., sudden displacements of 

the eye from one location in space to another or between two fixations). Each trial of both the 

experiments is treated as a scanpath. The scanpath contains gaze tuples (x, y, d) where (x, y) is the 

gaze location as computed by the eye tracker that is interpolated to the target screen and d is the 

pupil diameter. Factors like user movements and blinks cause the (x, y, d) tuples to contain (0, 0) 

values for location coordinates. To avoid the effect of these zeros on fixations, the scanpath’s 

gaze data is interpolated to fill these zero-sequences. Table 34 defines various categories in the 

gaze data and illustrates whether these categories are interpolated or not. For each scanpath (i.e., a 

trial in either Experiment 1 or 2), mean dm and standard deviation ds of pupil diameter for all 

gaze samples is computed and for each sequence of (0, 0) in the gaze data, an average value of 

pupil diameter Dnz is calculated. A sequence of (0, 0) values is considered for interpolation if 

Dnz > dm – ds otherwise it is not considered for interpolation (i.e., a potential blink). 

Data has been analyzed with and without interpolating blinks but no significant impact 

has been found on speech/gaze integration. The results are shown without interpolating the blinks 

in order to align closely with the underlying physical process. However, further research is 

necessary to understand the full impact of interpolation on integration model. 

 

Table 34 Gaze Categories 

Figure 45 shows the raw coordinates (Xs, Ys) of all gaze samples of a single scan path of 

a subject (a, c) and the same data after the interpolation (b, d). In this case the interpolation 

doesn’t have any affect on the raw gaze data other than a smoothing effect. Notice that the blink 

i.e., long sequence of (0, 0) values is not interpolated. 
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Figure 45 Good Scanpath Gaze Interpolation 

Figure 45(e, f, and h) shows the pupil diameter while the Figure 45g shows the point to 

point distance. As can be observed from Figure 45e, all the pupil diameter values are very well 

distributed within a small range of values. It indicates that the eye is wide open (except in blink) 

during the entire scanpath consistently and the eye tracker has been able to track the eye 

efficiently. 
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Figure 46 Bad Scanpath Gaze Interpolation 

Figure 46 (a, c) shows that many (0, 0) coordinates received for eye measurements during 

this scanpath. The filtered result in Figure 46 (b, d) shows the effectiveness of filtering the 

scanpath to eliminate the (0, 0) values. This large number of (0, 0) values can be attributed to 

either the subject movements or equipment errors where the eye tracker is not able to measure the 

eye position accurately. The (0, 0) values in the raw data have been interpolated to avoid an 

impact on fixation computations. Figure 46 shows the pupil diameter statistics in (e, f, and h) 
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while the point to point distance (Figure 46g) indicates the point to point L2 distance. 

Figure 47 and Figure 48 show similar curves for another bad scanpath when the gaze data 

is interpolated during blinks. Notice that the filtered curves in Figure 47(b, d) do not include any 

(0, 0) values in the (x, y) coordinates. The last dip in the Figure 47(a, c) which corresponds to the 

blink (as can be verified from Figure 47a) has also been interpolated.  

 

Figure 47 Bad Scanpath Gaze Interpolation (blink interpolated) 

                 

Figure 48 Bad Scanpath Parameters (blink interpolated) 
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Figure 47 and Figure 48 are illustrated to indicate how interpolation affects blinks if 

blinks were to be interpolated. But the data analysis is performed without interpolating blinks to 

model the underlying physical process as accurately as possible. 

A good scanpath (i.e., small number of <0, 0> gaze samples) or bad scanpath (i.e., very 

large number of <0, 0> gaze samples) after interpolation becomes usable for fixation 

computations. Each scanpath consists of various events as illustrated in Figure 49. The events 

file, <subject>.txt, generated by the experiments is analyzed by EventAnalyzer to create scanpath 

samples. Each scanpath contains 4 data segments (Marker Display / Dismissal segment, Word(s) 

Display / Speech Start segment, Speech Start / Stop segment, and Recognizer Finalization 

segment) and each subject’s scanpath samples are analyzed to produce various internal data 

structures.
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E.7. Search Discriminants 

Target objects can be different in size and location in an application interface. Instead of the 

target object properties, a search region on the screen is established to determine if the gaze is in 

that search region. There are 6 different search regions or discriminants defined in the data 

analysis namely: small rectangle, big rectangle, small circle, big circle, small ellipse, and big 

ellipse. Small rectangle is the tightest rectangle fitting the target object while the big rectangle is 

bigger by 100% in height and 50% in width. Small circle is chosen to have 50 pixels radius while 

big circle is double that of small circle. The small ellipse bounds the target object from outside. 

The big ellipse leaves some gap around the target object. Big exscribed (i.e., bounding the target 

object from outside) ellipse has been the most widely used discriminant throughout the data 

analysis. For each of the scanpaths, (x, y) of the gaze feature and predicted location of gaze are 

tested to check if it falls inside the search region defined by these discriminants. If the point is 

inside the search region it is considered to be a hit otherwise a miss. For each subject, a 

probability of prediction is calculated using the number of scanpaths inside the search region out 

of the total number of scanpaths. Figure 50, Figure 51, and Figure 52 illustrate how the big ellipse 

circumscribes the small, medium, and large words respectively. For the small word it has a little 

more room for fixations to fall within the search region than for the large word. However, the big 

ellipse is big enough to capture the fixation falling in the search region for all target objects 

because it accounts for the object dimensions. It provides a tight search region without 

overlapping on the nearby objects, thus helping build effective user interfaces without wasting 

much of the screen space. Table 35 and Table 36 show the detailed descriptions of the 

discriminants and the parameters involved. 
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Figure 50 Scanpath Detailed Analysis of Small Word 

 

Figure 51 Scanpath Detailed Analysis of Medium Word 
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Figure 52 Scanpath Detailed Analysis of Large Word 

 

Table 35 Search Region Discriminants’ Variables 
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Table 36 Search Region Discriminants 

E.8. Interaction Scanpaths 

Fixations, instead of raw gaze samples, are a better estimate of the user’s gaze when analyzing 

scanpaths. Moreover, using raw gaze samples is error prone due to equipment problems and 

calibration inaccuracies. So each scanpath produces a set of fixations, which are indexed based on 

speech onset time, which are plotted as shown in Figure 53 through Figure 58. The fixations 

obtained depend on the fixation algorithm and these figures show dispersion based fixations 

along with the raw gaze data in each plot. Each scanpath is analyzed based on the raw gaze data 

(Figure 53, Figure 54, and Figure 55) or interpolated gaze data (Figure 56, Figure 57, and Figure 

58) for calculating fixations. The gaze data of a scanpath is split into three sections: gaze data 

before the word/menu is displayed (Figure 53 and Figure 56), gaze data after the word is 

displayed and before the speech starts (Figure 54 and Figure 57), and gaze data after the speech 

started (Figure 55 and Figure 58). Similarly, Figure 59 through Figure 64 illustrates a sample 

scanpath in the menu interaction task in Experiment 2. Note that Figure 63 has several gaze 

samples interpolated when compared to Figure 60. 
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Figure 53 Scanpath of Word Reading Experiment – raw gaze reaching cursor 

 

Figure 54 Scanpath of Word Reading Experiment – raw gaze before speech start 
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Figure 55 Scanpath of Word Reading Experiment – raw gaze after speech start 

 

Figure 56 Scanpath of Word Reading Experiment – interpolated gaze reaching cursor 
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Figure 57 Scanpath of Word Reading Experiment – interpolated gaze before speech start 

 

Figure 58 Scanpath of Word Reading Experiment – interpolated gaze after speech start 
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Figure 59 Scanpath of Menu System Interaction – raw gaze reaching cursor 

 

Figure 60 Scanpath of Menu System Interaction – raw gaze before speech start 
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Figure 61 Scanpath of Menu System Interaction – raw gaze after speech start 

 

Figure 62 Scanpath of Menu System Interaction – interpolated gaze reaching cursor 
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Figure 63 Scanpath of Menu System Interaction – interpolated gaze before speech start 

 

Figure 64 Scanpath of Menu System Interaction – interpolated gaze after speech start 
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E.9. Experiment Limitations/Design Choices 

In this section, some of the main limitations and design choices pertinent to the speech/gaze 

integration model will be described. These are applicable equally to both experiments. First, the 

words selected for both the experiments are analyzed for their characteristics. Second, the effect 

of speech training on recognition accuracy is discussed. Third, gaze calibration impact on eye 

tracking is discussed. Finally, the importance of obtaining the accurate timestamps from the 

speech recognizer is emphasized. 

Choosing words for the subjects to utter, is an important criterion in the speech/gaze 

interaction behavior. If the word is familiar to the subject, then it may be possible for the subject 

to use peripheral vision to read the word quickly. When the word is not known, the user has to 

look at the word before reading it. The time to read the word depends on the complexity of the 

word being displayed. It is hypothesized that the more complex and unfamiliar a word is, the 

longer the gaze span is around the word. But only the speech onset time alone is of interest, which 

reflects gaze location around the word. It is not clear how the onset time is affected depending on 

the word though. So a mix of multi-syllable words was chosen in the experiment for even 

distribution of the interaction onset times.  

 

Table 37 Words Statistics 

Table 37 shows the word statistics for words chosen for Experiment 1 [Appendix B]. 

These words are generated using a word list generator [132]. K-F Frequency refers to the word 

frequency as defined in “Computational Analysis of Present-Day American English” published in 

1967 by Henry Kucera and Nelson Francis. They analyzed and compiled several statistics on 
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about a million words collected from various sources. Correctness refers to whether the word has 

any semantic meaning associated with it. Imagery measures the extent of associating a word to 

any image in cognitive memory. Meaningfulness measures the ease with which a word can be 

learned. 

The length of words (chosen in this dissertation) in pixels and the number of characters 

are illustrated in Figure 65. Note that the word list for Experiment 2 is a subset of Experiment 1. 

Figure 65(a, c) shows the length of words in pixels and number of characters for all users 

individually. Figure 65(b, d) shows the average length of words in pixels and number of 

characters of all users. 

 

Figure 65 Word Length Statistics in Constraint-Free Interaction 
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E.9.1. Effect of Speech Training/Recognition 

In current speech and gaze experiments, the speech recognizer issues various kinds of events 

indicating the state changes inside the recognizer. These events help applications determine how 

to process the information coming from the recognizer. For example, events like SpeechStarted, 

SpeechStopped, and SpeechAccepted are very critical in data processing. The following illustrate 

different scenarios that exist in the current speech/gaze experiments. 

- Displayed word and the word recognized by the recognizer are the same. This is a 

perfectly valid interaction. Gaze and speech can reinforce each other for more 

effectiveness of the interface. Note that there is no guarantee that gaze is really 

looking at the word being spoken, but it can help reinforce a valid interaction in a 

noisy environment. 

- Recognizer recognizes the acoustic signal as a valid word in the grammar but it is not 

the current word shown on the screen i.e., the displayed word is “run” and recognizer 

heard it as “trumpet” from the signal processing. This is an “Accepted Successful 

Recognition” from the recognizer point of view but it is not the word on the screen. 

Gaze in this case can help verify what’s on the screen and whether it is same as 

what’s heard. Thus, “gaze aids speech”. 

- Recognizer totally doesn’t understand the word or it rejects the acoustic signal for not 

being able to process. Then the only information available is gaze pointing at the 

command button. Thus, gaze aids speech. 

- Recognizer couldn’t give any conclusive answer other than saying when speech 

started and ended. These kinds of scanpaths can also be used because the speech start 

and end event times are still available from API events (but these are not accurate 

because the recognizer didn’t finalize them with an Accept/Reject). But in this case 

these times are not going to be accurate because they are not the timestamps as 
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perceived by the recognizer. However, they can be used for an approximation of the 

start/end times of speech to make the interface more robust. Thus, gaze aids speech. 

The recognizer issues events to the application when speech starts and ends. When an 

event like this is received, it is only an approximation from the engine for that event. When the 

engine finalizes the acceptance/reject of the utterance as a valid/invalid word, it ‘corrects’, 

internally, the timestamps and provides more accurate timestamps. Sometimes the engine can be 

simply quiet and may not issue the speech start/end events. It doesn’t even give the accept/reject 

finalization events. Basically the recognizer doesn’t give any information for that 

interaction/scanpath sample. Then there is no way of knowing anything about that 

utterance/interaction. It can happen because of the recognizer’s implementation. Even with a 

better recognizer these kinds of things may potentially happen. These scanpaths cannot be used in 

the data analysis at all because it is insufficient information to construct a scanpath as the 

corresponding speech start time is not available to analyze the fixations. Currently these are being 

filtered out. 

In the current speech/gaze experiments, each subject speaks around 100-250 words in 

Experiment 1 [Appendix B] and 400 words in Experiment 2 [Appendix C]. Not all the words may 

be successfully recognized by the speech recognizer. Although recognizers claim to be very 

efficient in recognizing the user’s speech, the successful recognition depends on several factors 

like pronunciation, accents, ambient conditions etc. Some recognizers claim zero training time 

while others claim minimal training time. However, IBM Via Voice, the recognizer that is used in 

the speech/gaze interaction experiments, has given reasonable recognition results among all the 

recognizers that have been tried (Via Voice, SpeechWorks, MS Speech API). Dragon’s naturally 

speaking, HTK/ATK and Sphinx are among other recognizers which need to be explored in the 

future to understand the speech recognizer’s influence on the speech/gaze interaction. Even 

though Via Voice claimed to be recognizing with the least training time, experience has shown 

that for best results, it requires a minimum of 30 mins to about 3 hours of training time. 
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Sometimes it’s not even the time spent in training that determines the recognition accuracy. It is 

mostly to do with the quality of training and the distribution of words in the training text. Each 

subject is trained with the same text from the recognizer before running the experiments. The 

following factors need to be considered when a recognition error occurs. 

• Should the experiment make a second recognition attempt? 

• How many recognition retry attempts should be used? What will be the effect of these 

retries in speech/gaze interaction? 

• Will the fixation formation and speech/gaze interaction be affected by the recognition 

errors? 

If the word is recognized successfully, the word disappears from the screen immediately 

starting the next interaction. However, when a word is not recognized, it is not a failed 

interaction. Speech onset time captured in a failed (i.e., not-recognized successfully by the speech 

recognizer) interaction is enough to understand the speech/gaze interaction behavior. The 

problem in further attempts to recognize the word is that it may not give accurate interaction 

behavior. Moreover, it is not necessary that the gaze is around the word after the first attempt 

because the user is familiar with the word after the first attempt. Only during the first attempt is 

the cognitive processing triggered which captures the speech/gaze interaction accurately. During 

subsequent attempts, gaze may be jumping off to a different location giving a saccade before 

coming back to the word. Capturing the speech onset time during the first attempt accurately 

reflects speech/gaze interaction regardless of the speech recognition success/failure. Currently a 

word appearing on the screen disappears if the recognition is successful or if the word it timed 

out. The timeout depends on the task being performed. For simple tasks like in Experiment 1 

timeout is 3 seconds and for complex tasks like in Experiment 2 the timeout is 15 seconds. The 

system’s dependency on speech onset time instead of speech recognition accuracy reduces the 

need for higher accuracy of speech recognition and also allows for the system to be usable under 

less constrained environments. 



153 

 

E.9.2. Effect of Gaze Calibration 

The speech/gaze interaction behavior depends more heavily on the gaze data being accurate than 

on the speech because of the high sensitivity of gaze over speech. Also, gaze is much faster than 

speech and is difficult to track. In order to obtain the gaze data accurately, gaze needs to be 

calibrated carefully and accurately. Even after careful calibration, gaze can drift over the time due 

to data acquisition problems with the equipment. Also, the users may be moving their head 

position when interacting with the machine which can offset the gaze. In order to mitigate gaze 

errors and to calculate error in gaze data, each subject looks at a few scattered points on the 

screen after completing the gaze calibration. The user looks at these predefined points on the 

screen and the system calculates the gaze accuracy. Although it can not be established that the 

user is really looking at the predefined point, it can at least compute the gaze calibration and 

tracking errors. 

 Gaze can drift over time due to several factors like equipment correction, user 

movements, etc. Its accuracy may decrease as the experiment runs for longer intervals. In order to 

mitigate the effect of gaze degradation, each session is run independently calibrating gaze every 

time (Note that there is an ongoing development effort among eye tracker suppliers to simplify 

and improve the calibration process). Each session is allowed to run a maximum of 10-15 

minutes. The session length depends on the recognition accuracy and the subject’s ability to 

complete the task. The break between sessions also provides enough rest to the subject reducing 

any fatigue. 

E.9.3. Effect of Word Timestamps on Fixation Identi fication 

Typically, speech recognizers use pauses between user utterances to extract recognition results. 

The current IBM Via Voice recognizer issues events to applications in the beginning of the 

utterance and at the end of utterance (Figure 66a). In addition to these events, it issues other 

recognition events (e.g., SpeechAccepted) indicating the recognition results. The lead-time for 
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gaze with respect to the SpeechStarted event is relatively consistent for a given user, and it also 

varies from user to user [19]. For example, for commands like “put it there” which contain 

multiple words, Figure 66a shows the gaze fixations and recognizer events. The word timestamps 

from the recognizer and fixations corresponding to the words are retrieved after the end of the 

complete utterance. By searching the closest fixation before the word timestamp, fixations 3, 6, 

and 8 could be retrieved for words “put”, “it”, and “there” respectively. However, fixations 3 and 

8 are not completely formed at the beginning of the word utterance as shown in the Figure 66b. A 

simple search back in time at the end of the complete utterance can yield incorrect fixations, as 

compared to more accurate fixations 2, 5, and 7 shown in Figure 66b. 

 

 

Figure 66 Recognizer Word Timestamp Analysis 

Moreover, fixations closely spaced in time don’t necessarily mean that they are located 

closely in space. Any error in fixation identification can yield an error in ascertaining the user’s 

intent. The modality integration process may not think that gaze and speech are aligned and will 

prompt the user for a clarification. In commands like “put it there” which contain deictic 

references, the word timestamps for “it” and “there” are highly important to extract the referential 

information pointed to by gaze. Thus, word timestamps retrieved from the speech recognizer have 

very high influence on the fixations associated with the words. Both Experiments 1 and 2 use 

only single words for targets and multi-word commands need to be explored in the future to 

resolve ambiguities between total utterance timestamps and individual word timestamps. 
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