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Dissertation Director: James Lepowsky

The central subject of this thesis is formal calculus together with certain applications

to vertex operator algebras and combinatorics. By formal calculus we mean mainly

the formal calculus that has been used to describe vertex operator algebras and their

modules as well as logarithmic tensor product theory, but we also mean the formal

calculus known as umbral calculus. We shall exhibit and develop certain connections

between these formal calculi. Among other things we lay out a technique for efficiently

proving certain general formal Taylor theorems and we show how to recast much of the

classical umbral calculus as stemming from a formal calculus argument that calculates

the exponential generating function of the higher derivatives of a composite function.

This formal calculus argument is analogous to an important calculation proving the

associativity property of lattice vertex operators. We use some of our results to derive

combinatorial identities. Finally, we apply other results to study some basic axiomatics

of vertex (operator) algebras. In particular, we enhance well known formal calculus

approaches to the axioms by introducing a new axiom, “weak skew-associativity,” in

order to exploit the S3-symmetric nature of the Jacobi identity axiom. In particular, we

use this approach to give a simplified proof that the weak associativity and the Jacobi

identity axioms for a module for a vertex algebra are equivalent, an important result
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in the representation theory of vertex algebras.
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3.12. Faà di Bruno’s formula . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

3.13. A standard quadratic representation of the Virasoro algebra of central

charge 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

4. Replacement axioms for the Jacobi identity for vertex algebras and

their modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

4.1. Formal calculus summarized . . . . . . . . . . . . . . . . . . . . . . . . . 119

4.2. Formal calculus further developed . . . . . . . . . . . . . . . . . . . . . . 122

4.3. Vacuum-free vertex algebras . . . . . . . . . . . . . . . . . . . . . . . . . 127

4.4. Modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

4.5. Vertex algebras with vacuum . . . . . . . . . . . . . . . . . . . . . . . . 136

4.6. Modules for a vertex algebras with vacuum . . . . . . . . . . . . . . . . 148

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

Vita . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

viii



1

Chapter 1

Introduction

The central subject of this thesis is formal calculus together with certain applications

to vertex operator algebras and combinatorics. By formal calculus we mean mainly

the formal calculus that has been used to describe vertex operator algebras and their

modules as well as logarithmic tensor product theory, but we also mean the formal

calculus known as umbral calculus. We shall exhibit and develop certain connections

between these formal calculi. Among other things we lay out a technique for efficiently

proving certain general formal Taylor theorems and we show how to recast much of the

classical umbral calculus as stemming from a formal calculus argument that calculates

the exponential generating function of the higher derivatives of a composite function.

This formal calculus argument is analogous to an important calculation proving the

associativity property of lattice vertex operators. We use some of our results to derive

combinatorial identities. Finally, we apply other results to study some basic axiomatics

of vertex (operator) algebras. In particular, we enhance well known formal calculus

approaches to the axioms by introducing a new axiom, “weak skew-associativity,” in

order to exploit the S3-symmetric nature of the Jacobi identity axiom. In particular, we

use this approach to give a simplified proof that the weak associativity and the Jacobi

identity axioms for a module for a vertex algebra are equivalent, an important result

in the representation theory of vertex algebras.

In the next two paragraphs we very briefly review some highlights in the development

of vertex operator algebras and umbral calculus; then we describe the evolution of the

present work. Following that, we give a basic chapter-by-chapter outline, itself followed

by a more extensive section-by-section outline of the main body of this work.
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In mathematics, vertex operators first arose in the work of J. Lepowsky and R. Wil-

son, who were seeking concrete representations of affine Lie algebras [LW1], and using

this work they were able to give a new, natural interpretation of the Rogers-Ramanujan

partition identities [LW2]. Vertex operators were used by I. Frenkel, J. Lepowsky and

A. Meurman [FLM1] to construct a natural “moonshine module,” whose “character”

is the modular function J(q), for the largest sporadic finite simple group, the Fischer-

Griess Monster group [G]. This proved a conjecture of J. McKay and J. Thompson and

part of the Conway-Norton conjectures [CN]. R. Borcherds [Bor1] introduced the first

mathematical definition of vertex algebra which, in particular, extended the relations

for the vertex operators used to construct the moonshine module. Using this and other

ideas, Borcherds [Bor2] proved the remaining Conway-Norton conjectures [CN] for the

moonshine module. A variant of the notion of vertex algebra, that of vertex operator

algebra, was introduced in [FLM2] using a “Jacobi identity,” which was implicit in

Borcherds’s work, as the main axiom. Independently, physicists including A. Belavin,

A.M. Polyakov and A.B. Zamolodchikov [BPZ], in conformal field theory and string

theory, had been using structures that were essentially equivalent to vertex operator

algebras, sometimes called chiral algebras. There has been a huge amount of work in

the development of the field of vertex (operator) algebra theory. One deep and exten-

sive study has been the braided tensor category theory of non-semisimple modules for

vertex algebras, or logarithmic tensor product theory, developed in a monograph by

Y.-Z. Huang, J. Lepowsky and L. Zhang [HLZ].

While there is a pre-history of umbral calculus, the first systematic treatment of the

old-fashioned, quasi-rigorous methods appeared in a series of papers by Blissard [Bli].

A century later G.C. Rota and others put extensive earlier work on a rigorous footing

in works such as [MR], [RKO], [Ga], [Rt], and [RR]. While the general principles of

umbral calculus have far-reaching applications, we shall, in this work, be concerned with

perhaps the most well-known application, which is for the study of Sheffer sequences,

the classical umbral calculus.

This work had two starting points, which led to loosely related results. The first

starting point was a simple self-posed homework exercise concerning a generalization
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of a logarithmic formal Taylor theorem which appeared in [HLZ]. When first taking a

course on the subject taught by Professor Lepowsky, I was interested in working out a

näıve generalization to include formal iterated logarithms. Since there was interesting

classical combinatorics underlying the single logarithm case as discussed in [HLZ] I also

checked the corresponding combinatorics in the generalized case. In this context it

seemed natural, for certain purposes, to view formal Taylor theorems from a slightly

different point of view than that taken in the past, although others had perhaps been

implicitly using this point of view in their work as, for example, in [Mi]. This point of

view, together with some of its consequences, is discussed in detail in [R2], which we

essentially reproduce as part of Chapter 2 in this work.

The formal Taylor theorem shows how the operator ey
d

dx acts as a formal translation

operator. It is also important, at times, to be able to handle more general formal change

of variable operators, such as eyx d
dx . In trying to prove corresponding theorems for other

operators, it seemed convenient to use substitution operators which could intertwine

between the formal change-of-variable operators so that results could be transferred

from one to another. In the process of establishing an intertwining substitution between

ey
d

dx and eyx d
dx on a space involving iterated logarithms it became clear that further

generalization to include formal iterated exponential variables was natural for certain

calculations and so I took this level of generality for this work.

Further routine generalization related to using substitution maps as intertwining

substitutions and checking the underlying combinatorics led to considering more general

subcases of what have been called hyperbinomial numbers (see e.g. [W2]) and this, in

turn, led me to a rediscovery of the exponential Riordan group via an (incomplete

but suggestive enough) combinatorial argument. It was only later that I realized that

much of this work could be centered around a calculation of the higher derivatives

of a composite function that appeared in [FLM2]. This calculation was interesting

for those authors because it was analogous to an important argument establishing the

“associativity” property of lattice vertex operators. This led in turn to recasting some

of the classical umbral calculus, in which the exponential Riordan group plays a role,

roughly speaking, as a matrix representation of the group of classical umbral operators.



4

During the course of that work, some more analogies between umbral calculus and

vertex operator algebras were observed. All of this work was originally in one paper,

which kept branching in different directions until it became clear that it should be split

into three separate papers, with some overlap of material, namely [R1], [R2] and [R3].

That work is reproduced here in Chapters 2 and 3.

The other starting point for this work occurred, in fact, earlier than the first, al-

though it was not worked out until later, for a specific reason. It was during a course

given by Professor Haisheng Li based on [LL] that I initially began working on a näıve

extension of material concerning the “weak commutativity” and “weak associativity”

axioms for a vertex algebra. Roughly speaking, the presence of three variables in the

Jacobi identity axiom for a vertex algebra suggested to me that there should be a third

companion property in addition to weak commutativity and weak associativity, which

I eventually called “weak skew-associativity.” I soon stopped working on this extension

because, as the treatment in [LL] shows, the two properties already worked out are

enough to recover the full Jacobi identity, and so it seemed pointless to investigate a

third companion property since the first two were clearly “enough.” In addition, no

doubt, saying that vertex algebras are analogous, from one point of view, to commuta-

tive associative algebras, as is discussed in [FLM2] and [LL], provided a psychological

block to looking at a third property which has no particular importance in the classical

case. It was only until a year or two had passed and I was again taking a class based

on [LL] given by the other author of that work, Professor Lepowsky, that I again con-

sidered this problem, but now that I was more familiar with the material I had more

motivation to attempt an easier proof of a certain important equivalence of associa-

tivity and the Jacobi identity as axioms for a module for a vertex algebra. This new

proof was roughly based on exploiting the S3-symmetry underlying the notion of vertex

algebra, as discussed in [FHL]. For part of this work, which is treated in [R4] and is

reproduced as Chapter 4 of this work, it was convenient to systematically rework some

of the basic formal calculus for vertex algebras, and so another thread of formal calculus

was involved in this work loosely related to the type of material from [R1], [R2] and

[R3], presented in Chapters 2 and 3 of this work.
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This thesis then combines the material in the papers [R1], [R2], [R3] and [R4]. The

main body of work is divided into three parts as Chapters 2, 3 and 4 (where Chap-

ter 2 contains the material from [R1] and [R2], Chapter 3 contains the material from

[R3] and Chapter 4 contains the material from [R4]). Chapter 2 discusses the nature

and handling of certain aspects of the class of formal Taylor theorems, mainly with a

view towards further developing ease and flexibility in providing suitable generaliza-

tion whenever desired in potential future contexts. Some generalizations together with

certain applications to combinatorics are worked out. Chapter 3 begins with an appli-

cation of the formal Taylor theorem to calculate the exponential generating function

of the derivatives of a composite function and then observes that this result shows a

connection between the classical umbral calculus and vertex operator algebra theory.

Connections between the two areas are then developed further. Ample expository ma-

terial is supplied setting the results in some historical context. Chapter 4 is only very

loosely related to the first two Chapters. It consists of a rather thorough treatment of

the basic axiomatic theory of vertex (operator) algebras. The main goal of this study is

the further development of the S3-symmetric nature of the axioms for vertex (operator)

algebras and their modules by the introduction of the weak skew-associativity axiom,

a companion to the well-known axioms, weak commutativity and weak associativity.

Among other things, we apply this property to get a new proof of the result, important

in the representation theory of vertex algebras, that the Jacobi identity for a module is

equivalent to weak associativity.

Each of the chapters may be read independently of the others and because of this

there is perhaps some repetition of material, but the repeated material is written specif-

ically to suit the purpose of each chapter. We note, however, that the final section of

Chapter 2 gives the first hints of Chapter 3. We shall have more to say about this

below. We give a thorough introduction to each chapter separately in the following

sections.
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1.1 Introduction to Chapter 2

Our subject is certain aspects of the formal calculus used, as presented in [FLM2], to

describe vertex algebras, although we do not treat any issues concerning “expansions of

zero,” which is at the heart of the subject. An important basic result which we describe

in detail is the formal Taylor theorem and this along with some variations is the topic we

mostly consider. It is well known, and we recall the simple argument below, that if we

let x and y be independent formal variables, then the formal exponentiated derivation

ey
d

dx , defined by the expansion,
∑

k≥0 y
k
(

d
dx

)k
/k!, acts on a (complex) polynomial p(x)

as a formal translation in y. That is, we have

ey
d

dx p(x) = p(x+ y). (1.1.1)

Formulas of this type, where one shows how a formal exponentiated derivation acts as

a formal translation over some suitable space, such as polynomials, are the content of

the various versions of the formal Taylor theorem. In the standard literature on formal

calculus, the expression (x+y)n is defined as a formal Taylor series given by the binomial

series in nonnegative powers of the second-listed variable. This notational convention

is called the “binomial expansion convention,” as in [FLM2] and [LL]. (Such series

expansions often display interesting underlying combinatorics, as we discuss below.) We

note that there are really two issues in this notational definition. One is the relevant

“expansion” of interest, which is easy but substantial mathematically. The other is

purely a “convention,” namely, deciding which listed variable should be expanded in

nonnegative powers. Of course, one needs such a definition before even stating a formal

Taylor theorem since one needs to know how to define what we mean when we have a

formal function whose argument is (x+y). The issue of how to define log(x+y) for use

in the recently developed logarithmic formal calculus is parallel and is discussed in detail

in Section 3 of [HLZ], where it was used in setting up some necessary language to handle

the recently developed theory of braided tensor categories of non-semisimple modules

for a vertex algebra. Actually, in [HLZ] the authors proved a more general formal Taylor

theorem than they strictly needed, one involving general complex powers. We discuss

this issue of the generality of exponents below. The standard approach therefore is
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to define the relevant expressions p(x + y) via formal analytic expansions and to then

prove the desired formal Taylor theorem. We argue that, in fact, for certain purposes

it is more convenient to use formulas of the form (1.1.1) as the definition of p(x + y)

whenever we extend beyond the elementary case of polynomials, but most especially if

one wishes to extend beyond the logarithmic formal calculus.

Actually, the necessary structure is contained in the “automorphism property,”

which for polynomials p(x) and q(x) says that

ey
d

dx (p(x)q(x)) =
(
ey

d
dx p(x)

)(
ey

d
dx q(x)

)
.

The various formal Taylor theorems may then be interpreted as representations of the

automorphism property which specialize properly in the easy polynomial case. We note

that from this point of view the “expansion” part of the binomial expansion convention

is not a definition but a consequence. (The “convention” part, which tells which listed

variable should be expanded in the direction of nonnegative powers is, of course, retained

in both approaches as the choice of notational convention.)

Whenever it was necessary to formulate more general formal Taylor theorems, such

as in [HLZ], it was heuristically obvious that they could be properly formulated in the

standard approach but as soon as one generalizes beyond the case of the logarithmic

calculus then there may be some tedious details to work out. It is hoped that the

approach presented here may in the future make such generalization more efficient.

In particular, we show how to generalize to a space that involves formal logarithmic

variables iterated an arbitrary number of times as an example to show how this approach

may be applied to desired generalizations.

We noted that the traditional approach to proving generalized formal Taylor theo-

rems via formal analytic expansions may be tedious, and while narrowly speaking this

is true, it is also true that these expansions are themselves interesting. Indeed, once

we have firmly established the algebra of the automorphism property and the formal

Taylor theorem relevant to any given context we may calculate formal analytic expan-

sions. If there is more than one way to perform this calculation we may equate the

coefficients of the multiple expansions and find a combinatorial identity. We record
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certain such identities, which turn out to involve the well-known Stirling numbers of

the first kind and thereby recover and generalize an identity similarly considered in

Section 3 of [HLZ], which was part of the motivation for this work.

We are sometimes also interested in exponentiating derivations other than simply

d
dx

. For instance, in [HLZ] the authors needed to consider the operator eyx d
dx . Such

exponentiated derivations were considered in [FLM2], and in fact much more general

derivations appearing in the exponent have been treated at length in [H], but we shall

only consider a couple of very special cases like those mentioned already. We present

what we call “intertwining substitutions,” (although the reader should not confuse

these with the completely different intertwining maps used in vertex algebra theory)

which help us to transfer formulas involving one derivation to parallel formulas for

a second one which can be interpreted as a type of representation of the first. The

automorphism property holds true for all derivations, but the formal Taylor theorem

becomes a parallel statement telling us that another formal exponentiated derivation

acts as a formal change of variable other than translation. For example, for a polynomial

p(x), one may easily show that

eyx d
dx p(x) = p (xey) .

There is additional very interesting material which the automorphism property, the

formal Taylor theorem and the notion of intertwining substitution lead to. For instance,

it turns out that certain of the basic structures of the classical umbral calculus, which

was studied by G.C. Rota, D. Kahaner, A. Odlyzko and S. Roman ([RKO], [Rt], [RR]

and [Rm1]), and certain aspects of the exponential Riordan group, which was studied

by L.W. Shapiro, S. Getu, W.-J. Woan and L. C. Woodson ([SGWW] and [Sh]), may be

naturally formulated and recovered in a similar context to the one we are considering.

In this chapter we only indicate this connection in a brief comment. Such material is

treated in [R3] and Chapter 3 of this work.

In Section 2.1 we give an expository review of the traditional formulation of formal

Taylor theorems. In Section 2.2 we reformulate the material of the previous section
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from the point of view that formal Taylor theorems may be regarded as representa-

tions of the automorphism property. In Section 2.3 we apply our point of view to a

general formal Taylor theorem involving “iterated logarithmic” and “iterated exponen-

tial” formal variables, a case which would be prohibitively difficult using the traditional

method, but which is easy using the point of view laid out in Section 2.2. In Sections

2.4 through 2.7 we show how to calculate various formal analytic expansions which we

bypassed in section 2.3. In Section 2.5 we prove a recurrence which is useful for calcu-

lating certain formal analytic expansions, but which is also an amusing recurrence on its

own. In Section 2.8 we record some underlying combinatorics recovering, in particular,

a classical identity involving Stirling numbers of the first kind, which was rediscovered

in [HLZ]. In Section 2.9 we consider a relation between the formal translation operator

and a second formal change of variable operator. Finally, in Section 2.10 we briefly

show a connection to Faà di Bruno’s classical formula for the higher derivatives of a

composite function following a proof given in [FLM2], as well as a related connection

to the umbral calculus.

1.2 Introduction to Chapter 3

We present in this chapter a treatment, from first principles, of certain aspects of the

classical umbral calculus, concluding with a connection to the Virasoro algebra. In fact,

one of our main purposes is to show connections between the classical umbral calculus

and certain central considerations in vertex operator algebra theory. Roughly speaking,

until the mid 20-th century, umbral calculus consisted of an abundance of more or less

quasi-rigorous tricks making heavy use of notational curiosities which literally resembled

“shadow” versions of rigorous calculations. The first attempt to systematize some form

of umbral calculus was made by Blissard in a series of papers [Bli]. A later independent

treatment by Lucas [Lu] points to even earlier sources which he claimed contained at

least some hints of umbral techniques (see also [B]). In the 20-th century, Riordan

used an updated old-style umbral calculus to great effect in, for instance, his classic

work [Ri2]. The fully rigorous period was ushered in by Gian-Carlo Rota. While there

have been numerous papers and works on this subject, e.g. [MR], [RKO], [Ga], [Rt],
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[RR] and [Rm1], to list but a few of those dating from the first generation or two of the

rigorous period of the subject, we believe that our approach introduces certain novelties.

For an extensive bibliography through 2000 as well as some additional history we refer

the reader to [BL]. The general principle of umbral techniques reaches far beyond

the classical umbral calculus and continues to be a subject of research (see e.g. [Z2]).

Our treatment involves only certain portions of the classical umbral calculus of Sheffer

sequences as developed in [Rm1].

This work began, unexpectedly, with certain considerations of the formal calculus

developed to handle some of the algebraic, and ultimately, analytic, aspects of vertex

operator algebra theory. In particular, in order to motivate the mechanism of a key

part of their proof of a fundamental “associativity” property of the important structures

called lattice vertex operator algebras, the authors of [FLM2] presented a very short

generating-function proof calculating the exponential generating function of the higher

derivatives of a composite function. See the introduction to Chapter 8 as well as

Sections 8.3 and 8.4 of [FLM2] and in particular Proposition 8.3.4, formula (8.4.32)

and the comment following it. For the authors of [FLM2], the fact that the short

generating-function argument proved a well-known classical result about the higher

derivatives of a composite function was an amusing byproduct of their proof of the

associativity property of lattice vertex operator algebras. Generating-function ideas,

of a variety of types, are fundamental to the development of vertex operator algebra

theory.

The most famous formula for the higher derivatives of a composite function is called

Faà di Bruno’s formula. There are many proofs of this and related formulas dating

back to at least the early 19th century (see [Jo] for a brief history, as well as [A],

[B], [Bli], [F1], [F2], [Lu], [M], [Me], and [Sc]). Moreover, it is a result that seems

basic enough to be prone to showing up in numerous unexpected places, such as in

connection with vertex operator algebra theory and also, as I recently learned from

Professor Robert Wilson, in the theory of divided power algebras, to give just one more

example, where, for instance, a special case of Faà di Bruno’s formula is related to, and

in fact implies, the fact that certain coefficients are combinatorial and therefore integral,
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which is the point of interest since one wants a certain construction to work over fields

of finite characteristic (see e.g. Lemma 1.3 [Wi]). The result is purely algebraic or

combinatorial. For a couple of combinatorial proofs we refer the reader to [Z1] and

[Ch]. Although we shall discuss some combinatorics in this chapter for expository

purposes, our main thread of development is algebraic throughout and our interest in

Faà di Bruno’s formula is its long well-known connections with umbral calculus. Indeed

there are several umbral style proofs of Faà di Bruno’s formula. According to [Jo], an

early one of these is due to Riordan [Ri1] using an argument later completely rigorized

in [Rm2] and [Ch]. Perhaps even more important, though, is the point of view taken in

Section 4.1.8 of [Rm1], where the author discusses what he calls the “generic associated

sequence,” which he relates to the Bell polynomials, which themselves are closely related

to Faà di Bruno’s formula. Indeed, the first part of this chapter may, very roughly, be

regarded as showing a way to develop some of the classical umbral calculus beginning

from such “generic” sequences. We also bring attention more fully to [Ch] in which

the formalism of “grammars” and some of the techniques quite closely resemble our

approach at this stage, as I recently became aware. We note here that what Roman

[Rm1] calls “associated sequences,” we shall call “attached sequences,” the difference

being only that the sequence attached to a given formal function is one and the same

as the associated sequence of the compositional inverse of said formal function. The

compositional inverse always exists for the formal functions under consideration. This

shift in terminology, while mildly annoying, is naturally imposed by our point of view.

There are, not unsurprisingly, many such terminological discrepancies in the literature.

We begin our treatment by recalling a special case of the argument used in [FLM2]

which calculates the higher derivatives of a composite function. This concise argument

has certain closely related predecessors dating to at least the mid 19-th century (see e.g.

[Me], [A] and [Sc]). For a more complete history of Faà di Bruno’s formula, we refer

the reader to [Jo], which, however, neglects to mention the proof in [FLM2]. We note

certain important differences between the early proofs and that given in [FLM2]. One

is that the early proofs seem to all depend upon the formal Taylor theorem, whereas
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the proof in [FLM2], while making use of the formal Taylor theorem, is instead tech-

nically based on what those authors called the “automorphism property.” These two

properties are closely related, and the formal Taylor theorem may be regarded as one

particular important representation of the automorphism property. Because of the more

fundamental nature of the automorphism property the concise argument in [FLM2] is

actually carried out in the much more general case where the derivative is replaced by

a general derivation. We shall not need this generality. For further discussion of the

relation of the formal Taylor theorem and the automorphism property, beyond the very

brief treatment we give in Section 3.1, we refer the reader to both [R1] and Chapter 2

of this work. See also [H], where the author develops some of these ideas in a different

direction in great generality as the algebraic basis for a far-reaching study that estab-

lishes a geometric interpretation of the notion of vertex operator algebra. We also note

that Chen [Ch] uses a version of the automorphism property at certain points.

A more important difference for us, between the early proofs of Faà di Bruno’s

formula and that given in [FLM2], is that the authors of [FLM2] were concerned with

the form of the answer, as are we, and so they naturally emphasized the exponential

generating function of the higher derivatives as being more important than the coeffi-

cients themselves. Indeed, our present treatment is based on the exponential generating

function of the higher derivatives of a composite function and although we shall include

a calculation of the coefficients in Section 3.12 for the convenience of the reader, we

shall never make any use of this calculation. This exponential generating function of

the higher derivatives, very roughly speaking, resembles “half of” a vertex operator.

By roughly regarding this resemblance as giving rise to an analogue, we shall arrive at

certain formulas which may be regarded as umbral analogues of certain standard for-

mulas appearing in Section 8.7 of [FLM2] concerning the action of the Virasoro algebra

on certain vertex operators. The observation that such analogues might be playing a

role was suggested by Professor James Lepowsky after looking at a preliminary version

of this work.

After obtaining the exponential generating function for the higher derivatives of a

composite function, we abstract the answer arriving at, roughly, the “generic” sequences
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referred to above that Roman [Rm1] discussed. Some of our work at this stage is also

closely related to the “grammar” formalism in [Ch]. We then develop the main body of

material, recalling some of the standard material of the classical umbral calculus, the

related Riordan group(s) and a short section on a small piece of the related combina-

torics. While we arrive at much of this material in what we believe is a somewhat novel

approach, certain further material is included merely to provide more context.

We conclude the chapter by introducing a connection between the classical umbral

shifts and the Virasoro algebra. This gives a second connection with vertex opera-

tor algebras, since every vertex operator algebra “contains” in a very special way a

representation of the Virasoro algebra. The Virasoro algebra itself was studied in the

characteristic 0 case in [GF] and the characteristic p analogue was introduced by R.

Block in [Bl]. Over C it may be realized as a central extension of the complexified Lie

algebra of polynomial vector fields on the circle, which is itself called the Witt alge-

bra. A certain crucial operator representation was introduced by Virasoro in [V] with

unpublished contributions made by J.H. Weis, and the operators of this representation

play a well known and essential role in string theory and vertex operator algebra theory

(cf. [FLM2]). Our connection with umbral calculus is made via one of these operators.

Since this work is interdisciplinary, relating ideas in vertex operator algebra theory

and umbral calculus, we have included quite a lot of expository material, in an effort

to make it accessible to readers who are not specialists in both of these fields.

We shall now outline the present work section-by-section. In Section 3.1, along

with some basic preliminary material, we begin by presenting a special case of the

concise calculation of the exponential generating function of the higher derivatives of a

composite function which appeared in the proof of Proposition 8.3.4 in [FLM2]. Using

this as our starting point, in Section 3.2 we then abstract this calculation and use

the resulting abstract version to derive various results of the classical umbral calculus

related to what Roman [Rm1] called associated Sheffer sequences. The umbral results

we derive in this section essentially calculate certain adjoint operators, though in a

somewhat disguised form. In Section 3.3, we then translate these “disguised” results

into more familiar language using essentially the formalism of [Rm1].
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In Section 3.4, we recall some further classical results to provide more context for

the convenience of the reader. In addition to building on our present point of view,

we also use a combination of generating function and operator theoretic techniques.

The practice of using both techniques in this subject goes back at least to [Ga] in

which Garsia briefly but effectively demonstrated how generating function techniques

and operator theoretic techniques could be used to complement one another. We chose

our approach for a number of reasons. First, our main reference, [Rm1], emphasized

almost wholly operator theoretic techniques following such treatments as [MR], [Rt]

and [RR]. We thought it would be instructive to follow Garsia’s advice and (especially

for the reader following along with [Rm1]) juxtapose the two types of technique, while

anchoring our results with some of those of the standard literature. We also tried to

hint at how the generating function techniques may be seen to almost transparently

show why there ought to be a parallel operator theoretic story (see in particular Remark

3.4.3), although we do not pursue this observation in our exposition. We shall also note

in this section how umbral shifts are defined as those operators satisfying what may be

regarded as an umbral analogue of the L(−1)-bracket-derivative property (cf. formula

(8.7.30) in [FLM2]).

In Section 3.5 we make an observation about umbral shifts which will be useful in

the last phase of the chapter.

In Section 3.6, we return to our original point of view and show that if instead of

beginning with only the higher derivatives of a composite function, we also initially

multiply the composite function by a third function and then follow in parallel to our

original steps, we arrive at the full Sheffer sequences instead of only the attached (or

associated) Sheffer sequences.

Sections 3.7, 3.8 and 3.9 all deal with what Shapiro, Getu, Woan and Woodson

[SGWW] have called the exponential Riordan group. As those authors discussed, they

noticed, while reading [Rm1] and some of Rota’s papers, that they could treat this

group and related structures arising from the umbral calculus as free-standing objects

of study. Our treatment also deals with the exponential Riordan group as a free-

standing object, and aside from needing Definition 3.3.2 from Section 3.3 each one of
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these sections is largely self-contained. While these sections are essentially expository,

a couple of remarks are in order. First, in Section 3.7, we try to make the case that

from a purely algebraic point of view, having the umbral operators act on the Sheffer

sequence generating functions seems a particularly convenient method to derive the

group property. Second, in Section 3.8 we get to advertise the utility of the formal

Taylor theorem. Third, it was the combinatorial group multiplication property which

was for me the initial clue that I was looking at the umbral calculus at all. I was doing

some calculations related to the logarithmic formal calculus as developed in [Mi], and

much further developed in [HLZ] for the study of logarithmic tensor product theory for

vertex operator algebra modules, when I stumbled across the connection, which was

made via [SGWW] when I did an internet search on “group” and “Stirling.” It was

only later that I realized how I could use the proof of of Proposition 8.3.4 in [FLM2]

to better organize this work. Of course, the ubiquitous Stirling numbers of various

kinds are playing a role, but we shall not digress so far as to deal with them much

in this chapter (see [R1] and [R2] and Chapter 2 of this work). Non-specialist readers

who are interested in the combinatorics might wish to refer to works dealing with “the

exponential formula” and related topics such as Chapter 3 of [W1], Chapter 1 of [St]

or Chapter 8 of [Bo]. There is, of course, a wealth of further related combinatorics.

In Section 3.10 we begin the final phase of this chapter, in which we relate the

classical umbral calculus to the Virasoro algebra of central charge 1. Here we recall the

definition of the Virasoro algebra along with one special case of a standard “quadratic”

representation; cf. Section 1.9 of [FLM2] for an exposition of this well-known quadratic

representation. We then show how an operator which was central to our development

of the classical umbral calculus is precisely the L(−1) operator of this particular repre-

sentation of the Virasoro algebra of central charge 1. Using a result which we obtain in

Section 3.5, we show a relationship between the classical umbral shifts and the operator

now identified as L(−1) and we then introduce those operators which in a parallel sense

correspond to L(n) for n ≥ 0. (Of course, by focusing on only those operators L(n) with

n ≥ −1, which themselves span a Lie algebra, the full Virasoro algebra along with its
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central extension remain effectively invisible.) We conclude by showing a couple of char-

acterizations of these new operators in parallel to characterizations we already had of

the umbral shifts. In particular we also note how the second of these characterizations,

formulated as Proposition 3.11.2, may be regarded as an umbral analogue of (8.7.37) in

[FLM2], extending an analogue already noted concerning the L(−1)-bracket-derivative

property.

We note also that Bernoulli polynomials have long had connections to umbral calcu-

lus (see e.g. [Mel]) and have recently appeared appeared in vertex algebra theory (see

e.g. [L] and [DLM]). It might be interesting to investigate further connections between

the two subjects that involve Bernoulli polynomials explicitly.

We conclude this chapter with two expository Sections. Section 3.12 completes the

calculation of Faà di Bruno’s formula, which was never technically needed for anything

else in this work. Section 3.13 gives two similar elementary proofs that the “quadratic”

operators recalled in Section 3.10 give a representation of the Virasoro algebra. These

proofs closely follow an elementary exposition of this proof given in [FLM2] (see the

proof of Theorem 1.9.6 of [FLM2]). Those authors also give a much deeper treatment

of this result arising from the theory of vertex operator algebras. One difference in our

elementary proofs (besides that we only deal with a special case) is the calculation of

the central term. Those authors indicate three approaches, one of which they follow.

One whose details they omit is what they call a certain “careful calculation,” and in

Section 3.13 we supply the details (in our special case) for the benefit of readers not

specializing in vertex operator algebra theory.

1.3 Introduction to Chapter 4

This chapter gives an enhancement of certain axiomatic treatments of the notion of

module for a vertex algebra, and the notion of vertex algebra itself. We note especially

that we handle certain issues of the module theory that are more subtle than in the

algebra theory alone, a point made clear in [Li1] (cf. [LL]); we shall discuss these issues

in detail below. The notion of vertex algebra was first mathematically defined and
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considered by Borcherds in [Bor1]. Our treatment follows the formal calculus approach,

which originally appeared in [FLM2] and was further developed in [FHL]. In particular,

the Jacobi identity, implicit in Borcherds’ definition, first appeared in [FLM2]. The

original mathematical motivation for the formulation of the notion of vertex algebra

and its variant notion of vertex operator algebra was related to work done to construct

a natural “moonshine” module for the Monster group, a module conjectured to exist

by J. McKay and J. Thompson and constructed in [FLM1] and [FLM2]. It was soon

recognized that vertex operator algebras were essentially equivalent to chiral algebras

in conformal field theory and string theory, as was discussed in [FLM2].

We take as our main axiom of vertex algebra the Jacobi identity, as in [FLM2]

and [FHL]. It is well known that there are various replacement axioms for the Jacobi

identity that are useful in the module and representation theory of and construction of

vertex algebras. These replacement axioms are based on “commutativity” and “asso-

ciativity” properties, as developed in [FLM2], [FHL], [DL], [Li1]. This theory is treated

in detail in [LL]. In particular, each of the notions of weak commutativity and weak

associativity together with other more minor properties may replace the Jacobi identity.

For instance, weak commutativity, as well as the equivalence of weak commutativity

together with certain minor axioms and the Jacobi identity, first appeared in [DL], in

the setting of vertex operator algebras as well as in the much more general settings

of generalized vertex algebras and abelian intertwining algebras. In the case of vertex

operator algebras, this equivalence was then generalized in [Li1] (cf. [LL]) to handle

the theory that does not require any gradings of the algebras and also to handle certain

subtle and important issues concerning modules. In this chapter we also work in a

setting without gradings and also discuss certain of these issues concerning modules;

however, we do not handle the vertex superalgebra case (which is a mild generalization).

Our purpose in this chapter is twofold. First, we introduce the notion of “weak

skew-associativity” to complement the properties of weak commutativity and weak

associativity of a vertex algebra (cf. [LL]). This third property brings out more fully

the S3-symmetric nature of the axioms for a vertex algebra, which is suggested by the

S3-symmetry of the Jacobi identity presented in [FHL]. Just as weak commutativity
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and weak associativity may be thought of as vertex-algebraic analogues of the relations

a(bc) = b(ac) and a(bc) = (ab)c, respectively, for commutative associative algebras,

weak skew-associativity is analogous to the third relation in a natural triangle: b(ac) =

(ab)c. We take especial note that in each of these analogues, “c” always appears in

the rightmost position, a point of importance for the module theory, as is discussed in

Section 3.6 of [LL] and which is related to the main motivation for the work in this

chapter. We show how using weak skew-associativity we may simplify certain proofs

of the equivalence of axiom systems for a vertex algebra and for a module for a vertex

algebra. In particular, in the final section we derive our main result, which says that,

in the presence of certain minor axioms, the Jacobi identity for a module is equivalent

to either weak associativity or weak skew-associativity. The equivalence of the Jacobi

identity (for a module) with weak associativity (for a module) was shown in [Li1] (cf.

Theorem 4.4.5 in [LL]) and enters into the proof of the (nontrivial) equivalence of the

notions of representation of, and of module for, a vertex algebra ([Li1]; cf. Theorem

5.3.15 in [LL]).

Our second goal is to more fully check some of the dependencies among the minor

properties of a vertex algebra. For instance, we avoid using the vacuum vector in our

considerations as long as possible. Since the vacuum vector is analogous to an identity

element, this approach is analogous to the study of rings without identity, sometimes

known as “rngs.” (However, we resist the temptation to call these vacuum-free vertex

algebras “ertex algebras”). Although our motivation for this level of generality was

not example-driven, we refer the reader to [BD] and [HL], where a vacuum-free setting

appeared.

In Section 2, we set up some basic definitions and notation as well as summarize

certain formal calculus results which we need. Almost all the relevant results may also

be found in the fuller account presented in [FLM2] as well as in Chapter 2 of [LL].

In Section 3, we further develop the formal calculus, essentially redoing many calcu-

lations which are usually performed after the definition of vertex algebra is given. Our

goal is to systematize these calculations and to demonstrate how they depend only on

the formal calculus rather than on any of the particulars of the vertex algebras where
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they are applied. We note that a similar approach was taken in [Li2], where the reader

should compare the statement of Lemma 2.1 in [Li2] with the statement of Proposition

3.3 of this chapter (the proof of Lemma 2.1 in [Li2] is related to the proofs of both

Propositions 3.2 and 3.3 in this work); the latter result is an extension of the former.

In particular, this extension is relevant for handling skew-associativity properties in

addition to commutativity and associativity properties.

In Section 4, we define a vertex algebra without vacuum, which we call a vacuum-

free vertex algebra. We then note how our formal calculus results in Section 3 may be

immediately applied without further comment to show how the main axiom, the Jacobi

identity, may be replaced in the definition of a vacuum-free vertex algebra by any two of

weak commutativity, weak associativity and weak skew-associativity. We next formalize

what we call vacuum-free skew-symmetry. This notion is often used in the literature

when necessary but is not highlighted or named, mostly because with a vacuum vector

one is guaranteed to have a D operator and therefore one may obtain skew-symmetry

[Bor1] for a vertex algebra. Since we are trying to work with a minimum of assumptions,

we shall not have such a D operator, at least at this stage in the development, so that

we cannot even state skew-symmetry. We then show how the Jacobi identity may

be replaced as an axiom by vacuum-free skew-symmetry together with any single one

of weak commutativity, weak associativity or weak skew-associativity. The strategy

employed is the same as that used in [LL], where the analogy between vertex algebras

and commutative associative algebras provides classical guides.

In Section 5, we define the notion of module for a vacuum-free vertex algebra and

show the parallel results concerning replacement of the (module) Jacobi identity.

In Section 6, we recall the definition of vertex algebra (with vacuum) so that we may

exactly recover certain results considered in [LL]. In developing the minor properties

related to the vacuum vector and the D operator, we make more prominent use of

vacuum-free skew-symmetry than in other treatments, as far as the author is aware.

We then develop various replacement axioms for the Jacobi identity and a couple of

further minor results which will be useful in the final section. Whereas without the

vacuum vector we have derived consequential properties from the Jacobi identity by
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“slicing” it with residues or using visible symbolic symmetry, with the vacuum vector

at our disposal the strategy is to plug it into our known formulas, thereby specializing

them. Then, as before, once we have derived the remaining minor properties, we

attempt to piece combinations of them together, using classical guides when we can,

in order to build back up to recover certain remaining properties. We note that in

[Li2], the author considered certain generalizations of vertex algebras where, in place

of the Jacobi identity, only weak associativity was assumed as an axiom. Because

of this generalization, it was natural (or really necessary) for the author to examine

more carefully certain dependencies. Some of our results are therefore, at least in

aesthetic terms, developed in the same spirit. In particular, the reader should compare

Proposition 2.6 and Corollary 2.7 in [Li2] with Propositions 4.5.7 and 4.5.8 of this work,

where the former results were already stronger than ours, as we discuss in Remark 4.5.6

(see also Remark 4.5.8).

In Section 7, we define a module for a vertex algebra (with vacuum) and, after a

couple of preliminary results, we present the main result of this chapter. Namely, we

show that the module Jacobi identity may be replaced by either module weak associa-

tivity or module weak skew-associativity. The result that the module Jacobi identity

may be replaced by module weak associativity was shown in [Li1] (cf. Theorem 4.4.5

in [LL]) and a corollary to it was used in [LL] to show, following [Li1], the equivalence

between the notions of representation of and module for a vertex algebra (see Theorem

5.3.15 in [LL]).

There are many treatments of axiom systems for the notion of vertex (operator)

algebra in the literature, involving the results of [Bor1], [FLM2], [FHL], [DL] and [Li1]

mentioned above, but as far as we are aware, the results of this chapter that did not

essentially appear in those works have not appeared before. This work is not intended

as a survey of the many existing treatments of axioms. The reader may wish to consult

the bibliography in [LL]. In any case, by introducing weak skew-associativity and

viewing it as being on equal footing with weak commutativity and weak associativity,

we are bringing to light the fuller S3-symmetric nature of the family of axiom systems,

extending beyond and suggested by the S3-symmetry of the Jacobi identity [FHL].
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Except for certain minor exceptions, the well-known results which we shall recall

appeared in [FLM2]. However, for convenience, we shall use the (mostly expository)

treatment in [LL] when we give specific references to basic results and definitions, etc.
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Chapter 2

Exponentiated derivations, the formal Taylor theorem,

and Faà di Bruno’s formula

2.1 The formal Taylor theorem: a traditional approach

We begin by recalling some elementary aspects of formal calculus (cf. e.g. [FLM2]). We

write C[x] for the algebra of polynomials in a single formal variable x over the complex

numbers; we write C[[x]] for the algebra of formal power series in one formal variable x

over the complex numbers, and we also use obvious natural notational extensions such

as writing C[x][[y]] for the algebra of formal power series in one formal variable y over

C[x]. Further, we shall frequently use the notation ew to refer to the formal exponential

expansion, where w is any formal object for which such expansion makes sense. For

instance, we have the linear operator ey
d

dx : C[x] → C[x][[y]]:

ey
d

dx =
∑

n≥0

yn

n!

(
d

dx

)n

.

Proposition 2.1.1. (The “automorphism property”) Let A be an algebra over C. Let

D be a derivation on A. That is, D is a linear map from A to itself which satisfies the

product rule:

D(ab) = (Da)b+ a(Db) for all a and b in A.

Then

eyD(ab) =
(
eyDa

) (
eyDb

)
.

Proof. Notice that

Dnab =
r∑

n=0

(
r

n

)
Dr−naDnb.

Then divide both sides by n! and sum over y and the result follows.
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Proposition 2.1.2. (The polynomial formal Taylor theorem) For p(x) ∈ C[x], we have

ey
d

dx p(x) = p(x+ y).

Proof. By linearity we need only check the case where p(x) = xm, m a nonnegative

integer. We simply calculate as follows:

ey
d

dxxm =
∑

n≥0

yn

n!

(
d

dx

)n

xm

=
∑

n≥0

yn

n!
(m)(m− 1) · · · (m− (n− 1))xm−n

=
∑

n≥0

(
m

n

)
xm−nyn

= (x+ y)m.

Here, so far, we are, of course, using only the simplest, combinatorially defined

binomial coefficients,
(
m
n

)
with m,n ≥ 0. We observe that the only “difficult” point in

the proof is knowing how to expand (x+y)m as an element in C[x][[y]]. In other words,

the classical binomial theorem is at the heart of the proof of the polynomial formal

Taylor theorem as well as at the heart of the proof of the automorphism property.

In order to extend the polynomial formal Taylor theorem to handle the case of

Laurent polynomials, we extend the binomial notation to include expressions
(
m
n

)
with

m < 0 and we also recall the binomial expansion convention:

Definition 2.1.1. We write

(x+ y)m =
∑

n≥0

(
m

n

)
xm−nyn ,m ∈ Z, (2.1.1)

where we assign to
(
m
n

)
the algebraic (rather than combinatorial) meaning: for allm ∈ Z

and n nonnegative integers

(
m

n

)
=

(m)(m− 1) · · · (m− (n− 1))

n!
. (2.1.2)
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Remark 2.1.1. In the above version of the binomial expansion convention we may

obviously generalize to let m ∈ C.

With our extended notation, as the reader may easily check, the above proof of

Proposition 2.1.2 exactly extends to give:

Proposition 2.1.3. (The Laurent polynomial formal Taylor theorem) For p(x) ∈

C[x, x−1], we have

ey
d

dx p(x) = p(x+ y).

�

Notation 2.1.1. We write C{[x]} for the algebra of finite sums of monomials of the

form cxr where c and r ∈ C.

As the reader may easily check, the above proof of Proposition 2.1.2 exactly extends

even further to give:

Proposition 2.1.4. (The generalized Laurent polynomial formal Taylor theorem) For

p(x) ∈ C{[x]}, we have

ey
d

dx p(x) = p(x+ y).

Remark 2.1.2. There is an alternate approach to get the generalized Laurent polyno-

mial formal Taylor theorem, an approach which has the advantage that no additional

calculation is necessary in the final proof. The argument is simple. For r ∈ C, we need

to verify that

ey
d

dxxr = (x+ y)r.

Now simply notice that both expressions lie in

Cxr[x−1][[y]]

with coefficients being polynomials in r. But the polynomials on matching monomials

agree for r a nonnegative integer and so they must be identical. An argument in

essentially this style appeared in [HLZ] to prove a logarithmic formal Taylor theorem

(Theorem 3.6 of [HLZ]).
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We now extend our considerations to a logarithmic case.

Definition 2.1.2. Let log x be a formal variable commuting with x and y such that

d
dx

log x = x−1.

We shall need to define expressions involving log(x+ y). In parallel with (2.1.1) we

shall define (log(x+ y))r, r ∈ C, by its formal analytic expansion:

Notation 2.1.2.

(log(x+ y))r =
(
log x+ log

(
1 +

y

x

))r

, (2.1.3)

where we make a second use of the symbol “log” to mean the usual formal analytic

expansion, namely

log(1 +X) =
∑

i≥0

(−1)i−1

i
Xi,

and where we expand (2.1.3) according to the binomial expansion convention.

Remark 2.1.3. We note that (2.1.3) is a special case of the definition used in the treat-

ment of logarithmic formal calculus in [HLZ]. Our special case avoids the complication

of the generality, treated in [HLZ], of (uncountable, non-analytic) sums over r ∈ C.

Remark 2.1.4. The reader will need to distinguish from context which use of “log” is

meant.

Proposition 2.1.5. (The generalized polynomial logarithmic formal Taylor theorem)

For p(x) ∈ C{[x, log x]}, we have

ey
d

dx p(x) = p(x+ y).

Proof. By linearity and the automorphism property, we need only check the case p(x) =

(log x)r, r ∈ C. We could proceed by explicitly calculating

ey
d

dx (log x)r,

but this is somewhat involved. Instead we argue as in Remark 2.1.2 to reduce to the

case r = 1. Even without explicitly calculating ey
d

dx (log x)r, it is not hard to see that
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it is in

C[r](log x)rC[(log x)−1, x−1][[y]].

When we expand (2.1.3) we find that it is also in

C[r](log x)rC[(log x)−1, x−1][[y]].

Thus we only need to check the case for r a positive integer. A second application of

the automorphism property now shows that we only need the case where r = 1. This

case is not difficult to calculate:

ey
d

dx log x = log x+
∑

i≥1

yi

i!

(
d

dx

)i

log x

= log x+
∑

i≥1

yi

i!

(
d

dx

)i−1

x−1

= log x+
∑

i≥1

yi

i
(−1)i−1x−i

= log x+ log
(
1 +

y

x

)
.

Remark 2.1.5. Although we are working in a more special case than that considered

in [HLZ], the argument presented in the proof of Proposition 2.1.5 could be used as

a replacement for much of the algebraic proof of Theorem 3.6 in [HLZ] as long as

one is not concerned with calculating explicit formal analytic expansions and checking

the corresponding combinatorics. These two approaches are very similar, however, the

difference only being how much work is left implicit. In the next section we shall take

a different point of view altogether.

2.2 The formal Taylor theorem from a different point of view

From the examples in Section 2.1 we see a common strategy for formulating a formal

Taylor theorem:
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1) Pick some reasonable space (e.g., C[x], C{[x, log x]}) on which d
dx

acts in a natural

way. The space need not be an algebra, but in this chapter we shall only consider this

case.

2) Choose a plausible formal analytic expansion of relevant expressions involving

x+ y (e.g., (x+ y)r, r ∈ C, log(x+ y)).

3) Consider the equality ey
d

dx p(x) = p(x+ y) and either directly expand both sides

to show equality or if necessary use a trick like in Remark 2.1.2.

Step 2 is necessarily anticipatory and dependent on formal analytic expressions.

Therefore it seems natural to replace Step 2 by simply defining expressions involving

x+ y in terms of the operator ey
d

dx . Then the formal Taylor theorem is trivially true,

being viewed now as a (plausible) representation of the underlying structure of the

automorphism property. We redo the previous work from this point of view.

Proposition 2.2.1. (The polynomial formal Taylor theorem) For p(x) ∈ C[x], we have

ey
d

dx p(x) = p(x+ y).

Proof. We have by the automorphism property:

ey
d

dx p(x) = p
(
ey

d
dxx
)

= p(x+ y).

Now for the replacement step:

Definition 2.2.1.

(x+ y)r = ey
d

dxxr for r ∈ C.

Remark 2.2.1. Of course, Definition 2.2.1 is equivalent to Definition 2.1.1 together

with Remark 2.1.1. This definition immediately leads to the most convenient proofs

of certain “expected” basic properties, instead of needing to wait (as is often done) to

prove a formal Taylor theorem to officially obtain these proofs. For example, we have:
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(x+ y)r+s = ey
d

dxxr+s

= ey
d

dx (xrxs)

=
(
ey

d
dxxr

)(
ey

d
dxxs

)

= (x+ y)r(x+ y)s.

Proposition 2.2.2. (The generalized Laurent polynomial formal Taylor theorem) For

p(x) ∈ C{[x]},

ey
d

dx p(x) = p(x+ y).

Proof. This is trivial.

We also have this example of the replacement step:

Definition 2.2.2.

(log(x+ y))r = ey
d

dx (log x)r r ∈ C.

Proposition 2.2.3. (The generalized polynomial logarithmic formal Taylor theorem)

For p(x) ∈ C{[x, log x]},

ey
d

dx p(x) = p(x+ y).

Proof. The result follows by considering the trivial cases p(x) = xr and p(x) = (log x)r

for r ∈ C and applying the automorphism property.

The formal analytic expansions are now viewed as calculations rather than defini-

tions or conventions (that is except for the convention that we still list “y,” the variable

expanded in the direction of nonnegative powers, in the second position). So, for in-

stance, we may calculate the expansions (2.1.1) and (2.1.3) as consequences rather than

viewing them as definitions.



29

2.3 The formal Taylor theorem for iterated logarithms and exponen-

tials

We demonstrate the utility, for the purposes of generalization, of our approach to the

formal Taylor theorem, which we discussed in the previous section, with a more involved

example. Let ℓn(x) be formal commuting variables for n ∈ Z. We define an action of

d
dx

, a derivation, on

C[. . . , ℓ−1(x)
±1, ℓ0(x)

±1, ℓ1(x)
±1, . . . ]

(which for short we denote by C[ℓ±1]) by

d

dx
ℓ−n(x) =

−n∏

i=−1

ℓi(x),

d

dx
ℓn(x) =

n−1∏

i=0

ℓi(x)
−1,

and
d

dx
ℓ0(x) = 1,

for n > 0.

Remark 2.3.1. Secretly, ℓn(x) is the (−n)-th iterated exponential for n < 0 and the

n-th iterated logarithm for n > 0 and ℓ0(x) is x itself.

We make the following, by now typical, definition in order to obtain a formal Taylor

theorem.

Definition 2.3.1. Let

ℓn(x+ y) = ey
d

dx ℓn(x) for n ∈ Z.

This gives:

Proposition 2.3.1. (The iterated exponential/logarithmic formal Taylor theorem) For

p(x) ∈ C[ℓ±1] we have:

ey
d

dx p(x) = p(x+ y).

Proof. The result follows from the automorphism property.
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We shall calculate formal analytic expansions of ℓn(x+ y) later, where we shall see

how unwieldy they are and how unsuited they are for developing the formal Taylor

theorem along traditional lines in this level of generality, whereas our present approach

works simply and smoothly.

2.4 Formal analytic expansions: warmup

In this section we begin to calculate formal analytic expansions of ℓN (x+y)m for N ∈ Z,

m ∈ C. Actually, we shall content ourselves with the cases N ≥ −2 and leave further

expansions to the reader. Indeed, one could continue to generalize interminably, but

without further motivation this seems less than worthwhile. Recall Remark 2.3.1 for

the “true meanings” of these objects. We shall begin by restricting our attention to the

cases N = −2,−1, 0, 1. The cases N = −1, 0 are easy but somewhat illustrative so we

shall work through them in detail. We shall use four different methods for each case.

2.4.1 Case N = 0, the case “x”

We would like to calculate the formal analytic expansion of e
d

dx ℓ0(x)
n for n ∈ C.

Method 1

We shall establish a recursion with initial condition having a unique solution which

yields the coefficients of the expansion. We first must note what form the solution is

up to coefficients. It is easy to see that we have

(
d

dx

)m

ℓ0(x)
n =

(
∂

∂ℓ0(x)

)m

ℓ0(x)
n = cmℓ0(x)

n−m,

where cm ∈ C. Then it is easy to see that

cm = (n− (m− 1))cm−1,

along with the initial condition that c0 = 1. This recursion together with initial condi-

tion, of course, uniquely determines cm for m ≥ 0 so that we may solve for e
d

dx ℓ0(x)
n
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in terms of the coefficients of the solution of this recursion. That is, we have

e
d

dx ℓ0(x)
n =

∑

k≥0

ck
k!
ℓ0(x)

n−kyk.

One could, of course, solve the recursion any way one likes, but we shall leave that sort

of solution in this (very easy) and all further (sometimes a bit more difficult) cases to

the interested reader and consider this method now complete.

Method 2

In this case this method is too trivial to mention separately.

Method 3

It is easy to see how the m-th power of d
dx

acts on ℓ0(x)
n because d

dx
ℓ0(x)

n = nℓ0(x)
n−1,

which is a monomial. This is the essential observation that this method is based on.

Later we shall have to expand d
dx

as a sum of linear operators yielding such monomial

results, but in this case it is already immediate that for n ∈ C and m ≥ 0 that

d
dx

m
ℓ0(x)

n = n(n− 1) · · · (n −m+ 1)ℓ0(x)
n−m so that

ey
d

dx ℓ0(x)
n =

∑

k≥0

n(n− 1) · · · (n− k + 1)

k!
ℓ0(x)

n−kyk.

Method 4

Here we first calculate ey
d

dx ℓ0(x) and then using the automorphism property, or al-

ternatively the formal Taylor theorem, we may find ey
d

dx ℓ0(x)
n for n ∈ N by using a

(nonnegative integral) binomial expansion. We have

ey
d

dx ℓ0(x)
n = (ℓ0(x) + y)n =

∑

k≥0

(
n

k

)
ℓ0(x)

n−kyk.

Then by explicitly expressing
(
n
k

)
as a polynomial in n, using a formula like (2.1.2), it

is easy to see by arguing as in Remark 2.1.2 that the result extends for all n ∈ C.

Remark 2.4.1. Of course, considering the three methods and equating coefficients,

we have thus calculated the binomial coefficients explicitly and also found them as the

unique solution to a recurrence equation with initial condition. We shall later equate
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coefficients of more cases to record combinatorial identities, some of them classical

identities involving Stirling numbers of the first and second kinds.

2.4.2 Case N = −1, the case “exp x”

We would like to calculate the formal analytic expansion of e
d

dx ℓ−1(x)
n for n ∈ C.

Method 1

It is easy to see that we have

(
d

dx

)m

ℓ−1(x)
n =

(
ℓ−1(x)

∂

∂ℓ−1(x)

)m

ℓ−1(x)
n = cmℓ−1(x)

n,

where cm ∈ C, and where

cm = ncm−1,

along with the initial condition that c0 = 1. This recursion together with initial condi-

tion, of course, uniquely determines cm for m ≥ 0 so that we may solve for e
d

dx ℓ−1(x)
n

in terms of the coefficients of the solution of this recursion. That is, we have

e
d

dx ℓ−1(x)
n =

∑

k≥0

ck
k!
ℓ−1(x)

nyk.

Method 2

We note that for our purposes d
dx

= ℓ−1(x)
∂

∂ℓ−1(x) , and that the m-th power for m ≥ 0

may be normally ordered so that we have

(
ℓ−1(x)

∂

∂ℓ−1(x)

)m

=

m−1∑

i=0

aiℓ−1(x)
m−i

(
∂

∂ℓ−1(x)

)m−i

,

for some ai ∈ N which we leave undetermined. To see this, one need only observe that

[
∂

∂ℓ−1(x)
, ℓ−1(x)

]
=

[
d

dx
, x

]
= 1.
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Then we have
(
d

dx

)m

ℓ−1(x)
n =

m−1∑

i=0

aiℓ−1(x)
m−i

(
∂

∂ℓ−1(x)

)m−i

ℓ−1(x)
n

=

m−1∑

i=0

aiℓ−1(x)
m−in(n− 1) · · · (n− (m− i))ℓ−1(x)

n−(m−i)

= ℓ−1(x)
n

m−1∑

i=0

ain(n− 1) · · · (n− (m− i)),

giving in turn

e
d

dx ℓ−1(x)
n = ℓ−1(x)

n
∑

k≥0

∑k−1
i=0 ain(n− 1) · · · (n− (k − i))yk

k!
.

Method 3

For n,m ≥ 0 it is easy to see how the m-th power of d
dx

acts on ℓ−1(x)
n because

d
dx
ℓ−1(x)

n = nℓ−1(x)
n is a monomial. So we have d

dx

m
ℓ−1(x)

n = nmℓ−1(x) which gives

ey
d

dx ℓ−1(x)
n =

∑

k≥0

(ny)k

k!
ℓ−1(x)

n

= ℓ−1(x)
neny.

Method 4

We have for n ∈ N

ey
d

dx ℓ−1(x)
n =

(
ey

d
dx ℓ−1(x)

)n

= (ℓ−1(x)e
y)n

= (ℓ−1(x) + ℓ−1(x)(e
y − 1))n

=
∑

k≥0

(
n

k

)
ℓ−1(x)

n−kℓ−1(x)
k(ey − 1)k

= ℓ−1(x)
n
∑

k≥0

(
n

k

)
(ey − 1)k.

Now by arguing as in Remark 2.1.2 and by using a formula like (2.1.2) to extend the

definition of
(
n
k

)
, we get that the result extends for all n ∈ C. We may also write

ey
d

dx ℓ−1(x)
n = ℓ−1(x)

n (ey)n
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for all n ∈ C where (ey)n is interpreted as (1 + (ey − 1))n expanded using the binomial

expansion convention.

2.4.3 Case N = 1, the case “log x”

We would like to calculate the formal analytic expansion of ey
d

dx ℓ1(x)
n for n ∈ C.

Method 1

We consider that for n, k ∈ C we have

d

dx
ℓ1(x)

nℓ0(x)
k = nℓ1(x)

n−1ℓ0(x)
k−1 + kℓ1(x)

nℓ0(x)
k−1.

Therefore we have

ey
d

dx ℓ1(x)
n =

∑

i≥0

i∑

j=0

c(i, j)ℓ1(x)
n−jℓ0(x)

−i y
i

i!
,

where

c(i, j) = −(i− 1)c(i − 1, j) + (n− (j − 1))c(i − 1, j − 1)

with initial conditions

c(0, j) =





1 j = 0

0 otherwise.

We note that this recurrence does depend on n, even though our notation suppresses

this.

It will be convenient to consider the recurrence given by

s(i, j) = (i− 1)s(i− 1, j) + s(i− 1, j − 1) (2.4.4)

with initial conditions

s(0, j) =





1 j = 0

0 otherwise.

One may easily verify, say by induction, that

c(i, j) = (−1)i−j

(
n

j

)
j!s(i, j).
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Thus

ey
d

dx ℓ1(x)
n =

∑

i≥0

i∑

j=0

(−1)i−j

(
n

j

)
j!s(i, j)ℓ1(x)

n−jℓ0(x)
−i y

i

i!
.

Method 2

We note that for our purposes d
dx

= ∂
∂ℓ0(x) + ℓ0(x)

−1 ∂
∂ℓ1(x) and that the m-th power for

m ≥ 0 may be normally ordered so that we have

(
∂

∂ℓ0(x)
+ ℓ0(x)

−1 ∂

∂ℓ1(x)

)m

= ℓ0(x)
−m

∑

0≤i≤m

M(i)

(
∂

∂ℓ1(x)

)i

for some M(i) ∈ C, which we leave undetermined. This follows because

[
x−1,

d

dx

]
= x−2

and because any normally ordered term with ∂
∂ℓ0(x) vanishes when it acts against ℓ1(x).

Then

(
d

dx

)m

ℓ1(x)
n = ℓ0(x)

−m
∑

0≤i≤m

M(i)

(
∂

∂ℓ1(x)

)i

ℓ1(x)
n

= ℓ0(x)
−m

∑

0≤i≤m

M(i)n(n − 1) · · · (n− (i− 1))ℓ1(x)
n−i

giving in turn

ey
d

dx ℓ1(x)
n =

∑

m≥0

ym

m!
ℓ0(x)

−m
∑

0≤i≤m

M(i)n(n − 1) · · · (n− (i− 1))ℓ1(x)
n−i.

Method 3

We closely follow the argument leading to (3.15) in [HLZ]. We have

d

dx
ℓ0(x)

nℓ1(x)
m = nℓ0(x)

n−1ℓ1(x)
m +mℓ0(x)

n−1ℓ1(x)
m−1.

Then define two linear operators T0 and T1 on C[ℓ0(x), ℓ1(x)] by

T0ℓ0(x)
nℓ1(x)

m = nℓ0(x)
n−1ℓ1(x)

m

T1ℓ0(x)
nℓ1(x)

m = mℓ0(x)
n−1ℓ1(x)

m−1.
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Then

d

dx

k

ℓ0(x)
nℓ1(x)

m = (T0 + T1)
kℓ0(x)

nℓ1(x)
m.

It is not hard to see that

(
d

dx

)k

ℓ0(x)
nℓ1(x)

m =

k∑

j=0

m(m− 1) · · · (m− j + 1)·

·




∑

0≤t1<t2<···<tk−j<k

(n− t1) · · · (n− tk−j)



 ℓ0(x)
n−kℓ1(x)

m−j ,

where the reader should think of j as corresponding to the number of T1’s in a summand

of the expansion of (T0 +T1)
k and the ti’s as corresponding to the positions of the T0’s.

It is now easy to get that

ey
d

dx ℓ1(x)
m =

∑

k≥0

(
y

ℓ0(x)

)k k∑

j=0

(
m

j

)
ℓ1(x)

m−j j!

k!
·

·




∑

0≤t1<t2<···<tk−j<k

(−t1) · · · (−tk−j)



 . (2.4.5)

Method 4

We also have
(

d
dx

)l
ℓ1(x) = (−1)l−1(l − 1)!ℓ0(x)

−l for l ≥ 1. Thus it is easy to get that

for m ∈ N:

ey
d

dx ℓ1(x)
m =

(
ey

d
dx ℓ1(x)

)m

=

(
ℓ1(x) + log

(
1 +

y

ℓ0(x)

))m

=
∑

j≥0

(
m

j

)
ℓ1(x)

m−j




∑

l≥1

(−1)l−1

l

(
y

ℓ0(x)

)l




j

=
∑

j≥0

(
m

j

)
ℓ1(x)

m−j
∑

k≥j

(−1)k−j
∑

k1+···+kj=k

ki≥1

1

k1 · · · kj

(
y

ℓ0(x)

)k

, (2.4.6)

where we recall that

log(1 +X) =
∑

i≥1

(−1)i−1

i
Xi.

Then by arguing as in Remark 2.1.2 and by using a formula like (2.1.2) to extend the

definition of
(
m
j

)
, we get that the result extends for all m ∈ C.
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2.4.4 Case N = −2, the case “exp exp x”

We would like to calculate the formal analytic expansion of ey
d

dx ℓ−2(x)
n for n ∈ C.

Method 1

We consider that for n, k ∈ C we have

d

dx
ℓ−2(x)

nℓ−1(x)
k = nℓ−2(x)

nℓ−1(x)
k+1 + kℓ−2(x)

nℓ−1(x)
k.

Therefore we have

ey
d

dx ℓ−2(x)
n =

∑

i≥0

i∑

j=0

C(i, j)ℓ−2(x)
nℓ−1(x)

j y
i

i!
,

where

C(i, j) = jC(i− 1, j) + nC(i− 1, j − 1)

with initial conditions

C(0, j) =





1 j = 0

0 otherwise.

We note that this recurrence does depend on n, even though our notation suppresses

this.

It will be convenient to consider the recurrence given by

S(i, j) = jS(i− 1, j) + S(i− 1, j − 1) (2.4.7)

with initial conditions

S(0, j) =





1 j = 0

0 otherwise.

One may easily verify, say by induction, that

C(i, j) = njS(i, j).

Thus

ey
d

dx ℓ−2(x)
n =

∑

i≥0

i∑

j=0

njS(i, j)ℓ−2(x)
nℓ−1(x)

j y
i

i!
,
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Method 2

We note that for our purposes d
dx

= ℓ−1(x)
∂

∂ℓ−1(x) + ℓ−1(x)ℓ−2(x)
∂

∂ℓ−2(x) and that the

m-th power for m ≥ 0 may be normally ordered so that we have

(
ℓ−1(x)

∂

∂ℓ−1(x)
+ ℓ−1(x)ℓ−2(x)

∂

∂ℓ−2(x)

)m

=
∑

0≤j≤i≤m

N(i, j)ℓ−1(x)
iℓ−2(x)

j

(
∂

∂ℓ−2(x)

)j

for some N(i, j) ∈ N, which we leave undetermined. This follows because

[
d

dx
, x

]
= 1

and because any normally ordered term with ∂
∂ℓ−1(x) vanishes when it acts against

ℓ−2(x).

Then

(
d

dx

)m

ℓ−2(x)
n =

∑

0≤j≤i≤m

N(i, j)ℓ−1(x)
iℓ−2(x)

j

(
∂

∂ℓ−2(x)

)j

ℓ−2(x)
n

=
∑

0≤j≤i≤m

N(i, j)ℓ−1(x)
iℓ−2(x)

jn(n− 1) · · · (n − (j − 1))ℓ−2(x)
n−j

= ℓ−2(x)
n

∑

0≤j≤i≤m

N(i, j)ℓ−1(x)
in(n− 1) · · · (n− (j − 1)),

giving in turn

ey
d

dx ℓ−2(x)
n = ℓ−2(x)

n
∑

m≥0

ym

m!

∑

0≤j≤i≤m

N(i, j)n(n − 1) · · · (n− (j − 1))ℓ−1(x)
i.

Method 3

We have for n,m ∈ C

d

dx
ℓ−1(x)

nℓ−2(x)
m = nℓ−1(x)

nℓ−2(x)
m +mℓ−1(x)

n+1ℓ−2(x)
m.

Then define two linear operators S0 and S1 on C[ℓ−1(x), ℓ−2(x)] by

S0ℓ−1(x)
nℓ−2(x)

m = nℓ−1(x)
nℓ−2(x)

m

S1ℓ−1(x)
nℓ−2(x)

m = mℓ−1(x)
n+1ℓ−2(x)

m.

Then

(
d

dx

)k

ℓ−1(x)
nℓ−2(x)

m = (S0 + S1)
kℓ−1(x)

nℓ−2(x)
m.
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It is not hard to see that

(
d

dx

)k

ℓ−1(x)
nℓ−2(x)

m =
k∑

j=0

mj




∑

0≤t1≤t2≤···≤tk−j≤j

(n+ t1) · · · (n+ tk−j)



 ·

· ℓ−1(x)
n+jℓ−2(x)

m,

where the reader should think of j as corresponding to the number of S1’s in a summand

of the expansion of (S0 +S1)
k and the ti’s as corresponding to the positions of the S0’s.

It is now easy to get that

ey
d

dx ℓ−2(x)
m = ℓ−2(x)

m
∑

k≥0

yk

k!

k∑

j=0

(mℓ−1(x))
j

∑

0≤t1≤t2≤···≤tk−j≤j

t1 · · · tk−j. (2.4.8)

Method 4

In order to proceed as in the previous three examples we would like to be able to easily

calculate ey
d

dx ℓ−2(x) and then take the m-th power of the result. However, it is just

as difficult to calculate ey
d

dx ℓ−2(x) as ey
d

dx ℓ−2(x)
m, since the answer already involves

two variables non-trivially. We shall therefore use a different strategy which we could

have used in place of method 4 in the case N = −1 and also in a sense cases N = 0, 1

although these cases are roughly like initial cases. We shall prove, in the next section,

a recursive formula for ℓn(x + y) in terms of ℓn+1(x + y) (and inversely in terms of

ℓn−1(x+ y)), which we will use to calculate ey
d

dx ℓ−2(x).

2.5 A recursion

In this section we establish a recursive identity for ℓn(x + y) in terms of ℓn−1(x + y)

(and inversely in terms of ℓn+1(x + y)) for all n ∈ Z. We shall use this recursion to

calculate a formal analytic expansion of ℓn(x+ y) for n ≥ 0 in the next section.

Our approach is based on the following identity:

limr→0

((
d

dx

)m (ℓn(x))r

r

)
=

(
d

dx

)m

ℓn+1(x) (m ≥ 1). (2.5.9)

But we shall need to define just what we mean by taking a limit in this context in order

for the above expression to make precise sense. We first define a new space.
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Definition 2.5.1. We let F (Z+, ℓ) be the complex vector space of functions from the

positive integers into C{[. . . , ℓ−1(x), ℓ0(x), ℓ1(x), . . . ]}.

We may define a “lifting” of d
dx

on F (Z+, ℓ).

Definition 2.5.2. For f and g ∈ F (Z+, ℓ), we say that g = d
dx
f when g(r) =

d
dx
f(r) for all r ≥ 0.

Of course, d
dx
f may not exist for all f ∈ F (Z+, ℓ). We shall actually be interested

in a subspace of F (Z+, ℓ), which we call P (Z+, ℓ) on which d
dx
f does always exist.

Definition 2.5.3. We let P (Z+, ℓ) ⊂ F (Z+, ℓ) be the space of functions f(r), from the

nonzero natural numbers into C{[ℓ0(x), ℓ1(x), . . . ]}, which may be represented in the

form

f(r) =

J∑

j=0

qj(r)
∏

i∈Z

ℓi(x)
pi,j(r),

where qj(r), pi,j(r) are complex polynomials in r for all j ≥ 0, i ∈ Z and where we

further require that for all j ≥ 0 there exists some Ij ≥ 0 such that pi,j(r) = 0 when

|i| ≥ Ij. We call such a representation a formal polynomial form of the function. The

function is given by the obvious substitution procedure for r in the formal polynomial

form.

Definition 2.5.4. For f(r) ∈ P (Z+, ℓ) we say a formal polynomial form representation,

f(r) =

J∑

j=0

qj(r)
∏

i∈Z

ℓi(x)
pi,j(r),

is in reduced formal polynomial form or reduced form, when for all j 6= k, j, k ≥ 0 there

is some i ∈ Z such that

pi,j(r) 6= pi,k(r).

Then we get

Proposition 2.5.1. If f(r) ∈ P (Z+, ℓ), then it is uniquely expressible in reduced formal

polynomial form.
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Proof. Let us say that

M(r) = q(r)
∏

i∈Z

ℓi(x)
pi(r)

is a monomial summand in one reduced formal polynomial form of f(r). Then consider

any other reduced formal polynomial form expression for f(r). Since two formally

unequal complex polynomials can only agree for a finite number of substitution values,

it is not difficult to see that there must be a monomial summand in the second reduced

polynomial form of the form

N(r) = q̄(r)
∏

i∈Z

ℓi(x)
pi(r).

But since our forms are reduced, then in fact N(r) is the only monomial summand

of this form in the second representation, and therefore q(r) = q̄(r). The result now

obviously follows by induction.

It is now easy to define what is meant by limr→0f(r) when f(r) ∈ P (Z+, ℓ). One

simply expresses f(r) in its unique reduced formal polynomial expansion and substitutes

0 for r to yield a well-defined element of C{[. . . ℓ−1(x), ℓ0(x), ℓ1(x), . . . ]}.

Remark 2.5.1. In order to justify our use of the term “limit” we note that this process

is very similar to what we teach introductory calculus students. When finding the limit

of a function: first find a nice form and then substitute.

Before we return to the identity which we want we should note that P (Z+, ℓ) is

obviously closed under d
dx

. It is also necessary to prove one lemma.

Lemma 2.5.1. For any Ar(x) ∈ P (Z+, ℓ) we have that

lim
r→0

d

dx
Ar(x) =

d

dx
lim
r→0

Ar(x).

Proof. Since d
dx

is linear we only have to consider the case where Ar(x) is a monomial.

For convenience we call limr→0Ar(x) = A0(x). Let Ar(x) = Br(x)Cr(x). then

lim
r→0

d

dx
Ar(x) = lim

r→0

d

dx
(Br(x)Cr(x))

= (lim
r→0

d

dx
Br(x))C0(x) +B0(x) lim

r→0

d

dx
(Cr(x))
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and

d

dx
lim
r→0

Ar(x) =
d

dx
lim
r→0

(Br(x)Cr(x))

= (
d

dx
B0(x))C0(x)) +B0(x)

d

dx
C0(x)),

which means that we only need consider the case where Ar(x) = p(r)ℓi(x)
q(r) where

i ∈ Z. Now we get:

lim
r→0

d

dx
Ar(x) = lim

r→0
q(r)p(r)ℓi(x)

q(r)−1 d

dx
ℓi(x)

= q(0)p(0)ℓi(x)
q(0)−1 d

dx
ℓi(x)

=
d

dx
p(0)ℓi(x)

q(0)

=
d

dx
lim
r→0

Ar(x).

We now prove the desired identity (2.5.9).

Lemma 2.5.2. For m ≥ 1 and n ∈ Z

limr→0

((
d

dx

)m (ℓn(x))r

r

)
=

(
d

dx

)m

ℓn+1(x).

Proof. First note that d
dx

(ℓn(x))r

r
∈ P (Z+, ℓ). Then we may calculate to get:

lim
r→0

((
d

dx

)m (ℓn(x))r

r

)
=

(
d

dx

)m−1

limr→0

(
d

dx

(ℓn(x))r

r

)

=

(
d

dx

)m−1

limr→0

(
ℓn(x)r−1 d

dx
ℓn(x)

)

=

(
d

dx

)m−1(
ℓn(x)−1 d

dx
ℓn(x)

)
.

And now we proceed in the two separate cases n ≥ 0 and n ≤ −1. First, when n ≥ 0

we have,

lim
r→0

((
d

dx

)m (ℓn(x))r

r

)
=

(
d

dx

)m−1
(
ℓn(x)−1

n−1∏

i=0

(ℓi(x))
−1

)

=

(
d

dx

)m−1 n∏

i=0

(ℓi(x))
−1

=

(
d

dx

)m

ℓn+1(x).
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And second, when n ≤ −1 we have,

lim
r→0

((
d

dx

)m (ℓn(x))r

r

)
=

(
d

dx

)m−1
(
ℓn(x)−1

n∏

i=−1

ℓi(x)

)

=

(
d

dx

)m−1
(

n+1∏

i=−1

ℓi(x)

)

=

(
d

dx

)m

ℓn+1(x).

With some care, we now see that for n ∈ Z

limr→0

(
ey

d
dx

(
(ℓn(x))r

r

)
−
ℓn(x)r

r

)
= ey

d
dx ℓn+1(x) − ℓn+1(x).

One must note that indeed ey
d

dx

(
(ℓn(x))r

r

)
− ℓn(x)r

r
∈ P (Z+, ℓ) because the first term of

ey
d

dx

(
(ℓn(x))r

r

)
cancels ℓn(x)r

r
. Next we get for n ∈ Z

ℓn+1(x+ y) = ℓn+1(x) + limr→0

(
ℓn(x+ y)r − ℓn(x)r

r

)
.

But we don’t want the limit in the expression, so, recalling that r stands for a positive

integer, we get:

ℓn+1(x+ y) = ℓn+1(x) + lim
r→0

(
(ℓn(x) + (ℓn(x+ y) − ℓn(x)))r − ℓn(x)r

r

)

= ℓn+1(x) + lim
r→0

∑

p≥1

r(r − 1) · · · (r − (p − 1))

rp!
ℓn(x)r−p (ℓn(x+ y) − ℓn(x))p

= ℓn+1(x) +
∑

p≥1

(−1)p−1

p

(
ℓn(x+ y) − ℓn(x)

ℓn(x)

)p

= ℓn+1(x) + log

(
1 +

(
ℓn(x+ y) − ℓn(x)

ℓn(x)

))
,

where for a formal object X

log(1 +X) =
∑

i≥1

(−1)i−1

i
Xi,

whenever well defined.

Theorem 2.5.1. For n ∈ Z we have

ℓn+1(x+ y) = ℓn+1(x) + log

(
1 +

(
ℓn(x+ y) − ℓn(x)

ℓn(x)

))
. (2.5.10)
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We note that we may solve for ℓn(x+ y) in (2.5.10) to get for all n ∈ Z

ℓn(x+ y) = ℓn(x)e(ℓn+1(x+y)−ℓn+1(x)), (2.5.11)

where we used that elog(1+X) = 1 + X, which is perhaps checked most easily by cal-

culating that d
dx

(
elog(1+X)(1 +X)−1

)
= 0 which gives elog(1+X) = c(1 + X) for some

constant, c which is, in turn, solved for by substituting 0 for X or, in other words,

checking the constant term.

Remark 2.5.2. Both (2.5.10) and (2.5.11) make sense heuristically as may be seen

easily, when one recalls that ℓn(x) is “really” an iterated logarithm or exponential.

2.6 Formal analytic expansions: warmup continued and completed

Using our results from above we now calculate, in one final way, a formal analytic

expansion of ey
d

dx ℓ−2(x)
m. We shall begin with the subcase, m = 1. By (2.5.11) we

have

ℓ−2(x+ y) = ℓ−2(x)e
(ℓ−1(x+y)−ℓ−1(x))

= ℓ−2(x)
∑

j≥0

ℓ−1(x)
j(ey − 1)j

j!

= ℓ−2(x)
∑

j≥0

ℓ−1(x)
j

j!




∑

s≥1

ys

s!




j

= ℓ−2(x)
∑

k≥j≥0

ℓ−1(x)
j

j!

∑

s1+···sj=k

yk

s1!s2! · · · sj!

= ℓ−2(x)
∑

k≥0

yk

k!

k∑

j=0

k!ℓ−1(x)
j

j!

∑

s1+···sj=k

1

s1!s2! · · · sj !
.

It is essentially trivial to generalize to the case for all m ≥ 1 to get

ey
d

dx ℓ−2(x)
m = ℓ−2(x+ y)m (2.6.12)

= ℓ−2(x)
mem(ℓ−1(x+y)−ℓ−1(x)) (2.6.13)

= ℓ−2(x)
m
∑

k≥0

yk

k!

k∑

j=0

k!(mℓ−1(x))
j

j!

∑

s1+···sj=k

1

s1!s2! · · · sj !
. (2.6.14)
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Remark 2.6.1. We use here that emx = (ex)m, which one can easily prove from scratch

or, alternatively, observe by comparing the expansions for ey
d

dx ℓ−1(x)
m obtained by

methods 3 and 4.

2.7 Formal analytic expansions: Cases N ≥ 0, “iterated logarithms”

2.7.1 Method 1

We note that for the purpose of acting on ℓN (x)m for N ≥ 0 we have

d

dx
=

∂

∂ℓ0(x)
+ ℓ0(x)

−1 ∂

∂ℓ1(x)
+ ℓ0(x)

−1ℓ1(x)
−1 ∂

∂ℓ2(x)
+ · · · (2.7.15)

=
∑

i≥0

i−1∏

j=0

ℓj(x)
−1 ∂

∂ℓi(x)
. (2.7.16)

This shows that the coefficients in the expansion of ey
d

dx ℓN (x)r are given by a linear

recursion equation in N + 1 variables. Indeed it is not hard to see that

d

dx

k

ℓN (x)r =
∑

1≤jN≤jN−1≤···≤j1≤j0=k

B(jN , jN−1, · · · , j0)·

· ℓN (x)r−jN ℓN−1(x)
−jN−1 · · · ℓ0(x)

−j0 ,

where

B(jN , jN−1, · · · , j0) = (r − (jN − 1))B(jN − 1, jN−1 − 1, · · · , j0 − 1)

+ (1 − jN−1)B(jN , jN−1 − 1, · · · , j0 − 1)

...

+ (1 − j0)B(jN , jN−1, · · · j1, j0 − 1),

along with the initial conditions,

B(jN , jN−1, · · · , j1, 1) =





r jN = jN−1 = · · · = j1 = 1

0 otherwise.
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It will be convenient, and is easy, to partially solve for B(jN , jN−1, · · · , j0). Let

S(jN , jN−1, · · · , j0) be given by the following recursion:

S(jN , jN−1, · · · , j0) = S(jN − 1, jN−1 − 1, · · · , j0 − 1)

+ (jN−1 − 1)S(jN , jN−1 − 1, · · · , j0 − 1)

...

+ (j0 − 1)S(jN , jN−1, · · · j1, j0 − 1),

along with the initial conditions,

S(jN , jN−1, · · · , j1, 1) =





1 jN = jN−1 = · · · = j1 = 1

0 otherwise.

Then it is easy to verify (by induction) that

B(jN , jN−1, · · · , j1, j0) = jN !

(
r

jN

)
(−1)j0+jNS(jN , jN−1, · · · , j1, j0).

This gives us

Proposition 2.7.1. For r ∈ C,

ey
d

dx ℓN (x)r = ℓN (x+ y)r

=
∑

k≥0

yk

k!

∑

1≤jN≤···≤j1≤j0=k

jN !

(
r

jN

)
(−1)j0+jNS(jN , · · · , j0)·

· ℓN (x)r−jN ℓ
−jN−1

N−1 · · · ℓ−k
0 .

2.7.2 Method 2

We again note that the purpose of acting on ℓN (x)m for N ≥ 0 we have

d

dx
=

∂

∂ℓ0(x)
+ ℓ0(x)

−1 ∂

∂ℓ1(x)
+ ℓ0(x)

−1ℓ1(x)
−1 ∂

∂ℓ2(x)
+ · · · (2.7.17)

=
∑

i≥0

i−1∏

j=0

ℓj(x)
−1 ∂

∂ℓi(x)
(2.7.18)

and, in fact, we may further truncate the sum at i = N . The m-th power for m ≥ 0

may be normally ordered giving
(
d

dx

)m

=
∑

j0+j1+···jN=m

−

M(j0, . . . , jN )ℓ0(x)
−(j1+j2+···+jN )−j0ℓ1(x)

−(j2+j3+···+jN )−j1 · · ·

· · · ℓN−1(x)
−(jN )−jN−1

(
∂

∂ℓN (x)

)jN

,
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where ji corresponds to the number of occurrences of the term containing ∂
∂ℓi(x) in a

generic monomial in the expansion prior to performing any commutations.

For notational convenience we let

αi = ji + · · · + jN ,

for 0 ≤ i ≤ N .

Then we have

(
d

dx

)m

=
∑

0≤αN≤···≤α1≤α0=N

M(α0, . . . , αN )·

· ℓ0(x)
−α0ℓ1(x)

−α1 · · · ℓN−1(x)
−αN−1

(
∂

∂ℓN (x)

)αN

.

2.7.3 Method 3

We begin by defining the following operators:

Ti =

i−1∏

j=0

ℓj(x)
−1 ∂

∂ℓi(x)
i ≥ 0.

Then

d

dx
=
∑

i≥0

Ti.

Therefore,

(
d

dx

)k

=
∑

i1,i2,··· ,ik≥0

Ti1Ti2 · · ·Tik .

If we consider all the monomials with a fixed number of occurrences of each Ti, and

call this fixed number ji, then we can partially calculate to get

Dk
N∏

l=0

(ℓl(x))
cl =

∑

j0+j1+···+jN=k

0≤j0,j1,··· ,jN

P (c)
N∏

i=0

ℓi(x)
ci−αi ,
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where P (c) is a certain sum of polynomials in the ci each of degree ji in ci, and where,

for notational convenience, we have let

αi =
N∑

l=i

jl.

We shall describe P (c) by using a combinatorial construction, a type of tableau. A

tableau will consist of a specified number of columns of blank entries each of a specified

length. We shall construct a tableau on any such “grid” of blanks by filling in each

blank with nonnegative numbers beginning at the top of each column and moving down.

Each new entry can be any non-negative number subject to two restrictions. First, the

numbers must strictly ascend as one descends a column and second the entry in each

column must be less than or equal to the number of entries above and to the right (not

necessarily above). So for example,

0
2
8
11

3
5
6

0
1
2
3
4

is a tableaux. But

0
8
2
11

3
5
6

0
1
2
3
4 and

0
2
8
11

3
5
20

0
1
2
3
4

are not.

We shall consider all tableaux of a particular shape and assign to that shape a poly-

nomial in as many variables, xi, as there are columns. We shall denote this polynomial

by [m1,m2, · · · ,mn](xi) where the shape is n columns of heights m1 on the left followed

by m2 next to the right etc. The polynomial is found by summing over all the tableau

of the given shape. Each summand is found by inserting “xi−” in each entry of the

i-th column and multiplying all entries. A moment’s reflection yields that

Dk
N∏

l=0

(ℓl(x))
cl =

∑

j0+j1+···+jN=k

0≤j0,j1,··· ,jN

[j0, j1, · · · , jn](ci)
N∏

i=0

ℓi(x)
ci−αi . (2.7.19)
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We shall specialize this calculation, but shall first revisit the tableaux. Notice that

the rightmost column of a tableau is completely determined by its length alone. There-

fore the piece of the tableau polynomial due to the rightmost column may be factored

out. If look at the remaining factor of [m1,m2, · · · ,mn](xi) and set all the variables

to zero we get an integer which we shall call (m1,m2, · · · ,mn−1;mn). Notice that

when constructing a tableau of fixed shape each column is labelled independently of

the others. Thus we have

Proposition 2.7.2.

(m1,m2, · · ·mn−1;mn) = (m1;m2 + · · ·mn) · · · (mn−2;mn−1 +mn)(mn−1;mn).

It is easy to see that

(m;n) = (−1)m
∑

0≤i1<i2<···<im≤m+n−1

i1i2 · · · im.

Remark 2.7.1. The reader may now recognize a formula for the Stirling numbers of

the first kind. Indeed we have

(m;n) = (−1)m



m+ n

n



 ,

a fact which will actually be reproven below, but for ease of notation we will anticipate

the result.

Now we can specialize (2.7.19) to get

Dkℓn(x)r =
∑

j0+j1+···+jn=k

0≤j0,j1,··· ,jn

(r)(r − 1) · · · (r − (jn − 1))(j0, · · · jn−1; jn)ℓn(x)r
n∏

i=0

ℓi(x)
−αi

=
∑

j0+j1+···+jn=k

0≤j0,j1,··· ,jn

(r)(r − 1) · · · (r − (jn − 1))(−1)α0−αn ·

·
n−1∏

i=0



ji + αi+1

αi+1



 ℓn(x)r
n∏

i=0

ℓi(x)
−αi .
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Thus we get

Proposition 2.7.3. For r ∈ C,

eyDℓn(x)r =
∑

k≥0

yk

k!

∑

j0+j1+···+jn=k

0≤j0,j1,··· ,jn

jn!

(
r

jn

)
(−1)α0−αn

n−1∏

i=0



ji + αi+1

αi+1



 ℓn(x)r
n∏

i=0

ℓi(x)
−αi .

2.7.4 Method 4

Letting r ∈ N (and noting the remark below to explain notation), we can calculate to

get:

ℓn(x+ y)r =

(
ℓn(x) + log

(
1 +

(
ℓn−1(x+ y) − ℓn−1(x)

ℓn−1(x)

)))r

=



ℓn(x) +
∑

m≥1

(−1)m−1

m

(
ℓn−1(x+ y) − ℓn−1(x)

ℓn−1(x)

)m




r

=
∑

j≥0

(
r

j

)
ℓn(x)r−j




∑

m≥1

(−1)m−1

m

(
ℓn−1(x+ y) − ℓn−1(x)

ℓn−1(x)

)m




j

=
∑

j≥0

(
r

j

)
ℓn(x)r−j

∑

k≥0

j!

k!



k

j



 (−1)k−j

(
ℓn−1(x+ y) − ℓn−1(x)

ℓn−1(x)

)k

=
∑

k,j≥0

(
r

j

)
ℓn(x)r−j j!

k!



k

j



 (−1)k−jℓn−1(x)
−k·

·
∑

l≥0

(
k

l

)
ℓn−1(x+ y)l(−ℓn−1(x))

k−l

=
∑

k,j,l,≥0

(
r

j

)
j!

k!



k

j




(
k

l

)
(−1)j+lℓn(x)r−jℓn−1(x)

−lℓn−1(x+ y)l.

where



k

j



 =
k!

j!

∑

i1+···+ij=k

il≥1

1

i1 · · · ij
. (2.7.20)

Remark 2.7.2. The reader may notice that 2.7.20 is a formula for the unsigned Stirling

numbers of the first kind, thereby justifying our notation. Indeed, a specialization of a
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formula we shall get below will relate this expression to the standard recursion for the

Stirling numbers of the first kind thus reproving this fact.

Remark 2.7.3. Compare with the calculation leading to (3.16) in [HLZ].

Rewriting

ℓn(x+ y)rn =
∑

kn−1,jn,rn−1≥0

(
rn
jn

)(
kn−1

rn−1

)
jn!

kn−1!



kn−1

jn



 (−1)jn+rn−1

· ℓn(x)rn−jnℓn−1(x)
−rn−1ℓn−1(x+ y)rn−1

makes clear how, with a bit of care, we can iterate to get

ℓn(x+ y)rn =
∑

ki≥ri≥ji≥0
0≤i≤n−1,jn≥0

n−1∏

i=0




(
ri
ji

)(
ki

ri

)
ji!

ki!



 ki

ji+1







 (−1)
Pn

i=1(ji+ri−1) jn!

j0!
·

·

(
rn
jn

)
ℓn(x)rn

n∏

i=0

ℓi(x)
−jiyj0

=
∑

ki≥ji≥0
0≤i≤n−1,jn≥0

n−1∏

i=0



 ji!

ki!



 ki

ji+1







 (−1)
Pn

i=1 ji
jn!

j0!
·

·

(
rn
jn

)
ℓn(x)rn

n∏

i=0

ℓi(x)
−jiyj0

·
∑

ki≥ri≥ji

(−1)
Pn

i=1 ri−1

n−1∏

i=0

(
ri
ji

)(
ki

ri

)
.

Now it is useful to consider the special case where n = 1, because in this case we

symbolically expanded

(
ℓn−1(x+ y) − ℓn−1(x)

ℓn−1(x)

)k

.

But when n = 1 this is a trivial expansion. Therefore it will be useful to perform the

following trivial expansion to get the easy combinatorial identity which results. We
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have

(y
x

)k

=

(
(x+ y) − x

x

)k

= x−k
∑

p≥0

(
k

p

)
(x+ y)p(−x)m−p

= x−k
∑

p,q≥0

(
k

p

)(
p

q

)
(−1)k−pxp−qyqxk−p

=
∑

p,q≥0

(
k

p

)(
p

q

)
(−1)k−p

(y
x

)q

,

which implies

∑

p≥0

(
k

p

)(
p

q

)
(−1)k−p =





0 q 6= k

1 q = k.

This implies:

Proposition 2.7.4. Let r ∈ N, then

ℓn(x+ y)r =
∑

j0,··· ,jn≥0

n−1∏

i=0







 ji

ji+1







 (−1)j0+jn
jn!

j0!

(
r

jn

)
ℓn(x)r

n∏

i=0

ℓi(x)
−jiyj0.

Remark 2.7.4. The same type of argument used in Remark 2.1.2 shows that we may

extend the above proposition to r ∈ C.

2.8 Some combinatorics

We have calculated, by various methods certain formal analytic expansions. It is now

routine to equate the coefficients of different expansions of the same object. Doing this

one finds various classical identities involving Stirling numbers of the first and second

kinds, and, in the case of the iterated logarithmic objects, perhaps some extensions

of the usual identities. One of these identities, involving Stirling numbers of the first

kind, was re-discovered in [HLZ] and was one of the motivations for this work. We shall

mention only a couple of these identities here as an illustration. We leave the rest to

the reader.
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Equating the coefficients of (2.4.5) and (2.4.6) found by methods 3 and 4 of expand-

ing ey
d

dx ℓ1(x)
n, we find

∑

0≤t1<t2<···<tk−j<k

t1 · · · tk−j =
∑

k1+···+kj=k

ki≥1

1

k1 · · · kj
. (2.8.21)

Remark 2.8.1. The recurrence given by (2.4.4), the well-known recurrence for Stirling

numbers of the first kind (unsigned), used for method 1 of expanding ey
d

dx ℓ1(x)
n clearly

shows how (2.8.21) is giving two expansions of the Stirling numbers of the first kind.

Remark 2.8.2. The identity (2.8.21) appeared in Section 3 of [HLZ] in the course of

a “traditional-style” algebraic proof of a logarithmic formal Taylor theorem. See also

Remark 3.8 in [HLZ], where this identity was observed to solve a problem posed by D.

Lubell in the Problems and Solutions section of the American Mathematical Monthly

[Lub].

In parallel fashion, equating the coefficients of (2.4.8) and (2.6.12) found by methods

3 and 4 of expanding ey
d

dx ℓ−2(x)
n, we find

∑

0≤t1≤t2≤···≤tk−j≤j

t1 · · · tk−j =
k!

j!

∑

s1+···sj=k

si≥1

1

s1!s2! · · · sj!
. (2.8.22)

Remark 2.8.3. The recurrence given by (2.4.7), the well-known recurrence for Stirling

numbers of the second kind, used for method 1 of expanding ey
d

dx ℓ−2(x)
n clearly shows

how (2.8.22) is giving two expansions of the Stirling numbers of the second kind.

Remark 2.8.4. Readers familiar with the Stirling numbers of the first and second

kinds will note that the exponential generating functions of these numbers give a clue

as to why they appear in the expansions we have considered.

2.9 Substitution maps for iterated logs and exponentials

Now consider the substitution map

φ : C[ℓ±1] → C[ℓ±1]
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and its inverse defined by

φ(ℓn(x)) = ℓn+1(x) for n ∈ Z

(and φ−1(ℓn(x)) = ℓn−1(x) for n ∈ Z).

Proposition 2.9.1. We have

φ ◦
d

dx
= ℓ0(x)

d

dx
◦ φ

and φ−1 ◦ ℓ0(x)
d

dx
=

d

dx
◦ φ−1.

This proposition makes clear that, on the appropriate space, ey
d

dx and eyℓ0(x) d
dx are

simply shifted (in terms of the subscripts of ℓn(x)) versions of each other.

Proof. Since d
dx

and ℓ0(x)
d
dx

are derivations we need only check the action on ℓn(x)

n ∈ Z. The verification is routine calculation. For instance:

For n > 1

ℓ0(x)
d

dx
φℓ−n(x) = ℓ0(x)

d

dx
ℓ−n+1(x) = ℓ0(x)

−n+1∏

i=−1

ℓi(x)

=

−n+1∏

i=0

ℓi(x)

= φ
−n∏

i=−1

ℓi(x)

= φ
d

dx
ℓ−n(x).

We then have the following two examples of the “lifting” process referred to in the

introduction to this section:

eyℓ0(x) d
dx ℓ0(x) = φ ◦ ey

d
dxφ−1(ℓ0(x))

= φ ◦ ey
d

dx ℓ−1(x)

= φ ◦
∑

n≥0

yn

n!
ℓ−1(x)

= ℓ0(x)e
y,
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and

eyℓ0(x) d
dx ℓ1(x) = φ ◦ ey

d
dxφ−1(ℓ1(x))

= φ ◦ ey
d

dx ℓ0(x)

= φ(ℓ0(x) + y)

= ℓ1(x) + y,

which translate respectively to the following identities in more standard logarithmic

notation:

eyx d
dxx = xey

eyx d
dx log x = log x+ y.

Remark 2.9.1. Of course, these examples can be obtained much more easily without

resorting to this method but in more involved examples this approach is very useful as

we shall see.

Remark 2.9.2. Although we do not give a precise definition here, it is maps like φ

that we call intertwining substitutions.

2.10 A glimpse of Faà di Bruno and umbral calculus

There are some interesting variants of the notion of intertwining substitution. In fact,

one such variant appears implicitly in the proof of Faà di Bruno’s formula in Proposition

8.3.4 of [FLM2], an argument which is essentially the basis for proving the (highly-

nontrivial) “associativity” property of lattice vertex operator algebras in a setting based

on arbitrary rational lattices; see Sections 8.3 and 8.4 of [FLM2]. We present a special

case of this argument next.



56

Let x, y, z be formal commuting variables. Let f(x), g(x) ∈ C[x]. Then

ey
d

dx f(g(x)) = f(g(x+ y))

= f(g(x) + (g(x+ y) − g(x)))

= e(g(x+y)−g(x)) d
dz f(z)|z=g(x)

=
∑

n≥0

f (n)(z)(g(x + y) − g(x))n

n!
|z=g(x)

=
∑

n≥0

f (n)(g(x))(g(x + y) − g(x))n

n!

=
∑

n≥0

f (n)(g(x))
(
ey

d
dx g(x) − g(x)

)n

n!

=
∑

n≥0

f (n)(g(x))
(∑

m≥1
ymg(m)(x)

m!

)n

n!
. (2.10.23)

Motivated by this, we consider the algebra C[y0, y1, y2, . . . , x1, x2, . . . ] where yi, xj

for i ≥ 0 and j ≥ 1 are commuting formal variables. Let D be the unique derivation

on C[y0, y1, y2, . . . , x1, x2, . . . ] satisfying the following:

Dyi = yi+1x1 i ≥ 0

Dxj = xj+1 j ≥ 1.

Then this question of calculating ey
d

dx f(g(x)) is seen to be essentially equivalent to

calculating

ezDy0,

where we “secretly,” loosely speaking, identify d
dx

withD, f (n)(g(x)) with yn and g(m)(x)

with xm (and y with z). The reader may note that we are now really dealing with,

among other things, a certain sort of completion of the original problem, so that one

may, for instance, wish to view f(x) as a formal power series and g(x) as a formal

power series with zero constant term, and indeed we note that it was in this generality

(and with even more general derivations) that the above argument was carried out in
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[FLM2]. For a detailed description of this material, we refer the reader to [R3] and

Chapter 3 of this work.

Before proceeding, we note that we may write an intermediate step of (2.10.23) as

ey
d

dxφ(f(z)) = φ
(
e(g(x+y)−g(x)) d

dz f(z)
)
,

where φ : C[z] → C[x] substitutes g(x) for z. That is, we have a commutative diagram:

C[z]
e
(g(x+y)−g(x)) d

dz

−−−−−−−−−−→ C[x, y, z]
yφ

yφ

C[x]
e
y d

dx

−−−−→ C[x, y].

This commutative diagram shows how φ may be regarded as a sort of “global (i.e.,

exponentiated) intertwining substitution.” In our new setting we might consider looking

at “nonglobal” intertwining substitution of D. This turns out to be too restrictive, but

a suitably loosened version of this question turns out to lead to interesting results.

Let φB be the substitution which sends yj to 1 for j ≥ 0 and sends xi to xBi for

i ≥ 1, where Bi ∈ C for i ≥ 1 is a fixed, arbitrary sequence subject to the requirement

that B1 6= 0.

Proposition 2.10.1. There is a unique linear map DB : C[x] → C[x] which satisfies

the condition

Dn
BφB(y0) = φB(Dn(y0)) n ≥ 0. (2.10.24)

Proof. It is easy to see that φBD
n(y0) is a polynomial of degree n whose leading term

is Bn
1 x

n, where we recall that this coefficient is nonzero. Thus each required equality in

turn (indexing by n) may be solved to obtain an equation of the form DBx
n−1 = r(x),

where r(x) is a polynomial of degree n. Of course this recursive process solves for and

completely determines DBx
n for all n ≥ 0.

The maps DB are what have been called umbral shifts, as in [Rm1]. For more on

the connection to classical umbral calculus see [R3] and Chapter 3 of this work.
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Chapter 3

Formal calculus and umbral calculus

3.1 Preliminaries

We set up some notation and recall some well-known and easy preliminary propositions

in this section. For a more complete treatment, we refer the reader to the first three

sections of Chapter 8 of [FLM2] (cf. Chapter 2 of [LL]), while noting that in this

chapter we shall not need any of the material on “expansions of zero,” the heart of the

formal calculus treated in those works.

We shall write t, u, v, w, x, y, z, xn, ym, zn for commuting formal variables, where

n ≥ 0 and m ∈ Z. All vector spaces will be over C. Let V be a vector space. We use

the following:

C[[x]] =

{∑

n≥0

cnx
n|cn ∈ C

}

(formal power series), and

C[x] =

{∑

n≥0

cnx
n|cn ∈ C, cn = 0 for all but finitely many n

}

(formal polynomials).

We denote by d
dx

the formal derivative acting on either C[x] or C[[x]]. Further, we

shall frequently use the notation e� to refer to the formal exponential expansion, where

� is any formal object for which such expansion makes sense. For instance, we have

the linear operator ew
d

dx : C[[x, x−1]] → C[[x, x−1]][[w]]:

ew
d

dx =
∑

n≥0

wn

n!

(
d

dx

)n

.

We recall that a linear map D on an algebra A which satisfies

D(ab) = (Da)b+ a(Db) for all a, b ∈ A
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is called a derivation. Of course, the linear operator d
dx

when acting on either C[x] or

C[[x]] is an example of a derivation.

It is a simple matter to verify, by induction for instance, the following “version” of

the elementary binomial theorem.

Proposition 3.1.1. Let A be an algebra with derivation D. Then for all a, b ∈ A, we

have:

1) Dnab =
∑

k+l=n

(k + l)!
Dka

k!

Dlb

l!

2) ewDab =
(
ewDa

) (
ewDb

)
.

We call part 2 of Proposition 3.1.1 the “automorphism property.” Further, we

separately state the following important special case of the automorphism property.

Corollary 3.1.1. Let f(x), g(x) ∈ C[[x]]. We have

ew
d

dx f(x)g(x) =
(
ew

d
dx f(x)

)(
ew

d
dx g(x)

)
.

The automorphism property shows how the operator ew
d

dx may be regarded as a

formal substitution, since, for n ≥ 0, we have:

ew
d

dxxn =
(
ew

d
dxx
)n

= (x+ w)n.

Therefore, by linearity, we get the following polynomial formal Taylor theorem.

Proposition 3.1.2. Let p(x) ∈ C[x]. We have

ew
d

dx p(x) = p(x+ w).

Since the total degree of every term in (x + w)n is n, we see that ew
d

dx preserves

total degree. By equating terms with the same total degree we can therefore extend

the previous proposition to get the following.
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Proposition 3.1.3. Let f(x) ∈ C[[x]]. We have

ew
d

dx f(x) = f(x+ w).

We have calculated the higher derivatives of a product of two polynomials using the

automorphism property. We next follow (in a very special case, for the derivation d
dx

),

the argument given in Proposition 8.3.4 of [FLM2] to calculate the higher derivatives

of the composition of two power series. Let f(x), g(x) ∈ C[[x]]. We further require that

g(x) have zero constant term, so that, for instance, the composition f(g(x)) is always

well defined. We shall approach the problem by calculating the exponential generating

function of the higher derivatives of f(g(x)). We get

ew
d

dx f(g(x)) = f(g(x+ w))

= f(g(x) + (g(x +w) − g(x)))

=
(
e(g(x+w)−g(x)) d

dz f(z)
)
|z=g(x)

=
∑

n≥0

f (n)(g(x))

n!

(
ew

d
dx g(x) − g(x)

)n

=
∑

n≥0

f (n)(g(x))

n!




∑

m≥1

g(m)(x)

m!
wm




n

. (3.1.1)

While our calculation of the higher derivatives is not, strictly speaking, complete at this

stage (although all that remains is a little work to extract the coefficients in powers of

w), it is in fact this formula which will be of importance to us, since, roughly speaking,

many results of the classical umbral calculus follow because of it, and so we shall record

it as a proposition.

Proposition 3.1.4. Let f(x) and g(x) ∈ C[[x]]. Let g(x) have zero constant term.

Then we have

ew
d

dx f(g(x)) =
∑

n≥0

f (n)(g(x))

n!




∑

m≥1

g(m)(x)

m!
wm




n

. (3.1.2)
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We include the rest of the calculation of the higher derivatives of the composition

of two polynomials, which yields Faà di Bruno’s classical formula, in Section 3.12.

Remark 3.1.1. The more general version of this calculation appeared in [FLM2] be-

cause it was related to a much more subtle and elaborate argument showing that vertex

operators associated to lattices satisfied a certain associativity property (see [FLM2],

Sections 8.3 and 8.4). The connection is due, at least in part, to the rough resemblance

between the exponential generating function of the higher derivatives of a composite

function in the special case f(x) = ex (see (3.1.3) below) and “half of” a vertex operator.

Noting that in (3.1.1) we treated g(x + w) − g(x) as one, atomic object suggests a

reorganization. Indeed by calling g(x + w) − g(x) = v and g(x) = u, the second, third

and fourth lines of (3.1.1) become

f(u+ v) = ev
d

du f(u) =
∑

n≥0

f (n)(u)

n!
vn.

This is just the formal Taylor theorem, of course, and so we could have begun here and

then re-substituted for u and v to get the result. This, according to [Jo], is how the

proof of U. Meyer [Me] runs.

It is also interesting to specialize to the case where f(x) = ex, as is commonly done,

and indeed was the case which interested the authors of [FLM2] and will interest us in

later sections. We have simply

ew
d

dx eg(x) = eg(x+w) = eg(x)eg(x+w)−g(x) = eg(x)e
P

m≥1
g(m)(x)

m!
wm

. (3.1.3)

Remark 3.1.2. The generating function for what are called the Bell polynomials (cf.

Chapter 12.3 and in particular (12.3.6) in [An]) easily follows from (3.1.3) using a sort

of slightly unrigorous old-fashioned umbral argument replacing g(m) with gm (see the

proof of Proposition 3.2.1 for one way of handling such arguments). Of course, if we

also set g(x) = ex − 1, we get ew
d

dx ee
x−1 = ee

x+w−1 and setting x = 0 is easily seen to

give the well-known result that ee
w−1 is the generating function of the Bell numbers,

which are themselves the Bell polynomials with all variables evaluated at 1.
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For convenience we shall globally name three generic (up to the indicated restric-

tions) elements of C[[t]]:

A(t) =
∑

n≥0

An
tn

n!
, B(t) =

∑

n≥1

Bn
tn

n!
. and C(t) =

∑

n≥0

Cn
tn

n!
, (3.1.4)

where both B1 6= 0 and C0 6= 0 (and note the ranges of summation). We recall, and it

is easy for the reader to check, that B(t) has a compositional inverse, which we denote

by B(t), and that C(t) has a multiplicative inverse, C(t)−1. We note further that since

B(t) has zero constant term, B′(B(t)) is well defined, and we shall denote it by B∗(t).

In addition, p(x) will always be a formal polynomial and sometimes we shall feel free

to use a different variable such as z in the argument of one of our generic series, so that

A(z) is the same type of series as A(t), only with the name of the variable changed.

We shall also use the notation A(n)(t) for the derivatives of, in this case, A(t), and

it will be convenient to define this for all n ∈ Z to include anti-derivatives. Of course,

to make that well-defined we need to choose particular integration constants and only

one choice is useful for us, as it turns out.

Notation 3.1.1. For all n ∈ Z, given a fixed sequence Am ∈ C for all m ∈ Z, we shall

define

A(n)(t) =
∑

m≥n

Amt
m−n

(m− n)!
.

3.2 A restatement of the problem and further developments

In the last section we considered the problem of calculating the higher formal deriva-

tives of a composite function of two formal power series, f(g(x)), where we obtained

an answer involving only expressions of the form f (n)(g(x)) and g(m)(x). Because of

the restricted form of the answer it is convenient to translate the result into a more ab-

stract notation which retains only those properties needed for arriving at Proposition

3.1.4. This essential structure depends only on the observation that d
dx
f (n)(g(x)) =

f (n+1)(g(x))(g(1)(x)) for n ≥ 0 and that d
dx
g(m)(x) = g(m+1)(x) for m ≥ 1.

Motivated by the above paragraph, we consider the algebra

C[. . . , y−2, y−1, y0, y1, . . . , x1, x2, . . . ].



63

Then let D be the unique derivation on C[. . . , y−2, y−1, y0, y1, y2, · · · , x1, x2, · · · ] satis-

fying

Dyi = yi+1x1 i ∈ Z

Dxj = xj+1 j ≥ 1.

Then the question of calculating ew
d

dxf(g(x)) as in the last section is seen to be essen-

tially equivalent to calculating

ewDy0,

where we “secretly” identify D with d
dx

, f (n)(g(x)) with yn and g(m)(x) with xm. We

shall make this identification rigorous in the proof of the following proposition, while

noting that the statement of said following proposition is already (unrigorously) clear,

by the “secret” identification in conjunction with Proposition 3.1.4.

Proposition 3.2.1. We have

ewDy0 =
∑

n≥0

yn

(∑
m≥1

wmxm

m!

)n

n!
. (3.2.1)

Proof. Let f(x), g(x) ∈ C[[x]] such that g(x) has zero constant term as in Proposition

3.1.4. Consider the unique algebra homomorphism

φf,g : C[. . . , y−2, y−1, y0, y1, . . . , x1, x2, . . . ] → C[[x]]

satisfying

φf,gyi = f (i)(g(x)) i ∈ Z and

φf,gxi = g(i)(x) i ≥ 1.

Then we claim that we have

φf,g ◦D =
d

dx
◦ φf,g.

Since φf,g is a homomorphism and D is a derivation, it is clear that we need only check

that these operators agree when acting on yi for i ∈ Z and xj for j ≥ 1. We get

(φf,g ◦D) yi = φf,g(yi+1x1) = f (i+1)(g(x))g′(x) =
d

dx
f (i)(g(x)) =

(
d

dx
◦ φf,g

)
yi
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and

(φf,g ◦D)xi = φf,gxi+1 = g(i+1)(x) =
d

dx
g(i)(x) =

(
d

dx
◦ φf,g

)
xi,

which gives us the claim. Then, using the obvious extension of φf,g, by (3.1.2) we have

φf,g

(
ewDy0

)
= ew

d
dxφf,gy0 = ew

d
dx f(g(x)) = φf,g




∑

n≥0

yn

(∑
m≥1

wmxm

m!

)n

n!



 , (3.2.2)

for all f(x) and g(x).

Next take the formal limit as x → 0 of the first and last terms of (3.2.2). These

identities clearly show that we get identities when we substitute f (n)(0) for yn and

g(n)(0) for xn in (3.2.1). But f (n)(0) and g(n)(0) are arbitrary and since (3.2.1) amounts

to a sequence of multinomial polynomial identities when equating the coefficients of wn,

we are done.

We observe that it would have been convenient in the previous proof if the maps

φf,g had been invertible. We provide a second proof of Proposition 3.2.1 using such a

set-up. This proof is closely based on a proof appearing in [Ch]. We hope the reader

won’t mind a little repetition.

Proof. (second proof of Proposition 3.2.1)

Let F (x) =
∑

n≥0
ynxn

n! and G(x) =
∑

n≥1
xnxn

n! . Consider the unique algebra homo-

morphism

ψ : C[. . . , y−2, y−1, y0, y1, . . . , x1, x2, . . . ] → C[. . . , y−2, y−1, y0, y1, . . . , x1, x2, . . . ][[x]]

satisfying

ψ(yi) = F (i)(G(x)) i ∈ Z and

ψ(xi) = G(i)(x) i ≥ 1.

Then we claim that we have

ψ ◦D =
d

dx
◦ ψ.

Since ψ is a homomorphism and D is a derivation, it is clear that we need only check

that these operators agree when acting on yi for i ∈ Z and xj for j ≥ 1. We get

(ψ ◦D) yi = ψ(yi+1x1) = F (i+1)(G(x))G′(x) =
d

dx
F (i)(G(x)) =

(
d

dx
◦ ψ

)
yi
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and

(ψ ◦D) xi = ψ(xi+1) = G(i+1)(x) =
d

dx
G(i)(x) =

(
d

dx
◦ ψ

)
xi,

which gives us the claim. Then, using the obvious extension of ψ, we have

ψ
(
ewDy0

)
= ew

d
dxψ(y0) = ew

d
dxF (G(x)). (3.2.3)

But now we get to note that ψ has a left inverse, namely setting x = 0, because

F (i)(G(0)) = yi for i ∈ Z and G(i)(0) = xi for i ≥ 1. Thus we get

ewDy0 =
(
ew

d
dxF (G(x))

)
|x=0 = F (G(x+ w))|x=0 = F (G(w)), (3.2.4)

which is exactly what we want.

We note that our second proof of Proposition 3.2.1 did not depend on Proposition

3.1.4. Completing a natural circle of reasoning, by using the first proof of Proposition

3.2.1, before invoking Proposition 3.1.4, we had from (3.2.2)

φf,g

(
ewDy0

)
= ew

d
dxφf,gy0 = ew

d
dx f(g(x)),

which by (3.2.4) gives

ew
d

dxf(g(x)) = φf,g(F (G(w))),

which gives us back Proposition 3.1.4. Thus we have shown in a natural way how

Propositions 3.1.4 and 3.2.1 are equivalent.

Remark 3.2.1. One nice aspect of our second proof of Proposition 3.2.1, based closely

on a proof in [Ch], is that its key brings to the fore of the argument perhaps the most

striking feature of the result, which is that the exponential generating function of higher

derivatives of a composite function is itself in the form of a composite function. This, of

course, is an old-fashioned umbral feature. Furthermore, it was the form of the answer,

that it roughly resembled “half of a vertex operator,” which was what interested the

authors of [FLM2]. This feature is also central to what follows.
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We may now clearly state the trick on which (from our point of view) much of the

classical umbral calculus is based. It is clear that if we substitute An for yn and Bn for

xn in (3.2.1) then the right-hand side will become A(B(w)). Actually, it will be more

interesting to substitute xBn for xn. With this as motivation, we formally define two

(for flexibility) substitution maps. Let χB(t) and ψA(t) be the algebra homomorphisms

uniquely defined by the following:

χB(t) : C[. . . , y−1, y0, y1, . . . , x1, x2, · · · ] → C[. . . , y−1, y0, y1, . . . , x]

with

χB(t)(yi) = yi i ∈ Z

χB(t)(xj) = Bjx j ≥ 1.

and

ψA(t) : C[. . . , y−1, y0, y1, . . . , x] → C[x]

with

ψA(t)(yi) = Ai i ∈ Z

ψA(t)(x) = x.

Then we have

ψA(t) ◦ χB(t)

(
ewDy0

)
= A(xB(w)). (3.2.5)

To keep the notation from becoming cluttered, we shall sometimes abbreviate A(t) by

simply A and make other similar abbreviations when there should be no confusion.

We next note that it is not difficult to explicitly calculate the action of ψA ◦χB ◦ewD

on C[. . . , y−1, y0, y1, . . . , x1, x2, . . . ]. Indeed it is easy to see that we have

ψA ◦ χB ◦ ewDyn = A(n)(xB(w)) n ∈ Z (3.2.6)

and ψA ◦ χB ◦ ewDxn = xB(n)(w) n ≥ 1. (3.2.7)

These identities determine the action completely because of the automorphism property

satisfied by ewD.
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The following series of identities (one of which is (3.2.5) repeated) is immediate from

what we have shown:

ψA ◦ χB ◦ ewDy1 = A′(xB(w)) (3.2.8)

ψA′ ◦ χB ◦ ewDy0 = A′(xB(w)) (3.2.9)

∂

∂x
◦ ψA ◦ χB ◦ ewDy−1 = A(xB(w))B(w) (3.2.10)

ψtA(t) ◦ χB ◦ ewDy0 = xB(w)A(xB(w)) (3.2.11)

ψA ◦ χB

(
ewDy0

)
= A(xB(w)) (3.2.12)

ψA◦B ◦ χt ◦ e
wDy0 = A(B(xw)) (3.2.13)

∂

∂w
◦ ψA ◦ χB ◦ ewDy0 = A′(x(B(w))xB′(w) (3.2.14)

ψB∗(t)A′(t) ◦ χB ◦ ewDy0 = B∗(xB(w))A′(xB(w)). (3.2.15)

We can now easily get the following proposition.

Proposition 3.2.2. We have

1. A′(B(w)) =
(
ψA ◦ χB ◦ ewDy1

)
|x=1 =

(
ψA′ ◦ χB ◦ ewDy0

)
|x=1,

2. A(B(w))B(w) =
(

∂
∂x

◦ ψA ◦ χB ◦ ewDy−1

)
|x=1 =

(
ψtA(t) ◦ χB ◦ ewDy0

)
|x=1,

3. A(B(w)) =
(
ψA ◦ χB ◦ ewDy0

)
|x=1 =

(
ψA◦B ◦ χt ◦ e

wDy0

)
|x=1, and

4. A′(B(w))B′(w) = ∂
∂w

((
ψA ◦ χB ◦ ewDy0

)
|x=1

)
=
(
ψB∗(t)A′(t) ◦ χB ◦ ewDy0

)
|x=1.

Proof. All the identities are proved by setting x = 1 in (3.2.8), (3.2.9), (3.2.10), (3.2.11),

(3.2.12), (3.2.13),(3.2.14) and (3.2.15) and equating the results pairwise as follows.

Equations (3.2.8) and (3.2.9) give (1); equations (3.2.10) and (3.2.11) give (2); equations

(3.2.12) and (3.2.13) give (3); and equations (3.2.14) and (3.2.15) give (4).

Each of the identities in Proposition 3.2.2 turns out to be equivalent to the fact that

a certain pair of operators are adjoints. In order to see this, our next task will be to

put the procedure of setting x = 1, used in Proposition 3.2.2, into a context of linear

functionals. We shall do this in the next section.
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3.3 Umbral connection

We set up a bra-ket notation following [Rm1] so that we may precisely recover umbral

results in the formalism there presented.

Notation 3.3.1. Let f(x) =
∑

n≥0 fnx
n ∈ C[x]. Then we define

〈A(v)|f(x)〉 =
∑

n≥0

fnAn.

So we are now viewing A(v) as a linear functional on C[[x]]. This leads us to the

notion of adjoint operators, a key notion in the umbral calculus as presented in [Rm1].

We shall soon show how to recover certain of the same results about adjoints from our

point of view.

Definition 3.3.1. We say that a linear operator φ on C[x] and a linear operator φ∗ on

C[[v]] are adjoints exactly when, for all A(v) and for all p(x), the following identity is

satisfied:

〈φ∗(A(v))|p(x)〉 = 〈A(v)|φ(p(x))〉.

Of course, by linearity, it is equivalent to require that the identity in Definition 3.3.1

be satisfied for p(x) ranging over a basis of C[x]. In addition, we extend the bra-ket

notation in the obvious way to handle elements of C[x][[w]] “coefficient-wise.”

Proposition 3.3.1. If φ is a linear operator on C[x] and φ∗ is a linear operator on

C[[v]] such that

〈φ∗(A(v))|exB(w)〉 = 〈A(v)|φ
(
exB(w)

)
〉,

for all A(v) and B(w), then φ and φ∗ are adjoints.

Proof. Equating coefficients of wn gives us the adjoint equation for a sequence of poly-

nomials Bn(x) of degree exactly n and arbitrary A(v). Since the degree of Bn(x) is n,

these polynomials form a basis and so the result follows by linearity.

The next theorem allows us to translate our “set x = 1” procedure from Proposition

3.2.2 into the bra-ket notation.
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Theorem 3.3.1. Let u ∈ C[y0, y1, · · · , x] be of the form u =
∑

n≥0 unynx
n where

un ∈ C. Then we have:

〈A(v)|ψet(u)〉 = (ψA(u))|x=1.

Proof. We calculate to get:

〈A(v)|ψet(u)〉 = 〈A(v)|
∑

n≥0

unx
n〉 =

∑

n≥0

unAn = (ψA(u))|x=1.

Theorem 3.3.2. We have

1. p(x) ∈ C[x], viewed as a multiplication operator on C[x] and p( d
dv

) are adjoint

operators.

2. F ( d
dx

) ∈ C[[ d
dx

]] and F (v) viewed as a multiplication operator on C[[v]] are adjoint

operators.

Proof. We first prove (1). It is obvious that we need only to check the case where

p(x) = x. By (3.2.1) and Theorem 3.3.1 we have that part (1) of Proposition 3.2.2 is

essentially equivalent to

A′(B(w)) = 〈A(v)|ψet

(
x
(
χB ◦ ewDy1

))
〉 = 〈A′(v)|ψet ◦ χB ◦ ewDy0〉,

which in turn, by (3.2.5) and (3.2.6), gives

〈A(v)|xexB(w)〉 = 〈
d

dv
A(v)|exB(w)〉,

so that by Proposition 3.3.1 we have established (1).

We now prove (2) in a similar fashion. It is obvious that we need only check the

case where F (t) = t. By (3.2.1) and Theorem 3.3.1 we have that part (2) of Proposition

3.2.2 is essentially equivalent to

A(B(w))B(w) = 〈A(v)|ψet ◦
∂

∂x
◦ χB ◦ ewDy−1〉 = 〈vA(v)|ψet ◦ χB ◦ ewDy0〉,
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which in turn, by (3.2.5) and (3.2.6), gives

〈A(v)|B(w)exB(w)〉 = 〈vA(v)|ex(B(w))〉 ⇔

〈A(v)|
d

dx
exB(w)〉 = 〈vA(v)|ex(B(w))〉,

so that by Proposition 3.3.1 we get (2).

Remark 3.3.1. Part (1) of Theorem 3.3.2 appeared as Theorem 2.1.10 in [Rm1] and

Part (2) of Theorem 3.3.2 appeared as Theorem 2.2.5 in [Rm1].

In light of the proof of Theorem 3.3.2, we might consider whether parts (3) and

(4) of Proposition 3.2.2 also amount to adjoint relationships and, in fact, they do. By

(3.2.1) and Theorem 3.3.1, we have that part (3) of Proposition 3.2.2 is essentially

equivalent to

A(B(w)) = 〈A(v)|ψet ◦ χB ◦ ewDy0〉 = 〈A(B(v))|ψet ◦ χt ◦ e
wDy0〉, (3.3.1)

which in turn, by (3.2.5), gives

〈A(v)|exB(w)〉 = 〈A(B(v))|exw〉. (3.3.2)

We have therefore effectively calculated the adjoint to the substitution map SB

which acts by SB(g(v)) = g(B(v)) for all g(v) ∈ C[[v]]. We simply need to make a

couple of definitions.

Remark 3.3.2. We shall be defining certain linear operators on C[x] by specifying,

for instance, how they act on exw, which, recall, stands for the formal exponential

expansion. Of course, by this we mean that the operator acts only the coefficients of

wn n ≥ 0. We have already employed similar abuses of notation with the action of φf,g

in the proof of Proposition 3.2.1 and with the bra-ket notation as mentioned in the

comment preceding Proposition 3.3.1.

We now recall the definition of certain “umbral operators”; cf. Section 3.4 in [Rm1]

where what we are calling “attached umbral operators” appeared as “umbral operators.”

More particularly, the umbral operator attached to a sequence B(w) in this work is the

same as the umbral operator for B(w) in [Rm1].
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Definition 3.3.2. We define the umbral operator attached to B(w) to be the unique

linear map θB : C[x] → C[x] satisfying:

θBe
xw = exB(w).

Theorem 3.3.3. We have that SB and θB are adjoint operators.

Proof. The result follows from Proposition 3.3.1 and (3.3.2).

Remark 3.3.3. Theorem 3.3.3 essentially appeared as Theorem 3.4.1 in [Rm1], al-

though in this work we have chosen some different characterizations of certain objects

as definitions as discussed in the introduction. It is not difficult to tie up all the relevant

information and we shall indicate the essentials of what is needed along these lines in

detail in Section 3.4.

By (3.2.1) and Theorem 3.3.1 we have that part (4) of Proposition 3.2.2 is essentially

equivalent to

A′(B(w))B′(w) =
∂

∂w
〈A(v)|ψet ◦ χB ◦ ewDy0〉 = 〈B∗(v)A′(v)|ψet ◦ χB ◦ ewDy0〉,

which in turn, by (3.2.5), gives

∂

∂w
〈A(v)|exB(w)〉 = 〈B∗(v)A′(v)|exB(w)〉 ⇔

〈A(v)|
∂

∂w
exB(w)〉 = 〈B∗(v)A′(v)|exB(w)〉. (3.3.3)

We now recall the definition of certain “Sheffer shifts”; cf. Section 3.6 in [Rm1],

where what we are calling “attached Sheffer shifts” appeared as “umbral shifts.” More

particularly, the Sheffer shift attached to a sequence B(w) in this work is the same as

the umbral shift for B(w) in [Rm1].

Definition 3.3.3. For each B(w), let DB : C[x] → C[x] be the unique linear map

satisfying

DBe
xB(w) =

∂

∂w
exB(w). (3.3.4)

We call DB the Sheffer shift attached to B(w).
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Remark 3.3.4. As discussed in the Introduction and Remark 3.1.1, the authors of

[FLM2] were concerned with the exponential generating function of the higher deriva-

tives of a composite function, because it roughly resembled “half of” a vertex operator.

Following this analogy, we might say that ψet ◦ χB ◦ ewDy0 is an umbral analogue of

(“half of”) a vertex operator. Having made this analogy, one can see how using (3.3.4),

we have defined attached Sheffer shifts as those operators satisfying an analogue of the

L(−1)-bracket-derivative property, which is stated as the equality of the first and third

expressions of formula (8.7.30) in [FLM2]. See also Remark 3.11.4.

Theorem 3.3.4. We have that DB and B∗(v) ◦ d
dv

are adjoints.

Proof. The result follows from Proposition 3.3.1 and (3.3.3).

Remark 3.3.5. Theorem 3.3.4 essentially appeared as part of Theorem 3.6.1 in [Rm1],

where the author of that work had already, in addition, shown that the operators

B∗(t) ◦ d
dt

are exactly the surjective derivations on C[[t]], a routine matter once we

note that B∗(t) is an arbitrary element of C[[t]] having a multiplicative inverse. We

also mention a similar caveat for the reader regarding different choices of definitions

between the present work and [Rm1] just as discussed in Remark 3.3.3 and in the

Introduction.

In closing this section we note obvious characterizations of the attached umbral

operators and attached Sheffer shifts in terms of the coefficients of their generating

function definitions. For this it is convenient for us to recall the definition of attached

Sheffer sequences; cf. Section 2.3 and Theorem 2.3.4 in particular in [Rm1] as well as

Proposition 3.4.4 and Remark 3.4.4 in this work. We note that the Sheffer sequence

attached to a sequence B(w) in this work is the same as the Sheffer sequence associated

to B(w) in [Rm1].

Definition 3.3.4. We define the sequence of polynomials Bn(x), the Sheffer sequence

attached to B(w), to be the unique sequence satisfying the following:

exB(w) =
∑

n≥0

xnB(w)n

n!
=
∑

n≥0

Bn(x)wn

n!
.
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Remark 3.3.6. We recall that the attached Sheffer sequences already appeared ex-

plicitly (though, of course not by name) in the proof of Proposition 3.3.1.

Proposition 3.3.2. We have that θB : C[x] → C[x], the umbral operator attached to

B(w), is characterized as the unique linear map satisfying:

θBx
n = Bn(x).

Proposition 3.3.3. We have that DB : C[x] → C[x], the Sheffer shift attached to

B(w), is characterized as the unique linear map satisfying:

DBBn(x) = Bn+1(x).

3.4 Some historical, contextual results

In this section we shall establish some well-known results of the classical umbral calculus

using a mixture of generating function techniques, operator theoretic techniques and

some of our previous results. This approach of using a mixture of techniques is intended

to be in keeping with the advice given in [Ga]. We include this material for some amount

of completeness as well as the convenience of the reader who wishes to more easily see

how this work fits into the historical context. I shall continue to use [Rm1], who uses

mainly operator theoretic techniques, as my main official reference to the literature,

while making occasional informal references to other important sources.

Proposition 3.4.1. A sequence of polynomials, Bn(x) with n ≥ 0, is the Sheffer se-

quence attached to B(t) if and only if

(i) Bn(0) = δn,0

(ii) B
(

∂
∂x

)
Bn(x) = nBn−1(x).

Proof. We first assume that Bn(x) is the Sheffer sequence attached to B(t). Setting

x = 0 in exB(t) =
∑

n≥0
Bn(x)tn

n! gives (i). Since
(
∂

∂x

)m

exB(t) = B(t)mexB(t) m ≥ 0,
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it is clear by linearity that

B

(
∂

∂x

)
exB(t) = B(B(t))exB(t) = texB(t).

The result now follows by equating coefficients of t.

For the converse we assume that

B

(
∂

∂x

)∑

n≥0

Bn(x)tn

n!
= t

∑

n≥0

Bn(x)tn

n!
, (3.4.1)

which as we saw above is the generating function version of condition (ii). But we may

also write

∑

n≥0

Bn(x)tn

n!
=
∑

n≥0

Fn(t)xn

n!
,

where Fn(t) ∈ C[[t]] are yet to be determined. Then by (3.4.1) we have

∑

n≥0

Fn+1(t)x
n

n!
=

∂

∂x

∑

n≥0

Fn(t)xn

n!

= B

(
B

(
∂

∂x

))∑

n≥0

Fn(t)xn

n!

= B(t)
∑

n≥0

Fn(t)xn

n!
,

which by equating coefficients of xn gives

Fn+1(t) = Fn(t)B(t) n ≥ 0.

Since condition (i) says exactly that F0(t) = 1, we have Fn(t) = B(t)n, which is exactly

what we need.

Remark 3.4.1. Proposition 3.4.1 essentially appeared as Theorem 2.4.5 in [Rm1]. Our

proofs are quite different, since the approach in [Rm1] is based on operator theoretic

language, whereas ours is based on generating functions. Indeed, we are even using

different (equivalent) definitions and will only completely show the equivalence once we

have proved Proposition 3.4.4. Some readers may recognize these operators B
(

∂
∂x

)
to be

what Rota and Mullin called “delta operators” [MR]. This type of generating function

approach was used by Garsia in [Ga] where this result appeared essentially as Theorem
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2.5. Two proofs were given in [Ga], the second of which is the generating-function style

proof. The first half of our proof is the same as the proof of that implication given in

[Ga]. We note finally that this is one of the results which showcases the old-fashioned

“umbral” nature of the subject area wherein “subscripts are acting like exponents.”

Proposition 3.4.2. A (nonzero) sequence of polynomials, Bl(x) with l ≥ 0, is the

Sheffer sequence attached to B(t) if and only if

Bl(x+ y) =
∑

m≥0

(
l

m

)
Bl−m(x)Bm(y) for all l ≥ 0. (3.4.2)

Proof. We first assume that Bn(x) is attached to B(t). Then

∑

l≥0

Bl(x+ y)tl

l!
= e(x+y)B(t) = exB(t)eyB(t)

=
∑

n≥0

Bn(x)tn

n!

∑

m≥0

Bm(y)tm

m!

=
∑

m,n≥0

Bn(x)Bm(y)

n!m!
tn+m

=
∑

l≥0

l∑

m=0

Bl−m(x)Bm(y)

(l −m)!m!
tl,

and equating coefficients in t gives the result.

For the converse, we assume

∑

l≥0

Bl(x+ y)tl

l!
=
∑

n≥0

Bn(x)tn

n!

∑

m≥0

Bm(y)tm

m!
, (3.4.3)

which as we have seen is a generating function version of (3.4.2). But, as in the proof

of Proposition 3.4.1, we may also write

∑

n≥0

Bn(x)tn

n!
=
∑

n≥0

Fn(t)xn

n!
,

where Fn(t) ∈ C[[t]] are yet to be determined. Then we can rewrite (3.4.3) as

∑

m,n≥0

Fn(t)Fm(t)

n!m!
xnym =

∑

l≥0

Fl(t)(x+ y)l

l!

=
∑

l≥0

∑

r≥0

xl−ryrFl(t)

(l − r)!r!

=
∑

l,s

xsyr

s!r!
Fr+s(t),
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which by equating coefficients in x and y gives

Fn(t)Fm(t) = Fn+m(t).

By setting n = 0 gives F0(t) = 1 (or else Bn(x) would be 0 for all n) and an easy

induction shows that Fn(t) = F1(t)
n, so that by definition the sequence Bn(x) is the

Sheffer sequence attached to F1(t).

Remark 3.4.2. Proposition 3.4.2 essentially appeared as Theorem 2.4.7 in [Rm1]. One

difference is that for us the symbol y is formal (as is typical in the formal calculus used

to study vertex operator algebras) instead of being a complex number. Also, we had to

state that the sequence was nonzero as an “extra” assumption, because in [Rm1] there

was a global assumption made in the opening sentence of Chapter 2, Section 3 that

for all polynomial sequences Bn(x) the degree of Bm(x) would be m, an assumption

also made by Mullin and Rota in [MR]. This result also appeared as Theorem 4.1 in

[Ga] where a generating-function style proof was given. The first half of our proof is

the same as the proof of that implication given in [Ga]. It is, of course, essentially

because of this result that Rota and Mullin called what we have called attached Sheffer

sequences by the name sequences of binomial type.

Remark 3.4.3. The reader may have noted how we used the same trick in the proofs

of the converse statements in Propositions 3.4.1 and 3.4.2, where we switched which

variable we were summing over to study the series we called Fn(t). It is useful to

regard our two-variable generating functions as giving the coefficients of (infinite) lower

triangular matrices. This trick of focusing on the column generating functions is closely

related to the point of view used by Shapiro, Getu, Woan and Woodson [SGWW], about

which we shall have more to say in Section 3.7. Of course, this switching to and fro

between what we may now regard as rows and columns gives a hint from the generating

function point of view as to why these results can be framed in the language of linear

functionals and adjoints.

Proposition 3.4.3. Let fn(x) n ≥ 0 be a sequence of elements of C[[x]] such that the

degree of the lowest nonzero term of fn(x) is n. Polynomials p(x) and q(x) are identical

if and only if 〈fn(v)|p(x)〉 = 〈fn(v)|q(x)〉 for all n ≥ 0.
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Proof. If p(x) =
∑

n≥0 pnx
n and q(x) =

∑
n≥0 qnx

n are identical the conclusion is

obvious. For the converse, we shall induct on degree. First of all, we note that the

degree of p(x) can be characterized as the highest integer l such that 〈fl(v)|p(x)〉 6= 0.

Thus we see that p(x) and q(x) must have the same degree. Let fn(x) =
∑

m≥0 f
n
m

xm

m! .

If the degree of p(x) and q(x) is l, then we have

〈fl(z)|p(x)〉 = f l
l pl = 〈fl(z)|q(x)〉 = f l

l ql,

so that the coefficient of the highest degree terms are equal. This equality provides

both the basis step and inductive step to reach our result.

If f(x) ∈ C[[x]] is a power series with zero constant term, but nonzero first-degree

term, then the sequence of power series fn(x) = f(x)n for n ≥ 0 satisfies the condition

needed in the preceding proposition and this is the only case we are interested in.

Proposition 3.4.4. The sequence of polynomials pn(x) is attached to B(t) if and only

if 〈B(z)k|pn(x)〉 = n!δn,k for all k ≥ 0.

Proof. By (3.3.1) and (3.3.2) we know that

〈A(v)|exB(w)〉 = A(B(w)),

which specializes to

wk = 〈B(v)k|exB(w)〉 = 〈B(v)k|
∑

n≥0

Bn(x)

n!
wn〉

⇔ 〈B(v)k|Bn(x)〉 = n!δn,k k ≥ 0. (3.4.4)

Thus by Proposition 3.4.3 Bn(x), the polynomials attached to B(t) are the unique

solution to (3.4.4), which proves both implications.

Remark 3.4.4. Essentially it is this characterization of attached Sheffer sequences

that Roman uses for his definition (see Theorem 2.3.1 [Rm1]).

Proposition 3.4.5. If Bn(x) is attached to B(t) then for any h(t) ∈ C[[t]] we have

h(t) =
∑

n≥0

〈h(v)|Bn(x)〉

n!
B(t)n.
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Proof. By (3.3.1) and (3.3.2) we know that

〈h(v)|exB(t)〉 = h(B(t)),

which specializes to

h(t) = 〈h(v)|ext〉

= 〈h(v)|exB(B(t))〉

= 〈h(v)|
∑

n≥0

Bn(x)B(t)n

n!
〉.

Remark 3.4.5. Essentially, Proposition 3.4.5 appeared as Theorem 2.4.1 in [Rm1].

Proposition 3.4.6. For any p(T ) ∈ C[T ], we have:

p(t) =
∑

k≥0

〈B(v)k|p(x)〉

k!
Bn(t).

Proof. It is routine to check that

p(t) = 〈etv |p(x)〉

by evaluating the case p(x) = xm and extending by linearity. Noting (as in the proof

of Proposition 3.4.5) that

etv = etB(B(v)) =
∑

k≥0

B(v)kBn(t)

k!

gives the result.

Remark 3.4.6. Essentially, Proposition 3.4.6 appeared as Theorem 2.4.2 in [Rm1].

We shall next obtain a relationship between different umbral shifts. We begin by
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calculating to get:

DBe
xt = DBe

xB(B(t))

=
(
DBe

xB(t)
)
|t=B(t)

=

(
∂

∂t
exB(t)

)
|t=B(t)

=
∑

n≥0

xnnBn−1(B(t))B′(B(t))

n!

= B′(B(t))
∑

n≥0

xnntn−1

n!

= B′(B(t))
∂

∂t
ext.

Thus we have, for any F (t) ∈ C[[t]] such that the constant term of F (t) is zero and the

first degree term is not:

DBe
xt =

B′(B(t))

F ′(F (t))
DF e

xt

= DF

(
B′(B(t))

F ′(F (t))
ext

)

= DF

(
B′(B( d

dx
))

F ′(F ( d
dx

))
ext

)
.

The following proposition is now clear.

Proposition 3.4.7. We have

DF ◦
B′(B( d

dx
))

F ′(F ( d
dx

))
= DB .

Remark 3.4.7. Essentially, Proposition 3.4.7 appears as Theorem 3.6.5 in [Rm1].

Following more closely to [Rm1] we can obtain the result of Proposition 3.4.7 using

adjoints.

Proof. (Second proof of Proposition 3.4.7)
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We can calculate using adjoints, using in particular part (2) of Theorem 3.3.2 and

Theorem 3.3.4, to get:

〈A(v)|DBp(x)〉 = 〈B∗(v)
d

dv
A(v)|p(x)〉

= 〈
B∗(v)

F ∗(v)
F ∗(v)

d

dv
A(v)|p(x)〉

= 〈F ∗(v)
d

dv
A(v)|

B∗( d
dx

)

F ∗( d
dx

)
p(x)〉

= 〈A(v)|DF

B∗( d
dx

)

F ∗( d
dx

)
p(x)〉,

for all A(v) ∈ C[[v]] and for all p(x) ∈ C[x], which gives the result.

3.5 Umbral shifts revisited

In this section we shall show a characterization of the attached Sheffer shifts which

will be useful in Section 3.11. We begin by (for temporary convenience) generalizing

Definition 3.3.3.

Definition 3.5.1. For each A(t) and B(t), let DA
B : C[x] → C[x] be the unique linear

map satisfying

DA
Be

xB(t) =
∂

∂t
A(xB(t)).

Recalling the identities (3.2.6) and (3.2.7), we note that

ψA ◦ χB ◦DewDy0 = ψA ◦ χB ◦ ewDy1x1

= ψA ◦ χB ◦
(
ewDy1

) (
ewDx1

)

= A′(xB(w))xB′(w),

so that

A′(xB(w))xB′(w) = ψA ◦ χB ◦DewDy0

=
∂

∂w

(
ψA ◦ χB ◦ ewDy0

)

= DA
B ◦ ψet ◦ χB ◦ ewDy0.
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Extracting coefficients in tn for n ≥ 0 from the second and fourth terms from the above

identity yields:

DA
B ◦ ψet ◦ χB ◦Dny0 = ψA ◦ χB ◦Dn+1y0.

Furthermore, because ψet ◦χB ◦Dny0 is a polynomial of degree exactly n, this formula

characterizes the maps DA
B .

Although we have briefly generalized the definition for the attached Sheffer shifts (in

order to fit more closely with our calculations from Section 3.2), the previous identity

shows how it is natural to restrict our attention to the attached Sheffer shifts, and it is

this case that will later interest us anyway. We may now state the characterization of

the attached Sheffer shifts mentioned in the introduction to this section.

Proposition 3.5.1. The attached Sheffer shift, DB : C[x] → C[x] is the unique linear

map satisfying

DB ◦ ψet ◦ χB ◦Dny0 = ψet ◦ χB ◦Dn+1y0,

for all n ≥ 0.

Remark 3.5.1. Proposition 3.5.1 was announced, together with a more direct proof,

as Proposition 6.1 in [R2] and is reproduced in this work as Proposition 2.10.1.

3.6 Sheffer sequences

The classical umbral calculus can be considered to be the study of Sheffer sequences

through “umbral” techniques. So far we have only considered a special case, attached

Sheffer sequences. The general case may be obtained easily by using the results of the

special case and this is probably the shortest route given the efforts we have already

made. However, at the risk of being somewhat repetitive we shall describe completely

a parallel development since this seems to more explicitly reveal the relationship of

the two levels of generality. Recall that our approach began by calculating the higher



82

derivatives of a formal composite function. That is, letting f(x), g(x) ∈ C[[x]] such

that the constant term of g(x) is zero, we began calculating the higher derivatives of

f(g(x)). Let h(x) ∈ C[[x]]. Then the general theory follows by the parallel argument

with the starting point of calculating the higher derivatives of the product h(x)f(g(x)).

By using the automorphism property this is easy. We have

ew
d

dxh(x)f(g(x)) =




∑

l≥0

h(l)(x)

l!
wl








∑

n≥0

f (n)(g(x))

n!




∑

m≥1

g(m)(x)

m!
wm




n

 .

As previously, we abstract the essential information. Consider the algebra

C[. . . y−1, y0, y1, y2, . . . , x1, x2, . . . , z0, z1, z2, . . . ].

Let E be the unique derivation on C[. . . y−1, y0, y1, y2, . . . , x1, x2, . . . , z0, z1, z2, . . . ] sat-

isfying the following:

Eyi = yi+1x1 i ∈ Z

Exj = xj+1 j ≥ 1

Ezl = zl+1 l ≥ 0.

Then the question of calculating ew
d

dxh(x)f(g(x)) is seen to be essentially equivalent

to calculating

ewEz0y0,

where we identify E with d
dx

, h(l)(x) with zl, f
(n)(g(x)) with yn and g(m)(x) with xm.

We could now mimic the proof of Proposition 3.2.1, but it is trivial to invoke it and

note that by the automorphism property and (3.2.1) we have

ewEz0y0 =
∑

l≥0

zlw
l

l!

∑

n≥0

yn

(∑
m≥1

wmxm

m!

)n

n!
. (3.6.1)

In this case we would like to substitute An for yn, xBn for xn and Cn for zn. For

flexibility we formalize this with three substitution maps. We already have two of them,

so we need only further define ξC to be the algebra homomorphism satisfying

ξ(C) : C[. . . , y−1, y0, y1, . . . , x1, x2, . . . , z0, z1, . . . ] → C[. . . , y−1, y0, y1, . . . , x1, x2, . . . ],
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with

ξ(C)(xj) = xj i ≥ 1

ξ(C)(yi) = yi i ∈ Z

ξ(C)(zl) = Cl l ≥ 0.

Then we have

ψA ◦ χB ◦ ξC ◦ ewEz0y0 = C(w)A(xB(w)). (3.6.2)

Of course, it is easy to calculate ψA ◦ χB ◦ ξC ◦ ewE on all of

C[. . . , y−1, y0, y1, . . . , x1, x2, . . . , z0, z1, ].

The following identities are immediate.

ψ(C)(A◦B) ◦ χt ◦ ξ1 ◦ e
wEz0y0 = C(xw)A(B(xw)), (3.6.3)

∂

∂w
◦ ψA ◦ χB ◦ ξC ◦ ewEz0y0 = C ′(w)A(xB(w)) + xC(w)A′(xB(w))B′(w) and

(3.6.4)

ψ(C′(B))(C−1(B))(A)+(B∗)(A′) ◦ χB ◦ ξC ◦ ewEz0y0

= C(w)
(
C ′(B(xB(w)))C−1(B(xB(w)))A(xB(w)) +B∗(xB(w))A′(xB(w))

)
,

(3.6.5)

where the third identity seems too complicated to be useful except that we are next

going to set x = 1 in the following Proposition.

Proposition 3.6.1. We have

1. C(w)A(B(w)) = ψA ◦ χB ◦ ξC ◦ ewEz0y0|x=1 = ψ(C)(A◦B) ◦ χt ◦ ξ1 ◦ e
wEz0y0|x=1

and

2. C ′(w)A(B(w)) + C(w)A′(B(w))B′(w)

= d
dw

((
ψA ◦ χB ◦ ξC ◦ ewEz0y0

)
|x=1

)

= ψ(C′(B))(C−1(B))(A)+(B∗)(A′) ◦ χB ◦ ξC ◦ ewEz0y0|x=1.

Proof. Both of the identities are proved by setting x = 1 in (3.6.2), (3.6.3), (3.6.4),

and (3.6.5), and equating the results pairwise. Equations (3.6.2) and (3.6.3) give (1);

equations (3.6.4) and (3.6.5) give (2).
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Each of the identities in Proposition 3.6.1 turns out to be equivalent to the fact that

a certain pair of operators are adjoints. By an obvious extension of Theorem 3.3.1, we

get that part (1) of Proposition 3.6.1 is essentially equivalent to

C(w)A(B(w)) = 〈A(v)|ψet ◦ χB ◦ ξC ◦ ewEz0y0〉

= 〈C(v)A(B(v))|ψet ◦ χt ◦ ξ1 ◦ e
wEz0y0〉,

which in turn gives

〈A(v)|C(w)exB(w)〉 = 〈C(v)A(B(v))|exw〉. (3.6.6)

We can therefore easily calculate the adjoint to C(v) ◦ SB (which acts by C(v) ◦

SB(A(v)) = C(v)A(B(v))).

We now recall the definition of certain umbral operators or Sheffer operators, cf.

Section 3.5 in [Rm1]. More particularly, the Sheffer operator of (B(t), C(t)) in this

work is the same as the Sheffer operator for (1/C(B(t)), B(t)) in [Rm1].

Definition 3.6.1. We define the Sheffer operator of (B(t), C(t)) to be the unique linear

map θC,B : C[x] 7→ C[x] satisfying:

θC,Be
xw = C(w)exB(w).

Theorem 3.6.1. We have that θC,B and C(v) ◦ SB are adjoint operators.

Proof. The result follows from Proposition 3.3.1 and (3.6.6).

Further, by an obvious extension of Theorem 3.3.1 we get that part (2) of Proposition

3.6.1 is essentially equivalent to

C ′(w)A(B(w)) + C(w)A′(B(w))B′(w)

=
∂

∂w
〈A(v)|ψet ◦ χB ◦ ξC ◦ ewEz0y0〉

= 〈C ′(B(v))C−1(B(v))A(v) +B∗(v)A′(v)|ψet ◦ χB ◦ ξC ◦ ewEz0y0〉,
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which in turn gives

〈A(v)|
∂

∂w
C(w)exB(w)〉 = 〈C ′(B(v))C−1(B(v))A(v) +B∗(v)A′(v)|C(w)exB(w)〉.

(3.6.7)

We now recall the definition of “Sheffer shifts”; cf. Section 3.7 in [Rm1]. More

particularly, the Sheffer shift of (B(t), C(t)) in this work is the same as the Sheffer shift

for (1/C(B(t)), B(t)) in [Rm1].

Definition 3.6.2. For each B(t) and C(t), let DB,C : C[x] → C[x] be the unique linear

map satisfying

DB,CC(w)exB(w) =
∂

∂w

(
C(w)exB(w)

)
.

We call DB,C the Sheffer shift of (B(t), C(t)).

Theorem 3.6.2. We have that DB,C and C ′(B(v))C−1(B(v)) + B∗(v) d
dv

are adjoint

operators.

Proof. The result follows from Proposition 3.3.1 and (3.6.7).

In closing this section, we note obvious characterizations of the Sheffer operators

and Sheffer shifts in terms of the coefficients of their generating function definitions.

For this it is convenient for us to recall the definition of Sheffer sequences, cf. Section

2.3 and Theorem 2.3.4 in particular in [Rm1] (see also Proposition 3.4.4 and Remark

3.4.4 in this work). We note that the Sheffer sequence of (B(t), C(t)) in this work is

the same as the Sheffer sequence for (1/C(B(t)), B(t)) in [Rm1].

Definition 3.6.3. We define the sequence of polynomials Sn(x), the Sheffer sequence

of (B(t), C(t)), to be the unique sequence satisfying the following:

C(w)ex(B(w)) = C(w)
∑

n≥0

xnB(w)n

n!
=
∑

n≥0

Sn(x)wn

n!
.

Proposition 3.6.2. We have that θC,B, the Sheffer operator of (B(t), C(t)), is char-

acterized as the unique linear map satisfying:

θC,Bx
n = Sn(x),

where Sn(x) is the Sheffer sequence of (B(t), C(t)).
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Proposition 3.6.3. We have that DB,C , the Sheffer shift of (B(t), C(t)), is character-

ized as the unique linear map satisfying:

DB,CSn(x) = Sn+1(x),

where Sn(x) is the Sheffer sequence of (B(t), C(t)).

3.7 The exponential Riordan group

In this section we recall that the Sheffer operators form a group and we give a matrix

representation of this group which, following the authors of [SGWW], we shall call the

exponential Riordan group. We have

θG,F ◦ θC,Be
xw = θG,FC(w)exB(w) = C(w)G(B(w))exF (B(w)) ,

where we treat B(t) as a single, atomic, formal object to get the second equality. Thus

θG,F ◦ θC,B = θ(C)(G(B)),F (B).

Using this, the following theorem is easily verified.

Theorem 3.7.1. The Sheffer operators form a group whose multiplication is given by:

θG,F ◦ θC,B = θ(C)G(B),F (B),

with identity element θ1,t,

and inverses given by θ−1
C,B = θ(C(B))−1,B.

Remark 3.7.1. Theorem 3.7.1 appeared as Theorem 3.5.2 in [Rm1].

Since the Sheffer operators are linear maps, it is clear that we should be able to

obtain a matrix representation of them. We do this next.
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Definition 3.7.1. Let MC,B be the infinite matrix whose entry in the n-th row and

m-th column (m,n ≥ 0), MC,B(n,m), is the coefficient of the degree m monomial in

θC,Bx
n.

Remark 3.7.2. We (perhaps eccentrically) included a 0-th row and column in Defini-

tion 3.7.1 for notational convenience in order to naturally match the row and column

indices with the corresponding polynomial degrees.

Theorem 3.7.2. The map sending θC,B to MC,B is a group anti-isomorphism where

the elements MC,B multiply as matrices. In particular, the set of matrices MC,B for all

C(t) and B(t) forms a group under matrix multiplication.

Proof. It is obvious that we need only show that MC,BMG,F = M(C)(G(B)),F (B) . We

have

∑

n,m≥0

M(C)(G(B)),F (B)(n,m)xmwn

n!
= θ((C)(G(B)),F (B))e

xw

= θG,F ◦ θC,Be
xw

= θG,F

∑

n,l≥0

MC,B(n, l)xlwn

n!

=
∑

n,l,m≥0

MC,B(n, l)MG,F (l,m)xmwn

n!
.

so that equating coefficients of x and w we have

∑

l≥0

MC,B(n, l)MG,F (l,m) = M(C)(G(B)),F (B)(n,m),

which is what we wanted.

The group of matrices in Theorem 3.7.2 is the exponential Riordan group and es-

sentially this result (or really a very closely related one) was the starting point for the

combinatorial study of [SGWW] (see also Theorem 3.5.5 in [Rm1]).

The following corollary is now routine.

Corollary 3.7.1. The map sending θC,B to M(C(B))−1,B is a group isomorphism where

the MC,B multiply as matrices.
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The reader may have noted that the proof of Theorem 3.7.2 really did not depend

on the full structure of the exponential Riordan group, but rather only on the fact that

the Sheffer operators are linear invertible maps. Indeed, we may provide an obvious

general statement as follows.

Proposition 3.7.1. Let L be the set of invertible linear operators on C[x]. For θ ∈ L,

let Mθ be the infinite matrix whose entry in the n-th row and m-th column (m,n ≥ 0),

Mθ(n,m), is the coefficient of the degree m monomial in θ(xn). Then the map φ sending

θ to Mθ is a group anti-isomorphism where the group product on L is composition and

the group product on φ(L) is matrix multiplication.

Proof. This is guided substantially by the proof of Theorem 3.7.2. Let θ1, θ2 ∈ L. Then

we may write

θ1x
n =

∑

m≥0

θ1(n,m)xm θ1(n,m) ∈ C and

θ2x
n =

∑

m≥0

θ2(n,m)xm θ2(n,m) ∈ C,

for all n ≥ 0. Then we have

θ1 ◦ θ2x
n = θ1

∑

m≥0

θ2(n,m)xm

=
∑

m,l≥0

θ2(n,m)θ1(m, l)x
l

=
∑

l≥0




∑

m≥0

θ2(n,m)θ1(m, l)



xl.

Thus it is clear that φ(θ1 ◦ θ2) = φ(θ2)φ(θ1) which is what we wanted to show.

Remark 3.7.3. We could, of course, have left off the assumption of invertibility in the

statement of Proposition 3.7.1 and still had a monoid anti-isomorphism.

We close this section with some observations on how we defined the group of Sheffer

operators, a subgroup of L. We defined the Sheffer operators by an action on certain

types of generating functions, namely, those of the form C(t)exB(t), which for conve-

nience, let us call Sheffer generating functions. We note the following two propositions.
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Proposition 3.7.2. The representation C(t)exB(t) of Sheffer generating functions is

unique.

Proof. Let C1(t)e
xB1(t), C2(t)e

xB2(t) be Sheffer generating functions and let

C1(t)e
xB1(t) = C2(t)e

xB2(t). Then equating the coefficients of the 0-th degree and 1st

degree terms in x gives, respectively, that C1(t) = C2(t) and C1(t)B1(t) = C2(t)B2(t)

and since C1(t), C2(t) have non zero constant term we may cancel them from the second

equation.

Proposition 3.7.3. The action of the group of Sheffer operators on the Sheffer gener-

ating functions is simply transitive.

Proof. Let C1(t)e
xB1(t), C2(t)e

xB2(t) be Sheffer generating functions. We need a Sheffer

operator θC,B such that θC,B

(
C1(w)exB1(w)

)
= C2(w)exB2(w). We have

θC,B

(
C1(w)exB1(w)

)
= C1(w)C(B1(w))exB(B1(w)),

so that we must have

C1(t)C(B1(t)) = C2(t) and B(B1(t)) = B2(t),

which in turn is uniquely solved by letting

C(t) = C2(B1(t))C
−1
1 (B1(t)) and B(t) = B2(B1(t)).

3.8 Matrix multiplication via generating functions

Recall that the “exponential” form of the Sheffer generating functions arose because of

Theorem 3.3.1. We never really made use of the exponential structure of the Sheffer

generating functions in the previous section. In this section we will show how we may

use the structure of more general generating functions to, in a precise sense, perform

certain matrix multiplication and see that an ansatz (or two) leads us back to the

exponential form so that we may apply the formal Taylor theorem and thereby return
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to, from a different starting point, the Sheffer generating functions and the exponential

Riordan group.

It is a natural question (and one which is independent of all the previous work)

to start with countably infinite matrices whose rows and columns are indexed by the

nonnegative integers and ask how can we keep track of matrix multiplication by consid-

ering certain corresponding generating functions. Consider two 2-variable generating

functions

f(t, x) =
∑

n,m≥0

f(n,m)
tnxm

anbm
and

g(t, x) =
∑

n,m≥0

g(n,m)
tnxm

anbm
,

where an, bn ∈ C \ 0 for all n ≥ 0. We generically name two such sequences of nonzero

complex numbers by a and b, and we say that f(t, x) is a generating function of type

(a, b).

Notation 3.8.1. Let M(C) be the space of countably infinite matrices with complex

entries so that (M(n,m)) where n,m ≥ 0 is the matrix whose entry in the n-th row

and m-th column is M(n,m).

We say that we can multiply two matrices if the sum for each entry in the multiple

has only finitely many nonzero terms. That is

Definition 3.8.1. We say two matrices (M(n,m)) and (N(n,m)) are left-right multi-

pliable if for all m,n ≥ 0 we have that M(n, l)N(l,m) is nonzero for only finitely many

l ≥ 0 and then the matrix multiple is

(M(n,m))(N(n,m)) = (P (n,m)),

where P (n,m) =
∑

l≥0

M(n, l)N(l,m).

Definition 3.8.2. We say two matrices (M(n,m)) and (N(n,m)) are strongly left-right

multipliable if for any fixed n,m and k ≥ 0 we have that M(n, l)N(l+ k,m) is nonzero

for only finitely many l ≥ 0.
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Of course if the left matrix is lower triangular then the matrices are strongly left-

right multipliable and this is the only case in which we are ultimately interested.

We may associate with each generating function which is of type (a, b) a matrix, via

the map

αa,b : C[[t, x]] 7→Mn(C)

αa,b(f(t, x)) = (f(n,m)).

Now we ask whether there is a nice expression in terms of the generating functions

which will give us the generating function of the matrix multiple if that multiple exists.

Consider

f(t, v)g(u, x) =
∑

n,m,l,p≥0

f(n,m)g(l, p)
tnvmulxp

anbmalbp
.

A little thought might indicate replacing v with some u exponent lowering operator

like ∂
∂u

and then setting u = 0. Assuming all coefficient sums are finitely computable,

or equivalently that α(f(t, x)) and α(g(t, x)) are strongly left-right multipliable, we get

(
f

(
t,
∂

∂u

)
g(u, x)

)
|u=0

=




∑

n,m,l,p≥0

f(n,m)g(l, p)
tn

an

(l)(l − 1) · · · (l −m+ 1)ul−mxp

bmalbp



 |u=0

=
∑

n,m,p≥0

f(n,m)g(m,p)
m!tnxp

anbmambp

=
∑

n,p≥0




∑

m≥0

m!

ambm
f(n,m)g(m,p)



 tnxp

anbp
.

The following result is now clear.

Proposition 3.8.1. When ambm = m! and when αa,b(f(t, x)) and αa,b(g(t, x)) are

strongly left-right multipliable we have:

αa,b(f(t, x))αa,b(g(t, x)) = αa,b

((
f

(
t,
∂

∂u

)
g(u, x)

)
|u=0

)
.
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So in some sense we know how to multiply certain pairs of matrices with gener-

ating functions. This motivates the following definition of a partial multiplication on

generating functions.

Definition 3.8.3. Let f(t, x), g(t, x) ∈ C[[t, x]]. We define the following partial multi-

plication.

f(t, x) ∗ g(t, x) =

(
f

(
t,
∂

∂u

)
g(u, x)

)
|u=0.

Of course the product f(t, x)∗g(t, x) is well-defined exactly when for some sequences

a, b, we have that αa,b(f(t, x)) and αa,b(g(t, x)) are strongly left-right multipliable.

In light of the formal Taylor theorem, an ansatz leads us to consider the set of Sheffer

generating functions under ∗ multiplication. We may calculate to get the following.

C(t)exB(t) ∗G(t)exF (t) =
(
C(t)e

∂
∂u

B(t)
(
G(u)exF (u)

))
|u=0 (3.8.1)

=
(
C(t)G(u+B(t))exF (u+B(t))

)
|u=0

= C(t)G(B(t))exF (B(t)) . (3.8.2)

The following result is now routine.

Theorem 3.8.1. The set of Sheffer generating functions forms a group under ∗ mul-

tiplication, where the identity element is ext and the inverse of C(t)exB(t) is given by

C(B(t))−1exB(t). In addition, the map ψ sending θC,B to θ−1
C,Be

xt is a group isomor-

phism.

Further, for any sequences a, b such that ambm = m! we have by Proposition 3.8.1

that αa,b restricted to the Sheffer generating functions is a group isomorphism where

the image of αa,b multiply as matrices. The matrix group arising from setting am = m!

and bm = 1 leads us back to the matrix group encountered in the previous section, the

exponential Riordan group. The case arising from setting am = 1 and bm = m! gives

what the authors of [SGWW] called the Riordan group.
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Remark 3.8.1. Of course, it is necessary for C(t) to have a reciprocal and B(t) to

have a compositional inverse in order to guarantee inverse elements. However, there

are obvious relaxed restrictions yielding perfectly good multiplications. For instance,

we need impose no restrictions on the two power series of the right matrix thus giving

a module for the various types of Riordan group. Moreover we could further restrict

the multiplication yielding submodules and subgroups. For instance, we may consider

only those Sheffer generating functions C(t)exB(t) with C(t) = 1. This yields as one

example what the authors of [SGWW] called the “associated subgroup” of the Riordan

group. For more discussion on this and other subgroups we refer the reader to [Sh].

3.9 Some underlying combinatorics

We shall recall a combinatorial question which will lead us to the matrix groups we

have been considering. This section is included for two reasons. The first reason is the

convenience of the reader, who will be able to have, briefly presented, a small piece

of the underlying combinatorics without needing to find another source. The second

is that it was through a combinatorial interpretation of the group multiplication, a

description of which shall conclude this section, that I originally realized the connection

between umbral calculus and some calculations I was investigating, which themselves

were originally motivated by the logarithmic formal calculus as developed in [Mi], and

much further developed in [HLZ] for the study of logarithmic tensor product theory for

vertex operator algebra modules. This section is expository. There is a vast literature

on applying generating functions to counting problems. Rather than try to give any

sort of comprehensive list of references, we shall content ourselves to refer the reader to

two standard books which discuss the “exponential formula,” which is closely related

to the subject of our present interest. In Chapter 3 of [W1] the author gives a nice,

colorful and useful treatment based on ideas which he writes were suggested to him by

Adriano Garsia. A second treatment is given in the first Chapter of [St].

We shall assume little to no experience with generating function techniques in com-

binatorics and begin with a simple counting problem: What is the number of ways of

partitioning L distinct objects into I subsets of sizes 1 and n+ 1, n ≥ 1, which we may



94

color by choosing from a (pre-)fixed sequence of Bm colors for each subset of size m?

That is, we are placing L distinct balls into I bins where each bin may contain either

1 ball or n+ 1 balls and then we color each bin containing 1 ball any of B1 colors and

we color each bin containing n+ 1 balls any of Bn+1 colors.

Fixing I, it is clear that the answer is 0 unless L = I + αn for some 0 ≤ α ≤ I,

where we partition the original L objects using exactly α subsets of size n + 1. Then

choosing n+ 1 objects at a time from the original set we get

(
I + αn

n+ 1

)(
I + (α− 1)n− 1

n+ 1

)
· · ·

(
I + n− (α− 1)

n+ 1

)

ways of partitioning up the original set where the order we chose the sets of size n+ 1

matter, where we have exactly α subsets of size n + 1 and where we have ignored the

colors. Notice that this product telescopes to give

(I + αn)!

((n + 1)!)α(I − α)!
.

The following proposition is now clear.

Proposition 3.9.1. The number of ways to partition L objects into α subsets of size

n + 1 and I − α subsets of size 1 where we are allowed to color the subsets of size m

with Bm colors is

(I + αn)!

((n + 1)!)α(I − α)!α!
BI−α

1 Bα
n+1.

We can give an alternate proof that does not use the telescoping trick.

Proof. (Second proof of Proposition 3.9.1) To each ordering of L = I + αn objects, we

may associate a partition into α fixed subsets of size n + 1 and I − α subsets of size 1

by simply grouping the first n + 1 elements in the ordering and then the next n + 1,

etc., until α groupings have been made. This gives a many-to-one association which

partitions the original arrangements into equivalence classes by the obvious pullbacks.

More precisely, we may transform the original ordering, while preserving the relevant

structure, by 1) rearranging any of the n+1 groupings separately, by 2) rearranging the
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order inside each of the n+ 1 groupings separately and by 3) rearranging the order of

the 1 groupings. Thus beginning with a representative original arrangement we may by

applying one of the three arrangement procedures transform it into any other element

of its pullback partition class. It is easy to see now that each class has the same size

which is

(n+ 1)!α(I − α)!α!.

Thus we may simply divide L! = (I + αn)! by this class size and take into account

the colors to get the desired result since the number of pullback equivalence classes is

precisely the number of partitions we are trying to count.

We notice that our result in Proposition 3.9.1 looks distinctly like a term in a

binomial expansion. With a little thought, “hanging” the result on a certain exponential

generating function makes this observation precise. We have

f(t) =
∑

0≤α≤I

(I + αn)!

((n+ 1)!)α(I − α)!α!
BI−α

1 Bα
n+1

tI+αn

(I + αn)!

=
∑

0≤α≤I

(I + αn)!

(I − α)!α!
BI−α

1

(
Bn+1

(n+ 1)!

)α tI+αn

(I + αn)!

=
∑

0≤α

1

I!

(
I

α

)
BI−α

1

(
Bn+1

(n+ 1)!

)α

tI+αn

=
1

I!

∑

0≤α

(
I

α

)
(B1t)

I−α

(
Bn+1t

n+1

(n+ 1)!

)α

=
1

I!

(
B1t+

Bn+1t
n+1

(n + 1)!

)I

,

where f(t) is the exponential generating function whose “coefficient” of tL/L! is exactly

the number of ways of partitioning L objects into I pieces of size 1 and n + 1 whose

subsets of size m may be colored with Bm colors. We now make another algebraic ob-

servation that f(t) looks like a term in the Taylor expansion of the exponential function

and again hang our object, now on a two-variable generating function, exponential in t

and ordinary in x, giving the following.

Proposition 3.9.2. The number of ways to partition L distinct objects into I subsets

of sizes 1 and n + 1 where we may color the subsets of size m any of Bm colors is the
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coefficient of tL

L!x
I of

e

„

B1t+
Bn+1tn+1

(n+1)!

«

x
.

We can easily generalize this whole procedure. Let us take L objects and count how

many ways there are to partition them into I subsets of any sizes where we may color a

subset of size m with Bm colors. Given a partition with αn subsets of size n the second

proof of Proposition 3.9.1 obviously generalizes to give that the number of partitions is

(∑
n≥1 nαn

)
!
∏

n≥1B
αn
n

∏
n≥1(n!)αn

∏
n≥1 αn!

.

Next, in parallel to the original special case using the multinomial expansion in place

of simply a binomial expansion we get

f(t) =
∑

P

n≥1 αn=I

(∑
n≥1 nαn

)
!
∏

n≥1B
αn
n

∏
n≥1(n!)αn

∏
n≥1 αn!

t
P

n≥1 nαn

(∑
n≥1 nαn

)
!

=
1

I!

∑
P

n≥1 αn=I

I!∏
n≥1 αn!

∏

n≥1

(
Bnt

n

n!

)αn

=
1

I!




∑

n≥1

Bn

n!
tn




I

.

Thus we have the following.

Proposition 3.9.3. The number of ways to partition L distinct objects into I subsets

of any sizes where we may color the subsets of size n any of Bn colors is the coefficient

of tL

L!x
I of exB(t), where we do not require B1 6= 0.

Obviously we can see that attached Sheffer sequences are playing a role here. In-

deed, we have interpreted the entries of the matrices of the associated subgroup of the

exponential Riordan group which have nonnegative integral entries. Actually, we have

done more, since we allow for B1 6= 0, thus interpreting the matrices with non-negative

entries as a module of the associated subgroup of the exponential Riordan group. These

matrices are not invertible, of course.
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It is natural to ask whether we can interpret any of our algebraic operations concern-

ing Sheffer sequences combinatorially. For instance, how may we interpret the matrix

multiplication of the associated subgroup of the exponential Riordan group? A little

thought shows that matrix multiplication corresponds to partitioning L objects in two

stages. Let us initially ignore the colors. First partition the L objects into J subsets

and then partition the J subsets, now considered as objects themselves, into I objects.

Of course, this yields a partition of L into I objects. Moreover, by summing over J

one gets, at least once, all the ways to partition L objects into I subsets. Thus all we

need to show combinatorially is that given two coloring schemes there is indeed a third

coloring scheme that arises from this two stage partitioning. Given a subset of size n

in the final partition it could have come from a number of intermediate sub-partitions,

and these are independent of how any of the other original elements that do not end

up in the final subset we are focusing on were arranged. This independence is exactly

what we need though to show that the interpretation is, in fact, correct. That is, let

the (pre-)fixed lists of numbers of possible colors be B1n for the left matrix, B2n for

the right matrix and B3n for the product. Then it is clear that B3n is equal to the

number of ways to partition n distinct objects into any size subsets with those subsets

being colored according to the list B1n, with each partition of size m further striped

by any of B2m colors.

Of course, to consider inverses combinatorially we would have to interpret matrices

with negative entries. Let us return to thinking of placing balls into bins, except now

make the balls into cylinders which can be placed right-side up or upside down. Further,

we make our bins such that the cylinders fit “snugly” in the up-and-down direction so

that if we turn a bin upside down all the cylinders get turned upside down too, but so

that the cylinders can be moved past one another inside each bin. (However, we cannot

tell whether the bin itself is right side up or upside down). After we have divided the

balls up, but before we color the bins, we line up all the bins next to each other. Then

we begin our coloring as usual except that if we are coloring a bin of size m and Bm is

negative we turn all of the cylinders in all of the bins upside down and then continue

(of course if Bm is positive we only color the bin without any turning and if Bm = 0 we
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“scrap” the whole configuration). If we come to a second negative color we turn all the

cylinders right side up again etc. Then we ask for the difference between right side up

configurations and upside down configurations of placing L cylinders into I colored bins

and this result is what exB(t) does in fact keep track of as the coefficient of tL

L!x
I . Then,

in the two stage partitioning we first place the cylinders into bins coloring and turning

them according to the entries of left matrix then we place these bins into bigger bins

into which they fit “snugly” coloring and turning the larger bins according to the entries

of the right matrix. We then ask for the difference between right side up configurations

and upside down configurations of placing L cylinders into I colored, doubly layered

bins after this two stage process and this result corresponds to the matrix multiple. The

resulting (signed) number of colors allowed for bins of size m for the iterated procedure

is the difference of the number of right-side up configurations and the number of upside

down configurations of doubly layered bins with m cylinders where there is only one

outer bin resulting from the above described two stage partition.

As an example, we note that ifBn = 1 for all n then the coefficient of tL

L!x
I from exB(t)

give the number of ways to partition L distinct objects into I subsets, the ubiquitous

Stirling numbers of the second kind. If Bn = (n−1)! for all n then the coefficient of tL

L!x
I

from exB(t) give the number of ways to partition L distinct objects into I cycles, the

also ubiquitous signless Stirling numbers of the first kind. If we multiplied the matrices

corresponding to the Stirling numbers of the second kind and signless Stirling numbers

of the first kind together, with the Stirling numbers of the second kind giving the left

matrix, then the new matrix would have “colors” Bn determined by the number of

ways to divide n balls into an annular bin with up to and including n loose fitting (so

that the balls could move past one another) compartments. If we switched the order of

the matrices, the product matrix would have “colors” Bn determined by the number of

ways to divide n balls into up to and including n cycles.

Now instead of considering the signless Stirling numbers of the first kind, let us

consider the case where Bn = (−1)n−1(n− 1)!, which gives the Stirling numbers of the

first kind. Now even cycles are upside down and get counted as negative. So if we

multiply this on the left by the Stirling numbers of the Second kind the new matrix
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would have “colors” Bn determined by the difference between the number of ways to

divide n balls into an annular bin with an odd number of loose fitting compartments

(up to and including n) and into an annular bin with an even number of loose fitting

compartments (up to and including n). If we switch the order of the matrices, the new

matrix would have “colors” Bn determined by the following. If n is odd we get difference

between the number of ways to divide n objects into an odd number of cycles and an

even number of cycles. If n is even we get the difference between the number of ways

to divide n objects into an even number of cycles and an odd number of cycles. Or in

other more algebraic words, we get the n-th row sum of the matrix of Stirling numbers

of the first kind. It is well-known that in both cases the answer is the same, and that

the new matrix will have B1 = 1 and Bn = 0 for n ≥ 1, so that the Stirling numbers

of the first kind and the Stirling numbers of the second kind give matrix inverses. We

have thus shown the equivalence of this matrix inverse property with two combinatorial

properties and also the algebraic property that the row sums of the Stirling numbers of

the first kind are 0 except for the first row which has row sum 1. Of course, to verify

the truth of all these statements is algebraically very easy, since it obviously follows

from Theorem 3.7.1 which gives

θ1,ex−1θ1,log(1+x) = θ1,elog(1+x)−1 = θ1,x.

Remark 3.9.1. The equivalent statements of the matrix inverse property of the Stirling

numbers of the first and second kinds are, of course, all obtained by identifying the

Stirling numbers with elements of the exponential Riordan group and then exploiting

the fact that each matrix of this group is fully determined by its leading column.

It is tempting to continue playing around with these sort of combinatorial amuse-

ments but perhaps with one final exception we shall leave any further investigations to

the reader who will find quite a lot already written on this fascinating subject reaching

far beyond our brief observations. The last point that I wish to make is only a remark

with a question. It is not difficult to see that the elements of the exponential Riordan

group may be represented by infinite products of elements such that the n-th element

of the product has 0-s in all entries of the leading column except the first and n-th. The
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question is what is a natural combinatorial interpretation explaining this representation

and more generally are there connections to other work on the subject. I, of course,

ask this question merely as an interested non-specialist and may simply be unaware of

a standard well-known answer.

3.10 The Virasoro algebra

Our goal in this section will be to show that an operator closely related to the derivations

D and E (which appeared in Sections 3.2 and 3.6 respectively) is one of the standard

quadratic representations of the L(−1) operator of the Virasoro algebra.

Recall that we began our main investigation by calculating the higher derivatives

of the composition of two formal power series f(x) and g(x), where the constant term

of g(x) was required to be 0, following a proof given in [FLM2]. In fact, the case that

interested the authors in [FLM2] was when f(x) = ex. It is not difficult to specialize

our arguments to this case. When we abstract, we get the following set-up: Consider

the vector space yC[x1, x2, x3, . . . ] where xj for j ≥ 1 are commuting formal variables.

Then let D be the unique derivation on yC[x1, x2, x3, . . . ] satisfying

Dy = yx1

Dxj = xj+1 j ≥ 1.
(3.10.1)

The question of calculating ew
d

dx eg(x) is seen to be essentially equivalent to calculating

ewDy,

where we “secretly” identify D with d
dx

, eg(x) with y and g(m)(x) with xm. It is clear

by our identification, and rigorously as an easy corollary of Proposition 3.2.1, that:

ewDy =
∑

n≥0

y
(∑

m≥1
wmxm

m!

)n

n!
= ye

P

m≥1
wmxm

m!
. (3.10.2)

We note that

D = x1y
∂

∂y
+ x2

∂

∂x1
+ x3

∂

∂x2
+ · · ·

= x1y
∂

∂y
+
∑

k≥1

xk+1
∂

∂xk

.
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We next shall switch gears in order to recall certain basics about the Virasoro algebra

using operators arising from certain Heisenberg Lie algebras. We follow (a variant of)

the exposition of this well-known material in [FLM2]. Let h be the one-dimensional

abelian (complex) Lie algebra with basis element h. We define a nonsingular symmetric

bilinear form on h by (ah, bh) = ab for all a, b ∈ C. We recall the (particular) affine

Heisenberg Lie algebra ĥ which is the vector space

ĥ = h ⊗ C[t, t−1] ⊕ Cc,

with Lie brackets determined by

[ah⊗ tm, bh⊗ tn] = (ah, bh)mδm+n,0c = abmδm+n,0c,

where c is central and δ is the Kronecker delta.

We may realize ĥ as differential and multiplication operators on a space with in-

finitely many variables as follows. We consider the space yC[x1, x2, x3, . . . ] and make

the following identification:

h⊗ tn =






α(−n)x−n n < 0

β(n) ∂
∂xn

n > 0

y ∂
∂y

n = 0,

where α(n), β(n) ∈ C for n ≥ 1 and we identify c, the central element, with the

multiplication by identity operator. Of course, in this setting y ∂
∂y

is a fancy name

for the identity operator, but we wrote it this way so that it appears explicitly as a

derivation. It is easy to see that

[
α(n)xn, β(n)

∂

∂xn

]
= −α(n)β(n),

with all other pairs of operators commuting. Thus our identification gives a represen-

tation of the Heisenberg Lie algebra exactly when we require that for all n ≥ 1

α(n)β(n) = n.

For this representation we shall sometimes use the notation h(n) to denote the image

of h⊗ tn.
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Definition 3.10.1. The Virasoro algebra of central charge 1 is the Lie algebra gen-

erated by basis elements 1, a central element, and L(n) for n ∈ Z which satisfy the

following relations for all m,n ∈ Z.

[L(m), L(n)] = (m− n)L(m+ n) + (1/12)(m3 −m)δm+n,0. (3.10.3)

Remark 3.10.1. The Virasoro algebra is a central extension of the Witt algebra, the

Lie algebra of the derivations of Laurent polynomials in a single formal variable. The

correspondence can be seen by identifying L(n) with −tn+1 d
dt

. In fact, (cf. Proposition

1.9.4 in [FLM2]) the Virasoro algebra with a general central element is the unique, up

to isomorphism, one dimensional central extension of the Witt algebra.

Theorem 3.10.1. The operators

L(n) =
1

2

∑

k∈Z

h(n− k)h(k) n 6= 0 and (3.10.4)

L(0) =
1

2

∑

k∈Z

h(−|k|)h(|k|) (3.10.5)

give a representation of the Virasoro algebra of central charge 1,

Theorem 3.10.1 appears, for instance, as a special case of Theorem 1.9.6 in [FLM2].

We shall provide a proof in Section 3.13 for the convenience of the reader.

The space yC[x1, x2, x3, . . . ] is obviously a module for the Virasoro algebra. It is

graded by L(0) eigenvalues, which are called weights. In the literature, such a module

is often called a lowest weight module; this module has y as a lowest weight vector.

We have

L(0) =
1

2
h(0)2 + h(−1)h(1) + h(−2)h(2) + · · ·

=
1

2
y
∂

∂y
◦ y

∂

∂y
+ α(1)β(1)x1

∂

∂x1
+ α(2)β(2)x2

∂

∂x2
+ · · ·

so that L(0)y = 1
2y. Thus the lowest weight of the module is 1

2 .

We may now show that by an appropriate (unique) choice of α(n) and β(n) we get
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D = L(−1). We have

L(−1) = h(−1)h(0) + h(−2)h(1) + h(−3)h(2) + . . .

= α(1)x1y
∂

∂y
+ α(2)β(1)x2

∂

∂x1
+ α(3)β(2)x3

∂

∂x2
+ . . . .

Therefore it is clear that in order to have D = L(−1), we need exactly that

α(1) = 1 and

α(n+ 1)β(n) = 1 n ≥ 1,

where we recall that we already have the restriction that α(n)β(n) = n for all n ≥ 1.

These two sets of restrictions imply that

(n+ 1)β(n) = β(n+ 1) n ≥ 1

β(1) = 1,

so that

β(n) = n!

α(n) =
1

(n− 1)!
,

for all n ≥ 1, is the unique solution. We record this as a proposition.

Proposition 3.10.1. The operator L(−1), given by (3.10.4), with (and only with) both

α(n) = 1
(n−1)! and β(n) = n!, is identical to the operator D, given by (3.10.1).

For the remainder of this work we shall assume that α(n) = 1
(n−1)! and β(n) = n!.

3.11 Umbral shifts revisited and generalized

We shall continue to consider the space yC[x1, x2, x3, . . . ] as in the previous section,

and similarly to some of our previous work, such as in Section 3.2, we shall consider

certain substitution maps. Let φB(t) denote the following algebra homomorphism.

φB : yC[x1, x2, x3, . . . ] → C[x]
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with

φB(t)xj = Bjx j ≥ 1

and φB(t)y = 1.

Then we have

φB ◦ ewDy = φB ◦ ewL(−1)y = exB(w).

In light of Proposition 3.5.1, it is routine to show the following.

Theorem 3.11.1. The attached Sheffer shift, DB : C[x] → C[x] is the unique linear

map satisfying

DB ◦ φB ◦ L(−1)ny = φB ◦ L(−1)n+1y,

for all n ≥ 0.

With Theorem 3.11.1 as motivation, we make the following definition.

Definition 3.11.1. For m ≥ −1 we define the operators DB(m) : C[x] → C[x] to be

the unique linear maps satisfying

DB(m) ◦ φB ◦ L(−1)ny = φB ◦ L(m)L(−1)ny,

for all n ≥ 0.

Of course, DB(−1) = DB . These operators are well-defined because φB ◦ L(−1)ny

has degree exactly n. In fact, φB ◦ L(−1)ny = Bn(x), the Sheffer polynomial attached

to B(t). We call the operators DB(n) generalized attached Sheffer shifts.

We would like to use the Virasoro relations to help compute the generalized attached

Sheffer shifts. We begin with the following lemma.

Lemma 3.11.1. There exist rational numbers fm(n) such that

L(m)L(−1)ny = fm(n)L(−1)n−my,

for all m ≥ −1, n ≥ 0 such that n ≥ m.
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Proof. We will need that L(m)L(−1)ny = 0 when m > n. This is really due to the

weights of the vectors, but in this work we shall proceed, in just this special case, with

an elementary induction argument. We induct on n. For n = 0 this follows essentially

because y is a lowest weight vector, but even without considering weights it is easy to

directly see given the definition of the operators. By induction (used twice) we have

L(m)L(−1)ny = L(−1)L(m)L(−1)n−1y + [L(m), L(−1)]L(−1)n−1y

= (m+ 1)L(m− 1)L(−1)n−1y

= 0.

We may now focus on the main argument. We establish the boundary cases. Letting

m = −1 we easily check that f−1(n) = 1. The other boundary is m = n. We shall use

another intermediate induction to establish this case. Our base case then is m = n = 0

for which it is easy to check that f0(0) = 1/2. We also have

L(n)L(−1)ny = L(−1)L(n)L(−1)n−1y + [L(n), L(−1)]L(−1)n−1y

= (n+ 1)L(n − 1)L(−1)n−1y,

so that inducting on n we get our result. Moreover we now have the recurrence

fn(n) = (n+ 1)fn−1(n− 1) n ≥ 1, (3.11.1)

with, as we have seen, the boundary f0(0) = 1/2.

For our main argument we induct on m+n. We have already checked the base case.

We then have by induction and using the Virasoro relations that for the remaining cases

m ≥ 0 and n > m, we have

L(m)L(−1)ny = L(−1)L(m)L(−1)n−1y + [L(m), L(−1)]L(−1)n−1y

= fm(n− 1)L(−1)n−my + (m+ 1)L(m− 1)L(−1)n−1y

= (fm(n− 1) + (m+ 1)fm−1(n− 1))L(−1)n−my.

Therefore, not only do the values fn(m) exist but we have a recurrence for them

fm(n) = fm(n− 1) + (m+ 1)fm−1(n− 1). (3.11.2)
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In the last proposition we found a recurrence for certain values fm(n). We could

extend the range of m and n to include all m ≥ −1 and n ∈ Z and define fm(n) to be

the solution to the recurrence equation found above which coincides when n ≥ 0 and

n > m with the values already defined. In fact, it is easy to find a simpler boundary

condition yielding the desired solution other than using the boundary with m = n. It

is easy to see that instead we may specify that fm(0) = 0 for m ≥ 1, by considering

(3.11.1), which shows that we may specify 0’s below the diagonal. Further, it is easy

to see from this recurrence equation with given boundary, that fm(n) is an integer for

m 6= 0 and that f0(n) are half integers. It is also easy to see from this recurrence, by

induction on n, that we have for n ≥ 0 that

fm(n) = fm(0) + (m+ 1)
n∑

i=1

fm−1(n− i)

= fm(0) + (m+ 1)
n−1∑

i=0

fm−1(i). (3.11.3)

We now give the natural generalization to Proposition 3.3.3.

Proposition 3.11.1. We have that DB(m) : C[x] → C[x], the generalized Sheffer shift

attached to B(t), is characterized as the unique linear map satisfying:

DB(m)Bn(x) = fm(n)Bn−m(x), (3.11.4)

where by convention Bn(x) = 0 for n ≤ −1.

Proof. By definition 3.11.1 and Lemma 3.11.1 we have

DB(m)Bn(x) = φBL(m)L(−1)ny

= fm(n)φBL(−1)n−my

= fm(n)Bn−m(x).

Remark 3.11.1. The convention in Proposition 3.11.1 that Bn(x) = 0 for n ≤ −1

is only used to ensure that in all cases the right hand side of (3.11.4) is well defined.

This condition could have allowed for much more flexibility since we already have that

fm(n) = 0 whenever n−m ≤ −1.
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We shall next solve for simple closed (polynomial) expressions for fm(n) for fixed

m. If we are willing to sum over squares, cubes etc. we could compute the answer

for nonnegative n for each (fixed) m in turn, using (3.11.3). It is easy to verify that

f0(n) = n + 1/2 and f1(n) = n2 solve the first two cases. To solve for the remaining

cases however, for variety, we shall use a heuristic argument making use of the Virasoro

algebra relations to derive the answer. We have, for m+ l ≤ n,

(l −m)fl+m(n)L(−1)n−l−my = (l −m)L(l +m)L(−1)ny

= [L(l), L(m)]L(−1)ny

= L(l)L(m)L(−1)ny − L(m)L(l)L(−1)ny

= L(l)fm(n)L(−1)n−my − L(m)fl(n)L(−1)n−ly

= fl(n−m)fm(n)L(−1)n−m−ly

− fm(n− l)fl(n)L(−1)n−l−my

= (fl(n−m)fm(n) − fm(n− l)fl(n))L(−1)n−l−my.

We shall for the time being (unmathematically) ignore the restriction on the indices

and get, for whenever all terms are well defined, the identity

(l −m)fl+m(n) = fl(n−m)fm(n) − fm(n− l)fl(n).

It is easy to see that the case l = −1 recovers 3.11.2. Further, one can check that the

case l = 0 does not yield any new information. For l = 1 we get

(1 −m)fm+1(n) = f1(n−m)fm(n) − fm(n− 1)f1(n)

= (n−m)2fm(n) − n2fm(n − 1),

so that it is easy to calculate, by simple substitution, each higher case (in m) starting

with m = 2. The calculations are not difficult, of course, but I myself “cheated” and

used Maple to find and factor the first few answers, which yield an easy and obvious
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pattern as follows:

f−1(n) = 1

f0(n) = n+ 1/2

f1(n) = n2

f2(n) = (1/2)n(n − 1)(2n − 1)

f3(n) = n(n− 1)2(n− 2)

f4(n) = (1/2)n(n − 1)(n − 2)(n − 3)(2n − 3)

f5(n) = n(n− 1)(n − 2)2(n− 3)(n − 4)

f6(n) = (1/2)n(n − 1)(n − 2)(n − 3)(n − 4)(n − 5)(2n − 5)

f7(n) = n(n− 1)(n − 2)(n − 3)2(n− 4)(n − 5)(n − 6)

...

With that as a guide, we may now return to doing rigorous math and state and prove

the following theorem.

Theorem 3.11.2. The unique solution to the recurrence equation (3.11.2) with m ≥ −1

and n ∈ Z and with boundary given by f−1(n) = 1, f0(0) = 1/2 and fm(0) = 0 for

m ≥ 1 is given by

f−1(n) = 1

fm(n) = (1/2)(n(n − 1)(n − 2) · · · (n−m+ 1))(2n −m+ 1) for m ≥ 0.

Proof. The proof is a straightforward calculation. Let m ≥ 0 (although admittedly the
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low m cases are a bit degenerate in this notation). Then we have

fm(n) − fm(n− 1) = (1/2)(n(n − 1)(n − 2) · · · (n−m+ 1))(2n −m+ 1)

− (1/2)(n − 1)(n − 2) · · · (n−m)(2(n − 1) −m+ 1)

= (1/2)(n − 1)(n − 2) · · · (n−m+ 1)·

· (n(2n −m+ 1) − (n−m)(2(n − 1) −m+ 1))

= (1/2)(n − 1)(n − 2) · · · (n−m+ 1)(2mn + 2n−m2 −m)

= (n− 1)(n − 2) · · · (n−m+ 1)(m+ 1)(n −m/2)

= (m+ 1)fm−1(n − 1).

Remark 3.11.2. Recalling (3.11.3), it is easy to see that we could use the last result,

perhaps somewhat awkwardly, to solve for the sum of squares and cubes etc., which

happens to be related to the Bernoulli numbers, one of the motivating subjects for

Blissard [Bli] and is one of the classic problems solved via umbral methods (cf. Chapter

11 [Do] for a nice, succinct old-fashioned umbral style proof and also Chapter 3.11

[Mel]).

Remark 3.11.3. We note that the umbral calculus has long been known to have

connections to the Bernoulli numbers and polynomials (see e.g. [Mel]). Bernoulli

polynomials have also appeared in the literature of vertex algebra theory (see e.g.

[L] and [DLM]). Just as we have been establishing some analogues and connections

between umbral calculus and vertex algebra theory, it might be interesting in future

work to investigate further possible connections explicitly related to Bernoulli numbers

and polynomials.

We shall conclude this chapter by stating and proving the natural generalization to

the original formula defining the attached Sheffer shifts in Definition 3.3.3.

Proposition 3.11.2. For each m ≥ −1, the map DB(m) : C[x] → C[x] is the unique

linear map satisfying:

DB(m)exB(w) =

(
wm+1 ∂

∂w
+
m+ 1

2
wm

)
exB(w).
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Proof. We calculate, for m ≥ −1 (although once again the low m cases are a bit

degenerate) to get

wm+1 ∂

∂w
exB(w) = wm+1 ∂

∂w

∑

n≥0

Bn(x)wn

n!

=
∑

n≥0

nBn(x)wn+m

n!

=
∑

n≥m

(n−m)Bn−m(x)wn

(n−m)!

=
∑

n≥m

n(n− 1) · · · (n−m)Bn−m(x)wn

n!

and

wmexB(w) =
∑

n≥0

Bn(x)wn+m

n!

=
∑

n≥m

Bn−m(x)wn

(n−m)!

=
∑

n≥m

n(n− 1) · · · (n−m+ 1)Bn−m(x)wn

n!
,

so that it is easy to check that
(
wm+1 ∂

∂w
+
m+ 1

2
wm

)
exB(w) =

∑

n≥m

fm(n)Bn−m(x)wn

n!

= DB(m)exB(w).

Remark 3.11.4. Building on Remarks 3.1.1 and 3.3.4 we may regard Proposition

3.11.2 as an analogue of formula (8.7.37) in [FLM2] in the cases where the n in (8.7.37)

in [FLM2] is restricted so that n ≥ −1. The h in formula (8.7.37) in [FLM2] should be

replaced by the weight of the relevant lowest weight vector, which in our setting seems

perhaps to correspond with the lowest weight of the module of the Virasoro algebra

which we have been considering, which as we have noted is indeed 1/2.

3.12 Faà di Bruno’s formula

We calculate Faà di Bruno’s classical formula for the higher derivatives of a composite

function, completing a calculation begun in Section 3.1. For f(x) and g(x) ∈ C[[x]]
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such that the constant term of g(x) is 0 we have

ew
d

dx f(g(x)) = f(g(x+ w))

= f(g(x) + (g(x + w) − g(x)))

=
(
e(g(x+w)−g(x)) d

dy f(y)
)
|y=g(x)

=
∑

n≥0

f (n)(g(x))

n!

(
ew

d
dx g(x) − g(x)

)n

=
∑

n≥0

f (n)(g(x))

n!




∑

m≥1

g(m)(x)

m!
wm




n

=
∑

n≥0

f (n)(g(x))

n!

∑

l≥0

∑

m1+···+mn=l

mi≥1

gm1(x)

m1!
· · ·

gmn(x)

mn!
wl, (3.12.1)

which by equating coefficients yields:

d

dx

l

f(g(x)) = l!
∑

n≥0

f (n)(g(x))

n!

∑

m1+···+mn=l

mi≥1

gm1(x)

m1!
· · ·

gmn(x)

mn!
,

which is indeed a formula which satisfies our original requirements. A re-indexing may

look more familiar to readers, however. Noticing that the mi in (3.12.1) give unordered

partitions of l in n parts, we may instead index using the number of i’s in the relevant

partition, which we shall call ki, so that, in particular, ki ≥ 0. Then since we will index

by ordered partitions we need to multiply by the number of arrangements of the set

{1, · · · , l} with ki repeats of i, which is obviously (k1+···+kl)!
k1!···kl!

. This gives

ew
d

dx f(g(x)) =
∑

n≥0

f (n)(g(x))

n!

∑

m1+···+mn=l

mi≥1

gm1(x)

m1!
· · ·

gmn(x)

mn!
wl

=
∑

l≥0

∑

k1+2k2+···+lkl=l

f (k1+···+kl)(g(x))

(k1 + · · · + kl)!

(k1 + · · · + kl)!

k1! · · · kl!
·

·

(
g(1)(x)

1!

)k1

· · ·

(
g(l)(x)

l!

)kl

wl,
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which by equating coefficients yields:

d

dx

l

f(g(x)) =
∑

l≥0

∑

k1+2k2+···+lkl=l

f (k1+···+kl)(g(x))
l!

k1! · · · kl!
·

·

(
g(1)(x)

1!

)k1

· · ·

(
g(l)(x)

l!

)kl

,

which by considering the case f(x) = ex essentially yields, up to notational differences,

formula (12.3.7) in [An] for the Bell polynomials. This formula, in the notes to Chapter

12 of [An], is called Faà di Bruno’s formula.

3.13 A standard quadratic representation of the Virasoro algebra of

central charge 1

We shall show that the quadratic operators given by (3.10.4) and (3.10.5) do indeed

give a representation of the Virasoro algebra of central charge 1. Our verification is

a standard elementary approach (see also Section 8.7 of [FLM2] where those authors

develop a much deeper proof arising from the theory of vertex operator algebras). All

the material in this section is classical and we include it for the sake of completeness.

We shall present, for expository purposes, three proofs in increasing order of simplicity.

Theorem 3.13.1. The operators defined by (3.10.4) and (3.10.5) satisfy the commu-

tation relations (3.10.3).

Proof. We begin by calculating that for k, l,m and n ∈ Z we get

[h(k)h(l), h(m)h(n)] = h(k)h(l)h(m)h(n) − h(m)h(n)h(k)h(l)

= h(k)h(m)h(n)h(l) − h(m)h(n)h(k)h(l)

+ [h(l), h(m)]h(k)h(n) + [h(l), h(n)]h(k)h(m)

= [h(l), h(m)]h(k)h(n) + [h(l), h(n)]h(k)h(m)

+ [h(k), h(m)]h(n)h(l) + [h(k), h(n)]h(m)h(l).
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Then for m and n nonzero integers such that m+ n 6= 0 we get

[L(m), L(n)] = (1/4)

[
∑

k∈Z

h(m− k)h(k),
∑

l∈Z

h(n− l)h(l)

]

= (1/4)
∑

k∈Z

∑

l∈Z

[h(m− k)h(k), h(n − l)h(l)]

= (1/4)
∑

k∈Z

∑

l∈Z

[h(m− k), h(n − l)]h(l)h(k)

+ [h(m− k), h(l)]h(n − l)h(k)

+ [h(k), h(l)]h(m − k)h(n − l)

+ [h(k), h(n − l)]h(m − k)h(l)

= (1/4)
∑

k∈Z

(2(m− k)h(m + n− k)h(k) + 2kh(m − k)h(n + k))

= (1/4)
∑

k∈Z

2(m− k)h(m+ n− k)h(k)

+ (1/4)
∑

k∈Z

2kh(m − k)h(n + k)

= (1/2)
∑

k∈Z

(m− k)h(m + n− k)h(k)

+ (1/2)
∑

k∈Z

(k − n)h(m+ n− k)h(k)

= (m− n)/2
∑

k∈Z

h(m+ n− k)h(k)

= (m− n)L(m+ n).

One must be careful with the case where m+n = 0. In the previous calculation at one

point we ungrouped terms into two separate series, but when m+ n = 0 this leads to

undefined sums. Let m > 0 and we get
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[L(m), L(−m)] = (1/2)
∑

k∈Z

((m− k)h(−k)h(k) + kh(m− k)h(−m+ k))

= (1/2)
∑

k≥m

((m− k)h(−k)h(k) + kh(m− k)h(−m+ k))

+ (1/2)

m−1∑

k=0

(m− k)h(−k)h(k) + (1/2)

m−1∑

k=0

kh(m− k)h(−m+ k))

+ (1/2)
∑

k<0

((m− k)h(−k)h(k) + kh(m− k)h(−m+ k))

= (1/2)
∑

k≥m

((m− k)h(−k)h(k) + kh(m− k)h(−m+ k))

+ (1/2)
m−1∑

k=0

(m− k)h(−k)h(k)

+ (1/2)

m−1∑

k=0

k(h(−m+ k)h(m− k) + [h(m− k), h(−m+ k)])

+ (1/2)
∑

k<0

((m− k)(h(k)h(−k) + [h(−k), h(k)])

+ k(h(−m+ k)h(m− k) + [h(m− k), h(−m+ k)])

= (1/2)
∑

k≥m

((m− k)h(−k)h(k) + kh(m− k)h(−m+ k))

+ (1/2)

m−1∑

k=0

(m− k)h(−k)h(k) + (1/2)

m−1∑

k=0

kh(−m+ k)h(m − k)

+ (1/2)
∑

k<0

((m− k)h(k)h(−k) + kh(−m+ k)h(m − k))

+ (1/2)

m−1∑

k=0

k[h(m− k), h(−m+ k)]

= (1/2)
∑

k∈Z

(m− k)h(−|k|)h(|k|) + (1/2)
∑

k∈Z

kh(−|m− k|)h(| −m+ k|)

+ (1/2)
∑

0≤k≤m−1

k(m− k)

= (1/2)
∑

k∈Z

((m− k) + (k +m))h(−|k|)h(|k|) + (1/2)

m−1∑

k=0

k(m− k)

= 2mL(0) + (1/12)m(m − 1)(m+ 1).
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Finally we calculate to get

[L(0), L(m)] = (1/4)

[
∑

k∈Z

h(−|k|)h(|k|),
∑

l∈Z

h(m− l)h(l)

]

= (1/4)
∑

k∈Z

∑

l∈Z

[h(−|k|)h(|k|), h(m − l)h(l)]

= (1/4)
∑

k∈Z

∑

l∈Z

[h(−|k|), h(l)]h(m − l)h(|k|) + [h(−|k|), h(m − l)]h(l)h(|k|)

+ [h(|k|), h(l)]h(−|k|)h(m − l)[h(|k|), h(m − l)]h(−|k|)h(l)

= (1/4)
∑

k∈Z

(−2|k|h(m − |k|)h(|k|) + 2|k|h(−|k|)h(m + |k|))

= (1/2)
∑

k≥0

(−kh(m− k)h(k) + kh(−k)h(m + k))

+ (1/2)
∑

k<0

(kh(m+ k)h(−k) − kh(k)h(m − k))

= (1/2)
∑

k∈Z

(−kh(m− k)h(k) + kh(−k)h(m + k))

= (1/2)
∑

k∈Z

(−kh(m− k)h(k) + (k −m)h(−k +m)h(k))

= (−m/2)
∑

k∈Z

h(m− k)h(k)

= −mL(m).

We may note that a rough premise for the result of Theorem 3.13.1 and its proof is

that commutators of quadratics in Heisenberg operators lead to more quadratic terms

or possibly central terms since terms cancel pairwise by reducing to (central) scalars

via commutators. This same sort of premise can be used when taking commutators of

quadratics of Heisenberg operators with linear terms of Heisenberg operators.

Lemma 3.13.1. For all m,k ∈ Z

[L(m), h(k)] = −kh(m+ k).
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Proof. For k, l,m ∈ Z we get

[h(k)h(l), h(m)] = h(k)h(l)h(m) − h(m)h(k)h(l)

= [h(l)h(m)]h(k) + h(k)h(m)h(l) − h(m)h(k)h(l)

= [h(l)h(m)]h(k) + [h(k)h(m)]h(l).

Then for m 6= 0 we get

[L(m), h(k)] = (1/2)

[
∑

l∈Z

h(m− l)h(l), h(k)

]

= (1/2)
∑

l∈Z

([h(m − l), h(k)]h(l) + [h(l), h(k)]h(m − l))

= −kh(m+ k)

and we get

[L(0), h(k)] = (1/2)

[
∑

l∈Z

h(−|l|)h(|l|), h(k)

]

= (1/2)
∑

l∈Z

([h(−|l|), h(k)]h(|l|) + [h(|l|), h(k)]h(−|l|))

= −kh(k).

Proof. (second proof of Theorem 3.13.1)

For m,n ∈ Z such that n 6= 0 which is obviously enough to check, by Lemma 3.13.1

we get

[L(m), L(n)] =
1

2

[
∑

k∈Z

h(m− k)h(k), L(n)

]

=
1

2

∑

k∈Z

(h(m− k)h(k)L(n) − L(n)h(m− k)h(k))

=
1

2

∑

k∈Z

(kh(m− k)h(n + k) + h(m− k)L(n)h(k) − L(n)h(m− k)h(k))

=
1

2

∑

k∈Z

(kh(m− k)h(n + k) + (m− k)h(m+ n− k)h(k)).

We may now proceed exactly as in the first proof we gave of Theorem 3.13.1, noting

that this time we have merged the first and third cases together.
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Remark 3.13.1. In the proof of Theorem 1.9.6 in [FLM2] the authors computed the

central term in a different way than we did, while pointing out various alternative routes

including, of course, the one that we took.

We shall next recall a certain well-known notion of normal ordering to give a yet

more streamlined proof of Theorem 3.10.1.

For the operators h(n) n ∈ Z we recall the following normal ordered product (cf.

Section 3.3 [FLM2]).

: h(n)h(m) :=





h(n)h(m) if n ≤ m

h(m)h(n) if m > n

and more generally

: h(n1)h(n2) · · · h(nk) := h(nπ(1))h(nπ(2)) · · · h(nπ(k)),

where π is the unique permutation such that nπ(1) ≤ nπ(1) ≤ · · · ≤ nπ(1) where the

permutation on the first k positive integers induced from π when restricted to any

domain of equal inputs is the identity permutation. We note that normal ordered

products force h(n) where n is nonnegative to the right of h(n) where n is negative so

that infinite sums of normally ordered products are always well defined.

We shall use the following notational convention, for 1 ≤ j ≤ k

: h(n1)h(n2) · · · h(nj + (m)) · · · h(nk) := h(nπ(1))h(nπ(2)) · · · h(nπ(i) +m) · · · h(nπ(k)),

where π is the unique permutation such that nπ(1) ≤ nπ(2) ≤ · · · ≤ nπ(i) ≤ · · · ≤ nπ(1),

where the permutation on the first k positive integers induced from π when restricted

to any domain of equal inputs is the identity permutation, and where π(i) = j. That

is, for the purposes of the normal ordering any term added in parentheses is ”invisible.”

We have

: h(r + (m))h(s) :=






: h(r +m)h(s) : +r +m if r +m+ s = 0, r ≤ s ≤ 0,m > 0

: h(r +m)h(s) : +s if r +m+ s = 0, 0 ≤ s < r,m < 0

: h(r +m)h(s) : otherwise.
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The definition of the operators L(n) can be conveniently rewritten using normal ordered

products as

L(n) = (1/2)
∑

r,s∈Z

r+s=n

: h(r)h(s) : for all n ∈ Z.

We conclude with a third proof of Theorem 3.13.1.

Proof. By Lemma 3.13.1, we have for m,n ∈ Z

[L(m), L(n)] =

[

L(m), (1/2)
∑

r+s=n

: h(r)h(s) :

]

= (1/2)
∑

r+s=n

[L(m), : h(r)h(s) :]

= (1/2)
∑

r+s=n

(−r : h(r + (m))h(s) : −s : h(r)h(s + (m)) :).

Now if m+ n 6= 0, then we get

[L(m), L(n)] = (1/2)
∑

r+s=n

(−r : h(r +m)h(s) : −s : h(r)h(s +m) :)

= (1/2)
∑

r+s=n+m

((m− r) + (m− s)) : h(r)h(s) :

= (m− n)(1/2)
∑

r+s=n+m

: h(r)h(s) :

= (m− n)L(m+ n).

And if m+ n = 0 and n ≥ 0 it is clear that we have

[L(−n), L(n)] = (−n− n)L(−n+ n) + (1/2)
∑

r>s≥0
r+s=n

− rs+ (1/2)
∑

s≥r≥0
r+s=n

− sr

= −2nL(0) − (1/2)
∑

r,s≥0
r+s=n

rs

= −2nL(0) − (1/2)
∑

0≤t≤n

t(n− t)

= −2nL(0) − (n− 1)(n)(n + 1)/12.

The result now follows easily.
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Chapter 4

Replacement axioms for the Jacobi identity for vertex

algebras and their modules

4.1 Formal calculus summarized

We shall write x, y, z, x1, x2, x3, . . . for commuting formal variables. In this chapter,

formal variables will always commute, and we will not use complex variables. All

vector spaces will be over C. Let V be a vector space. We use the following:

V [[x, x−1]] =

{∑

n∈Z

vnx
n|vn ∈ V

}

(formal Laurent series), and some of its subspaces:

V ((x)) =

{∑

n∈Z

vnx
n|vn ∈ V, vn = 0 for sufficiently negative n

}

(truncated formal Laurent series),

V [[x]] =

{∑

n≥0

vnx
n|vn ∈ V

}

(formal power series),

V [x, x−1] =

{∑

n∈Z

vnx
n|vn ∈ V, vn = 0 for all but finitely many n

}

(formal Laurent polynomials), and

V [x] =

{∑

n≥0

vnx
n|vn ∈ V, vn = 0 for all but finitely many n

}

(formal polynomials). Since some of these spaces are not algebras, we must define mul-

tiplication only up to a natural restrictive condition. This condition is the summability

condition which is given in Definitions 2.1.4 and 2.1.5 in [LL]. In general, when comput-

ing some series we shall say that it “exists” (in keeping with an analogy with analysis)
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when the coefficient of any monomial has only finitely many contributing terms, that

is, that the coefficient of any monomial is finitely computable. If the coefficients are

themselves endomorphisms of a vector space then we only require that the coefficient of

any monomial be finitely computable when the series is applied to a fixed, but arbitrary,

vector (see Remark 2.1.3 in [LL]).

Since some of our spaces, such as EndV [[x, x−1]], are not algebras, but only have

a partial multiplication, we are not guaranteed that multiplication is associative even

when it is defined. In fact, multiplication is not associative in the usual sense, but there

is a replacement property. If F (x), G(x) and H(x) ∈ EndV [[x, x−1]] and if the three

products F (x)G(x), G(x)H(x) and F (x)G(x)H(x) all exist, then

(F (x)G(x))H(x) = F (x)(G(x)H(x))

(See Remark 2.1.6 [LL] and the preceding discussion). We shall refer to this replacement

for associativity as “partial associativity”.

Remark 4.1.1. Throughout this chapter, as in [LL], we often extend our spaces to in-

clude more than one variable. We state certain properties which have natural extensions

in such multivariable settings, which we will also use without further comment.

We define the operator Resx : V [[x, x−1]] → V by the following: For f(x) =
∑

n∈Z
anx

n ∈ V [[x, x−1]],

Resxf(x) = a−1.

Further, we shall frequently use the notation ew to refer to the formal exponential

expansion, where w is any formal object for which such expansion makes sense. For

instance, we have the linear operator ey
d

dx : C[[x, x−1]] → C[[x, x−1]][[y]]:

ey
d

dx =
∑

n≥0

yn

n!

(
d

dx

)n

.

We have (see (2.2.18) in [LL]), the automorphism property:

ey
d

dx (p(x)q(x)) =
(
ey

d
dx p(x)

)(
ey

d
dx q(x)

)
, (4.1.1)
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for all p(x) ∈ C[x, x−1] and q(x) ∈ C[[x, x−1]]. We use the binomial expansion conven-

tion, which states that

(x+ y)n =
∑

k≥0

(
n

k

)
xn−kyk, (4.1.2)

where we allow n to be any integer and where we define
(
n

k

)
=
n(n− 1)(n − 2) · · · (n− k + 1)

k!
;

the binomial expression is expanded in nonnegative powers of the second-listed variable.

We also have (see Proposition 2.2.2 in [LL]) the formal Taylor theorem:

Proposition 4.1.1. Let v(x) ∈ V [[x, x−1]]. Then

ey
d

dx v(x) = v(x+ y).

�

For completeness we include a proof of the following frequently used fact, which

equates two different expansions.

Proposition 4.1.2. For all n ∈ Z,

(x+ (y + z))n = ((x+ y) + z)n.

Proof. If w1 and w2 are commuting formal objects, then ew1+w2 = ew1ew2 . Thus we

have

(x+ (y + z))n = e(y+z) ∂
∂xxn = ey

∂
∂x

(
ez

∂
∂xxn

)
= ey

∂
∂x (x+ z)n = ((x+ y) + z)n.

We note as a consequence that for all integers n (and not just nonnegative integers)

we have the (non-vacuous) fact that

((x+ y) − y)n = (x+ (y − y))n = xn.

We define the formal delta function by

δ(x) =
∑

n∈Z

xn.

We have (see Proposition 2.3.21 and Remarks 2.3.24 and 2.3.25 in [LL]) the delta-

function substitution property:
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Proposition 4.1.3. For f(x, y, z) ∈ EndV [[x, x−1, y, y−1, z, z−1]] such that for each

fixed v ∈ V

f(x, y, z)v ∈ EndV [[x, x−1, y, y−1]]((z))

and such that

limx→yf(x, y, z)

exists (where the “limit” is the indicated formal substitution), we have

δ

(
y + z

x

)
f(x, y, z) = δ

(
y + z

x

)
f(y + z, y, z) = δ

(
y + z

x

)
f(x, x− z, z).

�

As in [LL], we use similarly verified substitutions below without comment.

4.2 Formal calculus further developed

Certain elementary identities concerning delta functions are very convenient for dealing

with the arithmetic of vertex algebras and, in fact, in some cases, are fundamental

to the very notion of vertex algebra. We state and prove some such identities in this

section.

The following well-known proposition appears as Proposition 2.3.8 in [LL]. We

present an alternate proof which is implicitly exploiting the S3-symmetry underlying

the notion of vertex algebra. We include this alternate proof to emphasize that S3-

symmetry is playing a role in the development of the ideas in this chapter, as we

discussed in the introduction. For a precise formulation see Section 2.7 in [FHL] and

Section 3.7 in [LL].

Proposition 4.2.1. We have the following two elementary identities:

x−1
1 δ

(
x2 + x0

x1

)
− x−1

2 δ

(
x1 − x0

x2

)
= 0 (4.2.1)

and

x−1
0 δ

(
x1 − x2

x0

)
− x−1

0 δ

(
−x2 + x1

x0

)
− x−1

1 δ

(
x2 + x0

x1

)
= 0. (4.2.2)
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Proof. First observe that

y−1δ

(
x

y

)
= (x− y)−1 + (y − x)−1,

where we note that a clue as to why this identity holds is that both expressions are

annihilated by x− y. Then by the formal Taylor theorem

y−1δ

(
x+ z

y

)
= ez

d
dx y−1δ

(
x

y

)

= ez
d

dx ((x− y)−1 + (y − x)−1)

= ((x+ z) − y)−1 + (y − (x+ z))−1.

Being careful with minus signs we may respectively expand all the terms in the left-hand

side of (4.2.1) in this manner yielding

((x2 + x0) − x1)
−1 + (x1 − (x2 + x0))

−1

−((x1 − x0) − x2)
−1 − (x2 − (x1 − x0))

−1.

Now we get by Proposition 4.1.2 that the first and fourth, and the second and third

terms pairwise cancel each other thus giving us (4.2.1). Similarly we may respectively

expand all the terms in the left-hand side of (4.2.2) to get

((x1 − x2) − x0)
−1 + (x0 − (x1 − x2))

−1

−((−x2 + x1) − x0)
−1 − (x0 − (−x2 + x1))

−1

−((x2 + x0) − x1)
−1 − (x1 − (x2 + x0))

−1.

Now we get by Proposition 4.1.2 that the first and sixth terms, the third and fifth terms,

and the second and fourth terms pairwise cancel each other thus giving us (4.2.2).

A slight variant of the following Proposition appeared in [LL] as Propositions 2.3.26

and 2.3.27:

Proposition 4.2.2. Let g(x0, x1, x2) ∈ V [[x0, x1, x2]]. Next, for a, b and c ≥ 0, let

f(x0, x1, x2) =
g(x0, x1, x2)

xa
0x

b
1x

c
2

.
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Then

x−1
1 δ

(
x2 + x0

x1

)
f(x0, x2 + x0, x2) = x−1

2 δ

(
x1 − x0

x2

)
f(x0, x1, x1 − x0)

and

x−1
0 δ

(
x1 − x2

x0

)
f(x1 − x2, x1, x2) − x−1

0 δ

(
−x2 + x1

x0

)
f(−x2 + x1, x1, x2)−

x−1
1 δ

(
x2 + x0

x1

)
f(x0, x2 + x0, x2) = 0.

Proof. We have, for instance, by the (partial) formal delta substitution principle that

x−1
0 δ

(
x1 − x2

x0

)
f(x1 − x2, x1, x2) = x−1

0 δ

(
x1 − x2

x0

)
f((x0 + x2) − x2, x1, x2)

= x−1
0 δ

(
x1 − x2

x0

)
f(x0, x1, x2). (4.2.3)

Similar substitutions on the other terms also leave the delta function multiplied by the

common factor, f(x0, x1, x2). Therefore (4.2.1) and (4.2.2) yield the result.

Remark 4.2.1. In the proof of Proposition 4.2.2 we specifically chose the order in

which to perform the substitutions, rather than to reverse the equalities in (4.2.3),

because it is easier to see that all “existence” type conditions are met.

We also have the following converse proposition, which the author believes has not

previously appeared in full, but much of it may be viewed as placing in a more elemen-

tary setting the relevant existing arguments used in the axiomatic theory presented in

[LL]. We note that a very similar approach was taken in Lemma 2.1 [Li2] where the

author had already proved, in a somewhat different manner, some of the implications

(related to the Jacobi identity and commutativity and associativity properties, but not

skew-associativity properties) of the following proposition.

Proposition 4.2.3. Let f(x1, x2), g(x1, x2), and h(x1, x2) ∈ V ((x1))((x2)). We have

certain implications among the following statements:

• (A) We have

x−1
0 δ

(
x1 − x2

x0

)
f(x1, x2)−x

−1
0 δ

(
−x2 + x1

x0

)
g(x2, x1)

− x−1
1 δ

(
x2 + x0

x1

)
h(x2, x0) = 0. (4.2.4)
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• (B) There exists some m1 ≥ 0 such that

(x1 − x2)
m1(f(x1, x2) − g(x2, x1)) = 0.

• (C) There exists some m2 ≥ 0 such that

(x0 + x2)
m2(f(x0 + x2, x2) − h(x2, x0)) = 0.

• (D) There exists some m3 ≥ 0 such that

(x1 − x0)
m3(g(−x0 + x1, x1) − h(x1 − x0, x0)) = 0.

• (E) There exist p1(x1, x2) ∈ V [[x1, x2]] and a1, b1, c1 ≥ 0 such that

f(x1, x2) =
p1(x1, x2)

(x1 − x2)a1xb1
1 x

c1
2

and

g(x2, x1) =
p1(x1, x2)

(−x2 + x1)a1xb1
1 x

c1
2

.

• (F) There exist p2(x0, x2) ∈ V [[x0, x2]] and a2, b2, c2 ≥ 0 such that

f(x0 + x2, x2) =
p2(x0, x2)

xa2
0 (x0 + x2)b2x

c2
2

and

h(x2, x0) =
p2(x0, x2)

xa2
0 (x2 + x0)b2x

c2
2

.

• (G) There exist p3(x0, x1) ∈ V [[x0, x1]] and a3, b3, c3 ≥ 0 such that

g(−x0 + x1, x1) =
p3(x0, x1)

xa3
0 x

b3
1 (−x0 + x1)c3

and

h(x1 − x0, x0) =
p3(x0, x1)

xa3
0 x

b3
1 (x1 − x0)c3

.
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Namely, we have:

(ia) (A) ⇒ (B), (iia) (B) ⇒ (E), (iiia) (E) and (F ) ⇒ (A),

(ib) (A) ⇒ (C), (iib) (C) ⇒ (F ), (iiib) (E) and (G) ⇒ (A),

(ic) (A) ⇒ (D), (iic) (D) ⇒ (G), and (iiic) (F ) and (G) ⇒ (A).

Remark 4.2.2. In [LL] the authors essentially used only statements (A), (B), (C), (E)

and (F). It is an application of the principles of statements (D) and (G) which leads to

the new notion of weak skew-associativity.

Proof. The proofs of (ia), (ib), and (ic) are similar. For (ia) we note that (A) trivially

implies that the left-hand side of (4.2.4) is lower truncated in powers of x0. Further, the

third term in the left-hand side of (4.2.4) is visibly lower truncated in powers of x0, and

therefore the sum of the remaining two terms must be lower truncated in powers of x0,

which precisely yields (B). The proofs of (ib) and (ic) similarly follow from the lower

truncation, in the left-hand side of (4.2.4), of x1 and x2 respectively, after the obvious

(especially in light of the statements of (C) and (D)) delta function substitutions are

made.

The proofs of (iia), (iib) and (iic) are similar. We show only (iia). Since both

f(x1, x2) ∈ V ((x1))((x2)) and g(x2, x1) ∈ V ((x2))((x1)) we must have that

(x1 − x2)
m1f(x1, x2) and (x1 − x2)

m1g(x2, x1) are both ∈ V ((x1, x2)). So there is some

p1(x1, x2) ∈ V [[x1, x2]] and b, c ≥ 0 such that

(x1 − x2)
m1f(x1, x2) = (x1 − x2)

m1g(x2, x1) =
p1(x1, x2)

xb
1x

c
2

.

A careful application of partial associativity allows us to cancel (not simultaneously!)

the polynomial terms on the left-hand sides to get the result (cf. Remarks 3.25 and

3.28 in [LL]).

The proofs of (iiia), (iiib) and (iiic) are similar. We show only (iiia). That is, we

assume the truth of statements (E) and (F ) and prove the truth of statement (A). We
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have

p2(x0, x2)

xa2
0 (x0 + x2)b2x

c2
2

= f(x0 + x2, x2) = e
x2

∂
∂x0 f(x0, x2)

= e
x2

∂
∂x0

p1(x0, x2)

(x0 − x2)a1xb1
0 x

c1
2

=
p1(x0 + x2, x2)

xa1
0 (x0 + x2)b1x

c1
2

,

where we used the consequence of Proposition 4.1.2. We use this consequence without

comment below. It is easy to see that one can choose to have a1 = a2, b1 = b2 and

c1 = c2. Assuming this, we have

p2(x0, x2) = p1(x0 + x2, x2).

Then we have

h(x2, x0) =
p1(x0 + x2, x2)

xa1
0 (x2 + x0)b1x

c1
2

.

Considering

p1(x1, x2)

xa1
0 x

b1
1 x

c1
2

in place of f(x0, x1, x2) in Proposition 4.2.2 now gives the result.

4.3 Vacuum-free vertex algebras

There are many variant definitions of vertex-type algebras. For instance, in [LL] the

authors recall Borcherds’ notion of vertex algebra [Bor1], but using the formalism of

the Jacobi identity (see Definition 3.1.1 in [LL]), which, among other things, lacks a

conformal vector, but does include a vacuum vector, the analogue of an identity in

a commutative associative algebra. They purposely, for reasons of expository clarity,

redundantly state as axioms two defining properties of the vacuum vector analogous to

both the right and left identity properties. Indeed, they point out in Proposition 3.6.7

[LL] that the vacuum property is redundant. They further show, in Remark 3.6.8 [LL]

that the creation property is not redundant. However, if we require as a separate axiom

that the vertex operator map be injective, this asymmetry between the analogues of left
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and right identity disappears. Indeed, injectivity follows from the creation property,

but, as we show (see Proposition 4.5.1), by introducing this further redundancy into

the axioms it can be shown that either of the vacuum or creation properties follows

from the other when all the other axioms are assumed. Because of this, we shall use

injectivity in our statement of the axioms.

In the spirit of studying rings without identity, we may ask what we would have

if we removed the vacuum vector altogether. Indeed, many of the various versions of

vertex-type algebra already form a hierarchy of specialization as, for instance, vertex

algebras specialize to quasi- (or Möbius) vertex algebras (cf. [FHL]), which in turn

specialize to vertex operator algebras. So there is already ample precedent for a layered

theory which we would be extending. For further justification, we note that the main

axiom of any version of vertex-type algebra is some form of the Jacobi identity. It

is hoped that by removing the assumption of having a vacuum vector, we avoid any

premature distractions from this main axiom in the early development of the theory

and that this development also shows more precisely the natural role that the vacuum

vector plays vis-à-vis the Jacobi identity when we specialize to that case. With this

as motivation, rather than any particular examples (although see [HL] and [BD]) and

further, since it turns out that we can recover many results even in this pared-down

setting, we proceed to define a vacuum-free vertex algebra:

Definition 4.3.1. A vacuum-free vertex algebra is a vector space equipped, first, with

an injective linear map (the vertex operator map) V ⊗V → V [[x, x−1]], or equivalently,

a linear map

Y ( · , x) : V → (EndV )[[x, x−1]]

v 7→ Y (v, x) =
∑

n∈Z

vnx
−n−1.

We call Y (v, x) the vertex operator associated with v. We assume that

Y (u, x)v ∈ V ((x))
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for all u, v ∈ V . Finally, we require that the Jacobi identity is satisfied:

x−1
0 δ

(
x1 − x2

x0

)
Y (u, x1)Y (v, x2) − x−1

0 δ

(
−x2 + x1

x0

)
Y (v, x2)Y (u, x1)

= x−1
1 δ

(
x2 + x0

x1

)
Y (Y (u, x0)v, x2).

We can immediately apply Proposition 4.2.3 to obtain the next two results.

Proposition 4.3.1. Let V be a vacuum-free vertex algebra. For all u, v,w ∈ V , we

have:

• There exists some m1 ≥ 0 such that

(x1 − x2)
m1 (Y (u, x1)Y (v, x2) − Y (v, x2)Y (u, x1)) = 0

(weak commutativity).

• There exists some m2 ≥ 0 such that

(x0 + x2)
m2 (Y (u, x0 + x2)Y (v, x2)w − Y (Y (u, x0)v, x2)w) = 0

(weak associativity).

• There exists some m3 ≥ 0 such that

(x1 − x0)
m3 (Y (v,−x0 + x1)Y (u, x1)w − Y (Y (u, x0)v, x1 − x0)w) = 0

(weak skew-associativity).

• There exist p1(x1, x2) ∈ V [[x1, x2]] and a1, b1, c1 ≥ 0 such that

Y (u, x1)Y (v, x2)w =
p1(x1, x2)

(x1 − x2)a1xb1
1 x

c1
2

and

Y (v, x2)Y (u, x1)w =
p1(x1, x2)

(−x2 + x1)a1xb1
1 x

c1
2

(formal commutativity).
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• There exist p2(x0, x2) ∈ V [[x0, x2]] and a2, b2, c2 ≥ 0 such that

Y (u, x0 + x2)Y (v, x2)w =
p2(x0, x2)

xa2
0 (x0 + x2)b2x

c2
2

and

Y (Y (u, x0)v, x2)w =
p2(x0, x2)

xa2
0 (x2 + x0)b2x

c2
2

(formal associativity).

• There exist p3(x0, x1) ∈ V [[x0, x1]] and a3, b3, c3 ≥ 0 such that

Y (v,−x0 + x1)Y (u, x1)w =
p3(x0, x1)

xa3
0 x

b3
1 (−x0 + x1)c3

and

Y (Y (u, x0)v, x1 − x0)w =
p3(x0, x1)

xa3
0 x

b3
1 (x1 − x0)c3

(formal skew-associativity).

�

Remark 4.3.1. If we consider certain minimal values, which are “obviously pole clear-

ing,” that m1,m2 and m3 may be taken to be in the above proposition, then it is easy

to see that they could all be given by the same function on suitable ordered pairs of

vectors. For instance, m1(u, v) could be defined as the negative of the least integer

power of x appearing in Y (u, x)v, whenever that power is negative, and zero otherwise.

As a corollary to this, we see that we could specify which vectors m1,m2 and m3 may

depend on, using a more refined statement, each one depending on only two vectors,

but we shall not need or want this refinement in this work (see, for instance, Remarks

3.2.2 and 3.4.2 in [LL]).

Proposition 4.3.2. Any two of weak commutativity, weak associativity and weak skew-

associativity can replace the Jacobi identity in the definition of the notion of vacuum-free

vertex algebra.

�
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Remark 4.3.2. As we have seen, Proposition 4.3.2 really is a statement of formal cal-

culus and does not need any special information from the (vacuum-free) vertex algebra

setting.

Remark 4.3.3. In previous treatments of vertex algebras (with a vacuum vector), as

far as the author is aware, weak skew-associativity has been neglected since one can get

by perfectly well with the other two weak properties. However, we shall see below that

in some ways weak skew-associativity smoothes out some of the theory.

Remark 4.3.4. In the theory of vertex algebras with a vacuum vector, one obtains,

without extra assumption, a D (“derivative”) operator which allows one to derive the

skew-symmetry relation. Since we do not have a D operator at this stage we cannot get

such a relation, but we still have what we call “vacuum-free skew-symmetry,” which is

used occasionally without much comment in other treatments.

Proposition 4.3.3. (vacuum-free skew-symmetry) Let V be a vacuum-free vertex

algebra. For all u and v ∈ V , we have

Y (Y (u, x0)v, x2) = Y (Y (v,−x0)u, x2 + x0).

Proof. Notice that the left-hand side of the Jacobi identity is invariant under the sub-

stitutions (x0, x1, x2;u, v) ↔ (−x0, x2, x1; v, u). This means that we get the following

relation coming from the right-hand side:

x−1
1 δ

(
x2 + x0

x1

)
Y (Y (u, x0)v, x2) = x−1

2 δ

(
x1 − x0

x2

)
Y (Y (v,−x0)u, x1)

= x−1
1 δ

(
x2 + x0

x1

)
Y (Y (v,−x0)u, x2 + x0),

so that taking the residue with respect to x1 yields the result.

It turns out that it is enough to know vacuum-free skew-symmetry together with

any single one of weak commutativity, weak associativity, or weak skew-associativity

in order to recover the entire Jacobi identity. We prove each of these equivalences,

arguing in a similar spirit to the proofs given in [LL], where the authors used certain

classical guides. Our classical guides use relationships found in commutative associative
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algebras without identity element, but we shall not have all such relationships. Indeed,

the analogues we use are as follows:

a(bc) = b(ac) corresponds to weak commutativity;

a(bc) = (ab)c corresponds to weak associativity;

a(bc) = (ba)c corresponds to weak skew-associativity;

and each of

a(bc) = (bc)a,

(ab)c = (ba)c,

a(bc) = a(cb) corresponds to vacuum-free skew symmetry.

Proposition 4.3.4. Weak associativity together with vacuum-free skew-symmetry can

replace the Jacobi identity in the definition of the notion of vacuum-free vertex algebra.

Proof. We follow this analogue: a(bc) = (ab)c = (ba)c. Let V be a vacuum-free vertex

algebra. We shall show that we get weak skew-associativity, which will be enough. In

fact, for all u, v ∈ V , there exists l ≥ 0 such that

(x1 − x0)
lY (u,−x0 + x1)Y (v, x1)w = (x1 − x0)

lY (Y (u,−x0)v, x1)w

= (x1 − x0)
lY (Y (v, x0)u, x1 − x0)w.

Proposition 4.3.5. Weak skew-associativity together with vacuum-free skew-symmetry

can replace the Jacobi identity in the definition of the notion of vacuum-free vertex

algebra.

Proof. We follow this analogue: a(bc) = (ba)c = (ab)c. Let V be a vacuum-free vertex

algebra. We shall show that we get weak associativity which will be enough. In fact,

for all u, v,w ∈ V , there exists l ≥ 0 such that

(x0 + x2)
lY (v, x0 + x2)Y (u, x2)w = (x0 + x2)

lY (Y (u,−x0)v, x2 + x0)w

= (x0 + x2)
lY (Y (v, x0)u, x2)w.
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Proposition 4.3.6. Weak commutativity together with vacuum-free skew-symmetry can

replace the Jacobi identity in the definition of the notion of vacuum-free vertex algebra.

Proof. We follow this analogue: a(bc) = (bc)a = (cb)a = a(cb) = c(ab) = (ab)c. Let V

be a vacuum-free vertex algebra. We shall show that we get weak associativity, which

will be enough. For all u, v,w ∈ V , it is easy to see that there exists l ≥ 0 such that:

(x0 + x2)
lY (Y (u, x0 + x2)Y (v, x2)w, x3)

= (x0 + x2)
lY (Y (Y (v, x2)w,−x0 − x2)u, x3 + (x0 + x2))

= (x0 + x2)
lY (Y (Y (w,−x2)v,−x0)u, x3 + (x0 + x2))

= (x0 + x2)
lY (Y (u, x0)Y (w,−x2)v, x3 + x2)

= (x0 + x2)
lY (Y (w,−x2)Y (u, x0)v, x3 + x2)

= (x0 + x2)
lY (Y (Y (u, x0)v, x2)w, x3),

so that the result follows from the injectivity of the vertex operators.

Remark 4.3.5. We did not use the injectivity property of vertex operators in the

proofs of Propositions 4.3.4 and 4.3.5, but we did use it in the proof of Proposition

4.3.6.

4.4 Modules

In this section we define the notion of module for a vacuum-free vertex algebra and

show a series of results paralleling those of Section 4.3, with one significant exception.

We do not have that (along with module skew-symmetry) module weak commutativity

can be a replacement axiom, although we do get that module weak associativity and

module weak skew-associativity may be used as replacement axioms. A heuristic reason

for this may be seen in the fact that in the commutative associative guides, “c” did not

remain in the rightmost position for the case of weak commutativity, but it did for the

other two cases. We do have a module weak skew-symmetry, which is in a contrast of

sorts to the situation with a vertex algebra, where one is tempted to ignore any special

skew-symmetric-like property of the module case, since the underlying vertex algebra
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skew-symmetry is all that one needs. We have already done all the work for this section.

We state the results for completeness.

Definition 4.4.1. A module for a vacuum-free vertex algebra is a vector space W

equipped with a linear map V ⊗W →W [[x, x−1]], or equivalently, a linear map

YW ( · , x) :V → (EndW )[[x, x−1]]

v 7→ YW (v, x) =
∑

n∈Z

vnx
−n−1.

We assume that

YW (u, x)w ∈W ((x))

for all u ∈ V and w ∈W . Then finally, we require that the Jacobi identity is satisfied:

x−1
0 δ

(
x1 − x2

x0

)
YW (u, x1)YW (v, x2)w − x−1

0 δ

(
−x2 + x1

x0

)
YW (v, x2)YW (u, x1)w

= x−1
1 δ

(
x2 + x0

x1

)
YW (Y (u, x0)v, x2)w.

Remark 4.4.1. This definition adheres to the principle that a module should satisfy

all the defining properties of a vertex algebra that make sense, which is essentially the

a priori motivation given on page 117 in [LL].

We present the results in parallel order to those in Section 4.3.

Proposition 4.4.1. Let V be a vacuum-free vertex algebra with module W . For all

u, v ∈ V, and w ∈W , we have:

• There exists some m1 ≥ 0 such that

(x1 − x2)
m1 (YW (u, x1)YW (v, x2) − YW (v, x2)YW (u, x1)) = 0

(weak commutativity).

• There exists some m2 ≥ 0 such that

(x0 + x2)
m2 (YW (u, x0 + x2)YW (v, x2)w − YW (Y (u, x0)v, x2)w) = 0

(weak associativity).
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• There exists some m3 ≥ 0 such that

(x1 − x0)
m3 (YW (v,−x0 + x1)YW (u, x1)w − YW (Y (u, x0)v, x1 − x0)w) = 0

(weak skew-associativity).

• There exist p1(x1, x2) ∈W [[x1, x2]] and a1, b1, c1 ≥ 0 such that

YW (u, x1)YW (v, x2)w =
p1(x1, x2)

(x1 − x2)a1xb1
1 x

c1
2

and

YW (v, x2)YW (u, x1)w =
p1(x1, x2)

(−x2 + x1)a1xb1
1 x

c1
2

(formal commutativity).

• There exist p2(x0, x2) ∈W [[x0, x2]] and a2, b2, c2 ≥ 0 such that

YW (u, x0 + x2)YW (v, x2)w =
p2(x0, x2)

xa2
0 (x0 + x2)b2x

c2
2

and

YW (Y (u, x0)v, x2)w =
p2(x0, x2)

xa2
0 (x2 + x0)b2x

c2
2

(formal associativity).

• There exist p3(x0, x1) ∈W [[x0, x1]] and a3, b3, c3 ≥ 0 such that

YW (v,−x0 + x1)YW (u, x1)w =
p3(x0, x1)

xa3
0 x

b3
1 (−x0 + x1)c3

and

YW (Y (u, x0)v, x1 − x0)w =
p3(x0, x1)

xa3
0 x

b3
1 (x1 − x0)c3

(formal skew-associativity).

�

Remark 4.4.2. Concerning m1,m2 and m3, see Remark 4.3.1.
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Proposition 4.4.2. Any two of weak commutativity, weak associativity and weak skew-

associativity (in the sense of Proposition 4.4.1) can replace the Jacobi identity in the

definition of the notion of module for a vacuum-free vertex algebra.

�

Proposition 4.4.3. (vacuum-free skew-symmetry)

For all u and v ∈ V , a vacuum-free vertex algebra with module W , we get the

following relation:

YW (Y (u, x0)v, x2) = YW (Y (v,−x0)u, x2 + x0).

Proof. The proof is essentially the same as for Proposition 4.3.3.

Proposition 4.4.4. In the definition of the notion of module for a vacuum-free ver-

tex algebra, the Jacobi identity can be replaced by weak associativity (in the sense of

Proposition 4.4.1) together with vacuum-free skew-symmetry (in the sense of Proposi-

tion 4.4.3).

Proof. The proof is essentially the same as for Proposition 4.3.4.

Proposition 4.4.5. In the definition of the notion of module for a vacuum-free vertex

algebra, the Jacobi identity can be replaced by weak skew-associativity (in the sense of

Proposition 4.4.1) together with vacuum-free skew-symmetry (in the sense of Proposi-

tion 4.4.3).

Proof. The proof is essentially the same as for Proposition 4.3.5.

4.5 Vertex algebras with vacuum

We now consider the case of a vacuum-free vertex algebra in which one of the vertex

operators acts as the identity. That is, given a vertex algebra V we have a distinguished

vector 1 ∈ V , which we call the vacuum vector, with the property that Y (1, x) = 1,

where 1 is the identity endomorphism of V . Continuing the analogy with commutative

associative algebras from previous sections, we see that such a vector is analogous to a
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left identity map. We may then wonder if there is some sort of right identity property.

Since vacuum-free skew-symmetry switches the order of the two vectors, we consider

specializing to the case where one of the two vectors is the vacuum vector. We get

Y (Y (u, x)1, z) = Y (Y (1,−x)u, z + x)

= Y (u, z + x), (4.5.1)

from which it is easy to see that Y (u, x)1 must be a formal power series in x. Therefore

we may set x = 0, to check the constant term, which gives us

Y (u−11, z) = Y (u, z),

which by injectivity gives

u−11 = u.

With this as motivation, we recall ([Bor1]; cf. [LL]) the definition of vertex algebra

(with vacuum) and although the definition contains redundancies we state both the left

and right identity properties for purposes of clarity and also since this is traditional.

Definition 4.5.1. A vertex algebra is a vacuum-free vertex algebra V together with a

distinguished element 1 satisfying the following vacuum property :

Y (1, x) = 1

and creation property :

Y (u, x)1 ∈ V [[x]] and

Y (u, 0)1 = u for all u ∈ V.

We refer to all the parts of the definition of a vertex algebra except for the Jacobi

identity as “minor axioms.” Consider again the following:

Y (Y (u, x)1, z) = Y (Y (1,−x)u, z + x)

= Y (u, z + x)

= ex
d
dz Y (u, z).



138

Checking the first degree term in x gives

Y (u−21, z) =
d

dz
Y (u, z).

Thus vertex operators are closed under differentiation. Furthermore, we define the D

operator.

Definition 4.5.2. Given a vertex algebra, V , define D ∈ End(V ) by

Dv = v−21.

We may now write the D-derivative property :

Y (Du, z) =
d

dz
Y (u, z). (4.5.2)

Remark 4.5.1. We note that the philosophy behind this proof of the D-derivative

property is again a classical analogue coming from commutative associative algebras

with identity, namely, we used as a guide the relation a · 1 = 1 ·a. In Proposition 3.1.18

[LL], the authors obtain the D-derivative property in a different fashion. Their point

of view was to observe that v−21 is the component of a certain “iterate” and then to

look at the “iterate formula”, equation 3.1.11 [LL] and “slice down” to get the correct

component. We never need to make use of the iterate formula in this work and, in fact,

never use the word “iterate” except informally or to say that we won’t use it. As we shall

see (Propositions 4.5.1, 4.5.2 and 4.5.3 and Remarks 4.5.2 and 4.5.4), the basic theory of

the minor properties of a vertex algebra can be handled entirely with vacuum-free skew-

symmetry without reference to the Jacobi identity or the iterate formula. However, we

also note that the connection between the D-derivative property and properties similar

to the “iterate” formula, namely, weak associativity and weak skew-associativity, play

an essential role in this treatment, as we see in Propositions 4.5.7, 4.5.10 and 4.6.2,

which are used to obtain Theorem 4.6.1.

In the introduction to Section 4.3 we mentioned the equivalence of the vacuum

and creation properties provided we separately state injectivity as an axiom. In the

introduction to this section we saw how in the presence of vacuum-free skew-symmetry

and the other minor axioms, the vacuum property implies the creation property. We

now show the converse.
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Proposition 4.5.1. In the presence of vacuum-free skew-symmetry and the other minor

axioms of a vertex algebra, the vacuum property and the creation property each imply

the other.

Proof. We have already seen how the vacuum property implies the creation property.

We begin the converse statement in a similar fashion by specializing one of the vectors

in the formula for vacuum-free skew-symmetry to be 1. We get:

Y (Y (1, x)v, z) = Y (Y (v,−x)1, z + x) (4.5.3)

= ex
d
dz Y (Y (v,−x)1, z).

which by the first part of the creation property gives us that Y (1, x)v is a power series

in x. Then extracting the constant term in x we have

Y (1−1v, z) = Y (v−11, z),

which by the second part of the creation property and by injectivity (which follows also

from the second part of the creation property as is usually argued) we have

1−1v = v.

We now need to show that 1−nv = 0 for n ≥ 2, or in other words that d
dz
Y (1, z) = 0.

It is tempting to try and use the D-derivative property to“peel off” the “outer” Y

operator in (4.5.3) but remember that we used the vacuum property to get the D-

derivative property so this is not available to us. Instead, we try to imitate the process

of getting the D-derivative property by checking the linear term in x. This gives us

Y (1−2v, z) = −Y (v−21, z) +
d

dz
Y (v, z).

Then further specializing by setting v = 1, we have

2Y (1−21, z) =
d

dz
Y (1, z). (4.5.4)

Acting against 1 and extracting the constant term in z gives us, by the second part of

the creation property, that

21−21 = 1−21,
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which gives us that 1−21 = 0. Then substituting back into (4.5.4) gives

d

dz
Y (1, z) = 0,

which is what we needed to show.

Remark 4.5.2. As was mentioned in the introduction to Section 4.3, Proposition

3.6.8 [LL] shows that in the presence of the other axioms the vacuum property may be

derived. Our proof of that direction in Proposition 4.5.1 shares some common features

with the proof in [LL], but one difference that is perhaps worth pointing out is that

our assumption was weaker. We needed only to assume vacuum-free skew-symmetry

whereas the proof in [LL] explicitly used the Jacobi identity. As was discussed in Remark

4.5.1 much of the theory of the minor properties associated with the vacuum vector can

be handled with only the use of vacuum-free skew-symmetry (see Propositions 4.5.2

and 4.5.3 and Remark 4.5.4 below).

We now derive some of the standard “minor properties.” Taking the exponential

generating function of the higher derivatives and using the D-derivative property (and

the formal Taylor theorem) gives

Y (exDu, z) = ex
d
dz Y (u, z) = Y (u, z + x), (4.5.5)

which by (4.5.1) gives

Y (exDu, z) = Y (u, z + x)

= Y (Y (u, x)1, z),

which, by the injectivity of vertex operators, gives the strong creation property :

Y (u, x)1 = exDu. (4.5.6)

We again consider vacuum-free skew-symmetry in light of the D operator, where we

now have:

Y (Y (u, x)v, z) = Y (Y (v,−x)u, z + x)

= Y (exDY (v,−x)u, z),
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which, by the injectivity of vertex operators, gives us skew-symmetry:

Y (u, x)v = exDY (v,−x)u. (4.5.7)

We may take the derivative of this skew-symmetry formula to get:

d

dx
Y (u, x)v = DexDY (v,−x)u+ exD

d

dx
Y (v,−x)u

= DY (u, x)v + exD
d

dx
Y (v,−x)u

= DY (u, x)v − exDY (Dv,−x)u

= DY (u, x)v − Y (u, x)Dv, (4.5.8)

where we used skew-symmetry to get the first, second and fourth equalities and the

D-derivative property to get the third equality. Observe that the last expression is a

commutator, which in fact gives us the D-bracket derivative property:

[D, Y (u, x)] =
d

dx
Y (u, x). (4.5.9)

Rearranging the terms of the D-bracket formula makes it resemble a product rule:

DY (u, x)v =
d

dx
Y (u, x)v + Y (u, x)Dv. (4.5.10)

Of course, because of the D-derivative property, we also have

[D, Y (u, x)] = Y (Du, x).

which, when the terms are rearranged, becomes

DY (u, x)v = Y (Du, x)v + Y (u, x)Dv. (4.5.11)

Remark 4.5.3. Whereas the D-derivative property may be thought of as an analogue

of the power rule for differentiation, the D-bracket derivative property may be thought

of as an analogue of the product rule. Indeed, while it is often messy to check what

properties look like component-wise, in the case of these two properties the formulas

are very familiar. For the D-derivative property we have

(Du)n = −n(Du)n−1.
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For the D-bracket derivative property (as rearranged in the form given in (4.5.11)) we

have

D(unv) = (Du)nv + unDv.

Obviously, by the same reasoning as that which we gave for the automorphism

property, we have that (4.5.11) gives

ezDY (u, x)v = Y (ezDu, x)ezDv, (4.5.12)

which by (4.5.5) gives us

ezDY (u, x)v = Y (u, x+ z)ezDv, (4.5.13)

which formula also follows directly from (4.5.10) and the formal Taylor theorem, again

using the same reasoning as the proof of the automorphism property.

We have seen that skew-symmetry, together with the D-derivative property, gives

us the D-bracket derivative property. Conversely, we may also derive the D-derivative

property assuming only skew-symmetry and the D-bracket derivative property. A care-

ful consideration of (4.5.8), where our assumption is now that the last line is equal to

the first line, gives us:

Y (u, x)Dv = −exD
d

dx
Y (v,−x)u ⇔

e−xDY (u, x)Dv = −
d

dx
Y (v,−x)u⇔

Y (Dv,−x)u = −
d

dx
Y (v,−x)u,

which is the D-derivative property stated for −x. Given the D-derivative property and

skew-symmetry, we may also recover vacuum-free skew-symmetry as can be seen by the

following calculation:

Y (u, x)v = exDY (v,−x)u ⇔

Y (Y (u, x)v, z) = Y (exDY (v,−x)u, z) ⇔

Y (Y (u, x)v, z) = Y (Y (v,−x)u, z + x).

We summarize some of our implications in the next two propositions.
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Proposition 4.5.2. In the presence of only the minor axioms of a vertex algebra, but

excluding the creation property, vacuum-free skew-symmetry implies the strong creation

property, skew-symmetry, the D-derivative property, and the D-bracket derivative prop-

erty.

�

Proposition 4.5.3. In the presence of the minor axioms of a vertex algebra, the fol-

lowing are equivalent:

(i) vacuum-free skew-symmetry

(ii) skew-symmetry together with the D-derivative property

(iii)skew-symmetry together with the D-bracket derivative property.

�

Remark 4.5.4. Our development of Proposition 4.5.2 largely parallels portions of the

material presented in Section 3.1 of [LL]. Perhaps the main difference is that our official

proof of the D-derivative property is based on vacuum-free skew-symmetry instead of

the iterate formula (see equation 3.1.11 and Proposition 3.1.18 [LL]) and, more generally

as well as more roughly, that our point of view is that all of the minor properties are

due to vacuum-free skew-symmetry even without the full Jacobi identity.

Recall that we began this section by substituting the vacuum vector into the formula

for vacuum-free skew-symmetry. We may pursue a similar analysis with other formulas

to further describe the dependencies of weaker axioms on stronger ones.

Proposition 4.5.4. In the presence of the minor axioms of a vertex algebra, the strong

creation property follows from any single one of skew-symmetry, the D-bracket deriva-

tive property, or the D-derivative property.

Proof. We first assume the D-derivative property. By the D-derivative property we

have

Y (v, z + x)1 = Y (exDv, z)1,
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which by two applications of the creation property allows us to set z = 0 and calculate

the right-hand side to get

Y (v, x)1 = exDv,

which is the strong creation property.

We now assume the D-bracket derivative property. First, note that by the vacuum

property D1 = 1−21 = 0, so that exD1 = 1. Then by (4.5.13) we have

exDY (v, z)1 = Y (v, z + x)1,

which again by two applications of the creation property gives the strong creation

property.

Finally, we assume skew-symmetry. We have

Y (u, x)1 = exDY (1,−x)u = exDu,

which is a third time, the strong creation property.

We continue to specialize our formulas by substituting in the vacuum vector. In the

next proposition, we have the relation a(b1) = b(a1) as a classical guide.

Proposition 4.5.5. In the presence of the minor axioms of a vertex algebra, skew-

symmetry follows from weak commutativity together with the D-bracket derivative prop-

erty.

Proof. Let V be a vertex algebra. Let u, v ∈ V . By weak commutativity there exists

some k ≥ 0 such that:

(x− z)kY (u, x)Y (v, z)1 = (x− z)kY (v, z)Y (u, x)1

= (x− z)kY (v, z)exDu

= (x− z)kexDY (v, z − x)u,

and by the creation property we may set z = 0 and cancel xk which gives skew-

symmetry.

In fact, we have more:
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Proposition 4.5.6. In the presence of the minor axioms of a vertex algebra, weak com-

mutativity together with the D-bracket derivative property are equivalent to the Jacobi

identity.

Proof. The result follows from Proposition 4.5.5, Proposition 4.5.3 and Proposition

4.3.6.

Remark 4.5.5. Proposition 4.5.6 appeared in Theorem 3.5.1 [LL], where Proposition

4.5.5 was obtained during the course of the proof. Our development is similar to, but

a variant of, the proof presented in [LL].

We next consider specializing the weak associativity property. We have

Proposition 4.5.7. In the presence of the minor axioms of a vertex algebra, weak

associativity implies the D-derivative property.

Proof. Let V be a vertex algebra. Let u,w ∈ V . There exists l ≥ 0 such that

(x0 + x2)
lY (u, x0 + x2)Y (1, x2)w = (x0 + x2)

lY (Y (u, x0)1, x2)w,

and also such that the left-hand side of the equation is written in terms of nonnegative

powers of (x0 + x2). Thus we have:

(x0 + x2)
lY (u, x0 + x2)Y (1, x2)w = (x0 + x2)

lY (u, x2 + x0)Y (1, x2)w

= (x0 + x2)
lY (u, x2 + x0)w.

Then substituting this, we notice that x0 is appropriately truncated so that we can

cancel (x0 +x2)
l by multiplying by (x2 +x0)

−l and applying partial associativity. This

gives us:

Y (u, x2 + x0)w = Y (Y (u, x0)1, x2)w ⇔

e
x0

d
dx2 Y (u, x2)w = Y (Y (u, x0)1, x2)w.

Looking at the linear term in x0 gives the result.

Proposition 4.5.8. In the presence of the minor axioms of a vertex algebra, weak

associativity together with the strong creation property imply the D-bracket derivative

formula.



146

Proof. Let V be a vertex algebra. Let u, v ∈ V . There exists l ≥ 0 such that:

(x0 + x2)
lY (u, x0 + x2)Y (v, x2)1 = (x0 + x2)

lY (Y (u, x0)v, x2)1 ⇔

(x0 + x2)
lY (u, x0 + x2)e

x2Dv = (x0 + x2)
lex2DY (u, x0)v,

which has only nonnegative powers of x2 so that we may cancel (x0 + x2)
l which gives

us the D-bracket derivative formula.

Remark 4.5.6. Propositions 4.5.7 and 4.5.8 were already essentially obtained as Propo-

sition 2.6 in [Li2]. In fact, Proposition 2.6 in [Li2] was a stronger result, which shows

that the assumption of the strong creation property could have been removed from

Proposition 4.5.8. Comparing arguments, we note that in the proof of Proposition

4.5.8 we could have canceled (x0 + x2)
l in the first line and extracted the coefficient

of x2 using the creation property instead of extracting the coefficients of all powers of

x2 using the strong creation property. We would have arrived at the “unexponenti-

ated” form of the D-bracket derivative formula instead of the “exponentiated” form we

did arrive at, in parallel with the fact that the creation property is an unexponenti-

ated form of the strong creation property. Corollary 2.7 in [Li2] recovers the relevant

“exponentiated” identities as a consequence.

Proposition 4.5.9. In the presence of the minor axioms of a vertex algebra, weak

associativity together with skew-symmetry are equivalent to the Jacobi identity.

Proof. By Proposition 4.5.4 we have the strong creation property and so by Proposition

4.5.8 we have the D-bracket derivative formula. Then by Proposition 4.5.3 we have

vacuum-free skew-symmetry and so the result follows from Proposition 4.3.4.

We also have a slight variant proof of the last proposition.

Proof. By Proposition 4.5.7 we have the D-derivative property so that by Proposition

4.5.3 we have vacuum-free skew-symmetry and so the result follows from Proposition

4.3.4.

Remark 4.5.7. Proposition 4.5.9 appeared in Theorem 3.6.1 in [LL], and Proposition

4.5.8 was essentially obtained in the course of their proof. Our present result generalizes
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more easily to the module case. In [LL] the authors needed a further argument, which

they formulated in Theorem 3.6.3 [LL], in order to obtain the corresponding result for a

module. In the course of the proof of Theorem 3.6.3 in [LL], Proposition 4.5.7 was also

obtained, though not stated separately. It was our interest in seeking an alternative to

Theorem 3.6.3 in [LL] that was the original motivation for the work in this chapter.

And finally, we consider weak skew-associativity.

Proposition 4.5.10. In the presence of the minor axioms of a vertex algebra, weak

skew-associativity implies the D-derivative property.

Proof. Let V be a vertex algebra. Let u,w ∈ V . There exists m ≥ 0 such that:

(x1 − x0)
mY (u, x1)w = (x1 − x0)

mY (Y (u, x0)1, x1 − x0)w ⇔

Y (u, x1)w = Y (Y (u, x0)1, x1 − x0)w ⇔

Y (u, x1)w = e
−x0

d
dx1 Y (Y (u, x0)1, x1)w ⇔

e
x0

d
dx1 Y (u, x1)w = Y (Y (u, x0)1, x1)w,

where the cancellation of (x1 − x0)
m was justified because both sides had only non-

negative powers of x0. Then taking coefficient of the first power of x0 gives us the

D-derivative property.

We can substitute 1 for still another vector to get:

Proposition 4.5.11. In the presence of the minor axioms of a vertex algebra, the

following are equivalent:

(i) weak skew-associativity together with skew-symmetry

(ii) weak skew-associativity together with the D-bracket derivative property.

Proof. Let V be a vector space satisfying the relevant axioms. Let u, v ∈ V . We assume

V satisfies weak skew-associativity. By Proposition 4.5.10 we have the D-derivative

property. Then by Proposition 4.5.4 we have the strong creation property. Then we
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have:

(x1 − x0)
mY (v,−x0 + x1)Y (u, x1)1 = (x1 − x0)

mY (Y (u, x0)v, x1 − x0)1 ⇔

(x1 − x0)
mY (v,−x0 + x1)e

x1Du = (x1 − x0)
me(x1−x0)DY (u, x0)v.

Observing that both sides are truncated from below in x1 appropriately we can cancel

(x1 − x0)
m from both sides to get:

Y (v,−x0 + x1)e
x1Du = e(x1−x0)DY (u, x0)v ⇔

e−x1DY (v,−x0 + x1)e
x1Du = e−x0DY (u, x0)v,

from which it is clear that either the D-bracket derivative property (in exponentiated

form) or skew-symmetry each implies the other.

Remark 4.5.8. We note that the argument in the proof of Proposition 4.5.11 could

have been changed to depend on only the creation property instead of the strong cre-

ation property in a manner similar to the changes discussed in Remark 4.5.6.

We can now state two more replacement axioms for the Jacobi identity.

Proposition 4.5.12. In the presence of the minor axioms of a vertex algebra, weak

skew-associativity together with either single one of skew-symmetry or the D-bracket

derivative property is equivalent to the Jacobi identity.

Proof. By Proposition 4.5.11 the two statements each follow from the other. Therefore

it is enough to show the case where we assume weak skew-associativity together with

skew-symmetry. By Proposition 4.5.10 we have the D-derivative property, so that by

Proposition 4.5.3 we have vacuum-free skew-symmetry, which in turn gives us the result

by Proposition 4.3.5.

4.6 Modules for a vertex algebras with vacuum

In this section, we give the parallel results to those in Section 4.4, where we now consider

modules for a vertex algebra (with vacuum). Since any such module may also be viewed

as a module for a vacuum-free vertex algebra, most of the results carry over without
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comment so we content ourselves with only discussing certain new statements that we

get. Most importantly, we show that in the notion of module for a vertex algebra, the

Jacobi identity can be replaced by either one (without the other) of weak associativity

or weak skew-associativity (in the sense of Proposition 4.4.1).

Definition 4.6.1. A module for a vertex algebra V is a vector space W which is a

vacuum-free module for V when viewed as a vacuum-free vertex algebra which further

satisfies the vacuum property

YW (1, x) = 1,

where 1 is the identity operator on W .

Remark 4.6.1. We do not have an axiom for a module-type of creation property, and

this is not merely that we have chosen to remove any redundancy from our axioms.

Indeed, our modules are really behaving as left modules and so it does not make sense

to have a right identity property, since we cannot act on the vacuum vector.

Following the proof of either Proposition 4.5.7 or Proposition 4.5.10, we have the

following D-derivative property:

Proposition 4.6.1. Let W be a module for a vertex algebra V . Then for any v ∈ V ,

we have

YW (Dv, x) =
d

dx
YW (v, x).

�

In fact, we have more, since the proofs of Proposition 4.5.7 and Proposition 4.5.10

imply the following:

Proposition 4.6.2. In the presence of the minor axioms of a module for a vertex

algebra, either single one of weak associativity or weak skew-associativity (each in the

sense of Proposition 4.4.1) implies the D-derivative property (in the sense of Proposition

4.6.1).
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�

We now conclude with the main result of this chapter. We have already done all

the work. The result for weak associativity was obtained in Theorem 4.4.5 in [LL].

It is this result as regards weak associativity (or more precisely, an easy corollary of

it, Corollary 4.4.7 [LL]) which entered into the proof in [LL] showing the equivalence

of the notion of representation of a vertex algebra with the notion of a vertex algebra

module (see Theorem 5.3.15 in [LL]). We have seen that the Jacobi identity may be

replaced by weak associativity together with weak skew-associativity (in the sense of

Proposition 4.4.1). In fact, by using the algebra skew-symmetry, which we have “for

free,” we obtain that either one of the two is enough. It is shown in [LL] that the same

is not true for weak commutativity (see Remark 4.4.6 in [LL]).

Theorem 4.6.1. In the presence of the minor axioms of module for a vertex algebra,

either single one of weak associativity or weak skew-associativity (each in the sense of

Proposition 4.4.1) is equivalent to the Jacobi identity.

Proof. By Proposition 4.6.2 we have the D-derivative property, and following the proof

of Proposition 4.5.3 we have vacuum-free skew-symmetry (in the sense of Proposition

4.4.3). Thus Proposition 4.4.4 and Proposition 4.4.5 give the result.
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