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Hypoxanthine is not only a naturally occurring nucleobase in tRNA but also a 

damaged one in DNA arising from oxidative deamination of adenine. This thesis 

describes studies of the intrinsic reactivity of hypoxanthine as a free base and the stability 

of DNA duplexes containing hypoxanthine in the gas phase versus in solution by 

calculation and mass spectrometry methods.    

Firstly, the free base of hypoxanthine is studied as a damaged nucleobase. 

Hypoxanthine is one of the damaged nucleobases that can be excised by Alkyladenine 

DNA glycosylase (AAG) in humans. To understand the intrinsic properties of 

hypoxanthine, we examined the gas phase acidity and proton affinity using quantum 

mechanical calculations and gas-phase mass spectrometric experimental methods. We 

find that the N9-H of hypoxanthine is more acidic than that of adenine and guanine, 

pointing to a way by which AAG may discriminate damaged bases from normal bases. 

We hypothesize that AAG may cleave certain damaged nucleobases as anions and the 

active site may take advantage of a nonpolar environment to favor deprotonated 

hypoxanthine as a better leaving group than adenine and guanine. The acidities of AAG 
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substrates have been compared with those of normal bases by calculations and Cooks 

kinetics method. In addition, the acidity differences between damaged and normal bases 

are enhanced in the gas phase when we compare them with the acidities in solution. 

These results support our hypothesis. 

Secondly, to understand the effect of hypoxanthine on DNA stability, we study a 

series of 9-mer DNA duplexes with the sequence 5’-d(GGTTXTTGG)-3’/3’-

d(CCAAYAACC)-5’, where the central base X or Y = adenine (A), guanine (G), thymine 

(T), cytosine (C) and hypoxanthine (H). Comparison of the duplex stability in the gas 

phase versus in solution indicates that hypoxanthine has much less of a destabilizing 

effect in the gas phase versus in solution, relative to the normal complementary duplexes. 

The biological implications of these results are discussed in the context of hypoxanthine 

both as a universal base and as a damaged base. 
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Chapter 1 Background 

1.1 Introduction 

1.1.1 Nucleobases and their acidities and proton affinities in the gas phase and solution 

phase 

Nucleobases are “the building blocks” of DNA，of which adenine (A), guanine (G), 

cytosine (C) and thymine (T) (Figure 1.1) are the four normal ones. The intrinsic acidity 

and basicity of nucleobases and their derivatives are of high importance to understand 

different issues in biological systems. They affect greatly the formation and stabilization 

of the DNA duplex. In DNA duplexes, two complementary nucleobases are held together 

by NH-O and NH-N hydrogen bonds to form a base pair, which is dependent on the 

intrinsic basicity of the acceptor atoms and on the acidity of the NH donor groups.1,2 Also, 

the intrinsic acidity and basicity of nucleobases play significant roles in biosynthetic 

reactions for which nucleobases are substrates. The intrinsic reactivity of nucleobases is 

considerably influenced by their acidity and basicity.3-5 

 

N

NN
H

N

NH2

NH

NN
H

N

O

NH2

N

N
H

NH2

O

NH

N
H

O

O

Adenine (A) Guanine (G) Cytosine (C) Thymine (T)

1

3

7

9

1

3

7

9

3
1 1

3

 

Figure 1.1 Structures of four nucleobases in DNA. 
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The gas phase is a unique medium for understanding intrinsic properties and 

reactivity of biological molecules without complications from solvent. Most biological 

media are not aqueous in Nature. For example, the interior of proteins is shown to be 

nonpolar, which causes shifts in acidity and basicity and changes in reactivity compared 

to behavior in aqueous solution.6-8 The gas phase provides a ‘clean’ environment to 

examine intrinsic reactivity and to extrapolate the effects of media.7,9 In addition, the gas 

phase data provide a bridge connecting calculations with condensed phase data.  

Nucleobases have multiple acidic and basic sites. In the gas phase, the acidity is 

defined as the enthalpy change associated with deprotonation of a given chemical species 

HA to form H+ and A- ions (Eq 1.1). The proton affinity (PA) is defined as the negative 

value of the enthalpy change associated with protonation of a chemical species B to form 

HB+ (Eq 1.2). 

 
     HA                    H+   +  A-                         (Eq. 1.1) 

            B  +  H+                               HB+                        (Eq. 1.2) 
 

 

Table 1.1 and Table 1.2 list the acidities and proton affinities, respectively, of a 

series of prototypical compounds in the gas phase.10 The gas phase acidities run from 

about 314 to 417 kcal mol-1, with a higher ∆H°acid value corresponding to a lower acidity 

(Table 1.1).  The gas phase proton affinities range roughly from 130 to 291 kcal mol-1, 

and a lower PA value indicates a lower proton affinity (Table 1.2). 
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Table 1.1 Representative gas-phase acidities. 

Class of molecules Specific example o
acidH∆  (kcal mol-1) 

Alkanes CH4 416.7 
Vinylic C2H4 409.4 
Amines NH3 403.6 

Aromatic C6H6 400.7 
Allytic CH2CHCH3 390.8 
Water H2O 390.7 

Alcohols CH3OH 381.7 
Benzylic PhCH3 380.8 

Acetylenes C2H2 377.8 
Nitriles CH3CN 372.9 

α to Carbonyls CH3COCH3 369.1 
Thiols CH3SH 356.9 

Phenols PhOH 349.2 
Carboxylic acids CH3COOH 348.6 

Benzoic acids PhCOOH 340.2 
Strong acids HI 314.4 

 
 

Table 1.2 Representative gas-phase proton affinities. 
 

Class of molecules Specific example PA (kcal mol-1) 
Alkanes CH4 129.9 

Strong acids HI 150.0 
Acetylene C2H2 153.3 

Vinylic C2H4 162.6 
Water H2O 165.2 

Formaldehyde CH2O 170.4 
Aromatic C6H6 179.3 
Alcohols CH3OH 180.3 

Carboxylic acids CH3COOH 187.3 
Thiols C2H5SH 188.7 
Nitriles CH3CNC2H5CN 189.8 

Benzonitrile C6H5CN 194.0 
Ethers CH3OCH2CH2CH3 194.8 

Amides C2H5NO 203.5 
Amines NH3 204.0 
Aniline C6H5NH2 210.9 
Pyridine C5H5N 222.3 
Hydride HNa 261.7 

Monoxide BaO 290.5 
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Our research group has pursued the acidities and proton affinities of normal 

nucleobases theoretically and experimentally for some years. Mary Ann Kurinovich 

calculated and measured the acidity of uracil and uracil analogs;11-13 Seema Sharma 

studied the acidity of adenine and adenine derivatives by calculations and 

experiments.14,15 The acidity and proton affinity of damaged bases, particularly those 

modified by deamination and alkylation, are also important and remain unknown. Base 

damage can occur during DNA replication. Damaged bases usually prefer to hydrogen 

bond to different nucleobases than do their normal counterparts. For example, 

hypoxanthine, which is an adenine mutation, prefers to bind cytosine instead of thymine. 

DNA glycosylases are enzymes involved in base excision repair. They recognize and 

remove the damaged bases from DNA. By measuring the acidities and proton affinities of 

normal and damaged nucleobases, we seek to discover: 1) why damaged bases are 

inherently different from normal nucleobases; 2) any differences in the acidity and proton 

affinity of certain sites on damaged bases versus their normal counterparts; 3) why they 

hydrogen bond differently and how they contribute to mutagenicity; 4) how the damaged 

bases are recognized by glycosylases. In Chapters 2 and 3, we describe our studies of the 

acidity and proton affinity of hypoxanthine in the gas phase and compare the acidity of 

hypoxanthine with other nucleobases in different media. 

 

1.1.2 Stabilities of DNA duplexes in the gas phase and solution phase  

Deoxyribonucleic acid (DNA) contains and transfers genetic information in all cell 

life. DNA is the so-called “molecule of heredity”, and consists of paired strands that 

entwine to form a double helix. Each strand is a long chain polymer of linked nucleotides; 
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each nucleotide is composed of a nucleobase, a sugar ring and a phosphate. There are 

four nucleobases in DNA: adenine (A), cytosine (C), guanine (G) and thymine (T).16 

DNA sequences are expressed as the abbreviated attached bases (A, C, G and T), from 

the 5’ to 3’ end of the sugar rings. The two strands of DNA are held together by hydrogen 

bonds between nucleobases on each strand, and this is called base pairing. More than half 

a century ago, Watson and Crick first ascertained that each base pairs with one single 

predetermined base: adenine to thymine, guanine to cytosine.17 Thus these two base pairs 

are called “Watson-Crick base pairs” (Figure 1.2).  
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Figure 1.2 Watson-Crick GC and AT base pairs 

 

Adjacent bases associate with each other electrostatically and these interactions are 

favored by the conformation of the DNA double helix. This sequence dependent 

interaction is called ‘base stacking’.18 During DNA replication, the cell’s machinery is 

capable of unwinding a DNA double helix, and using each strand as a template to 

synthesize a new strand. Each new double helix is therefore identical to the previous one. 

Errors can occur in the course of replication and result in mutations when a base is 

incorrectly copied, inserted or skipped. Also, exposure to chemicals or radiation (UV 

light) can cause mutations.19,20 Since mutations most often occur in DNA duplexes, it is 

of importance to study DNA duplex interactions and stabilities. 
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Gas phase methods have been extensively used to study DNA stabilities. Different 

interactions contribute to DNA stabilities, of which hydrogen bonding and base stacking 

are the most important ones. The involved forces include electrostatic interactions 

(Coulomb repulsion), van der Waals forces, and hydrophobic interactions.21,22 In aqueous 

conditions, various solvent effects make the interactions even more complicated. 

Therefore the gas phase has been used to eliminate solvent effects and simplify the 

interactions contributing to DNA duplex stability. It is recognized that the main forces 

involved in the formation of DNA duplexes in the gas phase include charge repulsion, 

hydrogen bonding and base stacking.23-25 The gas phase may also give us an idea of 

reactivity in the local nonpolar environment of protein-DNA interactions. Our group has 

successfully studied the stabilities of various series of complementary and mismatched 

DNA duplexes in the gas phase using LCQ with electrospray ionization (ESI).26-28 In 

Chapters 4 and 5, we report our study of the stabilities of duplexes containing normal and 

damaged nucleobases in the gas phase and compare their stabilities with those in the 

solution phase. 

 

1.2 Instrumentation  

1.2.1 FTMS  

    Fourier transform ion cyclotron resonance mass spectrometry (FT-ICR MS or FTMS) 

was invented by Comisarow and Marshall in 1974.29 Since then FTMS has become a 

popular instrument because of its high resolution and mass accuracy. Coupled with soft 

ionization methods, electrospray ionization (ESI)30 and matrix-assisted laser 

desorption/ionization (MALDI),31 FTMS has become a versatile instrument that can be 
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used to analyze both volatile and nonvolatile samples, including small molecules such as 

drug metabolites and large biomolecules such as peptides and proteins in the gas 

phase.32,33   

The basic principle of FTMS is the cyclotron motion of charged ions in magnetic 

and electric fields. When a charged molecule enters a constant magnetic field B with a 

velocity v, the ion then can move on a circular trajectory in a plane perpendicular to the 

magnetic field. There are two forces placed on the ion, Lorentz force F1 (magnetic force) 

(Eq. 1.3) and centrifugal force (Eq. 1.4): 

Lorentz force                   1F qvB=                                                                     Eq. 1.3 

Centrifugal force            rmvF 2
2 =                                                                 Eq. 1.4 

where q is the charge on the ion, m is the mass of the ion and r is the radius of the circular 

orbit. When the two forces are balanced by each other (Eq. 1.5), ions can be stabilized on 

a circular trajectory with a frequency of f ( 2f v rπ= ) (Eq. 1.6): 

                                                                                                     Eq. 1.5 2 /qvB mv r=

                                            2f qB mπ=                                                                   Eq. 1.6 

When magnetic field B is a constant, cyclotron motion frequency f is determined by the 

mass-to-charge ratio: for example, ions with the same mass-to-charge ratio will move 

with the same frequency in a fixed magnetic field, and the frequency is independent of 

the initial velocity of the ions. 
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                      Figure 1.3 A cubic analyzer cell in FTMS 

 
      In FTMS, the analyzer cell is the essential component in which ions are trapped, 

analyzed and detected. Cubic and cylindrical open-end cells are two common types of 

analyzer cells. Figure 1.3 shows the cubic analyzer cell which is composed of 6 plates. 

The pair of plates that are perpendicular to the applied magnetic field are called trapping 

plates. There is a hole in the center of the trapping plate from where ions or molecules 

enter the cell. When ions are moving parallel to the magnetic field, there is no magnetic 

field force applied on these ions. Therefore, ions can move along the magnetic field axis 

and drift out of the cell. However, if we apply a small potential (a positive potential for 

positive ions and a negative potential for negative ions) on the pair of trapping plates, 

ions can be trapped inside the cell.   

       There are two pairs of plates parallel to the magnetic field: one pair is called 

excitation plates and the other is called detection plates. In order to detect ions moving in 

the cell, those ions must be excited first. When a sinusoidal voltage is applied on the 
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excitation plates, an electric field perpendicular to the magnetic field is generated. If the 

ion cyclotron frequency is in resonance with the frequency of the applied field, the ions 

will continuously absorb the energy and convert it to kinetic energy which results in a 

continuous increase of radius and the ions move in a spiral trajectory.  

 Ions with the same mass-to-charge ratios are always grouped as “packets”. When 

they are excited to a larger trajectory and get closer to the detection plates, they induce an 

image current on the detection plates. This induced current on the detection plates is 

digitized and amplified to a time domain signal, which is then converted to a frequency 

domain signal by Fourier transform. At last the frequency is translated to a mass-to-

charge ratio by Eq. 1.6. 

1.2.2 ESI and LCQ ion trap mass spectrometer 

Electrospray ionization (ESI) is one of the most widely used ionization techniques in 

modern mass spectrometry, which ionizes analytes at atmospheric pressure.34-37 It is 

especially useful in the analysis of polymer and biological macromolecules such as 

proteins/peptides and DNA/RNA. During the ESI process the analytes typically do not 

fragment, so it is a “soft” ionization technique. The electrospray process was first 

described by the Czech-American physicist John Zeleny in 1914.38 He observed that 

charged droplets violently break into smaller droplets when the charge state reaches a 

critical point. In 1968, Malcolm Dole at Northwestern University proposed the concept of 

an ESI source.39 In the 1980’s Professor John Bennett Fenn at Yale University developed 

an ESI source for mass spectrometry and successfully applied it to protein analysis, a 

contribution that resulted in the 2002 Nobel Prize in Chemistry.40 
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Shown in Figure 1.4 is a typical ESI process in positive mode41. The sample from 

HPLC or syringe is introduced into the source chamber through a capillary probe. At the 

tip of the probe, a strong electric potential (1 ~ 6kv) is applied to charge the analytes in 

the solvent. When the electric effect overcomes surface tension, the highly charged liquid 

drop at the tip takes a conical shape instead of a spherical shape.42,43 The cone is called 

“Taylor Cone” after the name of Sir Geoffrey Ingram Taylor who first described the 

phenomena in 1964.44 At onset of electrospray, small highly charged droplets are released 

as a fine jet from the tip of Taylor cone, and then quickly split up into a mist of smaller 

droplets which fly apart due to strong electric repulsion. At the same time, the solvent 

within the droplets evaporates very quickly and the droplets shrink, moving the ions 

within the droplets closer together, which increases Coulomb repulsion forces. At some 

point, the ions are close enough and their repulsion forces override the cohesion forces of 

the droplets. As a result, the droplets divide into finer droplets. The process repeats itself 

until a droplet becomes a single, charged molecule ion. The charge state of ions generated 

in ESI is greatly affected by the electrochemical process at the capillary tip and the 

charge accumulation process in the fine droplets. For example, many multiply charged 

ions of myoglobin at pH = 3 are formed in the droplets during the electrospray process.45  
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Figure 1.4 Diagram of Electrospray Ionization (Positive Mode)41 

Though ESI has been used with mass spectrometry for over 20 years, there is still 

wide debate on the mechanism of the final formation of single ions. Two major 

mechanisms have been extensively discussed, the charged residue model and the ion 

evaporation model.43 In the former model, the electrospray droplets undergo a cascade of 

division until the final droplets carry only one molecule or ion of analyte. After the final 

solvent evaporation, the single molecule or molecular ion forms with the charge of the 

droplet. In this model, a series of Coulomb fissions of droplets occurs until the final 

single ions form. In the latter ion evaporation model, the droplets first break up into finer 

droplets. When the radius of the daughter droplets reaches some critical point, the charge 

strength at the surface of the droplets is big enough to push a single, charged ion out. This 

releases the charge stress of the droplets and the evaporation of solvent continuous to the 

next critical point to release another single ion. This model proposes an ion evaporation 

process at certain critical points. Currently neither model can be proved exclusively. It is 

generally recognized that both kinds of ionization probably take place in most ESI 

applications.  
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ESI is probably the most popular ionization technique in modern mass spectrometry 

and is able to work efficiently in both positive and negative modes. Almost all polar, 

nonvolatile, large and small molecule analytes can be analyzed with an ESI source. ESI-

MS can be easily automated and coupled with high performance liquid chromatography 

(HPLC) and capillary electrophoresis (CE). The ESI source has the following important 

characteristics which import various advantages. First, in an ESI process, the analytes 

remain intact and very little decomposition occurs even for very labile compounds. 

Second, ESI can generate multiply charged ions. This enables the analysis of compounds 

with high molecular weights using MS analyzers with regular mass ranges. Third, like 

most other sources, its sensitivity depends on sample concentration not on sample amount 

introduced to the source. Variants of ESI have been developed, including micro 

electrospray (µESI)46 and nanospray (nESI)47,48 using much lower flow rates and 

modified spray probes. Instruments with µESI and nESI source have been 

commercialized for the analysis where very little amount of sample is available. 

The quadrupole ion trap (QIT) is a mass spectrometer with high sensitivity and 

specificity.49 Decades ago, it was developed by Wolfgang Paul, a German physicist, and 

he received the Nobel Prize in 1989 for this work.50 Now ion trap technology is moving 

fast, and a commercial ion trap can be made the size of a tennis ball.51 The ion trap is 

extraordinary not only because it is an ion storage device for periods of up to hundreds of 

milliseconds, but also it has a tandem mass feature which allows for the study of ion 

chemistry and clarification of ion structure. The ESI-QIT has four main regions: ion 

generation, ion focusing, ion analysis, and ion detection (Figure 1.5). Ions are generated 

by ESI and then are focused and transferred by two octapole transmission systems. 
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Finally, the ions enter the ion trap. Three hyperbolic electrodes (one ring and two endcap 

electrodes) constitute the core structure of the ion trap, and make a cavity in the center, 

where the ions get trapped, isolated, excited and ejected. There is a hole in the center of 

each of the endcaps, through which ions could move in and out of the ion trap. The ESI-

QIT mass spectrometer was extensively used in our nucleobase and DNA duplex gas 

phase studies.  

 

Figure 1.5 Schematic of an ESI-QIT mass spectrometer 

   

1.3 Methodology 

1.3.1 Bracketing method 

The bracketing method was utilized to measure the gas phase acidities and proton 

affinities of nucleobases. All bracketing experiments are conducted on a dual-cell 

Finnigan 2001 Fourier transform mass spectrometer (FTMS). There are two “cells”, 

which are each 2 cubic inches in size, and are connected, forming a “dual cell”. The cells 

are essentially equivalent, but each can be used separately to trap ions, and ions can be 
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transferred from one cell to the other. One cell is called the “source cell” and the other is 

the “analyzer cell”. Each side of the 2-inch cubic dual cell is pumped down to a baseline 

pressure of less than 1×10-9 Torr. The dual cell is positioned collinearly with the 

magnetic field produced by a 3.3 T superconducting magnet (Figure 1.6). Neutral 

samples were introduced into the FTMS by a heated batch inlet system (liquid sample) or 

a heated solids probe (solid sample). Most ions were produced by proton transfer to 

hydroxide (negative ions) or by proton transfer from hydronium (positive ions). 

Hydroxide and hydronium were generated by pulsing water vapor into the cell and 

sending an electron beam (8eV, 6µA to generate hydroxide ions; 20eV, 6µA to generate 

hydronium ions) through the center of the cell.  

 

Finnigan  
2001

Diffusion Pump
Dual Cell

ESI

Batch Inlet

3 T Magnet

Pulsed Valve 
Inlet

Solids Probe

    

  Figure 1.6 FTICR-MS 
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Another acid or base whose acidity or proton affinity is known is chosen as the 

reference, and the reactivity of the neutral reference with the ion of unknown substrate is 

measured. Where possible, the reverse reaction is also conducted (Figure 1.7a and 1.7b). 

 

(a)

(b)

Nucleobase  
(ionized)

Transfer

Reference
(neutral)

Source cell Analyzer cell

Nucleobase  
(neutral)

Transfer 

Reference
(ionized)

Source cell Analyzer cell

(a)

(b)

Nucleobase  
(ionized)
Nucleobase  
(ionized)

Transfer

Reference
(neutral)
Reference
(neutral)

Source cell Analyzer cell

Nucleobase  
(neutral)
Nucleobase  
(neutral)

Transfer 

Reference
(ionized)
Reference
(ionized)

Source cell Analyzer cell

Deprotonated or protonated 
hypoxanthine 
                      +
reference acid or reference base

Deprotonated reference acid or 
protonated reference base
                      +
hypoxanthine

 

Figure 1.7 Schematic diagram of FTICR dual cell setup used in gas phase bracketing 

experiments 

 
 

The nucleobases have multiple acidic and basic sites. Through use of different mass 

spectrometric (MS) protocols, we can measure more than one acidity (i.e. the most acidic 

and the second most acidic site) as well as multiple proton affinities. We will discuss 

acidity bracketing in detail as an example. Acetic acid is used as a simple example, as 

shown in Scheme 1.1. There are two acidic sites in acetic acid: the acidity of COO-H site 

is 348.1 ± 2.1 kcal mol-1 (more acidic site), and the acidity of H2C-H site is 368.1 ± 3.1 

kcal mol-1 (less acidic site).52 First, we generate hydroxide ion; the hydroxide ions can 

then deprotonate acetic acid (HA), forming acetate (A1) and enolate (A2) in the source 
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cell. Because neutral acetic acid is present in the source cell, A2 can undergo 

isomerization (reaction with another molecule of neutral CH3COOH) to form A1 

(Scheme 1.1). Therefore, ultimately, the only ions in the cell will be the more acidic A1 

ions. We can then transfer these A1 ions from the source cell to the analyzer cell to react 

with neutral reference acids whose acidities are known. There are two possible results: 

the reference acid can or cannot protonate the acetate A1. Using acids with known ∆Hacid 

values, we can bracket the proton affinity of acetate A1, which is equivalent to the acidity 

of the more acidic site of acetic acid. For the more acidic site bracketing, we can also use 

conjugate bases of known reference acids and test which are able to deprotonate acetic 

acid. For the less acidic site (enolate) measurement, the ions produced from reaction of 

acetic acid with hydroxide are quickly removed (within 0.5 sec) from the source cell 

which is rich in neutral acetic acid. In this way, we can isolate a mixture of A1 and A2 

ions, before A2 isomerizes to A1. In this case, both the more acidic acetate ions A1 and 

less acidic enolate ions A2 are transferred to the analyzer cell. In the analyzer cell, the 

ions are allowed to react with reference acids. There are two possibilities: 1) the reference 

acid can protonate the enolate form A2; 2) the reference acid cannot react with either A1 

nor A2. In this way, we are able to bracket the less acidic site.  

Our plan for the proton affinity measurement is to follow the same protocol as for 

acidity bracketing, except to generate the protonated nucleobase using H3O+. 
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CH3COOH OH CH3COO CH2COOH

HA A1 A2

CH3COOH

CH3COOHCH3COO

HAA1

+
- -- +

- +

 

Scheme 1.1 Neutral-catalyzed isomerization  

 

Rate constant calculation 

We conduct ion-molecule reactions in the gas phase to access their acidities and proton 

affinities. When ions collide with neutral molecules in the gas phase, proton transfer may 

occur (Eq. 1.7): 

                                   A− + HB → B− + HA                                                          Eq. 1.7  

Then the rate of this reaction can be expressed by Eq. 1.8: 

                                       Rate = k[HB]                                                                      Eq. 1.8 

Under FTMS conditions, neutral molecule HB is in excess, so [HB] >> [A−] and can be 

used as a constant, then the reaction is a pseudo-first order reaction and the equation 

could be simplified as Eq. 1.9:  

                                     Rate = kobs[A−], where kobs = k [HB]                                    Eq. 1.9 

Also,                            Rate = -d[A−]/dt                                                                   Eq. 1.10 

Then,                           ln[A−]t - ln[A−]0 = ln([A−]t/[A−]0) = -kobst                            Eq. 1.11 
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Therefore, if we plot the natural log of [A−] versus reaction time, we should get a straight 

line with a slope of kobs. Since kobs = kexp [HB], if [HB] is known, then the actual rate 

constant k (kexp) could be determined.  

The theoretical ion-molecule collision rate constant kcoll is calculated by the Average 

Dipole Orientation (ADO) program.53,54 This program estimates the collision rate 

constant based on the dipole moment, polarizability, mass of the neutral molecule and the 

mass of the ion, see Eq. 1.12: 

                             ])2()[2( 2/12/12/1 kTCqk Dcoll πµαµπ +=                                 Eq. 1.12 

In Eq. 1.12 µD is the dipole moment of the neutral molecule, µ is the reduced mass of the 

ion-molecule system, q is the charge of the ion, C is the dipole locking constant, and α is 

the polarizability of the neutral.55-57  

     Reaction efficiency is defined by the ratio of kexp and kcoll. 10% is used as a cutoff to 

characterize proton transfer. If the efficiency is higher than 10%, then the reaction is 

treated as a proton transfer reaction (denoted as a positive sign); if it is lower than 10%, 

then the proton transfer reaction does not happen (denoted as a negative sign).  

    In order to get the neutral molecule concentration, another control reaction is 

conducted where hydroxide ion reacts with neutral molecule HB. Here, since OH- is 

much more basic than HB, we can assume for this reaction proton transfer happens at the 

collisional rate: kexp = kcoll. When kexp is known, the slope yielded from a plotting of 

natural log of [OH-] versus reaction time could be used to calculate the neutral 

concentration.   

       

  



 19

1.3.2 Cooks Kinetic Method  

We also utilize the Cooks kinetic method in a Finnigan-LCQ quadrupole ion trap 

mass spectrometer to measure the proton affinity of the more basic site or more acidic 

site of nucleobases and compare acidity among different nucleobases.58-61 In this method, 

a proton bound complex or dimer of an unknown compound and a reference base with 

known proton affinity is formed. Collision-induced dissociation (CID) of this complex 

leads to products of protonated unknown and protonated reference base and the ratio of 

these two products reflects the relative proton affinities of the compounds. 

 

                             1[ ] k
i iAHB AH B+ +⎯⎯→ +                                                   (Eq. 1.13) 

                                           2k
iB H +⎯⎯→ + A

i

                                                  (Eq. 1.14) 

                                
K

iB H A AH B+ ⎯⎯→ ++ +←⎯⎯                                               (Eq. 1.15) 

                                        1 2/K k k≈                                                                (Eq. 1.16) 

                                 ( ) ( ) lni effPA A PA B RT K− ≈                                           (Eq. 1.17) 

                            1 2
1ln( / ) ( ( ) ( )i

eff

k k PA A PA B
RT

= −                                      (Eq. 1.18) 

In the above equations, A represents the nucleobase in our case and Bi represents a 

series of reference bases with known proton affinities. Teff is the effective temperature of 

the proton bound complex in Kelvin. We could find the Teff from the slope of a plot of the 

[ln(k1/k2)] versus the proton affinities of a series reference bases (Eq. 1.18). There are 

two assumptions involved in above equations: the dissociation does not have a reverse 

activation barrier and the transition state is late and represents the stabilities of the 
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products61-63. In addition, entropy effects should be negligible, which means the two 

bases bound by the proton should have similar structures. Since the number of reference 

bases resembling the structure of hypoxanthine is limited, we chose a series of reference 

bases that are similar to each other to minimize the entropy effects.  

 

1.3.3 Measuring DNA duplex stability in the gas phase by LCQ 

    There are two major scan modes that we use in our study of DNA duplexes by ESI-MS 

– full scan and MS/MS. Full scan yields a simple spectrum of what is in solution. It is a 

useful tool to probe the composition and relative abundance of the complexes. In MS/MS, 

the target ions from full scan are isolated first and then slightly excited by collision with 

helium gas. The extra kinetic energy is converted to internal energy, leading to 

dissociation. This process is called collision-induced dissociation (CID). Armed with 

these two tools, our group studied DNA duplex stabilities in the gas phase. This provides 

us with more information about intrinsic stability which is related to the nonpolar 

environment. Many factors, for example, the size and sequence of the duplex, the charge 

level of the duplex ion, and hydrogen bonding and base stacking between the two single 

strands are involved in stabilizing DNA duplexes in the gas phase. Our group studied a 

set of 9-mer DNA duplexes in the gas phase by ESI-MS and compared their stabilities in 

the gas phase with those in the solution phase.26 We found that gas phase stability tracks 

with solution phase stability generally, although there are key outliers that do not follow 

the correlation. Our group also studied a systematic series of duplexes with different 

length, different charge level and different sequence.27   
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1.3.4 Computational method 

Theoretical calculations are conducted to predict the tautomerism, acidities and 

proton affinities of nucleobases. 

 The GAUSSIAN03 program was used.64 All the gas phase calculations were 

conducted using density functional theory (DFT) with the B3LYP method and 6-31+G* 

basis set. The structures were fully optimized and then frequency calculations were 

performed on the optimized structures at the same level. The relative stabilities of each 

tautomer, the acidities  and PA’s are reported at 298 K. The calculations provide 

important information on the structures of nucleobases in the gas phase and help us to 

choose proper reference acids and bases for the experiments.  

o
acidH∆

Dielectric calculations of acidities in different solvent media are also performed using 

the conductor-like polarizable continuum model (CPCM).65 This model places molecules 

in a cavity surrounded by an infinite polarizable dielectric and simulates the structure and 

free energy. The results are used to elucidate the acidity changes of nucleobases in 

different environments ranging from a polar medium such as water (ε = 78) to a non polar 

solvent such as cyclohexane (ε = 2.0). 

 

1.3.5 Measurement of nucleobase acidity in different media 

It is widely recognized that both reaction rates and acidities are greatly affected when 

the solvent changes from water to dipolar aprotic solvents.66-71 In our study of the 

damaged nucleobase hypoxanthine, we found that hypoxanthine is considerably more 

acidic than normal nucleobases in the gas phase. However, the acidity differences 

between hypoxanthine and normal nucleobases are much smaller in water. Hence the 
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acidity differences are probably enhanced by the nonpolar environment, and the solvent 

polarities influence the acidity differences. To determine the relationship of nucleobase 

acidity and solvent polarity, the acidity of damaged and normal nucleobases were 

measured in different media (dielectric constant changes from 78 (water) to 47 (DMSO)). 

In solution phase, the acidities of substrates are expressed by pK values and usually 

measured by three methods: potentiometric, spectrophotometric, and conductometric 

methods.70,72-76  We used a spectrometric method for our study. The method and relevant 

results will be discussed in detail in Chapter 3.  
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Chapter 2 The Acidity and Proton Affinity of Hypoxanthine in the Gas 

Phase versus in Solution: Intrinsic Reactivity and Biological 

Implications 

 

2.1 Introduction 

As we addressed in the first chapter, the acidities and the basicities of nucleobases and 

nucleobase derivatives are germane to several biological issues. We study these 

properties of nucleobases in the gas phase because the gas phase is the 'ultimate' nonpolar 

environment, where intrinsic reactivity can be explored and extrapolated to other media.1-

9  

  Recently, our studies of nucleobases have focused on the mutated purine base 

hypoxanthine (1).10 While hypoxanthine is in fact a naturally occurring base -- in its 

nucleotide form (called "inosine" (2)), it is a key intermediate in the de novo biosynthesis 

of purine nucleotides -- it is also a damaged base that is formed in DNA when adenine (3) 

undergoes oxidative deamination.10-15 The mutagenicity of hypoxanthine is believed to 

arise from the fact that unlike adenine, which hydrogen bonds to thymine in the double 

helix, hypoxanthine prefers to hydrogen bond with cytosine.13-17 This mispairing when 

propagated is deleterious to the genome and unless repaired, could lead to cancer or cell 

death.18 
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  As with many damaged bases, hypoxanthine is cleaved from DNA via a genome-

protecting reaction catalyzed by an enzyme called glycosylase.15,17,19-24 In human cells, 

alkyladenine DNA glycosylase (AAG) effects this cleavage.19-22,24-31 AAG is particularly 

interesting because it cleaves a broad range of bases yet does not cleave normal bases; the 

conundrum is how the enzyme achieves this "broad specificity".18,19,21,22 Most 

glycosylases, like uracil DNA glycosylase (UDGase), are specific to one nucleobase (in 

the case of UDGase, the enzyme will cleave only uracil).18,19,21,22 However, AAG is 

specific yet broad, cleaving a variety of alkylated purines, including 3-methyladenine, 7-

methylguanine, and 1, N6-ethenoadenine in addition to hypoxanthine, yet leaving normal 

bases (adenine (3) and guanine (4)) untouched.18,21,22,32 

In terms of mechanism, one can imagine cleavage with "deprotonated hypoxanthine" 

as the leaving group (Scheme 2.1A), or protonation of the hypoxanthine first to facilitate 

cleavage (Scheme 2.1B).18,22,33 Little is known about the catalytic mechanism of AAG, 

but pH rate profiles imply that AAG-catalyzed excision of hypoxanthine requires both a 

general base (Glu 125) and a general acid. Mutation experiments have thus far failed to 

identify which residue is the general acid catalyst.18,20,22 
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Scheme 2.1 
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  We have found that gas-phase reactivity can be extremely intriguing and lend insight 

into glycosylase mechanisms.4,5,8,9 In previous studies, we showed that the gas phase 

acidities of uracil (a mutation when present in DNA) and 3-methyladenine are very high, 

leading to a prediction that relatively speaking, the deprotonated anions of these bases 

would be good leaving groups and the nonpolar enzyme active sites could take advantage 

of this property for facile cleavage.4,8 We also found that relative acidities change in the 

gas phase versus solution; for example, while the two "NH" groups in uracil have the 

same pKa in solution, they have very different acidities in the gas phase, with the N1-H 

being 15 kcal mol-1 more acidic than the N3-H.4 This raises the interesting possibility that 

a nonpolar environment could be used to enhance discrimination between sites or 

substrates.  
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  This leads to the question of the intrinsic, gas phase reactivity of hypoxanthine.  The gas 

phase acidity of hypoxanthine at N9 should correlate to its leaving group ability in a 

nonpolar active site; if the hypoxanthine N9 proton is unusually acidic, this could be a 

path by which AAG might favor cleavage of damaged bases over normal bases. We were 

interested to probe whether hypoxanthine would have enhanced acidity relative to normal 

nucleobases (adenine and guanine) and whether the relative acidities change in solution 

versus the gas phase.4,5,8,9,34 Secondly, the gas phase proton affinity of hypoxanthine is 

also of interest, since proton transfer may precede cleavage; again, we sought to uncover 

the differences in the gas phase versus solution. In this chapter, we describe a thorough 

gas phase computational and experimental examination of hypoxanthine, providing the 

first measurements of the acidic and basic properties of this damaged base, followed by a 

discussion of both the intrinsic properties of this nucleobase and also how those 

properties relate to the biological mechanism of the enzyme human alkyladenine DNA 

glycosylase (AAG). 

 

2.2 Experimental 

All chemicals are commercially available and were used as received. Experiments 

were conducted on a Fourier Transform mass spectrometer (FTMS) with a dual cell setup 

which has been described previously.4,8 Bracketing methods were utilized to measure 

multiple acidities and basicities (proton affinities) in the gas phase. Rapid proton transfer 

(i.e., near the collision rate) was taken as evidence that the reaction was exothermic and is 

indicated by a "+" in Tables 2.1 and 2.2.35 In our experiments, the ions are the reactants 

and the neutrals are in excess, creating pseudo-first order conditions. Because the 
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nucleobase is introduced via an external solids probe which, when introduced to the high 

vacuum, typically causes the pressure of the cell to rise to about 10-7 Torr, we utilize the 

following procedure (which has also been described previously) to ascertain the pressure 

of the neutral.9 First, we obtain the pseudo-first order rate constant for the reaction of 

hydroxide with the relevant neutral. We then assume that this reaction between hydroxide, 

which is very basic, and the neutral proceeds at the theoretical collisional rate.35 We then 

use that calculated collisional rate constant to "back out" the neutral pressure. This 

procedure also precludes the errors which can arise from ion gauge issues (such as remote 

location and varying sensitivity for different substrates).36 

[AHBi]+
k1

k2

AH+    +    Bi

 BiH+   +    A

Eq. 2 .1

 

ln(k1/k2) = [PA(A)/(RTeff) - ∆(∆S)/R]-PA(Bi)/(RTeff)                     Eq. 2.2 

ln(k1/k2) = ln([AH+]/[BiH+])                            Eq. 2.3    

           GBapp(A)/RTeff = PA(A)/(RTeff)- ∆(∆S)/R                                 Eq. 2.4 

 

For our proton affinity studies of hypoxanthine in a quadrupole ion trap mass 

spectrometer, we utilized four reference bases and measured the product ion distributions 

three separate times to ensure reproducibility. We also conducted the Cooks kinetic 

method experiments using the "extended" method.37-41 This method has been well-

described and involves acquiring ion abundance ratios at different collision energies (and 

therefore different effective temperatures (vide infra)), which allows for deconvolution of 

the enthalpic and entropic contributions. Eq. 2.2-2.4 summarize the data analysis. Briefly, 

  



 33

Teff is the effective temperature of the dissociating proton bound complex in Kelvin. The 

term "∆(∆S)" is the difference in the ∆S associated with the two channels in Eq. 2.1. A 

plot of ln(k1/k2) (which is equal to ln(/[BiH+]), Eq. 2.3) versus PA(Bi) yields the Teff from 

the slope (Eq. 2.2) and the "GBapp(A)" from the intercept (Eq. 2.2 and Eq. 2.4). Plotting 

Eq. 2.4 at different values of Teff yields the proton affinity of hypoxanthine. We find that 

the standard deviation of our measurements is ±3 kcal mol-1.   

For the kinetic method experiments, solutions of hypoxanthine and the reference bases 

were subjected to electrospray ionization (10-3 to 10-4 M solutions in methanol; a small 

amount of acetic acid is also added). The typical flow rate is 25µL/min. An electrospray 

needle voltage of ~ 4500 V was used. The proton-bound complexes of hypoxanthine and 

the reference base were isolated and subjected to collision-induced dissociation (CID); 

the complexes were activated for about 30 ms. About 40 scans were averaged for product 

ions.   

Gas phase calculations were conducted at B3LYP/6-31+G* using Gaussian03.42-47 All 

gas phase structures, including those in the Supporting Information, were fully optimized; 

frequency calculations confirmed true minima, with no negative frequencies. Acidity and 

proton affinity values are reported as ∆H at 298 K, which allows for direct comparison 

with the experimentally measured values. Solvation studies were conducted using the 

CPCM-SCRF method (full optimizations at B3LYP/6-31+G*; UAKS cavity) as 

implemented in Gaussian03.48,49 This method has been shown to be reliable for neutral 

and ionic organic molecules.50 A dielectric constant of 78.4 was used in order to simulate 

an aqueous environment; we did not conduct frequency calculations so we report ∆E 

values. 
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2.3 Results 

2.3.1 Computational results: tautomers 

The structure of nucleobases is such that several tautomers are often possible, and 

hypoxanthine is no exception. We calculated the relative stability of the possible 

tautomers of hypoxanthine. The canonical structure 1, which we refer to as the "H19" 

tautomer (since the protons reside on the N1 and the N9) is calculated to be less stable 

than the "H17" tautomer (5, where the protons reside on the N1 and the N7), by 0.8 kcal 

mol-1 (Figure 2.1). The next most stable tautomer is 6; at 5.4 kcal mol-1 less stable than 

the H17 tautomer, it is not likely to be present in any appreciable amount in the gas phase. 

The remaining possible tautomers are even less stable (Figure S1, Supporting 

Information).  
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Figure 2.1.  Relative energies (∆H) of the three most stable tautomers of hypoxanthine, 

calculated at B3LYP/6-31+G*, at 298 K.   

 

2.3.2 Computational results: acidity 

We focused our acidity studies on the two most stable tautomers, H19 (1) and H17 (5). 

The H19 tautomer is the "canonical" structure and the most relevant biologically. The 
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H17 structure is of importance intrinsically, since its high stability is such that it might be 

present in our gas phase studies.   

The gas phase acidities for all the protons of hypoxanthine calculated at B3LYP/6-

31+G* are summarized in Figure 2.2. The most acidic site of the H19 tautomer 1 is the 

N9-H, at 330.5 kcal mol-1. The N1-H is slightly less acidic, at 337.0 kcal mol-1. The C-H 

protons are the least acidic; the C2-H calculates to 368.7 kcal mol-1 and the C8-H to 373.2 

kcal mol-1.   
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Figure 2.2. Calculated acidities (∆Hacid) of the two most stable tautomers of hypoxanthine 

using B3LYP/6-31+G*, at 298 K.  Acidic protons are in bold. 

 
The H17 tautomer 5 is also quite acidic. The N7-H calculates to 331.3 kcal mol-1 while 

the N1-H is slightly less acidic, at 334.7 kcal mol-1. The least acidic sites are the C-H 

protons; the C2-H calculates to 372.5 kcal mol-1 and the C8-H to 370.3 kcal mol-1.  

2.3.3 Computational results: proton affinity 

The proton affinities of the tautomers H19 and H17 were also explored 

computationally (Figure 2.3). The H19 tautomer has several heteroatoms that could 

accept a proton; we find the most basic site to be N7, at 219.6 kcal mol-1. The O6 site is 

the next most basic, with a PA of 213.9 kcal mol-1 (for the protonated structure where the 

proton is "pointing toward" the imidazolic ring). Protonation of O6 to form the structure 
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where the proton is on the same side as the N1-H is exothermic by 206.2 kcal mol-1, and 

the least basic heteroatom on the H19 tautomer is N3, at 204.5 kcal mol-1. The H17 

tautomer is of similar overall basicity (as compared to the H19); the most basic site is N9, 

at 218.8 kcal mol-1. The remaining proton affinities are 215.6 (N3), 201.9 (O6, imidazole 

(N7) side) and 201.5 (O6, N1 side) kcal mol-1. 
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Figure 2.3. Calculated proton affinities (∆H) of the two most stable tautomers of 

hypoxanthine using B3LYP/6-31+G*, at 298 K. Basic sites are in bold. 

 

2.3.4 Experimental results: acidity 

Our first step was to bracket the most acidic site of hypoxanthine (Table 2.1). We find 

that the conjugate base of hypoxanthine deprotonates (CF3)3COH (∆Hacid = 331.6 + 2.2 

kcal mol-1), but not HCl ((∆Hacid = 333.4 + 0.1); also, Cl– deprotonates hypoxanthine but 

(CF3)3CO– does not. We therefore bracket the most acidic site of hypoxanthine to be 332 

± 2 kcal mol-1. We next used our "less acidic" method (Table 2.2). We find that the 

conjugate base of hypoxanthine does not deprotonate acetone (CH3COCH3, ∆Hacid = 

368.8 + 2.0) but it does deprotonate methyl ethyl ketone (CH3COCH2CH3, ∆Hacid = 367.2 
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+ 2.8). Therefore, we bracket the gas phase acidity of the less acidic site in hypoxanthine 

to be 368 + 3 kcal mol-1. At this point, we do not know which tautomer(s) or which sites 

we are bracketing; we simply were interested as a first step to bracket the experimental 

acidity values.   

 
Table 2.1 Summary of results for acidity bracketing of more acidic site of 
hypoxanthine. 

reference compound ∆Hacid
a proton transferb

  ref. acid conjugate base

HCOOH 346.2 ± 1.2 – + 

CH3COCH2COCH3 343.8 ± 2.1 – + 

m-CF3PhOH 339.3 + 2.1 – + 

CH3CHBrCOOH  336.8 + 2.1 – + 

CNCH2CN 335.8 ± 2.1 – + 

HCl 333.4 + 0.1 – + 

(CF3)3COH 331.6 + 2.2 + – 

CHF2COOH 331.0 + 2.2 + – 

(CF3)2C6H3OH 329.8 ± 2.1 + – 

CF3COCH2COCH3 328.3 ± 2.9 + – 

a Acidities are in kcal mol-1 and come from reference 44.  b A “+” indicates  

the occurrence and a “–” denotes the absence of proton transfer. 
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Table 2.2 Summary of results for acidity bracketing of less acidic site of hypoxanthine. 

reference compound ∆Hacid
a proton transferb 

ref. acid 

CH3CH2CH2OH 375.7 + 1.3 – 

CH3CN 372.9 ± 2.1 – 

PhCH2OH 370.0 + 2.1 – 

CH3COCH3 368.8 + 2.0 – 

CH3COCH2CH3 367.2 + 2.8 + 

C6H5NH2 366.4 ± 2.1 + 

m-F-PhNH2 362.6 ± 2.2 + 

C4NH5 359.5 ± 0.3 + 

CH3COOH 348.1 ± 2.2 + 

CH3CH2CH2CH2COOH 346.2 ± 2.1 + 

HCOOH 346.2 ± 1.2 + 

a Acidities are in kcal mol-1 and come from reference 44.  b A “+” indicates  

the occurrence and a “–” denotes the absence of proton transfer. 

 

2.3.5 Experimental results: proton affinity 

We next measured the most basic site of hypoxanthine. We find that 3-bromopyridine 

(PA = 217.5 ± 2.0 kcal mol-1) cannot deprotonate protonated hypoxanthine, but that 

hypoxanthine can protonate 3-bromopyridine. 1-Butylamine (PA = 220.2 ± 2.0 kcal mol-1) 

deprotonates protonated hypoxanthine, while the reverse reaction does not occur. In 

between these two reference bases, we obtain some conflicting results.  For example, 

while the reference base benzylamine (PA = 218.3 ± 2.0 kcal mol-1) deprotonates 

protonated hypoxanthine, N-methylaniline (PA = 219.1 ± 2.0 kcal mol-1) cannot 
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deprotonate protonated hypoxanthine. The ambiguity of our bracketing results may be 

due to the error (about ± 2 kcal mol-1) in any given PA value; from our data, we only can 

say that the PA of hypoxanthine is between 217.5 (±2) and 220.2 (±2) kcal mol-1.51  

Given the large range of our bracketing result, we decided to measure the PA using a 

second method, the Cooks extended kinetic method (see Experimental section for details). 

Four reference bases were used: 1-octanamine (PA = 222.0 kcal mol-1), isobutylamine 

(PA = 221.0 kcal mol-1), 1-butylamine (220.2 kcal mol-1), and 1-propylamine (219.4 kcal 

mol-1), yielding a proton affinity of 222 ± 3 kcal mol-1 for hypoxanthine, which is 

consistent (though on the high end) with the window that we find via bracketing.52-55   

The measurement of the less basic site of hypoxanthine had experimental issues that 

we could not overcome. In essence, under the "less basic" FTMS conditions, we always 

see proton transfer from protonated hypoxanthine to the reference base, even if the 

reference base is very weak (such as acetone, PA = 194.1 kcal mol-1). We have 

experienced this problem in the past, and it appears to be due to the presence of 

protonated water, which is very acidic.56 We tried various methods to rid the system of 

H3O+, but to no avail, and therefore could not measure the less basic site. 

 

2.4 Discussion 

In aqueous solution and in the solid state, the canonical H19 (1) tautomer of 

hypoxanthine predominates.57-59 Furthermore, this particular tautomer is the biologically 

relevant one; when hypoxanthine is in nucleotide form ("inosine" (2)), the deoxyribose 

moiety is attached to the N9; therefore, the H19 tautomer is a model for the nucleobase 

portion of inosine.   
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Unlike in solution and in the solid state, more than one tautomer is accessible in the 

gas phase. Our calculations at B3LYP/6-31+G* indicate that the H19 structure (1) is 

actually less stable than the H17 structure (5) by 0.8 kcal mol-1 (Figure 2.1), which is 

consistent with other calculations on hypoxanthine tautomers.58-64 In this Discussion 

section, we will first discuss the intrinsic gas phase properties of hypoxanthine, in which 

we consider both the H19 (1) and H17 (5) tautomers. We will then move on to discuss the 

biological relevance of our experimental and computational results, which will focus on 

the H19 canonical tautomer 1.  

2.4.1 Can we differentiate between tautomers?   

The acidity and proton affinity calculations indicate that measurements of these 

properties are not likely to reveal which tautomer(s) is (are) present. That is, sometimes 

two tautomers have very differing properties; one tautomer might be much more acidic 

than the other, and the measurement of the acidity can thus reveal which tautomer is 

present. In the case of hypoxanthine, however, the most acidic site of the H19 tautomer is 

calculated to be 330.5 kcal mol-1, while the most acidic site of the H17 tautomer 

calculates to 331.3 kcal mol-1.  These acidities are so close that any measured value could 

be attributable to either tautomer.  For proton affinity (PA), the most basic site of the H19 

tautomer has a calculated PA of 219.6 kcal mol-1, while the most basic site of the H17 

tautomer has a calculated PA of 218.8 kcal mol-1.  Again, these values are sufficiently 

close that the actual measurement will not divulge which tautomer has been probed. It 

may be that the more stable H17 tautomer is prevalent and that our measurements pertain 

to that structure or a mix of H17 and H19.   
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We measured two acidic sites on hypoxanthine, one at 332 ± 2 kcal mol-1 and the other 

at 368 ± 3 kcal mol-1 (Tables 2.1, 2.2). The more acidic site is consistent with the 

calculated values for the most acidic site of both the H19 and the H17 tautomers (330.5 

kcal mol-1 (N9-H of H19 tautomer) and 331.3 kcal mol-1 (N7-H of H17 tautomer), Figure 

2.2). Either or both tautomers may be present; calculations would indicate that in the gas 

phase, we have a mixture of both tautomers.58,61   

The "less acidic" bracketing experiment yields a value of 368 ± 3 kcal mol-1. By 

calculations, however, the next most acidic site on the H19 (1) tautomer is the N1-H, at 

337.0 kcal mol-1 (Figure 2.2). On the H17 (5) tautomer, the second most acidic site is 

also the N1-H, at 334.7 kcal mol-1 (Figure 2.2). Our "less acidic" bracketing method is 

such that if we have a mixture of [M-H]- ions deprotonated at N1 as well as at C2 and C8, 

we will only see the acidity value corresponding to the most basic anions (in this case, the 

carbanions).4,5,8,9,65 Therefore, we may have ions resulting from the N1-H of the H17 

tautomer and/or the N1-H of the H19 tautomer, but we can only bracket the most basic 

ion due to the nature of the experiment.4-6,8,9 Given how close in energy both tautomers 

are calculated to be, we believe that we are likely to have a tautomer mixture.58-64 

Therefore, the less acidic site of 368 ±3 kcal mol-1 could correspond to any of the C-H 

sites in the H19 (1) and/or the H17 (5) tautomers (Figure 2.2).   

For proton affinities, we find the more basic site to have a PA of 222 ± 3 kcal mol-1.  

This value is consistent with the most basic calculated sites (Figure 2.3) of the H19 (1) 

tautomer (N7, 219.6 kcal mol-1), and the H17 (5) tautomer (N9, 218.8 kcal mol-1).  The 

PA results thus also correlate with the computational results.   
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These acidities and proton affinities of hypoxanthine are the first such measurements 

and serve to both benchmark the calculations as well as to provide insights into the 

intrinsic reactivity of this damaged base.   

2.4.2 Biological implications 

As noted earlier, one of our interests in hypoxanthine is that it is a mutagenic base.  

When incorporated into DNA, hypoxanthine is called "inosine" (2). As shown in Scheme 

2.1, hypoxanthine is excised from DNA via scission of the N9-C1' bond; the relevant 

tautomer is therefore the H19 (1), and the discussions herein will focus solely on this 

canonical tautomer. Our genome is protected by an enzyme called alkyladenine DNA 

glycosylase (AAG), which cleaves hypoxanthine from DNA.  AAG is a particularly 

intriguing enzyme because it cleaves a wide range of damaged bases, thus achieving a 

"broad specificity".18,19,21,22 One of the puzzles is how an enzyme could cleave so many 

different bases -- in this case, a variety of alkylated purines, including 3-methyladenine, 

7-methylguanine, and 1, N6-ethenoadenine in addition to hypoxanthine -- yet leave 

normal bases untouched. The exact mechanism by which AAG excises hypoxanthine is 

unknown.19-22,24-31 Two possibilities are that the hypoxanthine is excised in an anionic 

state or that it is protonated prior to departing as a neutral (Scheme 2.1). Our results lend 

insight into both possibilities.   

2.4.2.1 Deprotonated hypoxanthine as a leaving group   

Should hypoxanthine undergo cleavage without prior protonation, the N9-deprotonated 

hypoxanthine would be the leaving group (Scheme 2.1A). The more acidic the N9-H, the 

more easily deprotonated hypoxanthine should be cleaved. Our prior studies have shown 
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that the gas phase acidities of uracil (an undesirable base in DNA) and 3-methyladenine 

(a mutated base) are very high, leading to a prediction that relatively speaking, the 

deprotonated anions of these damaged bases would be good leaving groups in nonpolar 

enzyme active sites (since the gas phase is the ultimate nonpolar environment), which in 

turn translates to facile cleavage.4,5,8,9,66 Furthermore, recently, Drohat and coworkers 

published a thorough study of a pyrimidine glycosylase that also has broad specificity, 

human thymine DNA glycosylase (TDG).34 Their studies show a relationship between the 

solution phase acidity (pKa) of a series of nucleobase substrates and the ease of excision 

of these substrates by the enzyme TDG (the more acidic the nucleobase, the more facile 

the excision), indicating the nucleobase is cleaved in its deprotonated form.  In addition, 

the differences in acidity among the substrates appear to be much greater in a nonpolar 

gas phase environment than in solution. That is, the nonpolarity of the active site of TDG 

appears to contribute to the enzyme's specificity by enhancing the differences in acidity 

of the various substrates and therefore favoring cleavage of those nucleobases that have 

high acidities (and are therefore good deprotonated leaving groups) in the gas phase.34   

The gas phase acidity of hypoxanthine at N9 should likewise indicate its leaving group 

ability in a nonpolar active site. The calculated acidity of the N9-H of hypoxanthine (1) at 

B3LYP/6-31+G* is 330.5 kcal mol-1. The acidity of the N9-H of guanine (4) calculated at 

the same level is 334.3 kcal mol-1.67-70 That is, hypoxanthine is ~4 kcal mol-1 more acidic 

than guanine in the gas phase. This enhanced acidity of hypoxanthine would translate to 

its ease of excision; AAG, like TDG, may capitalize on a nonpolar enzyme active site to 

favor cleavage of damaged bases like hypoxanthine due to their better leaving group 

ability. The gas phase acidity of hypoxanthine is also calculated to be 4 kcal mol-1 less 
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(i.e., more acidic) than that of adenine (hypoxanthine (1), 330.5 kcal mol-1 versus adenine 

(3), 334.8 kcal mol-1).8,9,67-69,71 Thus, the enhanced acidity of the damaged base 

hypoxanthine relative to the normal bases adenine and guanine would render it more 

easily excised by AAG; this provides an explanation for why AAG might favor 

hypoxanthine for removal. 

We were also interested in ascertaining whether the acidity of hypoxanthine is 

enhanced, relative to adenine and guanine, in the gas phase versus in solution.34 The 

solution phase acidities (pKa) of the N9-H of adenine, guanine, and hypoxanthine are 

reported to be 9.8, 10.0 and 8.9, respectively.59,72-75 These pKa values translate to 

deprotonation at 298 K being more favorable for hypoxanthine by 1.2 kcal mol-1 over 

adenine, and 1.5 kcal mol-1 over guanine. This preference is enhanced in the gas phase, 

where the acidity of hypoxanthine is calculated to be 4.3 and 3.8 kcal mol-1 greater than 

that of adenine and guanine, respectively. A nonpolar environment would therefore serve 

to enhance the differences among the substrates adenine, guanine and hypoxanthine, and 

favor cleavage of the damaged base hypoxanthine.  We hypothesize that one of the ways 

AAG provides selectivity is by targeting hypoxanthine and other damaged bases and 

cleaving them as deprotonated, anionic nucleobases.    

We also conducted dielectric medium calculations on the acidities of hypoxanthine, 

adenine and guanine to determine how the gas phase acidities change in a medium of 

dielectric 78.4 (aqueous solution). We find that the results are consistent with trends seen 

with the experimental pKa values. The calculated acidity of hypoxanthine in an aqueous 

continuum is 295.7 kcal mol-1; that of adenine and guanine are 297.8 and 298.4 kcal mol-1. 

Therefore, hypoxanthine is still the most acidic, but less so than in the gas phase (more 
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acidic than adenine and guanine, respectively, by only 2.1 and 2.7 kcal mol-1 in a water 

dielectric versus 4.3 and 3.8 kcal mol-1 in the gas phase).  Therefore, the gas phase and 

solvation calculations and the experimental pKa data all indicate that hypoxanthine is 

more acidic than adenine and guanine, and that the differences in acidity are greatest in 

the gas phase. 

2.4.2.2 Neutral hypoxanthine as a leaving group 

  Should hypoxanthine leave as a neutral, the acidity of the N9 site after protonation is 

relevant: the more acidic the protonated hypoxanthine is, the more easily it will be 

cleaved as a neutral (Scheme 2.1B). Assuming that protonation is barrierless, cleavage at 

the N-glycosidic bond would be a rate-determining step. There are many acidic residues 

in the AAG active site, including Glu125 that can protonate the leaving nucleobase and 

hence activate the hydrolysis of N-glycosidic bond.76-79 We used protonation at N7 as a 

model because when N7 is protonated, it increases C8-N9 π-bonding, which compensates 

the loss of C1’-N9 bond, thus promotes the purine departure.80 Calculation methods were 

used to simulate this process. The acidity of the N9 site of the H19 tautomer of 

hypoxanthine after protonation at N7 (1, which is relevant to the biological compound 

inosine (2) since the ribose is attached to N9, Scheme 2.1B) is calculated to be 218.8 kcal 

mol-1, at B3LYP/6-31+G*. We calculate the acidity of N7 protonated adenine (3) and 

guanine (4) to be, using the same method, respectively, 223.7 and 226.9 kcal mol-1.68,69,81-

83 Therefore, N7-protonated hypoxanthine appears to be more acidic than N7-protonated 

adenine and guanine. A mechanism involving protonation prior to cleavage (Scheme 

2.1B) would also energetically favor hypoxanthine cleavage. However, we also, 

incidentally, explored the acidity of N7- protonated 1, N6-ethenoadenine, another 
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damaged base which is also excised by AAG, and found the ∆Hacid to be 223.0 kcal mol-1. 

This value is comparable to that of protonated adenine, and makes the protonation 

mechanism less likely in terms of discrimination between damaged and normal bases.  

In addition to the N7 site, we also explored the acidity of N9H after protonation at the 

most basic site of each nucleobase (N1 for adenine, N7 for guanine, N7 for hypoxanthine, 

and N10 for 1, N6-ethenoadenine). However, the acidities of N9H of these protonated 

bases (242.2, 226.9, 218.8 and 244.7 kcal mol-1 for adenine, guanine, hypoxanthine, and 

1, N6-ethenoadenine, respectively) do not show any trend.   

Of course, AAG might also differentiate hypoxanthine from normal bases through 

other means (binding energetics, size selectivity),18,21,22 but our results show that 

energetically speaking, a mechanism involving initial proton transfer does not favor all 

the damaged bases. We therefore propose the possibility that like thymine DNA 

glycosylase (TDG), hypoxanthine is excised by AAG as an anion, and that hypoxanthine 

should be a better leaving group (N9-H is more acidic) than the normal bases adenine and 

guanine.4,5,8,9,34 The acidity of the N9 site in 1, N6-ethenoadenine was measured by our 

group to be 332 kcal mol-1 (close to the acidity of hypoxanthine, and more acidic than 

adenine and guanine), which is consistent with this mechanism.84 Furthermore, this trend 

is enhanced in the gas phase, and would therefore be enhanced in a nonpolar active site. 

Further studies of the acidity difference between damaged and normal bases in different 

media will be discussed in the next chapter. 
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2.5 Conclusions   

We have established the acidities and proton affinity of the damaged nucleobase 

hypoxanthine. The experimental studies allow us to confirm the accuracy of the ab initio 

calculations. The acidic and basic properties of hypoxanthine are compared to those of 

the normal nucleobases adenine and guanine, both in the gas phase and in solution, to 

provide insights into understanding how the enzyme alkyladenine DNA glycosylase 

(AAG) might discriminate damaged bases from normal bases. The results highlight the 

possibility that AAG cleaves damaged nucleobases as anions and that the active site may 

take advantage of a nonpolar environment to favor deprotonated hypoxanthine as a 

leaving group versus deprotonated adenine or guanine. Future studies of the gas phase 

properties of other damaged nucleobases that serve as substrates for AAG are underway. 
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Chapter 3 Acidity Comparison among Nucleobases 

3.1 Biological Introduction 

DNA damage is ubiquitous in cells and may be caused by endogenous and exogenous 

agents, including chemicals from cell metabolism, inflammation, ultraviolet light, 

ionizing radiation, and environmental toxins. The damage to nucleobases results in 

abnormal base pairing, and when propagated by replication the damage is linked to aging 

and disease. Base excision repair (BER) is one of the important repair pathways that 

counteract the damage to maintain the fidelity of the genome. In the BER process, DNA 

glycosylases recognize and cleave the damaged DNA base by catalyzing the hydrolysis 

of the glycosidic bond, generating an apurinic site. The remaining abasic lesion 

(phosphate and sugar) is subsequently removed by an AP lyase and a gap forms at the 

abasic site of the DNA strand. This gap is then filled with the correct nucleobase by DNA 

polymerase and finally rejoined by DNA ligase.1,2 The human alkyladenine DNA 

glycosylase (AAG) is one of the most important enzymes that initiate the BER repair 

process.  

It is not clear how DNA glycosylases differentiate damaged nucleobases from normal 

bases. Those that only cleave specific damaged nucleobases are believed to form a highly 

discriminating active site to accommodate a certain damaged base. For example, uracil 

DNA glycosylase (UDG) accommodates only uracil and inhibits other bases in its active 

pocket by specific electrostatic interactions and steric effects.3-7 In contrast, other DNA 

glycosylases, including AAG and thymine DNA glycosylase (TDG), cleave a broad 

range of damaged nucleobases. For example, AAG cleaves 3-methyladenine, 7-
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methylguanine, hypoxanthine, and 1, N6-ethenoadenine, while leaving guanine and 

adenine untouched.3-5 These damaged nucleobases are often very similar in structure and 

size. It is not well established how these DNA glycosylases can recognize such a diverse 

group of substrates against normal nucleobases. It shows that neither the exocyclic amino 

group nor the steric effect prevents the normal purines from docking in the active site of 

AAG, because 3-methyladenine and 7-methylguanine also have exocyclic amino group 

and 1, N6-ethenoadenine is much more bulky (see Figure 3.1).  

N

NN
H

N

NH2

NH

NN
H

N

O

NH2

N

NN
H

N

NH2

Adenine Guanine

3-methyladenine

CH3

NH

NN
H

N

O

NH2

CH3

1
7

3

NH

NN
H

N

O

7-methylguanine hypoxanthine

N

NN
H

N

N

1,N6-ethenoadenine

1

3

7

9 9

7
11

3

17
1

1

9

1

9

 

Figure 3.1 Structures of normal nucleobases and damaged nucleobases. 

 
The mechanism underlying this “broad specificity” of AAG is unknown. The study of 

pH rate profiles showed that AAG-catalyzed excision of hypoxanthine involves both a 

general base (Glu 125) and general acids.3,4,8 It can be imagined that hypoxanthine is 

cleaved as an anion or a cation. The acidity and proton affinity study in our group 

demonstrated that hypoxanthine is more acidic than guanine and adenine in the gas phase, 

which is an extreme mimic for the nonpolar environment at the active site of enzymes. 

The results indicate that the deprotonated hypoxanthine is a better leaving group than 
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normal bases.9 The study of another AAG substrate, 1, N6-ethenoadenine gave similar 

results.10 Therefore AAG substrates seem to be more easily cleaved by enzymes than the 

normal purines. The hydrolysis of the glycosidic bond may proceed via a highly 

dissociative SN2 or a stepwise SN1 mechanism.4,6,8 To make it simple, we only show the 

SN1 mechanism in Scheme 3.1. In addition, the base excision repair initiated by DNA 

glycosylases involves a “base-flipping” step, whereby the nucleobase is “flipped” out of 

the duplexes and docked into the enzyme active site. The rate of flipping may be different 

for different substrates due to variable hydrogen bonding and base stacking abilities. It is 

not clear whether the flipping step is a fast or slow process. In our study, we focus on the 

steps where only actual base excision is involved.4,6,8 A similar mechanism has been 

proposed for TDG, which cleaves a diverse group of pyrimidine nucleobases.11 TDG has 

been shown to discriminate the substrates by their intrinsic leaving ability, and the 

hydrophobic active site of TDG enhances the differences in the substrates’ leaving group 

abilities. Herein, we would like to study the leaving group abilities of the AAG substrates 

and compare them with the normal nucleobases to elucidate the excision mechanism. 
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Scheme 3.1 Proposed SN1 mechanism for AAG excising hypoxanthine. 
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O6-Methylguanine (OMG) is a damaged base from alkylation of guanine and it is 

highly mutagenic since if not repaired, it can cause “GC to AT” transitions.12-21 O6-

Methylguanine can be repaired by methylguanine methyl transferase (MGMT), which 

dealkylates OMG.22-24 O6-Methylguanine has been reported not to be cleaved by AAG 

within a period of 160 minutes in a study of DNA enzyme kinetics.40 There are no 

obvious structural features that exclude O6-methylguanine from the active site of AAG. 

The acidity of O6-methylguanine might be the reason why AAG does not recognize and 

cleave it as we proposed. The comparison of O6-methylguanine with normal bases and 

hypoxanthine may shed light on AAG cleavage mechanism. 

 

3.2 Experimental Methods 

3.2.1 Computational method 

Theoretical calculations have been widely used to predict acidities in the gas phase 

and in different solvents. Gaussian03 was employed in our study.25-30 All the gas phase 

calculations were carried out by density functional theory (DFT) at B3LYP and 6-31+G* 

basis set. The structures were fully optimized and then frequency calculations were 

performed on the optimized structures at the same level. The acidities  were 

calculated at 298K. The calculations provide important information on the structures and 

energies of nucleobases in the gas phase where the experimental measurements are hard 

to carry out. 

o
acidH∆

Solvation studies were performed using the CPCM-SCRF method (full optimizations 

at B3LYP/6-31+G*; UAKS cavity) as implemented in Gaussian03.31,32 This method has 
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been shown to be reliable for neutral and ionic organic molecules.33 Molecules are placed 

in a cavity surrounded by an infinite polarizable dielectric, and their structures and free 

energies can be simulated. The results were used to determine the acidity changes of 

nucleobases in different environments ranging from very polar solvents such as water (ε 

= 78) to nonpolar solvents such as cyclohexane (ε = 2.0). 

 

3.2.2 Cooks kinetic method 

The Cooks kinetic method was used to compare the acidities in a quadrupole ion trap 

mass spectrometer.34-37 This method involves the formation of a proton bound dimer of 

the two deprotonated nucleobases, denoted by A and B in Equations 3.1-3.6. Collision-

induced dissociation (CID) of this dimer leads to the formation of deprotonated 

nucleobases. The ratio of these two deprotonated products yields the relative acidities of 

the two compounds. Equations 3.1-3.6 summarize the data analysis process. The method 

assumes that the dissociation has no reverse activation energy barrier, and that the 

dissociation transition structure is late and therefore indicates the stability of the two 

deprotonated products. Both these assumptions are generally true for proton bound 

systems.37-39   

 

                              1[ ] kAHB AH B− −⎯⎯→ +                                             (Eq. 3.1) 

                                          2k BH A−⎯⎯→ +                                               (Eq. 3.2) 

                                KBH A AH B− −⎯⎯→+ +←⎯⎯                                         (Eq. 3.3) 

                                        1 2/K k k≈                                                         (Eq. 3.4) 
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                                                                   (Eq. 3.5) 1 2 lnacid acid effH H RT∆ −∆ ≈ K

                            1 2 1 2
1ln( / ) ( )acid acid

eff

k k H H
RT

= ∆ − ∆                             (Eq. 3.6) 

 

The acidity of hypoxanthine with five other nucleobases was compared. The product 

ion distributions were measured three times to ensure reproducibility. As shown in Eq. 

3.1-3.6, Teff is the effective temperature of dissociation of the proton bound complex in 

Kelvin. Here Teff was obtained from the measurement of proton affinity of hypoxanthine 

by Cooks Kinetic Method. The ln(k1/k2) is equal to ln([A-]/[B-] which was given by the 

measured ion abundance of A and B (Eq. 3.1). Then the acidity difference between two 

nucleobases A and B, ∆Hacid1 – ∆Hacid2, was calculated. The standard deviation of our 

measurements is ±3 kcal mol-1.   

In the kinetic method experiments, solutions of nucleobases were subjected to 

electrospray ionization (10-3 to 10-4 M solutions in methanol; a small amount of ammonia 

is added). Guanine could not be completely dissolved in the solvent, and its supernatant 

was used. The typical infusion flow rate was 25µL/min and the electrospray needle 

voltage was ~ 4500 V. The proton-bound complexes of the two nucleobases were isolated 

and subjected to collision-induced dissociation (CID) for about 30ms. The isolation 

window for the parent ions is 3 Da.  About 40 scans were averaged to generate the 

spectra of product ions.   
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3.2.3 pKa measurement using spectrophotometric method 

A spectrophotometric method was also used to measure the pKa values. Since pKa 

values are solvent dependent, the same substance shows different pKa values in different 

solvents. Thymol blue was chosen as an indicator to measure pKa. A thymol blue solution 

of certain concentration was first prepared by mixing with excess tertabutylammonium 

hydroxide and the UV absorbance was measured. Under these conditions, thymol blue is 

totally deprotonated. The total concentration of the indicator was calculated using the 

extinction coefficient at 622nm. A second thymol blue solution of the same concentration 

was then prepared by mixing with tertabutylammonium hydroxide, but this time thymol 

blue is in excess. The UV absorbance was measured and the initial concentration of 

deprotonated thymol blue present in the cell was determined. A small aliquot of prepared 

nucleobase solutions was then added to the second solution and the UV absorbance was 

measured. This was repeated three times to the same indicator solution. From the change 

of UV absorbance after addition of each aliquot of nucleobase solutions under study, the 

equilibrium constant between indicator and the nucleobase added was calculated. Finally 

the pKa of the nucleobase was determined from the equilibrium constant and known pKa 

value of the indicator (see Equation 3.7). For each set of the aliquots added, several pKa 

values were calculated and they varied by about 0.2 pK unit. Three indicator solutions 

were prepared and three parallel runs were made for reproducibility. 

                    [ ][ ] [ ][ ] [ ]
/

[ ][ ][ ] [ ][ ]

I HA A HI

A HI A H HI HA HIK Keq a aHAI HA I H

− −+ +

− − +
= = =− − + K

                    (Eq. 3.7)                       
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3.3 Results and Discussion 

3.3.1 Calculated acidity in different media 

Although there are several tautomers for each nucleobase, herein we only calculate 

the biologically relevant structures (canonical structures, with a proton attached to N9 site) 

in each medium. Neutral and deprotonated (at N9 site) nucleobases were placed in 

environments with different dielectric constants ranging from cyclohexane (ε = 2.0) to 

water (ε = 78.4). Their structures were optimized at B3LYP/6-31+G* level in CPCM 

model. Their acidities were calculated from the difference of free energy between neutral 

and deprotonated molecules. The results are summarized in Table 3.1. The acidities 

relative to hypoxanthine are listed in parentheses.  

 

Table 3.1 Summary of results for acidity calculations in different media 
 
Media hypoxanthine 1, N6-

ethenoadenine
Adenine Guanine O6-methyl 

guanine 
Gas phase  
(ε = 1.0)  

330.5 
(0.0) 

330.7 
(0.2) 

334.8 
(4.3) 

334.3 
(3.8) 

335.3 
(4.8) 

Cyclohexane 
(ε = 2.0) 

315.1 
(0.0) 

315.9 
(0.8) 

318.5 
(3.4) 

318.7 
(3.6) 

319.5 
(4.4) 

Methylene chloride 
(ε = 9.0) 

297.7 
(0.0) 

298.7 
(1.0) 

300.5 
(2.8) 

300.8 
(3.1) 

301.7 
(4.0) 

Dimethyl sulfoxide 
(ε = 46.7) 

293.5 
(0.0) 

294.5 
(1.0) 

296.1 
(2.6) 

296.5 
(3.0) 

297.3 
(3.8) 

Water 
(ε = 78.4) 

292.6 
(0.0) 

294.1 
(1.5) 

294.8 
(2.2) 

294.6 
(2.0) 

295.8 
(3.3) 

     

In each medium, hypoxanthine is the most acidic nucleobase. The acidities of adenine 

and guanine are very close. The calculated acidity of each nucleobase increases as the 

polarity of solvents increases. The acidity differences between hypoxanthine and adenine, 

hypoxanthine and guanine (the values in parentheses) increase as the polarity of the 
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solvents decreases. The acidity differences show the biggest values in the gas phase, 

allowing AAG to easily differentiate the damaged nucleobases from the natural ones. The 

results are consistent with the proposed mechanism of deprotonation prior to cleavage.  

 

3.3.2 Acidity comparison among nucleobases by Cooks kinetics method 

The absolute acidity of hypoxanthine in the gas phase has been measured in Chapter 

2.9 Other members in our group have measured gas phase acidities of adenine, adenine 

derivatives, guanine, 1, N6-ethenoadenine and O6-methylguanine.10,41-43 The 

measurements were carried out by bracketing method on FTMS or Cooks Kinetic method 

on LCQ. Each of these results associates with a 2-3kcal mol-1 error bar, which causes 

considerable uncertainty for comparison. To solve this problem, the acidities of the 

damaged and normal bases were directly compared by Cooks kinetic method. In the 

sample preparation, two nucleobases under study were added to form a proton bound 

complex. By applying collision energy, the complex was dissociated into nucleobase 

anions and their ion intensities in the gas phase were compared. The nucleobase with 

higher ion intensity has the higher acidity, and their ion abundance ratio reflects their 

acidity difference. The comparison results are listed in Table 3.2.   

The Teff of 447K, obtained from Cooks kinetic measurements of proton affinity of 

hypoxanthine, was used in the calculation of acidity difference. The masses of 

hypoxanthine and adenine are similar, 135 and 136. With an isolation window of 3, the 

dimer of adenine (m/z 269) was isolated and subjected to CID together with the complex 

of hypoxanthine and adenine (m/z 270). In CID process, both adenine dimer and targeted 

complexes dissociate, and the ions from adenine dimer interfere with the determination of 
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ion ratio for acidity difference. To solve this problem, dimethyladenine was introduced to 

compare with adenine and hypoxanthine, respectively. Moreover, the result usually 

associates with a large error bar if the acidity difference is larger than 3 kcal mol-1 in 

Table 3.2. That is because the big difference in acidities of the nucleobases results in a 

very low ion abundance of one of the two peaks, which cannot be measured accurately. 

This may lead to a very large uncertainty of the ion ratio and thus a large error bar of 

acidity difference. Generally, it is better to keep the acidity difference within 3 kcal mol-1 

when comparing different nucleobases.  

Table 3.2 Experimental acidity differences among nucleobases (first listed is the more 
acidic one).   
 

 Acidity difference  
(kcal mol-1) 

STDEV 

A-DMA* 1.70 0.19 
H-DMA 4.99 0.72 

G-A 0.67 0.08 
H-G 2.55 0.10 
H-eA 0.04 0.01 

H-OMG 3.83 0.30 
G-OMG 3.07 0.10 
A-OMG 2.46 0.10 

DMA-OMG 1.00 0.17 
 
*In this table, A stands for adenine, G for guanine, H for hypoxanthine, DMA for dimethyladenine, 
eA for 1, N6-ethenoadenine, and OMG for O6-methylguanine.       

 

The acidities of nucleobases from different methods are summarized in Table 3.3. 

Prepared in aqueous solution, all of the samples have canonical structures and the most 

acidic sites are all at the N9 site. Presumably, the electrospray is a fast process, and 

would not change the structure conformation. It ensures that the structures we study in 

the gas phase are still the ones we prepare in solution. Hypoxanthine and 1, N6-

ethenoadenine are the two most acidic compounds. They are both substrates of AAG and 
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the acidity difference between them is about 0.04 kcal mol-1. Both of them are about 2-3 

kcal mol-1 more acidic than normal bases (guanine by 2.6 kcal mol-1 and adenine by 3.2 

kcal mol-1). O6-methylguanine is much less acidic than normal bases. These results are 

consistent with other groups’ enzyme kinetics experiments and support the cleavage 

mechanism we proposed. AAG recognizes the damaged nucleobases by their acidities 

and cleaves them as anions. The more acidic the nucleobases, the better the leaving 

groups. O6-methylguanine is much less acidic and therefore can not be cleaved by AAG. 

 

Table 3.3 Summary of the gas phase acidities and relative acidities of nucleobases (in 
kcal mol-1). 

 
Nucleobase Calculated 

acidity 
FTMS 

(bracketing)
LCQ 

(Cooks) 
Relative 
acidity 

hypoxanthine 330.5 332  0.0 
1,N6-

ethenoadenine 
330.7 332  0.04 

(±0.01) 
Guanine 334.3  335 2.55 

(±0.10) 
Adenine 334.8 333 335 3.22 

(±0.13) 
6-

dimethyladenine 
334.0 333  4.99 

(±0.72) 
O6-

methylguanine 
337.4 338 337 5.62 

(±0.14) 
 

3.3.3 pKa measurement using spectrophotometric method  

Our calculations have already shown that the calculated acidity difference between 

the damaged nucleobases and normal ones increases as the dielectric constant decreases. 

The experimental measurements of the acidities were carried out in different solvents 

using spectrophotometric method to confirm the calculation results. However, the 
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solubility of the nucleobases caused problems. With decrease of the dielectric constant of 

the solvent, nucleobases become less soluble in nonpolar solvents, making it impossible 

to accurately measure their acidities. Only pKa of these nucleobases in DMSO were 

measured and the results are summarized in Table 3.4. The pKa of nucleobases in DMSO 

are higher than those in water, with hypoxanthine as the most acidic one. This is 

consistent with the computational results. The acidity differences of nucleobases in 

DMSO are similar to those in water. The dielectric constant of DMSO is 46 and lies 

between water (dielectric constant = 78) and the gas phase (dielectric constant = 1), but 

the acidity differences are not as what we predicted. Maybe the acidity differences 

change dramatically when the environment changes from a solvent to a total solvent-free 

medium, although they change a little when we compare them among different solvent 

media.  

 

Table 3.4 Acidity of nucleobases in the gas phase and different solvents 
 

nucleobases Gas phase 
(kcal/mol) 
calculated 

Water (pKa) 
Difference in 

kcal/mol 

DMSO (pKa) 
Difference in 

kcal/mol 
guanine 334.3 (3.8) 10.0 (1.5) 14.67±0.09 (1.2)
adenine 334.8 (4.3) 9.8   (1.2) 14.66±0.04 (1.2)

1,N6-ethenoadenine 330.7 (0.2) 9.9   (1.4) 14.75±0.04 (1.3)
hypoxanthine 330.5 (0.0) 8.9   (0.0) 13.81±0.13 (0.0)

 

3.4 Conclusions 

The mechanism of damaged nucleobase recognition and cleavage by repair enzyme is 

of high importance to understand functions of enzyme in biosystems. We proposed that 

AAG differentiates damaged nucleobases from normal nucleobases by their acidity 

  



 66

difference. Damaged nucleobases are more acidic (better leaving groups) than normal 

bases, thus it supports the mechanism that the damaged bases are recognized and cleaved 

by AAG as an anion. In addition, the nonpolar environment at the enzyme active site 

could enhance the acidity difference and cleavage selectivity between damaged and 

normal bases.  

In this chapter, the acidities of damaged and normal bases in different environments 

were calculated. The results showed that hypoxanthine and 1, N6-ethenoadenine, the 

substrates of AAG, are more acidic than normal bases in the gas phase and all solvents 

studied. O6-Methylguanine, which could not be cleaved by AAG, was calculated to be the 

least acidic one in all media among the bases studied here, including the normal bases. 

The acidity differences are enlarged with the decrease of polarity of the solvents, 

especially when the polarity of solvents is close to gas phase. The results support the 

above AAG cleavage mechanism. However, measuring the acidities of bases in different 

solvents was limited by the solubility of the nucleobases. We only obtained partial 

experimental data, which makes it hard to compare these experimental results with those 

of calculations.  

The acidity difference between damaged and normal nucleobases in the gas phase 

was experimentally measured by Cooks kinetic method. This method enables the direct 

and accurate acidity comparison of these nucleobases. As expected, hypoxanthine and 1, 

N6-ethenoadenine are more acidic than normal bases and O6-methylguanine, which is 

much less acidic than normal bases and cannot be cleaved by AAG. These results are 

consistent with the AAG cleavage mechanism we proposed.         
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Chapter 4  Hydrogen Bonding and Base Stacking 

4.1 Biological Introduction 

Deoxyribonucleic acid (DNA) contains and transfers genetic information in cellular 

lives. Hydrogen bonding and base stacking of DNA bases are the two major forces to 

form and stabilize the DNA double helix. The two complementary strands are associated 

by hydrogen bonds, which play important roles in stabilizing the DNA duplex structure 

and provide the specificity for genetic information transfer. Adjacent bases also associate 

with each other by ‘base stacking’,1 which is an electrostatic interaction and favored by 

conformation of the DNA double helix. Two major interactions involved in base stacking 

are London dispersion forces2 and interactions between partial charges within adjacent 

rings (Figure 4.1).3  

 

Figure 4.1 DNA duplex. 
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There are many methods used to study the DNA double helix. Experimental methods, 

such as X-ray crystallography and NMR, may yield some structural information but can 

not simultaneously determine the geometries and stabilization energies of the DNA 

duplexes. Quantum mechanical (QM) calculations, including the Hartree-Fock (HF) and 

density functional theory (DFT) methods, give reasonable structural and energetic 

information for hydrogen bonding but fail to yield accurate predictions for London 

dispersion energy. As a result the calculations and experiment results are not always 

consistent. 

Mass spectrometry is a very useful tool to investigate biomolecular interactions. 

Without interference of solvents, the intrinsic reactivity of molecules can be studied. For 

example, DNA in aqueous solution is stabilized by hydrogen bonding, base stacking, 

electrostatic forces (Coulombic repulsion), van der Waals forces, hydrophobic 

interactions (solvent dependent) and some nonclassical interactions. Furthermore, these 

interactions are sensitive to the local environment. Examining the DNA duplexes in the 

gas phase, which is a solvent free environment, reduces the complexity and reveals the 

intrinsic interactions.4,5  

Herein, our objective is to study hydrogen bonding and base stacking, the two major 

interactions, in terms of stabilizing the DNA duplexes in the gas phase, and evaluate their 

relative significance. First, we have learned from previous work that hydrogen bonding is 

dominant in the gas phase and important in solution: a higher GC content (more hydrogen 

bonds) leads to higher solution and gas-phase stabilities of duplexes.6-9 Therefore, the 

ranking of the gas phase stability should track with solution phase for the duplexes with 

the same length but different GC content. If GC content is kept constant within a series of 
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DNA duplexes, which means the hydrogen bonding effects are similar, the base stacking 

should account for the stability differences in the gas phase and in solution. To test this, a 

set of 6-mer (6-mer-A-D), a set of 8-mer (8-mer-G-L) complementary DNA duplexes 

with the same GC content and a set of 8-mer (8-mer-A-F) with varying GC content are 

designed for this study. Second, to further study the effect of base stacking itself, we also 

designed some series of DNA duplexes (8-mers and 9-mers, for instance, 9-mer with 

GXG/CYC moiety in the center, 8-mer 14-17xy, etc.) with the same GC composition, 

leaving base stacking to be the only major factor that results in the stability difference in 

the gas phase (assume other interactions are negligible). 

 

4.2 Experimental Methods 

4.2.1 Sample Preparation 

Oligodeoxynucleotide single strands were purchased from Sigma Aldrich (The 

Woodlands, TX). These single strands were pre-desalted and used without further 

purification. Two single strands as designed were put together to make duplex stock 

solutions containing 62.5 µM of each strand in 40 mM NH4OAc aqueous solution at pH 

7.0. The stock solutions were annealed at 90 °C for 10 minutes and then slowly cooled 

down to 0 °C. Before injecting to ESI-MS, the stock solutions were diluted to 12.5 µM in 

40 mM NH4OAc mixed with 20% methanol.  

4.2.2 Melting Temperature in Solution 

An Aviv 14D-S spectrophotometer was utilized to obtain the UV melting curves. The 

concentration of the duplex sample was 5 µM in 40 mM NH4OAc and kept constant for 
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all the melting measurements. The quartz cells were heated from 0 °C to 80 °C and 

absorbance was measured at 260 nm. Data were processed by KaleidaGraph software. 

The error bar for this measurement was estimated to be 0.3 °C.10 

 The Tm’s of the DNA duplexes was predicted by the program “MELTING”.11 The 

settings are as follows: (1) hybridization type: dnadna (for a DNA duplex); (2) nearest-

neighbor parameters set: all97a.nn;12 (3) salt concentration: 0.04 M; (4) nucleic acid 

concentration (total): 10 µM; (5) nucleic acid correction factor: 4 (for non-self-

complementary duplex13); (6) salt correction: san98a.14 The error for estimating Tm
’s by 

MELTING program is ±1.6 °C.14 

4.2.3 ESI-Quadrupole Ion Trap Mass Spectrometer 

Mass spectrometric measurements were performed on a Finnigan LCQ mass 

spectrometer (San Jose, CA). The 0°C solution was injected into the Mass spectrometer 

by direct infusion at 25 µL/min. The spray voltage was –4.0 kV (negative ion mode) and 

the capillary was heated to 175 °C. Duplex abundance is calculated as follows (Equation 

4.1): 6  

           2 [all duplexes]Duplex(%) = 100
[all single strands]+2 [all duplexes]

×
×

×
        (Eq. 4.1) 

 

Collision-induced dissociation (CID) experiments were conducted in ion trap by 

varying the relative collision energy with a default activation time of 30ms and a q value 

of 0.25. The isolation width under CID mode is 5 Da for all the duplex ions. 

Experimental MS conditions were tuned using the –3 charged duplex ions of 8-mer-II 

(m/z =1605). Then the optimized parameters were utilized to all the duplexes.  
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In CID process, a normalized collision energy (in %) is applied to the parent ions 

based on the different m/z ratio. The normalized collision energy is scaled across the 

entire mass range with relatively less energy to lower m/z ions and more energy to higher 

m/z ions.15 In the measurement of the gas phase stability, proper duplex ions are chosen 

as the parent ions and subjected to increasing collision energies. E50 is used to 

characterize the gas-phase stability and defined as the applied collision energy at which 

50% of the duplexes are dissociated into single strands.9 The larger the E50 value, the 

more stable the parent duplex ions in the gas phase.  Plot of the duplex ion abundance to 

collision energy by sigmoid equation is similar to a solution phase melting curve of 

double-strand DNA. The corresponding E50 values were derived by Origin 6.0 software.16 

It is noteworthy that comparison between E50 values can only be made under the same 

experimental conditions.17,18 

 

4.3 Results and Discussion 

In previous work, our group studied a series of complementary and mismatched 9-

mer duplexes18 and a series of duplexes varying in length and sequence.19 The gas-phase 

stability does not always track with the solution phase stability. To further study the 

intrinsic interactions, we designed a series of 6-mers and two sets of 8-mer non-self-

complementary duplexes. The 6-mers were chosen because we saw the gas/solution 

phase exception within this set when we tested different length duplexes: the melting 

temperature of 6-mer-I is higher than 6-mer-II in the solution phase, whereas, 6-mer-II 

has a higher E50, which indicates a more stable structure in the gas phase.19 We chose the 

8-mers because these are extremely well behaved and have a strong signal at the -4 
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charge state among the original duplexes examined in previous study of duplexes with 

different length.19 The 6-mer DNA duplexes (6-mer-A, B, C, D, I and II) have the same 

composition but different sequence. One set of 8-mer DNA duplexes (8-mer-A-F) has 

varying GC content, whereas the other 8-mer set (8-mer-G-L) has the same GC content 

and different sequence. The term “ssX” and “ssY” are used to refer to the two single 

strands that comprise each duplex. In a given duplex, “ssX” is always the strand with 

higher mass.  

 

4.3.1 Solution Phase Stability of DNA Duplex 

Tm (melting temperature) is a conventional parameter to characterize the stability of 

DNA in the solution phase. The ordered helix double strand dissociates into two single 

strands when a DNA duplex is slowly heated. The single strands and the duplexes show 

different UV absorption properties. Therefore, the dissociation results in an increase of 

UV absorption, which is called “hyperchromicity”.20 Tm is the midpoint of a UV 

absorption transition. The melting temperature (Tm,calc) can also be calculated by the 

program MELTING.11 Both Tm’s and Tm,calc’s of the 8-mer DNA duplexes were 

determined and listed in Table 4.1. To evaluate how good the prediction is, Tm,calc was 

plotted versus Tm,expt (Figure 4.2). The obtained line with good linearity indicates that the 

calculated Tm value is a reliable predictor of duplex stability. Since it is time-consuming 

to measure the Tm experimentally, Tm,calc can be conveniently used to study DNA stability 

in the solution phase. 
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Table 4.1 Tm, calc and Tm,expt for 8-mer duplexes 
 

Duplex Name Sequence Tm,calc (° C) Tm,expt (° C) 

SERIES 1    
8-mer-A 5’-AAAAAAAA-3’ 6.8 5.2 

 3’-TTTTTTTT-5’   
8-mer-B 5’-CAAAAAAG-3’ 13.1 17.2 

 3’-GTTTTTTC-5’   
8-mer-C 5’-ACTGGATT-3’ 18.0 18.5 

 3’-TGACCTAA-5’   
8-mer-D 5’-AAGCGTAG-3’ 24.1 24.2 

 3’-TTCGCATC-5’   
8-mer-E 5’-GAGGTCGT-3’ 28.0 32.3 

 3’-CTCCAGCA-5’   
8-mer-F 5’-GAGCCGTG-3’ 33.4 38.8 

 3’-CTCGGCAC-5’   
SERIES 2    
8-mer-G 5’-AGAGAGAG-3’ 18.3 n/a 

 3’-TCTCTCTC-5’   
8-mer-H 5’-GACTAGGT-3’ 18.9 20.1 

 3’-CTGATCCA-5’   
8-mer-J 5’-AGTCCAGA-3’ 22.1 24.0 

 3’-TCAGGTCT-5’   
8-mer-D 5’-AAGCGTAG-3’ 24.1 24.2 

 3’-TTCGCATC-5’   
8-mer-K 5’-ATACAGCG-3’ 24.2 n/a 

 3’-TATGTCGC-5’   
8-mer-L 5’-AAGCGCTA-3’ 27.6 33.8 

 3’-TTCGCGAT-5’   
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Figure 4.2 Correlation of experimental Tm with calculated Tm for 8-mers. 
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4.3.2 Full-Scan Mass Spectrometry of DNA Duplexes 

Full scan can be used to establish the relationship between solution phase stability 

and mass spectrometric ion abundance. It is generally recognized that the ion abundance 

in the gas phase reflects the strength of non-covalent interactions for non-covalent 

complexes, such as enzyme-inhibitor complexes.6,18,21-23 Moreover, GC composition 

(hydrogen bonding) is not the only factor that contributes to solution and gas-phase 

stability of duplexes. Base stacking also plays an important role in stabilizing the DNA 

double helical structures. To study the importance of hydrogen bonding and base stacking 

effects, two series of 8-mers (series 1 and 2) were studied. The first set, 8mer A-F (series 

1), varies in GC% (0-75%), while the second set of 8-mers, G, H, J, D, K and L (series 2) 

has a constant GC% which is 50%. To assess the correlation between full-scan duplex ion 

abundance and solution phase stability, the normalized duplex percentages (DS%) were 

plotted versus solution phase Tm,calc values (Table 4.2 and Figure 4.3).     

 

 

 

 

 

 

 

 

 

 

  



 78

Table 4.2 GC%, Tm, calc, DS% and CID data for 8-mer duplexes 
 

Duplex 

Name 

Sequence GC% Tm,calc (° C)* DS% E50 (%) 

SERIES 1      
8-mer-A 5’-AAAAAAAA-3’ 0 7.5 25.6±0.6 n/a 

 3’-TTTTTTTT-5’     
8-mer-B 5’-CAAAAAAG-3’ 25 13.8 25.7±1.4 7.27±0.07

 3’-GTTTTTTC-5’     
8-mer-C 5’-ACTGGATT-3’ 37.5 18.8 35.6±0.4 9.02±0.06

 3’-TGACCTAA-5’     
8-mer-D 5’-AAGCGTAG-3’ 50 24.7 51.9±1.5 9.86±0.04

 3’-TTCGCATC-5’     
8-mer-E 5’-GAGGTCGT-3’ 62.5 28.7 70.5±0.4 10.19±0.03

 3’-CTCCAGCA-5’     
8-mer-F 5’-GAGCCGTG-3’ 75 34.0 81.6±0.2 10.41±0.06

 3’-CTCGGCAC-5’     
SERIES 2      
8-mer-G 5’-AGAGAGAG-3’ 50 19.0 44.9±0.7 9.73±0.01

 3’-TCTCTCTC-5’     
8-mer-H 5’-GACTAGGT-3’ 50 19.7 45.7±1.4 9.14±0.08

 3’-CTGATCCA-5’     
8-mer-J 5’-AGTCCAGA-3’ 50 22.9 47.3±0.8 10.03±0.07

 3’-TCAGGTCT-5’     
8-mer-D 5’-AAGCGTAG-3’ 50 24.7 51.9±1.5 9.86±0.04

 3’-TTCGCATC-5’     
8-mer-K 5’-ATACAGCG-3’ 50 24.9 55.1±1.7 9.81±0.06

 3’-TATGTCGC-5’     
8-mer-L 5’-AAGCGCTA-3’ 50 28.3 61.1±0.2 10.27±0.06

 3’-TTCGCGAT-5’     
* Tm is calculated at ESI condition, whose concentration is 12.5 µM. 
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Figure 4.3 Correlation of calculated Tm values (Tm,calc) with normalized duplex percentage    

(DS%) of 8-mers: (a) Series 1; (b) Series 2. 

 

For series 1, from 8-mer-A to F, the Tm,calc increases with increasing of the GC 

content, and so do the DS% values. For series 2, although the GC content is a constant 

(GC% = 50%), the DS% values still roughly track with Tm,calc (see Table 4.2). 

Nevertheless, while taking a whole look at Table 4.2, the overall DS% values are not 

consistent with Tm,calc. The complicating factor is GC content. For instance, 8-mer-C and 

8-mer-G have nearly the same Tm, calc (18.8 versus 19.0° C), but the 8-mer-G, which has a 

higher GC%, shows a higher DS% (44.9% versus 35.6%). Similarly, 8-mer-E has a 

comparable Tm,calc as 8-mer-L (28.7 versus 28.3° C), but 8-mer-E (higher GC content) 

shows a higher DS% (70.5% versus 61.1%). Thus, the duplexes with the same melting 

temperature may exhibit different relative ion abundances in the ESI-MS. The possible 

reason is that the duplexes with higher GC content may survive better during the ESI 

process and therefore show stronger ion signals.  
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4.3.3 Gas-Phase Stability of DNA Duplexes Examined by CID 

Our interest here is to compare the gas and solution phase stabilities of the DNA 

duplexes. As a general rule, a higher E50 means a more stable duplex in the gas phase, and 

a higher Tm,calc indicates a more stable duplex in the solution phase. The comparison 

between the gas phase and solution phase stabilities can be carried out by comparing E50 

and Tm,calc. In previous studies, we found that the gas phase stabilities of 6-mer-I and II 

(sequences in Table 4.3, GC% = 50%) do not track with their solution phase stabilities. 

The gas phase stability of 6-mer-I (E50 = 12.57%) is less than that of 6-mer-II (E50  = 

12.75%), whereas, the Tm,calc of 6-mer-I is higher, meaning that 6-mer-I is more stable in 

the solution phase. In a study of four 16-mer duplexes with 50% GC content, Gabelica 

and coworkers found one duplex with unparallel gas/solution phase stabilities.7 They 

explained that the four ‘A’s in a row in the sequence of the “misbehaving” duplex might 

be so bulky that distort the local B-DNA structure in solution and cause problems to 

predict solution phase stability by Tm. We also found some outliers when we compare Tm 

versus E50 in our study of a series of 9-mers.18 All these results demonstrate that gas 

phase and solution phase stabilities do not always track with each other even though they 

have the same number of hydrogen bonds. The possible reason is that the factors 

affecting the stabilities are different in the gas phase from in solution, and base stacking 

may play a more important role in the gas phase than in solution.18 

Up to now, there is no systematic study reported to investigate the effect of base 

stacking on the duplexes stabilities in the gas phase and the solution phase.7,11-14,24,25 In 

the series of duplexes with varying GC content, the gas phase stabilities track with the 

increasing GC%, and also parallel the stabilities in solution. This correlation may be 
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because the hydrogen bonding effect dominates in the gas phase (lack of distraction from 

the solvent) and is still a strong force in the solution phase. When the GC content is 

constant, the hydrogen bonding effect is similar, and the differences of stability would 

result from base stacking. To test this, we studied the gas phase stabilities of these three 

series of complementary duplexes including one series of 6-mers and two series of 8-

mers (series 1 and 2) by CID, and the results were compared with those in solution 

(Table 4.3 and Table 4.2).  

 
Table 4.3 CID data for 6-mer duplexes 
 

Duplex Name Sequence GC% Tm,calc (° C) E50 (%) 

6-mer-A 5’-AGAGAG-3’ 50 -0.6 12.83 ± 0.06 
 3’-TCTCTC-5’    

6-mer-B 5’-GTCTGT-3’ 50 3.7 12.12 ± 0.05 
 3’-CAGACA-5’    

6-mer-II 5’-GTGTCA-3’ 50 5.3 12.75 ± 0.10 
 3’-CACAGT-5’    

6-mer-C 5’-GTGTGT-3’ 50 6.3 12.26 ± 0.05 
 3’-CACACA-5’    

6-mer-D 5’-TGTGTG-3’ 50 6.4 12.19 ± 0.06 
 3’-ACACAC-5’    

6-mer-I 5’-GCGAAT-3’ 50 9.3 12.57 ± 0.10 
 3’-CGCTTA-5’    

 
 

The 6-mers were designed to have 50% GC content, and their calculated melting 

temperatures and E50’s are listed in Table 4.3. From the results, the values of E50 do not 

increase with Tm,calc, and a scattered pattern showed up in the plot of E50 versus Tm (see 

Figure 4.4). The stability difference can be attributed to base stacking because the GC 

percentage is the same and hydrogen bonding effects can be cancelled out. Base stacking 
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contributes differently to the stabilities of the DNA duplexes in the gas phase than the 

solution phase due to the impact of media properties.  
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Figure 4.4 Plot of gas-phase stabilities (E50) versus solution phase stabilities (Tm,calc) for six 

6-mer duplexes.  

  

To see whether the results are affected by length, we also tested two series of 8-mers 

to assess the effect of hydrogen bonding and base stacking. Results of the 8-mers are 

listed in Table 4.2. The series 1, 8-mers (A-F), are listed with increasing GC content, 

while the series 2 with a constant GC content of 50%, 8-mers (G, H, J, D, K and L), are 

listed with increasing Tm. From Table 4.2, E50 values increase with Tm.calc for the first 

series of 8mers, and also increase with GC content (8-mer-A produced too weak duplex 

signal to obtain reproducible gas phase data). In the plot of E50 versus Tm,calc, a clear gas-

solution phase correlation shows up, though it is not a perfect linear correlation (Figure 

4.5 (a)). When the GC content is held constant (series 2), E50 values do not increase with 

Tm,calc and the plotted data is scattered (Figure 4.5 (b)). Hence, we see a reproducible 

result as the 6-mers that the gas phase stability does not correlate to the solution stability 
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for the duplexes with the same GC content. This is probably because base stacking 

becomes more important when hydrogen bond effects are cancelled out.  
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Figure 4.5 Plot of gas-phase stabilities (E50) versus solution phase stabilities (Tm,calc) for 8- 

mers: (a) Series 1; (b) Series 2. 

 

The above results show that base stacking also plays an important role in terms of 

stabilizing the duplexes in the gas phase. Our next step is to evaluate the effect of base 

stacking. In our previous study of 9-mer duplexes (5’-GGTTXTTGG-3’/3’-

CCAAYAACC-5’), it was discovered that the stacking ability of the X base in the 

sequence GGTTXTTGG follows the order of T>A>G>C, whereas that of Y base in the 

sequence CCAAYAACC follows the order of C>G>A>T in the gas phase.18 Based on the 

next neighbor theory, this conclusion could be generalized to any sequence with a central 

TXT/AYA moiety.  

To complement the study of base stacking, we chose another 9-mer duplex (5’-

GTTGXGTTG-3’/3’-CAACYCAAC-5’) as a template with the central base varied (X = 

A, C, G, and T; Y = A, C, G, and T). Herein, we still use the 9-mer because the duplexes 

at this length show good CID spectra, and symmetric structure is not affected by varying 

the middle base. In addition, we want to keep terminal GC base pairs to keep the behavior 
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of the duplexes to a two-state model (all-or-none, the two strands of DNA either stay 

together as a double strand or dissociate to two single strands without intermediate 

state).26 In this template, we also keep the same GC% as the previous 9-mer template (5’-

GGTTXTTGG-3’/3’-CCAAYAACC-5’). If the GC% is too high, Tm’s will be too high 

and a fair amount of undesired covalent fragmentation instead of the desired noncovalent 

dissociation will take place when performing CID on the –4 charge duplex. The designed 

duplexes and their calculated Tm’s and experimental E50’s are listed in Table 4.4.  
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Table 4.4 Tm, calc and E50 data for 9-mer duplexes 
 

Duplex Name Sequence Tm,calc (° C) E50 (%) 

AA 5’-GTTGAGTTG-3’ 8.5 10.48 ± 0.11 
 3’-CAACACAAC-5’   

AC 5’-GTTGAGTTG-3’ -2.8 10.85 ± 0.17  
 3’-CAACCCAAC-5’   

AG 5’-GTTGAGTTG-3’ 12.5 10.88 ± 0.06 
 3’-CAACGCAAC-5’   

AT 5’-GTTGAGTTG-3’ 26.8 10.48 ± 0.10 
 3’-CAACTCAAC-5’   

CA 5’-GTTGCGTTG-3’ 2.3 10.41 ± 0.13 
 3’-CAACACAAC-5’   

CC 5’-GTTGCGTTG-3’ 0.0 11.01 ± 0.09 
 3’-CAACCCAAC-5’   

CG 5’-GTTGCGTTG-3’ 35.1 10.83 ± 0.11 
 3’-CAACGCAAC-5’   

CT 5’-GTTGCGTTG-3’ 3.7 10.50 ± 0.13 
 3’-CAACTCAAC-5’   

GA 5’-GTTGGGTTG-3’ 12.0 10.75 ± 0.09 
 3’-CAACACAAC-5’   

GC 5’-GTTGGGTTG-3’ 31.5 11.38 ± 0.10 
 3’-CAACCCAAC-5’   

GG 5’-GTTGGGTTG-3’ 19.6 11.30 ± 0.10 
 3’-CAACGCAAC-5’   

GT 
 

TA 
 

TC 
 

TG 
 

TT 

5’-GTTGGGTTG-3’ 
3’-CAACTCAAC-5’ 
5’-GTTGTGTTG-3’ 
3’-CAACACAAC-5’ 
5’-GTTGTGTTG-3’ 
3’-CAACCCAAC-5’ 
5’-GTTGTGTTG-3’ 
3’-CAACGCAAC-5’ 
5’-GTTGTGTTG-3’ 

10.4 
 

28.3 
 

-1.8 
 

18.0 
 

11.2 

10.63 ± 0.09 
 

10.57 ± 0.07 
 

11.28 ± 0.08 
 

10.93 ± 0.09 
 

10.69 ± 0.06 
 3’-CAACTCAAC-5’   

 

As stated above, duplexes with the same composition have the same number of 

hydrogen bonds, thus any difference in stability in the gas phase could be attributed to 

base stacking. Among the duplexes studied in Table 4.4, there are 6 isomeric duplex 

pairs, GC versus CG, AT versus TA, AC versus CA, AG versus GA, CT versus TC, and 

GT versus TG. Their differences in E50’s (∆E50) reflect the base stacking stability of the 
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duplexes.6 The ∆E50’s for these 6 pairs of isomers are listed in Table 4.5. The more stable 

duplex is listed first in each pair, for instance, the first entry “GC versus CG” means that 

GC is more stable than CG. The ∆E50 is calculated by subtracting the E50 of the less 

stable duplex from that of the more stable one in each isomeric pair. E50’s of these 

duplexes range from 10.41% (CA) to 11.38% (GC), and the values cover a range of 

0.97%. The largest ∆E50 is 0.78 between TC versus CT, which is a big portion of the total 

range. The rank of ∆E50 listed from the highest to the lowest is (TC versus CT) > (GC 

versus CG) > (AC versus CA) > (TG versus GT) > (AG versus GA) > (TA versus AT). 

The ∆E50’s for AG versus GA and TG versus GT are 0.09% and 0.13%, which are 

comparable to the error associated with the measurement.  These two pairs can be treated 

as to have the same gas phase stabilities.  

Table 4.5 Gas phase ∆E50 values for selected isomeric XY duplexes 
 

Isomeric Pair ∆E50 (%) 
TC vs. CT 0.78 
GC vs. CG 0.55 
AC vs. CA 0.44 
TG vs. GT 0.30 
AG vs. GA 0.11 
TA vs. AT 0.09 

 

The ∆E50’s of Table 4.5 were reorganized in Table 4.6 to rank the order of the 

intrinsic stacking ability of each central base in each sequence. Each entry in Table 4.6 is 

the ∆E50 of the corresponding XY duplex and its isomeric pair. For example, the first 

entry “0.78” reflects the E50 of the XY duplex (TC) minus that of the YX duplex (CT), 

with the positive sign indicating that the XY duplex is more stable than the YX duplex in 

the gas phase. Another example is AT/TA (second row, fourth column). The value “-

  



 87

0.09” in this entry indicates that the E50 of the XY (AT) duplex is lower than that of the 

YX duplex (TA) and AT is less stable than TA in the gas phase. It is necessary to 

emphasize that the base stacking is sequence-dependent. Since the sequence studied here 

is 5’-GTTGXGTTG-3’/3’-CAACYCAAY-5’, the stacking ability of X in GXG/AYA 

moiety can be examined. For the relative stacking abilities of variable base X in 5’-

GTTGXGTTG-3’, signs of each row in Table 4.6 were evaluated. For the first row (X = 

T), which represents the stacking ability of T, there are two positive signs and one zero; 

for the second row, which represents the stacking ability of A, there is one positive sign 

and two zeros; the third row, which represents the stacking ability of G, has one positive 

sign, one zero and one negative sign; the last row represents the stacking ability of C, and 

the three signs are all negative. Therefore, the stacking ability of X in the sequence 5’-

GTTGXGTTG-3’ follows the order T > A > G > C. Similarly, signs of each column in 

Table 4.6 were evaluated for the stacking ability of Y in the sequence 3’-CAACYCAAC-

5’. The first column represents the stacking ability of C and there are 3 positive signs; the 

second column represents G, and has one positive, one negative and one zero; the third 

one represents A, and has two zeros and one negative sign; the last column represents T, 

and has one zero and two negative signs. Therefore, the overall relative stacking ability of 

Y in the sequence CAACYCAAC follows the order of C > G > A > T in the gas phase. 

Based on the next neighbor interactions, GXG/CYC motif should show the same base 

stacking trend in any sequence. 
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Table 4.6 Base stacking analysis for isomeric XY duplexes (5’-GTTGXGTTG-3’/3’-

CAACYCAAC-5’) in the gas phasea

 Y = C Y = G Y = A Y = T Rank 
X = T 0.78 0.30 0.09 n/a 1 
 + + 0   
X = A 0.44 0.13 n/a -0.09 2 
 + 0  0  
X = G 0.55 n/a -0.13 -0.30 3 
 +  0 -  
X = C n/a -0.55 -0.44 -0.78 4 
  - - -  
Rank 1 2 3 4  

a A positive sign “+” indicates that an XY duplex has a higher E50 than its isomer YX 
duplex and a negative sign “-” denotes the opposite trend. A “0” is used for the cases in 
which two E50 values are the same within experimental error. The values are listed for 
each entry.  

 

Up to now, we have studied the base stacking effect in two 3-membered sequences 

GXG/CYC and TXT/AYA. It would be more versatile if we could generalize the base 

stacking effect in a “next neighbor” fashion, for example, what is the base stacking 

difference between G stacking on G and G stacking on C. Therefore, we designed several 

series of complementary duplexes with the same length, the same GC contents, the same 

sequence, but with different last two base pairs, for example, duplex 8mer14xy has 

GG/CC base pairs on the 3’ end, while 8mer15xy has GC/CG base pairs on the 3’ end. 

Here GG refers to GG/CC base pairs, and GC refers to GC/CG base pairs. From MS CID 

results, 8mer14xy is more stable than 8mer15xy in the gas phase by about 0.77%. Since 

the only difference between these two sequences is the last two base pairs, the stability 

difference comes from the contribution of the base stacking effect (GG vs. GC). For 

8mer16xy with 8mer17xy, they have similar gas phase stabilities (8.13% vs. 8.16%), so 

CC stacking is as strong as CG stacking. Since GG (GG/CC) is the same stacking as CC 

(CC/GG), GG stacking is obviously as stable as CG stacking. The overall stabilities in 
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this series is CG ≥ GG (CC) >> GC. However, the order of predicted melting temperature 

is inconsistent with this result. The stability of 8mer14xy is lower than that of 8mer15xy, 

while 8mer16xy is lower than 8mer17xy. This is probably because a lot of other factors, 

such as hydrophobic effect and solvent effect, influence the stabilities of duplexes in 

solution besides base stacking and hydrogen bonding.  

  

Table 4.7 8mer14-17xy: 5'-GGTTTTXX-3’ (XX = GG, GC, CC and CG) 
 

DNA oligos Sequence Tm, calc  (° C) E50 (%) 
5’-GGTTTTGG-3’ 8mer-14xy 
3’-CCAAAACC-5’ 

22.79 8.70 

5’-GGTTTTGC-3’ 8mer-15xy 
3’-CCAAAACG-5’ 

25.19 7.93 

5’-GGTTTTCC-3’ 8mer-16xy 
3’-CCAAAAGG-5’ 

21.99 8.13 

5’-GGTTTTCG-3’ 8mer-17xy 
3’-CCAAAAGC-5’ 

24.25 8.16 

 

      To further test whether the ranking is generally true for all the DNA duplexes, we 

studied another 4 series of duplexes with the same base pairs on the 3’ end but different 

length and sequences (see Table 4.8 to Table 4.11). From Table 4.8 and Table 4.9, 

similar results were obtained as Table 4.7: CG ≥ or > GG (CC) >> GC.  

Table 4.8 9mer20-23xy:5’-GTTGTATXX-3’ (XX = GG, GC, CC and CG) 
 

DNA oligos Sequence Tm, calc  (° C) E50

5’-GTTGTATGG-3’ 9mer-20xy 
3’-CAACATACC-5’ 

25.08 11.55 ± 0.08 

5’-GTTGTATGC-3’ 9mer-21xy 
3’-CAACATACG-5’ 

27.17 10.95 ± 0.08 

5’-GTTGTATCC-3’ 9mer-22xy 
3’-CAACATAGG-5’ 

24.37 10.78 ± 0.10 

5’-GTTGTATCG-3’ 9mer-23xy 
3’-CAACATAGC-5’ 

26.31 10.84 ± 0.07 

     CG (0.66) ≥ GG (CC) (0.60)> GC (0.00); 
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 Table 4.9 9mer24-27xy: 5’-GTTGTTTXX-3’ (XX = GG, GC, CC and CG) 
 

DNA oligos Sequence Tm, calc  (° C) E50

5’-GTTGTTTGG-3’ 9mer-24xy 
3’-CAACAAACC-5’ 

27.82 10.87 ± 0.07 

5’-GTTGTTTGC-3’ 9mer-25xy 
3’-CAACAAACG-5’ 

29.83 10.16 ± 0.09 

5’-GTTGTTTCC-3’ 9mer-26xy 
3’-CAACAAAGG-5’ 

27.13 10.00 ± 0.14 

5’-GTTGTTTCG-3’ 9mer-27xy 
3’-CAACAAAGC-5’ 

28.95 10.11 ± 0.13 

     CG (0.82) > GG (CC) (0.71) > GC (0.00); 

 

    However, this stability order does not occur for the duplexes in Table 4.10 and Table 

4.11. The duplexes 9mer14xy and 9mer15xy were initially designed as 5’-

GGTTGTTCC-3’/3’-CCAACAAGG-5’ and 5’-GGTTGTTCG-3’/3’-CCAACAAGC-5’, 

respectively. But when CID was performed on 9mer14xy, the daughter ions (double 

charges) were not differentiable from the parent ions (four charges) since ssX has similar 

mass with ssY (the single strands and duplex show up as one peak in spectra, making it 

complicated to calculate the DS% at different collision energies). To solve the problem, 

9mer14xy and 9mer15xy were redesigned and are shown together with 9mer1xy (GG) 

and 9mer11xy (GC) in Table 4.10. Surprisingly, this series showed an order of base 

stacking stability different from Table 4.7: GG (CC) > GC > CG. Apparently, 9mer14xy 

has a higher E50 than 9mer15xy, which indicates that CC stacking is more stable than CG. 

This is opposite from the earlier result that CG is slightly higher than or comparable to 

CC stacking. In the study of another series of duplexes, a similar trend was obtained as 

listed in Table 4.11: GG (CC) > GC ≅ CG. Why we get these inconsistent results is still a 

puzzle, and it may be due to the charge on phosphate and other factors that affect the 

stability, for instance, the location of the charges on the phosphate might be slightly 
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different in different sequences thus this charge repulsion results in the stability 

difference.   

 Table 4.10  9mer1xy and 11xy: 5’-GGTTGTTGX-3’ (X = G or C) 
                    9mer14xy and 15xy: 5’-CCTTGTTCY-3’ (Y = C or G) 

DNA oligos Sequence Tm, calc  (° C) E50

5’-GGTTGTTGG-3’ 9mer-1xy 
3’-CCAACAACC-5’ 

31.51 12.15 ± 0.13 

5’-GGTTGTTGC-3’ 9mer-11xy 
3’-CCAACAACG-5’ 

33.47 11.68 ± 0.12 

5’-CCTTGTTCC-3’ 9mer-14xy 
3’-GGAACAAGG-5’ 

30.00 11.63 ± 0.11 

5’-CCTTGTTCG-3’ 9mer-15xy 
3’-GGAACAAGC-5’ 

31.76 11.28 ± 0.11 

GG (CC) (0.47) > GC (0.12) > CG (0.00) 

 

Table 4.11  8mer14xy and 15xy: 5’-GGTTTTGX-3’ (X = G or C) 
                   8mer30xy and 31xy: 5’ -CCTTTTCY-3’ (Y = C or G)  

DNA oligos Sequence Tm, calc  (° C) E50

5’-GGTTTTGG-3’ 8mer-14xy 
3’-CCAAAACC-5’ 

22.79 9.06 ± 0.08 

5’-GGTTTTGC-3’ 8mer-15xy 
3’-CCAAAACG-5’ 

25.19 8.49 ± 0.05 

5’-CCTTTTCC-3’ 8mer-30xy 
3’-GGAAAAGG-5’ 

21.00 9.12 ± 0.16 

5’-CCTTTTCG-3’ 8mer-31xy 
3’-GGAAAAGC-5’ 

23.31 8.53 ± 0.18 

GG (CC) (0.59) > GC (0.02) ≅ CG (0.00) 

 

4.4 Conclusions 
 

In this chapter, several series of duplexes were examined to study the effects of their 

hydrogen bonding and base stacking abilities on DNA duplexes in the gas phase versus 

solution phase.  

     It was found that ion abundances (DS%) do not always track with solution phase 

stability (Tm). Two duplexes with the same solution phase stability (Tm) may yield 

different ion abundance (DS%) if they have different GC content. The higher the GC 
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content, the higher the DS%. It indicates that the duplex with a higher GC content can 

survive better during ESI. 

Two series of duplexes (8merA-L, 6merA-D and I, II) were used to study the effect 

of GC content on gas-phase stabilities. When the GC content varies within the series, 

their gas-phase stabilities tend to track with their solution-phase stabilities. When the GC 

content are the same, base stacking becomes a more important factor for the stabilities in 

the gas phase, which may cause different duplex stabilities in the gas phase and in the 

solution phase. 

     In a further study of the base stacking ability in the gas phase, several series of 9mers 

and 8mers were investigated. The base stacking abilities were evaluated in GXG/CYC 

context of 16 XY duplexes, and they were also studied with a nearest neighbor setup in 

several series of 8-mer and 9-mer duplexes which only vary the sequence at the end. The 

results are not consistent. Developing a robust method to quantitatively study the base 

stacking and compare it with hydrogen bonding by mass spec would be our future plan. 
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Chapter 5 The Stability of DNA Duplexes Containing Hypoxanthine 

(Inosine):  Gas versus Solution Phase and Biological Implications 

 

5.1 Introduction 

Hypoxanthine (1a) is a nucleobase that occurs naturally in tRNA and is a key 

intermediate in the de novo biosynthesis of purine nucleotides; it is also a mutation that 

occurs in DNA when adenine is deaminated.1-6   
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Hypoxanthine (also called "inosine" in its nucleotide form (1b)) is often referred to 

as a "universal base".  This ability was first recognized after the discovery that inosine 

was often present in the first anticodon position in various tRNA sequences.2  That first 

anticodon position pairs to the third codon position on mRNA, which is proposed to have 

some "play" that allows for non-Watson-Crick base pairs (such as hypoxanthine•adenine); 

this is the well-known Crick "wobble hypothesis".2  As a potentially useful universal base, 

hypoxanthine can form base-pair structures with all the normal nucleobases (Figure 

5.1).7-15 
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Figure 5.1  Possible structures of hypoxanthine•normal base pairs. 

 

Universal bases have a myriad of potential uses in molecular biology.16-18  In many 

applications, a needed oligonucleotide sequence target may not be exactly known and the 

universal base can act as a "wild card" that will bind to any nucleobase 

indiscriminately.9,17,19-22 For example, hypoxanthine residues have been placed at 

ambiguous points in oligonucleotide probes that screen genomic DNA libraries.22-26  

Universal bases are of particular utility when probes and primers are designed based on 

the amino acid sequence of a protein, which can be complicated by codon degeneracy or 

fragmentary peptide sequence data.17,19,22-24,27-31 

Although hypoxanthine has been used in primers and probes, the fundamental 

examination of the stability of base pairs containing it has been limited; the major 

experimental study was conducted by Watkins and SantaLucia in 2005.16,18,19,26,32,33  They 

examined the solution phase stability (melting temperature) of 84 dimers containing 

hypoxanthine; combining their data with that of 13 additional oligonucleotide dimers that 

were examined previously in the literature, they were able to characterize the 

hypoxanthine nearest-neighbor parameters, which allows for accurate prediction of the 
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stability of oligonucleotides containing hypoxanthine. Overall, in solution, melting 

temperatures of duplexes containing hypoxanthine vary widely, and are on average lower 

than those for complementary duplexes containing only adenine, guanine, cytosine and 

thymine.16,18,19,26,32,33  Also, hypoxanthine•cytosine is more stable as a base pair than 

other combinations; hypoxanthine is therefore not so universal that it binds equally to 

each natural nucleobase in solution.16,17,19   

In the gas phase, numerous computational studies and limited experimental studies 

have explored the tautomeric, acidic and basic properties of hypoxanthine, as well as the 

various hydrogen-bonded dimers.34-46  As far as we know, however, no gas phase 

experimental study of the effect of hypoxanthine on duplex stability has been carried out. 

In our previous studies, we have found that gas phase studies can be useful for 

elucidating the intrinsic reactivity of biological molecules.46-55  The interior of ribosomes, 

polymerases, the cell plasma, and other biological media in which universal bases may 

have a role vary in polarity and are not fully aqueous; gas phase studies yield intrinsic 

data that can be extrapolated to other media.46-55   

In this work, we examine the effect of hypoxanthine on the gas phase stability of a 

series of DNA duplexes using mass spectrometry, and compare those values to solution, 

to evaluate the effect of hypoxanthine on duplex stability in non-aqueous environments.  

We discuss our results in the context of hypoxanthine as a possible universal base, and 

also in its role as a damaged, mutagenic base.  
 

5.2 Experimental Methods 

5.2.1 Sample preparation 

Oligodeoxynucleotide single strands were purchased from Sigma Aldrich. These 

single strands were pre-desalted and used without further purification. Stock solutions of 
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62.5 µM duplex were prepared in 40 mM NH4OAc aqueous solution at pH 7.0. Then the 

stock solutions were annealed at 90 °C for 10 minutes and cooled down slowly to 0 °C. 

Before injecting into the ESI-MS, the stock solutions were diluted to 12.5 µM in 40 mM 

NH4OAc mixed with 20% methanol.  

 

5.2.2 Melting calculations 

The Tm values of the DNA duplexes are predicted by the program “MELTING”.56 

The settings are as follows: (1) hybridization type: dnadna (for a DNA duplex); (2) 

nearest-neighbor parameters set: all97a.nn; (3) salt concentration: 0.04 M; (4) nucleic 

acid concentration (total): 25.0 µM; (5) nucleic acid correction factor: 4 (for non-self-

complementary duplex); (6) salt correction: san98a; (7) nearest neighbor parameters for 

inosine mismatches: san05a. The error for estimating Tm values by the MELTING 

program is ±1.6 °C.16,19,56-59  

 

5.2.3 ESI-quadrupole ion trap mass spectrometer and "E50" experiments 

Negative ion ESI-MS spectra were obtained with the Finnigan LCQ mass 

spectrometer (San Jose, CA). The 0ºC solution was infused at 25 µL/min directly into the 

mass spectrometer. The spray voltage was -4.0 kV while the capillary temperature was 

175 °C. Collision induced dissociation (CID) was performed in the mass analyzer by 

varying the relative collision energy with a default activation time of 30 ms and a q value 

of 0.25. The applied collision energy is a normalized collision energy (in %) that corrects 

for the m/z dependence of the activation voltage required for ions of different m/z ratios.60  

The relative mass difference between the base pair with the highest m/z ratio and that 

with the lowest m/z ratio is less than 1%.  Given the similar sequences and m/z ratio, we 

assume that the energies deposited into the ions are the same when the same normalized 
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collision energies are applied. The gas phase stability of the duplexes is measured in a 

relative way by subjecting the duplex parent ions to increasing collision energies during 

the CID event in an ion trap. E50 is defined as the collision energy at which 50% of the 

duplexes are dissociated into single strands, and is used to characterize the gas phase 

stability.52,61-65  A higher E50 corresponds to a more stable duplex in the gas phase. 

Although CID is a kinetic experiment, the dissociation is assumed to be endothermic 

enough such that the barrier and the endothermicity are similar.52,62,65-69 The internal 

energy distribution of the parent ion is poorly defined due to the multiple collision events 

in the ion trap. We therefore do not intend to report absolute duplex dissociation energies, 

but rather relative gas phase stabilities as reflected by the E50’s, a method established 

previously by our group and others'.52,60-65,70-72   

Experimental conditions were tuned by optimizing the –4 charged duplex ions of the 

TA duplex (5’-d(GGTTTTTGG)-3’/3’-(CCAAAAACC)-5’) (m/z = 1358); the conditions 

thus obtained were applied to all the duplexes. Duplex abundance is normalized by using 

the equation: % Duplex (DS%) = (2 × [all duplexes]) / ([all single strands] + 2 × [all 

duplexes]), where the values in brackets are absolute ion abundances.52,61-65  The reported 

duplex abundance is an average of six full-scan measurements; the average standard 

deviation is 1.69%.  Duplex dissociation profiles were fitted with sigmoid equations, and 

the corresponding E50 values were derived using Origin 6.0 software.73  Each CID 

experiment was performed under a parent ion isolation width of w = 5; in previous 

studies we show that changing the isolation width does not change relative E50 values.52,65  

The reported E50 value for each XY duplex is an average of six measurements.  The 

average standard deviations for the measurement of E50 for all the XY duplexes are 

0.06%.  
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5.3 Results and Discussion 

We examined the 9-mer 5’-d(GGTTXTTGG)-3’/3’-d(CCAAYAACC)-5’, where the 

central base X or Y = adenine (A), guanine (G), thymine (T), cytosine (C) and 

hypoxanthine (H).  This particular sequence, where X or Y = all possible combination of 

normal bases, has been well-characterized both in the gas phase (in our lab) and in the 

solution phase, and therefore is an ideal choice for these hypoxanthine-substitution 

studies.52,65,74,75  We have found that this 9-mer is long enough to form helical structures 

but also manifests measurable changes in stability when just the central base pair is 

changed.52,65,74,75  Furthermore, these duplexes, because of the terminal GC base pairs 

that help maintain helical structure during dissociation, are particularly well-suited to the 

traditional two-state dissociation model that allows for accurate theoretical prediction of 

melting temperatures.57  

To simplify the nomenclature of each duplex in this thesis, we use only the variable 

central base of each strand to represent the whole duplex. For example, a duplex called 

“GH” refers to the duplex 5’-d(GGTTGTTGG)-3’/3’-d(CCAAHAACC)-5’, where X = 

guanine (G), Y = hypoxanthine (H). The various combinations where X or Y is an H can 

form nine duplexes (AH, CH, GH, TH, HH, HA, HC, HG and HT); we studied all of 

these plus the four complementary duplexes GC, CG, AT and TA. 

 

5.3.1. Solution phase stability 

The traditional method for assessing the solution phase stability of a DNA duplex is 

via melting temperature (Tm).  When the temperature of a DNA duplex solution is slowly 

increased, the ordered double helical structures dissociate into single strands. The 
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midpoint of this transition is the Tm.  The higher the Tm, the more stable the duplex. The 

calculated solution Tm’s for our XY duplexes are shown in Table 5.1.16,19,56  The normal 

duplexes (GC, CG, AT and TA) are significantly more stable than those containing 

hypoxanthine, with the exception of CH and HC, which are comparable in stability to AT.  

As expected, the duplexes containing G and C are more stable than those containing A 

and T (the former has three hydrogen bonds while the latter has only two).  Among the 

hypoxanthine duplexes, CH is the most stable, and HG is the least stable. 

 
Table 5.1.  Calculated Tm values for XY duplexes. 

XY Tm (°C) 

GC 33.48 

CG 31.98 

TA 29.32 

CH 26.97 

AT 26.54 

HC 26.40 

AH 20.60 

HT 18.87 

HA 15.88 

GH 13.21 

HH 10.31 

TH 8.68 

HG 8.66 

 

In earlier work, we showed that when X and Y are normal nucleobases, the duplex 

ion abundance resulting from electrospray (which we term DS%) reflects the solution 

phase stability.52,65 That is, if the electrospray process should volatilize the duplexes with 
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relative integrity, then the resultant mass spectrum should be a "snapshot" of the solution 

phase composition, and the relative ion abundances among a series of duplexes with 

differing stability should reflect their relative solution phase stabilities.66,76-82  In order to 

assess whether this method of using ion abundances to measure relative solution phase 

stabilities can be generalizable to DNA duplexes containing a damaged base such as 

hypoxanthine, we plotted the duplex ion abundances versus the solution phase Tm values 

(Figure 5.2).  A reasonable linear relationship is seen; thus, for this series of duplexes, 

monitoring the duplex ion signal is a fast and efficient method for assessing relative 

solution phase stabilities. This is the first study establishing a correlation between 

solution phase stability and mass spectrometric signal abundance for mismatched 

duplexes containing a damaged base, and is extremely valuable.  The ability to quickly 

assess, by mass spectrometry, the solution phase noncovalent complex abundance has 

implications for the development of efficient screening assays for potential DNA binders.  

 

 
Figure 5.2.  Plot of DS% versus Tm for complementary duplexes and duplexes containing 

hypoxanthine (5’-d(GGTTXTTGG)-3’/3’-d(CCAAYAACC)-5’).  
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5.3.2. Gas phase stability 

Whereas ion abundance yields the solution phase stability, collision-induced 

dissociation (CID) to dissociate a duplex into its single strand components yields gas 

phase stability.52,61-65,70,71  Electrospray of these 9-mer sequences yields duplex ions with 

both –3 and –4 charges.  Under gentle CID conditions, we find that dissociation of the –4 

duplex into its constitutive single strands (–2 charge on each) is the major fragmentation 

pathway (Figure 5.3). The dissociation of the –3 charged duplexes preferentially yields 

extensive cleavage of covalent bonds, with little noncovalent dissociation. The effect of 

charge state on duplex stability has been discussed previously, and stability comparison 

among different ions is valid only if all the duplexes have the same charge states.60,70,71,83-

86  Therefore, we report the CID experiments on the –4 charged duplexes only.  
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Figure 5.3. CID spectra of the duplex HC4- ions at relative collision energies of (a) 10.4%. (b) 

11.2% and (c) 12.0%; “ds” indicates double strand; “ss” indicates single strand.  

 

The dissociation of the parent duplex ion is monitored by the disappearance of the 

duplex signal and the appearance of the single strands.  The collision energy at which 

50% of the duplexes are dissociated into single strands ("E50"; more details in 

Experimental section) is used to characterize the gas phase stability.52,61-65,70,71 The 

dissociation profiles of four duplexes (GC, AT, HC and HT) are displayed in Figure 4. To 

achieve the same degree of dissociation among all these duplexes (as indicated by the E50 

value), the GC duplex (squares) requires the highest collision energy (as indicated by the 

largest E50 value), followed by HC then HT (circles and upright triangles), with AT 

(upside down triangles) having the lowest E50 and therefore being the least stable. This 
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would indicate that the gas phase stability order of these four duplexes is GC > HC > HT 

> AT. 

 
 

 
 

Figure 5.4.  Gas phase dissociation profiles of four XY duplexes: GC, HC, HT and AT.  

 

Table 5.2 lists all the E50 values for the 9 XY duplexes containing H, and the four 

complementary duplexes, together with the predicted melting temperatures, to allow for 

direct comparison between gas phase and solution phase stabilities. The XY duplexes are 

listed in decreasing order of their E50’s. The E50 difference between the most stable GC 

duplex and the least stable AH duplex is only 0.98%.  However, these differences are 

significant because the average standard deviation is only 0.06%.  Immediately from the 

table, one can see that the solution and gas phase stabilities do not track.  Many of the 

hypoxanthine-containing duplexes (HC, HG, GH, HT, TH, HH, CH) are more stable than 

the normal duplexes AT and TA.  A plot of the E50 values versus melting temperature 
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reveals that there seems to be no straightforward correlation between the solution and gas 

phase data (Figure 5.5). 

 

Table 5.2.  Tm and E50 values for XY duplexes. 
XY Tm (°C) E50 (%) 

GC 33.48 11.75 ± 0.10 

CG 31.98 11.40 ± 0.09 

HC 26.40 11.39 ± 0.03 

HG 8.66 11.37 ± 0.04 

GH 13.21 11.21 ± 0.04 

HT 18.87 11.06 ± 0.09 

TH 8.68 11.03 ± 0.05 

HH 10.31 11.01 ± 0.08 

CH 26.97 10.99 ± 0.04 

AT 26.54 10.84 ± 0.07 

TA 29.32 10.82 ± 0.08 

HA 15.88 10.82 ± 0.07 

AH 20.60 10.77 ± 0.05 
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Figure 5.5 Comparison of gas phase stability (E50) and solution phase stability (Tm) of 

the 13 XY duplexes. Error bars indicate the standard deviation for each E50 value.  

 

5.3.3 Biological implications 

Hypoxanthine as a universal base.  The most striking aspect of our data is the disparity 

between the solution and gas phase stabilities. Although the two do not track, there are 

some clear trends (Table 3).  In Table 5.3, we arrange the data so that the duplexes that 

do and do not contain H can be more easily compared.  In solution, with the exception of 

CH and HC, all duplexes containing hypoxanthine are less stable (have lower melting 

temperatures) than the normal GC (Tm = 33.48 ˚C), CG (31.98 ˚C), AT (26.54 ˚C) and 

TA (29.32 ˚C) duplexes.  This is consistent with earlier studies pointing to a wide range 

in stability in hypoxanthine duplexes, with hypoxanthine clearly favoring cytosine for 

base pairing.16,18,19,26,32,33 In the gas phase, however, the hypoxanthine-containing 

duplexes are not less stable than the normal duplexes.  In fact, the E50 values for those 

duplexes containing hypoxanthine fall, for the most part, between the E50 values of TA 
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(E50 = 10.82%) and GC (11.75%). (AH is the only duplex that may be less stable than TA, 

with an E50 of 10.77 ± 0.05). Therefore, in the nonpolar environment of the gas phase, the 

hypoxanthine-containing duplexes are not unusually unstable but rather fall into a range 

between the complementary GC and TA duplexes. This difference in hypoxanthine's 

effect on duplex stability (relative to normal complementary duplexes) in a nonpolar 

versus a polar environment could be useful in applications utilizing hypoxanthine as a 

universal base. The differences we see could explain why although hypoxanthine (inosine) 

is a key component in the anticodon-codon wobble pairing of tRNA and mRNA (which 

occurs in the ribosome), it has had mixed success as a universal base in in vitro 

applications such as PCR primers and hybridization probes (where its wide-ranging 

effects on duplex stability make it not-so-universal).2,16,17,19  In applications that might 

occur in media that are not aqueous solution (for example, in inhibitory antisense strands 

designed to bind to mRNA in vivo), hypoxanthine may be a better universal base.1,30,31  

Of course, our fundamental studies are at the extreme (the gas phase), but these results 

point to interesting differences in the intrinsic stability of duplexes versus those that are 

in solution.17,30,31  

 

Table 5.3 Tm and E50 data for XY duplexes (5’-d(GGTTXTTGG)-3’/3’-

d(CCAAYAACC)-5’). 
XY Tm (°C) 

   

E (%) 50 
   

GC or CG  33.48 (GC) 31.98 (CG)  11.75 ± 0.10 (GC)  11.40 ± 0.09 (CG)

AT or TA  26.54 (AT)  29.32 (TA)  10.84 ± 0.07 (AT) 10.82 ± 0.08 (TA)

HC or CH  26.40 (HC) 26.97 (CH)  11.39 ± 0.03 (HC) 10.99 ± 0.04 (CH)

HG or GH  8.66 (HG) 13.21 (GH)    11.37 ± 0.04 (HG)    11.21 ± 0.04 (GH)

HT or TH  18.87 (HT) 8.68 (TH)  11.06 ± 0.09 (HT)  11.03 ± 0.05 (TH)

HA or AH  15.88 (HA)  20.60 (AH)  10.82 ± 0.07 (HA)    10.77 ± 0.05 (AH)

HH  10.31 (HH) 11.01 ± 0.08 (HH) 
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Hypoxanthine as a damaged base.  Hypoxanthine can result from the deamination of 

adenine, and as such is a damaged base in DNA, and a mutagenic agent.1-6 The 

mutagenicity of hypoxanthine lies in its ability to cause an A•T to G•C transition.4-6,87,88  

If the adenine in an A•T base pair is deaminated, the base pair becomes an H•T base pair.  

In replication, H prefers C, so once the duplex unwinds and replicates, an H•C base pair 

is formed.  When that duplex replicates, the C will base pair with a G; this is the A•T to 

G•C transition.  Since the specific sequence of the human genome is responsible for 

coding proteins, signaling, and a myriad of other important functions, the hypoxanthine 

mutation can be deleterious. 

The human genome is protected by an enzyme, alkyladenine DNA glycosylase 

(AAG), which excises hypoxanthine from DNA.6,88-102  AAG will excise hypoxanthine 

from both H•T and H•C base pairs, but is more efficient at excising hypoxanthine when it 

is base paired to T.103,104  Biologically, this makes sense -- when hypoxanthine is first 

formed from adenine, the target is a hypoxanthine hydrogen bonded to thymine, and it is 

better to excise hypoxanthine before replication occurs.  Mechanistically, the 

hypoxanthine "flips" out of the duplex and into the active site of AAG before excision.  

One might expect that hypoxanthine would be easier to "flip" out if its base pair were 

weak.  In solution, our results indicate that the HT and TH base pairs are less stable than 

HC and CH base pairs, which is consistent with the enzymatic preference for 

hypoxanthine hydrogen bonded to thymine.103,104  In the gas phase, HT is less stable than 

HC, but TH and CH are comparable in stability.  This difference from the solution phase 

results is intriguing and is almost certainly based on differences in base stacking rules in 

solution versus the gas phase, which we have started to explore.52  This may in fact have 

relevance to AAG.  It is found that excision of hypoxanthine is much lower when 

hypoxanthine is flanked by a 5'G and a 3'C versus a 5'T and a 3'A.104  In our studies, 

hypoxanthine was either flanked by 5' and 3' adenines, or 5' and 3' thymines.  In the 

future, we would like to ascertain how gas phase stabilities of duplexes containing 
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hypoxanthine with different nearest neighbors compare to solution phase stabilities.  Such 

data will be helpful both in the context of AAG and also for further assessing the utility 

of hypoxanthine as a universal base.   

 

5.4 Conclusions 

Comparison of the gas phase and solution phase stabilities of the 13 XY duplexes 

(5’-d(GGTTXTTGG)-3’/3’-d(CCAAYAACC)-5’) where X, Y = A, G, T, C and H 

indicates that although hypoxanthine has a fairly consistent destabilizing effect in 

aqueous solution, in the gas phase, those DNA duplexes with hypoxanthine are for the 

most part as stable or more stable than the normal AT and TA duplexes (and less stable 

than the GC and CG duplexes).  The relatively higher stability of the hypoxanthine-

containing duplexes in vacuo could mean that hypoxanthine, which has limitations as a 

universal base in vitro, might prove useful in in vivo applications where the environment 

may not be aqueous.17  Our results are also consistent with hypoxanthine's role as a 

damaged base; when hypoxanthine arises from deamination of adenine, it is excised by 

the enzyme AAG.  AAG cleaves hypoxanthine from hypoxanthine•thymine base pairs 

more readily than from hypoxanthine•cytosine base pairs; our results are consistent with 

this observation in that the HC base pair is the most stable (and therefore it is less facile 

for the hypoxanthine to flip "out" of the duplex and "into" the AAG active site).  Future 

studies will probe nearest neighbor effects on the stability of duplexes containing 

hypoxanthine in the gas phase versus in solution.  
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