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ABSTRACT OF THE DISSERTATION

Asymptotic Enumeration of 2- and 3-SAT Functions

by Liviu Vasile Ilinca

Dissertation Director: Jeffry Kahn

We are interested in the number, Gk(n), of Boolean functions of n variables definable

by k-SAT formulae.

First, in Chapter 2, we give an alternate proof of a conjecture of Bollobás, Brightwell

and Leader, first proved by P. Allen, stating that G2(n) is asymptotic to 2(n+1
2 ). One

step in the proof determines the asymptotics of the number of “odd-blue-triangle-free”

graphs on n vertices.

Then, in Chapter 3, we prove that G3(n) is asymptotic to 2n+(n3). This is a strong

form of the case k = 3 of a conjecture of Bollobás et al. stating that for fixed k,

log2Gk(n) ∼
(
n
k

)
.

ii



Acknowledgements

I would like to express my deepest gratitude to my advisor, Jeff Kahn, for years of

amazing guidance, support and encouragement, for his collaboration on the work in-

cluded in this thesis, and for his unequaled editing skills. This would not have been

possible without him.
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Chapter 1

Introduction

In this chapter we review previously known results, state the main results of this thesis

and provide very rough outlines of the proofs.

We begin with a few conventions. Throughout the thesis we use [n] for {1, . . . , n},(
n
<k

)
for

∑k−1
i=0

(
n
i

)
, log and exp for log2 and exp2, H for binary entropy (for entropy

basics see [15]), and “x = 1 ± y” for “x ∈ ((1 − y), (1 + x)).” With the exception

of (3.17) (in Section 3.2) we always assume that n is large enough to support our

assertions. Following a common abuse, we usually pretend that all large numbers are

integers, and, pushing this a little, we will occasionally substitute, e.g., “at most a” for

“at most a+ 1” in situations where the extra 1 is clearly irrelevant.

Let Xn = {x1, . . . , xn} be a collection of Boolean variables. Each variable x is

associated with a positive literal, x, and a negative literal x̄. Recall that a k-SAT

formula (in disjunctive normal form) is an expression C of the form

C1 ∨ · · · ∨ Ct, (1.1)

with t a positive integer and each Ci a k-clause; that is, an expression y1∧· · ·∧yk, with

y1, . . . , yk literals corresponding to different variables. A formula (1.1) defines a Boolean

function of x1, . . . , xn in the obvious way; any such function is a k-SAT function.

Following [4], we write Gk(n) for the number of k-SAT functions of n variables.

Note that Gk(n) is also the number of Boolean functions of n variables definable by

k-SAT formulae in conjunctive normal form (because of, e.g., DeMorgan’s Laws), a fact

that we will use in Chapter 2, to be precise (solely) in Section 2.1.

Of course Gk(n) is at most exp[2k
(
n
k

)
], the number of k-SAT formulae; on the other
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hand it’s easy to see that

Gk(n) > 2n(2(nk) − n2(n−1
k )) ∼ 2n+(nk) (1.2)

(all formulae obtained by choosing yi ∈ {xi, x̄i} for each i and a set of clauses using

precisely the literals y1, . . . , yn give different functions).

The main objective of this thesis is to prove asymptotic upper bounds (matching

the above lower bound) on Gk(n), for k = 2, 3. At times, we will say “clause” for

“k-clause,” “formula” for “k-SAT formula,” and so on, with the value of k clear from

context (namely k will be 2 in Section 1.1 and Chapter 2, and 3 in Section 1.2 and

Chapter 3).

1.1 2-SAT Functions and OBTF Graphs

The problem of estimating Gk(n) was suggested by Bollobás, Brightwell and Leader [4]

(and also, according to [4], by U. Martin). They showed that

G2(n) = exp[(1 + o(1))n2/2], (1.3)

and made the natural conjecture that (1.2) (with k = 2) gives the asymptotic value of

G2(n); this was proved in [1]:

Theorem 1.1.1.

G2(n) = (1 + o(1))2(n+1
2 ) (1.4)

Here we give an alternate proof. An interesting feature of our argument is that it follows

the original colored graph approach of [4], in the process determining (Theorem 1.1.2)

the asymptotics of the number of “odd-blue-triangle-free” graphs on n vertices; both

[4] and [1] mention the seeming difficulty of proving Theorem 1.1.1 along these lines.

The argument of [4] reduces (1.3) to estimation of the number of “odd-blue-triangle-

free” (OBTF) graphs (defined below). In brief, with elaboration below, this goes as

follows. Each “elementary” 2-SAT function (non-elementary functions are easily dis-

posed of) corresponds to an OBTF graph; this correspondence is not injective, but the

number of functions mapping to a given graph is trivially exp[o(n2)], so that a bound



3

exp[(1 + o(1))n2/2] on the number, say F (n), of OBTF graphs on n vertices—proving

which is the main occupation of [4]—gives (1.3).

The Bollobás et al. reduction to OBTF graphs is also the starting point for the proof

of Theorem 1.1.1, and a second main point here (Theorem 1.1.2) will be determination of

the asymptotic behavior of F (n). Note, however, that derivation of Theorem 1.1.1 from

this is—in contrast to the corresponding step in [4]—not at all straightforward, since

we can no longer afford a crude bound on the number of 2-SAT functions corresponding

to a given OBTF G.

It’s natural to try to attack the problem of (approximately) enumerating OBTF

graphs using ideas from the large literature on asymptotic enumeration in the spirit

of [7], for instance [12] and [14]. This is suggested in [4]; but the authors say their

attempts in this direction were not successful, and their eventual treatment of F (n)

is based instead—as is Allen’s proof of Theorem 1.1.1—on the Regularity Lemma of

Endre Szemerédi [18]. Here our arguments will be very much in the spirit of the papers

mentioned; [14] in particular was helpful in providing some initial inspiration. We now

turn to more precise descriptions.

We consider colored graphs, meaning graphs with edges colored red (R) and blue

(B). For such a graph G, a subset of E(G) is odd-blue if it has an odd number of blue

edges (and even-blue otherwise), and (of course) G is odd-blue-triangle-free (OBTF) if

it contains no odd-blue triangle. We use F(n) for the set of (labelled) OBTF graphs

on n vertices and set |F(n)| = F (n).

A graph G (colored as above) is blue-bipartite (BB) if there is a partition U tW of

V (G) such that each blue edge has one endpoint in each of U , W , while any red edge

is contained in one of U , W . We use B(n) for the set of blue-bipartite graphs on n

vertices. It is easy to see that

|B(n)| = (1− o(1))2(n+1
2 )−1. (1.5)

(The term exp[
(
n+1

2

)
−1] = exp[n−1 +

(
n
2

)
] counts ways of choosing the unordered pair

{U,W} and an uncolored G, the coloring then being dictated by “blue-biparticity”; that
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the r.h.s. of (1.5) is a lower bound follows from the observation that almost all such

choices will have G connected, in which case different {U,W}’s give different colorings.)

As mentioned above, the main step in the proof of (1.3) in [4] was a bound F (n) <

exp[(1 + o(1))n2/2]; here we prove the natural conjecture that most OBTF graphs are

blue-bipartite:

Theorem 1.1.2.

F (n) = (1 + o(1))2(n+1
2 )−1 (1.6)

The bound here corresponds to that in Theorem 1.1.1, in that (as explained below)

one expects a typical OBTF G to correspond to exactly two 2-SAT functions. Proving

that this is indeed the case, and controlling the contributions of those OBTF G’s for

which the number is larger, are the main concerns of Sections 2.2 and 2.3 (which handle

non-blue-bipartite and blue-bipartite G respectively). These are preceded by a review,

in Section 2.1, of the reduction from 2-SAT functions to OBTF graphs, and, in Section

2.2, the proof of Theorem 1.1.2 in a form that gives some further limitations on graphs

in F(n) \ B(n). The end of the proof of Theorem 1.1.1 is given in Section 2.4.

1.2 3-SAT Functions

As mentioned earlier, the problem of estimating Gk(n) comes from Bollobás et al. [4].

They showed

Gk(n) ≤ exp[(
√
π(k + 1))

(
n
k

)
] (1.7)

for k ≤ n/2 and conjectured that

log2Gk(n) < (1 + o(1))
(
n
k

)
. (1.8)

for any fixed k.

Here, for k = 3, we prove (1.8) and more, again showing (as in (1.4)) that (1.2)

gives the asymptotics not just of logG3(n), but of G3(n) itself:

Theorem 1.2.1. G3(n) ∼ 2n+(n3).
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As is often the case, nothing from the work done for k = 2 seems to be of much

help in treating larger k. For a formula C as in (1.1) we may identify the associated

function, say fC , with the set (henceforth also referred to as a “k-SAT function”)

F (C ) ⊆ {0, 1}n of satisfying assignments for C (that is, F (C ) = f−1
C (1)). For our

purposes it will also usually be convenient to think of C as the set {C1, . . . , Ct} of

clauses. Then F (C ′) ⊆ F (C ) whenever C ′ ⊆ C , and we say C is irredundant if it

is a minimal formula giving F (C ); that is, if F (C ′) ⊂ F (C ) for each C ′ ⊂ C . Of

course each 3-SAT function F corresponds to at least one irredundant C , so that, with

I(n) = I3(n) denoting the number of irredundant formulae on Xn, Theorem 1.2.1 is

contained in

Theorem 1.2.2. I(n) ∼ 2n+(n3).

This (together with (1.2)) says that in fact most F ’s admit only one irredundant

formula. We regard this simple idea as one of the keys to the present work: it allows

us to forget about functions and work directly with formulae, which are easier (though

to date still not easy) to handle.

Notice that C is irredundant iff for each C ∈ C there is some (not necessarily

unique) witness wC ∈ {0, 1}n that satisfies C but no other clause in C (i.e. wC ∈

F (C ) \ F (C \ {C})). Such witnesses will be central to our analysis. For the rest of

this section, and again in Chapter 3, we use “formula” to mean “irredundant formula”

(but we will still sometimes retain the “irredundant” for emphasis).

We feel sure that the analogues of Theorems 1.2.1 and 1.2.2 hold for any fixed k in

place of 3; that is (with Ik(n) the number of irredundant k-SAT formulae of n variables),

we should have

Conjecture 1.2.3. For each fixed k, Gk(n) ∼ Ik(n) ∼ 2n+(nk).

While we do think it should be possible to prove this along the present lines, the best we

can say for now is that our argument can probably be generalized to reduce Conjecture

1.2.3 to a finite problem for any given k; see the remarks following Corollary 3.5.3.

For example, at this writing we are pretty sure we could do k = 4; but as this doesn’t
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contribute anything very interesting beyond what’s needed for k = 3, it seems not worth

adding to the present, already very long argument.

On the other hand, if we retreat to k = 2 then much of the present proof evaporates—

in particular hypergraph regularity becomes ordinary Szemerédi regularity—leaving

perhaps the easiest verification of (1.4) to date. (Of course—if one cares—anything

based on regularity must give far slower convergence than the argument of [11].)

Let us try to say what we can about the proof at this point. The argument proceeds

in two phases. The first of these—which, incidentally, gives the asymptotics of log I(n),

though the proof does not need to say this—is based on the Hypergraph Regularity

Lemma (HRL) of P. Frankl and V. Rödl [8], a pioneering extension to 3-uniform hy-

pergraphs of the celebrated (graph) Regularity Lemma of E. Szemerédi [18]. (See e.g.

[16], [9] for more on the spectacular recent developments on this topic.)

A mild adaptation of some of the material in [8] shows that each irredundant C is

“compatible” with some “extended partition” P∗ (defined in Section 3.2). On the other

hand we show—this is Lemma 3.2.1, the upshot of this part of the argument—that the

set of C ’s compatible with P∗ is small unless P∗ is “coherent.” Since the number of

P∗’s is itself negligible relative to what we are aiming at, this allows us to restrict our

attention to C ’s compatible with coherent P∗’s.

Coherence of P∗ turns out to imply that there is some z ∈ {0, 1}n so that for any

C compatible with P∗ every witness for C mostly agrees (in the obvious sense) with z.

Once we have this we are done with P∗ and the HRL, and, in the second phase, just

need to bound the number of C ’s admitting a z as above, so for example the number of

C ’s for which every witness is at least 99% zeros (note we expect that a typical such C

uses mostly positive literals.) While this can presumably be handled as a stand-alone

statement, we instead give a recursive bound (see (3.15)) that includes minor terms

involving earlier values of I.

The proof of Theorem 1.2.2 is presented in Chapter 3, organized as follows. Section

3.1 fills in what we need from hypergraph regularity. Once we have this we can, in

Section 3.2, make the preceding mumble concrete and complete the proof of Theorem
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1.2.2 assuming various supporting results. These are proved in the remaining sections:

after some preliminaries in Section 3.3, Sections 3.4 and 3.5 implement the first part

of the above sketch (proving Lemma 3.2.1); the easy Section 3.6 then produces the

above-mentioned z associated with a coherent P∗; and the final part of the argument

(proving (3.15)) is carried out in Section 3.7.
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Chapter 2

The 2-SAT Problem

In this chapter we prove Theorems 1.1.1 (about the number of 2-SAT functions) and

1.1.2 (regarding OBTF graphs).

Here we think of (2-SAT) functions as being defined by (2-SAT) formulae in con-

junctive normal form, that is as expressions C1 ∧ . . .∧Ct, with t a positive integer and

each Ci an expression y1 ∨ y2 with y1, y2 literals.

Throughout this chapter, we use Γx or Γ(x) for the neighborhood of a vertex x,

preferring the former but occasionally resorting to the latter for typographical reasons

(to avoid double subscripts or because we need the subscript to specify the graph). For

a set of vertices Q, Γ(Q) is ∪x∈QΓx \Q. We use ∇(X,Y ) for the set of edges having one

end in X and the other in Y (X and Y will usually be disjoint, but we don’t require

this).

2.1 Reduction to OBTF graphs

In this section we recall what we need of the reduction from 2-SAT functions to OBTF

graphs, usually referring to [4] for details.

The spine of a non-trivial 2-SAT function S is the set of variables that take only

one value (True or False) in satisfying assignments for S. For a 2-SAT function S with

empty spine, we say that variables x, y are associated if either x ⇔ y is True in all

satisfying assignments for S, or x⇔ ȳ has this property. A 2-SAT function with empty

spine and no associated pairs is elementary. As shown in [4], the number, H(n), of

elementary, n-variable 2-SAT function satisfies

H(n) ≤ G2(n) ≤ 1 +
n∑
k=0

H(n− k)
(
n

k

)
(2n− 2k + 2)k,
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and it follows that for Theorem 1.1.1 it is enough to show

H(n) = (1 + o(1))2(n+1
2 ). (2.1)

Given a 2-SAT formula F giving rise to an elementary function SF , we construct

a partial order PF on {x1, x̄1, . . . , xn, x̄n}, by setting x < y if x̄ ∨ y appears in F (so

x⇒ y is True in any satisfying assignment for F ; note x, y can be positive or negative

literals), and taking the transitive closure of this relation. Then PF is indeed a poset

and satisfies

(a) PF depends only on the function SF ,

(b) each pair x, x̄ is incomparable, and

(c) x < y if and only if ȳ < x̄.

This construction turns out to give a bijection between the set of elementary 2-SAT

functions and the set P(n) of posets on {x1, x̄1, . . . , xn, x̄n} satisfying (b) and (c), and

in proving (2.1) we work with the interpretation H(n) = |P(n)|.

For P ∈ P(n) we construct a colored graph G(P ) on (say) vertex set {w1, . . . , wn}

by including a red edge wiwj whenever xi <· x̄j or x̄i <· xj in P (where, as usual, x <· y

means x < y and there is no z with x < z < y), and a blue edge wiwj whenever xi <· xj

or x̄i <· x̄j . Then

(d) no edge of G(P ) is colored both red and blue,

(e) G(P ) determines the cover graph of P (the set of pairs {x, y} for which x <· y or

y <· x), and

(f) G(P ) ∈ F(n).

Of course (e) is not enough to get us from Theorem 1.1.2 to the desired bound (2.1) on

H(n) (= |P(n)|), since it may be that a given cover graph corresponds to many P ’s. It

turns out that a typical blue-bipartite G does give rise to exactly two P ’s; but bounding

the contributions of general G’s is not so easy, and, inter alia, will require a somewhat

stronger version of Theorem 1.1.2 (Theorem 2.2.1). If we only wanted Theorem 1.1.2,

then Section 2.2 could be simplified, though the basic argument would not change.
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2.2 Nearly blue-bipartite

Fix C and ε > 0. We won’t bother giving these numerical values. We choose ε so that

the expression on the right hand side of (2.8) is less than 2, let c < 1 − 0.6 log2 3 be

some positive constant satisfying (2.8), and choose (say)

C > 12/c. (2.2)

Set s = s(n) = C log n.

Throughout the following discussion, G is assumed to lie in F(n) and we use V

for [n], the common vertex set of these G’s. Set κ(G) = min{|K| : K ⊆ V,G −

K is blue-bipartite}. Our main technical result is

Theorem 2.2.1. There is a constant c > 0 such that for sufficiently large n and any

t ≤ s,

|{G : κ(G) ≥ t}| < 2(1−c)snF (n− s) + 2(1−c)ndt/3eF (n− dt/3e). (2.3)

Notice that, according to (1.6), we expect F (n) ≈ 2naF (n− a) (for a not too large); so

(2.3) says that non-BB graphs contribute little to this growth. The easy derivation of

Theorem 1.1.2 from Theorem 2.2.1 is given near the end of this section.

Very roughly, the proof of Theorem 2.2.1 proceeds by identifying several possible

ways in which a graph might be anomalously sparse (see Lemmas 2.2.2-2.2.4 and 2.2.6),

and showing that graphs with many anomalies are rare, while for those with few, κ is

small. Central to our argument will be our ability to say that for most G and most

vertices x, there is a small (size about logn) subset of Γx whose neighborhood is most

of G. The next lemma is a first step in this direction.

Let

X0(n, t) = {G ∈ F(n) : ∃ Q ⊆ V (G) with |Q| = t and |Γ(Q)| < 0.6n}

and X0 = X0(n) = X0(n, s).

Lemma 2.2.2. For sufficiently large n and s ≥ t > ω(1),

|X0(n, t)| < 2(0.6 log2 3+o(1))tnF (n− t)
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Remark The statement is actually valid as long as t < o(n), but we will only use it

with t = s. In place of 0.6 we could use any constant α with α log2 3 < 1 and α > 1/2,

the latter being crucial for Lemma 2.2.4.

Proof. All G ∈ X0(n, t) can be constructed by choosing: Q; G − Q; Γ(Q); and the

restriction of G (including colors) to edges meeting Q (where we require |Q| = t and

|Γ(Q)| < 0.6n). We may bound the numbers of choices for these steps by (respectively):(
n
t

)
; F (n− t); 2n−t; and exp3[

(
t
2

)
+ t(0.6n)]. The lemma follows.

Set K1(G) = {x ∈ V (G) : dG(x) < εn}, κ1(G) = |K1(G)|, and for t ≤ n,

X1(n, t) = {G ∈ F(n) : κ1(G) ≥ t}.

Set X1 = X1(n) = X1(n, s).

Lemma 2.2.3. For sufficiently large n and any t,

|X1(n, t)| < 2(H(ε)+ε+o(1))ntF (n− t),

Proof. All G ∈ X1(n, t) can be constructed by choosing: some t-subset K of K1(G);

G −K; and Γx and colors for ∇(x,Γx) for each x ∈ K. (Of course redundancies here

and in similar arguments later only help us.) The numbers of choices for these steps

are bounded by:
(
n
t

)
; F (n− t); and (

(
n
<εn

)
2εn)t. The lemma follows.

For each G ∈ F(n), let K2(G) = {x1, . . . , xl, y1, . . . , yl} be a largest possible collec-

tion of (distinct) vertices of V \K1(G) such that |Γ(xi) ∩ Γ(yi)| < εn ∀ i ∈ [l], and set

κ2(G) = l. Let

X2(n, t) = {G ∈ F(n) \ (X0(n) ∪ X1(n)) : κ2(G) ≥ t}

and X2 = X2(n) = X2(n, s). The next lemma is perhaps our central one.
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Lemma 2.2.4. For sufficiently large n and t < o(n),

|X2(n, t)| < 22H(ε)nt(3/4)0.2nt4ntF (n− 2t).

(Actually we only use this with t < O(log n).)

Proof. All G ∈ X2(n, t) can be constructed by choosing:

(i) K = {x1, . . . , xt, y1, . . . , yt} ⊆ V \K1(G) (with x1, . . . , yt distinct);

(ii) for each i ∈ [t], Ti := Γ(xi) ∩ Γ(yi) of size at most εn;

(iii) G′ := G[V ′] (including colors), where V ′ = V \K;

(iv) for each v ∈ K, some Qv ⊆ Γ(v) \K of size s and colors for ∇(v,Qv);

(v) the remaining edges of G meeting K (those not in ∪v∈K∇(v,Qv)) and colors for

these edges.

(The point of (iv) is that, since G is OBTF, the colors for ∇(v,Qv) together with those

for edges of G′ meeting Qv limit our choices for the remaining edges at v.)

We may bound the numbers of choices in steps (i)-(iv) by n2t, 2H(ε)nt, F (n−2t), and((
n
s

)
2s
)2t

< n2st respectively, and the number of choices for G[K] (in (v)) by exp3[
(

2t
2

)
].

Given these choices (and aiming to bound the number of possibilities for ∇(K, [n] \

K)), we write Γ′ for ΓG′ , and, for i ∈ [t], define: Pi = Qxi , Qi = Qyi ; Ri = (Γ′(Pi) ∩

Γ′(Qi)) \Ti, R′i = Γ′(Pi) \Γ′(Qi) \Ti, R′′i = Γ′(Qi) \Γ′(Pi) \Ti and R̄i = V ′ \ (Ri ∪R′i ∪

R′′i ∪ Ti); and αi = |Ri|, α′i = |R′i|, α′′i = |R′′i |, βi = |R̄i| and δi = |Ti| (< εn).

We then consider (the interesting part of the argument) the number of possibilities

for ∇(z, {xi, yi}) (including colors) for z ∈ V ′. With explanations to follow, this number

is at most: (i) 5 if z ∈ R̄i; (ii) 4 if z ∈ Ti∪R′i∪R′′i ; and (iii) 3 if z ∈ Ri. This is because:

(i) z 6∈ Ti excludes the four possibilities with z connected to both xi and yi;

(ii) for z ∈ Ti this is obvious; for z ∈ R′i, we already know the colors on some (xi, z)-

path of length two, so the condition OBTF leaves only one possible color for an edge

between xi and z, thus excluding one of the five possibilities in (i) (and similarly for

z ∈ R′′i );
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(iii) here we have (as in (ii)) one excluded color for each of xiz, yiz.

Thus, letting z vary and noting that αi + α′i + α′′i + βi + δi = n− 2t, we find that the

number of possibilities for ∇({xi, yi}, V ′) is at most

5βi4α
′
i+α

′′
i +δi3αi < 4n

(
15
16

)βi (3
4

)αi−βi
≤ 4n

(
3
4

)αi−βi
.

The crucial point in all this is that G 6∈ X0 guarantees that αi − βi is big: each of

αi + α′i, αi + α′′i is at least 0.6n− 2t− δi, whence

n− 2t− δi − βi = αi + α′i + α′′i > 1.2n− 4t− 2δi − αi,

implying αi − βi > 0.2n − 2t − δi > (0.2 − ε)n − 2t. So, finally, applying this to each

i and combining with our earlier bounds (for (i)-(iv) and the first part of (v)) bounds

the total number of possibilities for G by

2(H(ε)+o(1))nt(3/4)(0.2−ε−o(1))nt4ntF (n− 2t),

which is less than the bound in the lemma.

Lemma 2.2.5. For any G ∈ F(n) \ X0(n), x ∈ V \ (K1(G) ∪K2(G)) and S ⊆ V of

size 6s, there exists Qx ⊂ Γx \ S with

|Qx| = log n and |V \ (K1(G) ∪K2(G) ∪ Γ(Qx))| < 2n1−ε. (2.4)

Proof. We have |(Γx ∩ Γy) \ S| ≥ εn− 6s for any x, y ∈ V \ (K1(G) ∪K2(G)). So, for

any such x, y and Q a random (uniform) (log n)-subset of Γx \ S,

Pr(Q ∩ Γy = ∅) <
(

1− log n
n

)|Γx∩Γy |−6s

<

(
1− log n

n

)εn−6s

< 2n−ε.

Thus E|V \ (K1(G) ∪K2(G) ∪ Γ(Q))| < 2n1−ε and the lemma follows.

For x ∈ V and Qx ⊆ Γx, say z ∈ V is inadequate for (x,Qx) if there is an odd-blue

cycle xx1zx2 with x1, x2 ∈ Qx, and write I(x,Qx) for the set of such z. If in addition
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y ∼ x andQy ⊆ Γy, say z ∈ V is inadequate for (x,Qx, y,Qy) if z ∈ I(x,Qx)∪I(y,Qy) or

there is an odd-blue cycle xx1zy1y with x1 ∈ Qx and y1 ∈ Qy, and write I(x,Qx, y,Qy)

for the set of such z.

For G ∈ F(n), let K3(G) = {x1, . . . , xl, y1, . . . , yl} be a largest possible collection

of (distinct) vertices of V \ (K1(G) ∪ K2(G)) with xi ∼ yi and for which there exist

Qv ⊆ Γv \K3 for v ∈ K3 satisfying (2.4) and

|I(xi, Qxi , yi, Qyi)| > εn ∀ i ∈ [l]. (2.5)

Set κ3(G) = l. Let

X3(n, t) = {G ∈ F(n) \ (X0 ∪ X1 ∪ X2) : κ3(G) ≥ t}

and X3 = X3(n) = X3(n, s).

Now for G ∈ F(n)\X0 and each x ∈ V \(K1(G)∪K2(G)), fix some Qx ⊆ Γx\K3(G)

satisfying (2.4) and (2.5) if x ∈ K3(G) and (2.4) otherwise. Existence of such Qx’s

is given by Lemma 2.2.5, and the maximality of K3(G) implies that for each xy ∈

E(G − (K1(G) ∪ K2(G) ∪ K3(G))) we have I(x,Qx, y,Qy) ≤ εn. Having fixed these

Qx’s, we abbreviate I(x,Qx) = I(x) and I(x,Qx, y,Qy) = I(x, y).

Lemma 2.2.6. For sufficiently large n and t ≤ s,

|X3(n, t)| < (3/4)εnt2o(nt)4ntF (n− 2t).

Proof. All G ∈ X3(n, t) can be constructed by choosing:

(i) K = {x1, . . . , xt, y1, . . . , yt} (with x1, . . . , yt distinct);

(ii) G[V ′] (including colors), where V ′ = V \K;

(iii) for each x ∈ K, Qx and colors for ∇(x,Qx);

(iv) the remaining edges meeting K and colors for these edges.

We may bound the numbers of choices in steps (i)-(iii) by n2t, F (n − 2t), and n2t logn

respectively, and the number of choices for G[K] (in (iv)) by 3(2t
2 ). Notice that the

choices in (i)-(iii) determine the sets I(xi, yi), which in particular are of size at least

εn.
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As in Lemma 2.2.4, the interesting point is the number of possibilities for∇(z, {xi, yi})

for z ∈ V ′. In general, if z ∈ Γ(Qxi)∩Γ(Qyi) this number is at most 4, since (because G

is to be OBTF) any path xixz with x ∈ Γ(Qxi)—so we already know the colors of xix

and xz—excludes one possible color for a (possible) edge xiz, and similarly for yi. More-

over, if z ∈ I(xi, yi) then the number is at most 3: if z ∈ I(xi) then an edge xiz of either

color gives an odd-blue triangle, and similarly if z ∈ I(yi); and otherwise, we cannot

have z joined to both xi and yi without creating an odd-blue triangle (and we already

know an edge xiz or yiz admits at most one possible color). If z 6∈ Γ(Qxi) ∩ Γ(Qyi),

then we just bound the number by 9, noting that the number of such z is o(n) (since

the Q’s satisfy (2.4)).

Thus the number of possibilities for ∇({xi, yi}, V ′) is at most

4n−εn3εn9o(n) = 4n(3/4)εn2o(n);

so combining with our earlier bounds we find that the number of possibilities for G is

less than (3/4)εnt2o(nt)4ntF (n− 2t).

For G 6∈ X0 let K(G) = K1(G) ∪K2(G) ∪K3(G). As we will see, Theorem 2.2.1 is

now an easy consequence of

Lemma 2.2.7. For each G ∈ F(n) \ (X0 ∪ · · · ∪ X3), G−K(G) is blue-bipartite.

Proof. We first assert that

G−K(G) contains no odd-blue cycle of length 4 or 5. (2.6)

To see this, suppose x1, . . . , xq is a cycle in G′ := G−K(G) with q ∈ {4, 5}, and (with

subscripts taken mod q) let

z ∈
q⋂
i=1

Γ(Qxi) \ (
q⋃
i=1

I(xi, xi+1) ∪ {x1, . . . , xq}).

(Note that there is such a z; in fact the size of the set on the r.h.s. is at least n −

|K1(G) ∪K2(G) ∪K3(G)| − q log n− 2qn1−ε − qεn− q, so essentially (1− qε)n.)
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Let wi ∈ Γ(z) ∩ Qxi (i ∈ [q]). Each of the closed walks zwixixi+1wi+1z is even-

blue, either (in case it is a 5-cycle) because z 6∈ I(xi, xi+1), or (otherwise) because G is

OBTF, where we use the easy

any non-simple closed walk of length at most 5

in an OBTF graph is even-blue. (2.7)

But since these walks together with the original cycle use each edge of G an even number

of times, it follows that the original cycle is also even-blue.

We now define the blue-bipartition for G′ in the natural way. Note that the diameter

of G′ is at most 2 (in fact any two vertices of G′ have at least εn − o(n) common

neighbors), and that (2.6) and (2.7) imply that for any two vertices x, y, all (x, y)-paths

of length at most 2 have the same blue-parity (defined in the obvious way). We may

thus fix some vertex x and let U consist of those vertices for which this common parity

is even (so x ∈ U) and W = V (G′) \ U . That this is indeed a blue-bipartition is again

an easy consequence of (2.6) and (2.7).

Proof of Theorem 2.2.1. For G ∈ F(n) \ X0, Lemma 2.2.7 gives κ(G) ≤ κ1(G) +

2(κ2(G) + κ3(G)), so that κ(G) ≥ t implies that either κ1(G) ≥ t/3 or at least one of

κ2(G), κ3(G) is at least t/6. It follows that

{G : κ(G) ≥ t} ⊆ X0 ∪ X1(n, dt/3e) ∪ X2(n, dt/6e) ∪ X3(n, dt/6e)

(since for G 6∈ X0: κ1(G) ≥ t/3 ⇒ G ∈ X1(n, dt/3e); κ2(G) ≥ t/6 ⇒ G ∈ X1 ∪

X2(n, dt/6e); κ3(G) ≥ t/6 ⇒ G ∈ X1 ∪ X2 ∪ X3(n, dt/6e); and X1 ⊆ X1(n, dt/3e),

X2 ⊆ X2(n, dt/6e)).

The theorem, with any (fixed, positive) c < 1− 0.6 log2 3 satisfying

2−c > 2H(ε)+ε−1 + 2H(ε)(3/4)0.1 + (3/4)ε/2, (2.8)

now follows from Lemmas 2.2.2-2.2.4 and 2.2.6.
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From this point we set b(n) = 2(n+1
2 )−1 (∼ |B(n)|).

Proof of Theorem 1.1.2. We prove Theorem 1.1.2 by showing by induction that, for

some constant ∆, c as in Theorem 2.2.1 and all n,

F (n) ≤ (1 + ∆ · 2−cn)b(n) (2.9)

To see this, choose n0 large enough so that the previous results in this section are valid

for n ≥ n0, and then choose ∆ > 2 (say) so that (2.9) holds for n ≤ n0. Assuming (2.9)

holds for n− 1, we have, using Theorem 2.2.1 for the first inequality,

|F(n) \ B(n)| = |{G : κ(G) > 0}|

< 2(1−c)snF (n− s) + 2n−cnF (n− 1)

< 2(1−c)sn(1 + ∆2−c(n−s))b(n− s)

+ 2n−cn(1 + ∆2−c(n−1))b(n− 1)

= [2(s2)−csn(1 + ∆2−c(n−s))

+ 2−cn(1 + ∆2−c(n−1))]b(n). (2.10)

So, since |B(n)| < b(n) and the coefficient of b(n) in (2.10) is less than ∆2−cn, we have

(2.9).

Feeding this back into Theorem 2.2.1 we obtain a quantitative strengthening of

Theorem 1.1.2 that will be useful below. (Recall we assume G ∈ F(n).)

Theorem 2.2.8. For any constant δ < c/3, t ≤ s and large enough n,

|{G : κ(G) ≥ t}| < 2−δntb(n). (2.11)

Proof. We have (for large enough n)

|{G : κ(G) ≥ t}| < 2(1−c)snF (n− s) + 2(1−c)ndt/3eF (n− dt/3e)

< 2[2(1−c)snb(n− s) + 2(1−c)ndt/3e · b(n− dt/3e)]

< 2−δntb(n).
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In what follows we will also need an analogue of κ for edge removals, say

γ(G) := min{|E′| : E′ ⊆ E(G), G− E′ BB}.

Lemma 2.2.9. There is a constant C ′ such that, for sufficiently large n,

|{G : γ(G) > C ′
√
n log3/2 n}| < n−3nb(n).

Proof. Fix A > ((12 log2 3)/c + 3)1/2. The story here is that κ(G) small implies γ(G)

small unless we encounter the following pathological situation. Let Y(n) consist of

those G ∈ F(n) for which there is some K ⊆ V of size at most k := (12 log n)/c such

that G − K is BB and there are disjoint S, T ⊆ V \ K, each of size A
√
n log n, with

∇G(S, T ) = ∅. We assert that, for any constant C ′′ < A2 − (12 log2 3)/c (and large n),

|Y(n)| < exp[
(
n

2

)
− C ′′n log n]. (2.12)

This is a routine calculation: the number of choices for G ∈ Y(n) is at most

3n exp3[
(
k

2

)
+ k(n− k)] exp[

(
n

2

)
−A2n log n],

where the first term corresponds to the choices of K, the blue-bipartition and S, T ; the

second to edges of G meeting K; and the third to the remaining edges (whose colors

are determined by the blue-bipartition). This gives (2.12).

Thus, in view of Theorem 2.2.8 (noting (12/c) log n < s; see (2.2)), Lemma 2.2.9

will follow from

G ∈ F(n) \ Y(n), κ(G) < (12/c) log n ⇒ γ(G) < C ′
√
n log3/2 n (2.13)

(for a suitable C ′). To see this, suppose G 6∈ Y(n) and G − K is BB with |K| <

(12/c) log n. Let X ∪ Y be a blue-bipartition of G−K, and write R and B for the sets

of red and blue edges of G. Given x ∈ K, let RX = RX(x) = {v ∈ X : xv ∈ R}, and

define BX , RY , BY similarly. Then G OBTF implies

∇(RX , BX) = ∇(RX , RY ) = ∇(BX , BY ) = ∇(RY , BY ) = ∅,
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whence (since G 6∈ Y(n)) We may assume that at most two of RX , BX , RY , BY have

size at least A
√
n log n, and if exactly two then these must be either RX and BY ,

or BX and RY . Thus there is a set E′(x) of at most 2A
√
n log n edges at x so that

either ∇(x,X) \ E′(x) ⊆ R and ∇(x, Y ) \ E′(x) ⊆ B or vice versa. Setting E′ =

E(K)∪
⋃
{E′(x) : x ∈ K}, we find that G−E′ is BB with |E′| <

(|K|
2

)
+2A|K|

√
n log n <

C ′
√
n log3/2 n, for any C ′ > 24A/c (and large n).

2.3 Blue-bipartite graphs

We continue to assume G ∈ F(n) and now need some understanding of the sizes of the

sets

P(G) := {P ∈ P(n) : G(P ) = G}

Recall (see property (e) of G(P )) that G(P ) determines the cover graph of P ; thus, as

observed in [4], we trivially have

|P(G)| < (2n)! < n2n ∀G ∈ F(n), (2.14)

since a poset is determined by its cover graph and any one of its linear extensions.

If P ∈ P(G) then the cover graph of P is C(G), defined to be the graph on

{x1, . . . , xn, x̄1, . . . , x̄n} with, for each wiwj ∈ E(G), edges xixj and xixj if wiwj is

blue, and xixj and xixj if it is red. By property (c) in the definition of P(n), the ori-

entation of either of the edges of C(G) corresponding to a given edge of G determines

the orientation of the other; so we speak, a little abusively, of orienting the edges of G.

A basic observation is that the orientations of the edges of any triangle wiwjwk of G,

are determined by the orientation of any one of them. Suppose for instance (other cases

are similar) that the edges of wiwjwk are all red, and that xi < x̄j (so also xj < x̄i). We

must then have x̄k > xi, xj (and xk < x̄i, x̄j), since (e.g.) x̄k < xi would imply xk > x̄i,

and then xk > x̄j would give xk > x̄k, while xk < x̄j would give x̄j > xj , in either

case a contradiction. It follows that the orientation of either of e, f ∈ E(G) determines

the orientation of the other whenever there is a sequence T0, . . . , Tl of triangles with e
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(resp. f) an edge of T1 (resp. Tl) and Ti−1, Ti sharing an edge for each i ∈ [l]. We then

write e ≡ f , and call the classes of this equivalence relation triangle-components of G.

If there is just one equivalence class, we say G is triangle-connected.

In general the preceding discussion bounds |P(G)| by 2η(G) with η(G) the number

of triangle components of G; but all we need from this is

Lemma 2.3.1. If G ∈ B(n) is triangle-connected then |P(G)| ≤ 2.

(Actually it’s easy to see that equality holds.) The last piece needed for the proof of

Theorem 1.1.1 is

Lemma 2.3.2. There are at most 2−Ω(n)b(n) P ∈ P(n) with G(P ) in B(n) and not

triangle-connected.

Proof. Fix δ > 0 with 5(1−H(δ)) > 3δ, and for G ∈ B(n) let X(G) = {x ∈ V : dG(x) <

δn}. Set D = 5/δ. We first dispose of some pathologies:

Proposition 2.3.3. All but at most n−3nb(n) G ∈ B(n) satisfy

(i) |X(G)| < D log n;

(ii) 6 ∃ disjoint Y,Z ⊆ V with |Y ||Z| = Dn log n and ∇(Y,Z) = ∅;

(iii) ∀x ∈ V \ X(G), the size of the largest connected component of G[Γx] is at least

dG(x)−D log n;

(iv) ∀x ∈ V \X(G), |{y ∈ V \X(G) : |Γx ∩ Γy| < D
√
n log n}| < D log n.

Proof. (i) We may specify G ∈ B(n) violating (i) by choosing: a blue-bipartition S ∪T ;

X ′ ⊆ X(G) of size D log n; E(X ′) ∪∇(X ′, V \X ′); and G−X ′. The numbers of ways

to make these choices are at most: 2n;
(

n
D logn

)
; (
∑

i<δn

(
n
i

)
)D logn; and exp[

(
n−D logn

2

)
];

and, in view of our restriction on δ, the product of these bounds is much less than

n−3nb(n).

(ii) For use in (iii) we show a slightly stronger version, say (ii′), which is just (ii)

with D replaced by 4. We may specify G ∈ B(n) violating (ii′) by choosing a blue-

bipartition S∪T and Y,Z in at most (say) 5n ways, and then the edges of G in at most

exp[
(
n
2

)
− 4n log n] ways.
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(iii) Here we simply observe that any G ∈ B(n) satisfying (ii′) also satisfies (iii). To

see this, notice that if dG(x) ≥ δn and G satisfies (ii′), then there is no K ⊆ Γx with

|K| ∈ (D log n, dG(x) − D log n) and ∇(K,Γx \K) = ∅. But then if (iii) fails at x, it

must be that all components of G[Γx] have size less than D log n, in which case we get

the supposedly nonexistent K as a union of components.

(iv) Here, with k = D log n, we may specify a violator by choosing: a blue-bipartition

S∪T ; x ∈ V ; Γx of size at least δn; y1, . . . , yk ∈ V ; Γyi∩Γx of size at most r := D
√
n log n

(for i ∈ [k]); and E(G) \ (∇(x) ∪ ∇({y1, . . . , yk}),Γx). The number of possibilities for

this whole procedure is at most

2n · n · 2n · nk ·maxm≥δn{(2
(
m
r

)
)k exp[

(
n
2

)
− km+ k2]}.

(We used
∑
{
(
m
i

)
: i ≤ r} < 2

(
m
r

)
; the irrelevant k2 allows for some yi’s in Γx; of course

we could have strengthened D
√
n log n to some Ω(n).)

We now return to the proof of Lemma 2.3.2. Let H(n) consist of those G ∈ B(n)

that are not triangle-connected and for which (i)-(iv) of Proposition 2.3.3 hold. The

proposition and (2.14) imply that Lemma 2.3.2 will follow from

∑
{|P(G)| : G ∈ H(n)} < 2−Ω(n)b(n). (2.15)

Temporarily fix G ∈ H(n) and set X = X(G) and W = W (G) = V \X. For x ∈W

let Γ′x = Γx∩W . Let Lx be the intersection of (the vertex set of) the largest connected

component of G[Γx] with Γ′x, Kx = Γ′x \ Lx, and Ex = ∇(x,Kx), and observe that all

edges contained in {x} ∪ Lx lie in the same triangle component of G, say C (x).

For x, y ∈ W , write x ↔ y if E(Lx ∩ Ly) 6= ∅, and note this implies C (x) = C (y).

By (ii) we have x↔ y whenever |Lx ∩ Ly| > 2
√
Dn log n, whence, by (iv) and (i),

|{y ∈W : y 6↔ x}| < D log n ∀x ∈W.

In particular, “↔” is the edge set of a connected graph on W , implying all triangle

components C (x) are the same; that is, E(W )−∪{Ex : x ∈W} is contained in a single
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triangle-component of G. Note also that z ∈ Kx implies |Γ′x ∩Γ′z| < |Kx| < D log n (by

(iii)), so that, again using (iv) and (i), we have

|{x ∈W : z ∈ Kx}| < min{D log n,
∑

x∈W |Kx|+ 1} ∀z ∈W. (2.16)

(The extra 1 in the trivial second bound will sometimes save us from dividing by zero.)

In what follows we set x = |X|, m = |W | (= n− x), kx = |Kx| and k = (kx : x ∈W ) ∈

[0, D log n]W .

We now consider the sum in (2.15), i.e. the number of ways to choose G ∈ H(n)

and P ∈ P(G). As usual there are 2n−1 ways to choose the blue-bipartition. We then

choose X = X(G) and the edges meeting X, the number of ways to do this for a given

x being at most
(
n
x

)(
n
<δn

)t
< exp[(log n+H(δ)n)t], define W and Γ′x as above, and let

H = G[W ]. Vertices discussed from this point are assumed to lie in W , and we set

d′x = dH(x).

We first consider a fixed k, setting g(k) = min{D log n,
∑
kx+1}. There are at most∏(m

kx

)
< exp[

∑
kx log n] ways to choose the sets Kx. Once these have been chosen,

we write H for the set of possibilities remaining for H. For a particular H ∈ H, let

UH = {{y, z} : ∃x y ∈ Kx, z ∈ Lx}. By (2.16) we have

|UH | >
1

g(k)

∑
x

(d′x − kx)kx >
δn

2g(k)

∑
kx. (2.17)

Given an ordering σ = (x1, . . . , xm) of W , we specify H by choosing, for i =

1, . . . ,m − 1, ∇(xi, {xi+1, . . . , xm} \ Kxi). Note that if i < j, l, and exactly one of

xj , xl belongs to each of Kxi , Lxi , then xj 6∼ xl is established in the processing of xi,

so we never need to consider potential edge xjxl directly. Thus the number of choices,

say f(σ,H), that we actually make in producing a specific H is at most(
m

2

)
− |{(i, {j, l}) : i < j, l;xj ∈ Kxi , xl ∈ Lxi}|.

For a fixed H and random (uniform) σ, the expectation of the subtracted expression is

at least |UH |/3. This gives (using (2.17))

1
m!

∑
σ

∑
H

f(σ,H) =
∑
H

1
m!

∑
σ

f(σ,H)

<

((
m

2

)
− δn

6g(k)

∑
kx

)
|H|. (2.18)
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Thus there is some σ for which
∑

H f(σ,H) is at most the r.h.s. of (2.18), whence, we

assert,

|H| < exp[
(
m

2

)
− δn

6g(k)

∑
kx].

Proof. This is a standard observation: for a given σ we may think of the above procedure

as a decision tree, with f(σ,H) the length of the path leading to the leaf H; and we

then have

1 ≥
∑
H

2−f(σ,H) ≥ |H| exp[−|H|−1
∑
H

f(σ,H)].

♦

Finally, we need to choose an orientation. By Lemma 2.3.1 there are just two ways

to orient the edges of the triangle component of G containing H − ∪{Ex : x ∈ W}.

We then extend to ∪{Ex : x ∈ W} and the remaining edges meeting X in at most

exp[δnt +
∑
{kx : x ∈ W}] ways. In summary the number of ways to choose the pair

(G,P ) is less than

2n
∑
x

∑
k

exp[
(
m

2

)
+ ((H(δ) + δ)n+ log n)x + (1 + log n− δn

6g(k)
)
∑
x∈W

kx], (2.19)

with the double sum over x ∈ [0, D log n] and k ∈ [0, D log n]m, excluding the (0, 0)-

term, which counts only triangle-connected graphs. Noting that
(
m
2

)
=
(
n
2

)
−x(n−x)−(

x
2

)
, we find that, for any constant γ < 1 − H(δ) − δ, the expression in (2.19) is (for

large n) less than

2(n+1
2 )∑

x

∑
k

exp[−γnx− δn

7g(k)

∑
kx] < 2−Ω(n)b(n).

2.4 Proof of Theorem 1.2.1

This is now easy. We have

|P(n)| = | ∪ {P(G) : G ∈ B(n)}|+ | ∪ {P(G) : G ∈ F(n) \ B(n)}|

Here the first term on the r.h.s. is asymptotic to 2(n+1
2 ) by (1.5) and Lemmas 2.3.1

and 2.3.2; so we just need to show that the second is o(b(n)). Moreover, according to
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Lemma 2.2.9 and (2.14), it’s enough to show this when we restrict to G with γ(G) ≤

C ′
√
n log3/2 n (C ′ as in Lemma 2.2.9). Thus the theorem will follow from

∑
{|P(G)| : G ∈ F(n) \ B(n), γ(G) ≤ C ′

√
n log3/2 n} < 2−Ω(n)b(n). (2.20)

Proof. For G as in (2.20) let E′ = E′(G) be a subset of E(G) of size at most

C ′
√
n log3/2 n with G − E′ BB. To bound the sum in (2.20)—i.e. the number of pos-

sibilities for a pair (G,P ) with G as in (2.20) and P ∈ P(G)—we consider two cases

(in each of which we use the fact that if P ∈ P(G), then the poset generated by the

restriction of P to E(G) \ E′ belongs to P(G− E′)).

For G − E′ not triangle-connected, we may think of choosing G − E′ and P ′ ∈

P(G − E′), which by Lemma 2.3.2 can be done in at most 2−Ω(n)b(n) ways, and then

choosing E′ and extending P ′ to P ∈ P(G) (that is, choosing orientations for the edges

of E′), which can be done in at most 2o(n) ways.

For G−E′ triangle-connected we specify (G,P ) by choosing: G; E′; P ′ ∈ P(G−E′);

and P extending P ′ to E(G). The number of possibilities in the first step is at most

2−Ω(n)b(n) by Theorem 2.2.8; the numbers of possibilities in the second and fourth steps

are 2o(n); and there are (by Lemma 2.3.1) just two possibilities in step 3.



25

Chapter 3

The 3-SAT Problem

In this chapter we prove Theorem 1.2.2 (giving asymptotics for the number of irredun-

dant 3-SAT formulae, and, implicitly, of 3-SAT functions).

3.1 Regularity

In this section we recall what we need from the setup of the Hypergraph Regularity

Lemma of Frankl and Rödl [8] and slightly adapt what they do to our situation. Our

notation follows theirs as much as possible.

For a bipartite graph G = (A ∪ B,E), A′ ⊆ A and B′ ⊆ B, the density of the pair

(A′, B′) is

d(A′, B′) = dG(A′, B′) = |∇(A′, B′)|/(|A′||B′|).

In particular, the density of G is d(A,B). The graph G (or the pair (A,B)) is ε-regular

if |d(A′, B′)−d(A,B)| < ε for all A′ ⊆ A and B′ ⊆ B with |A′| > ε|A| and |B′| > ε|B|.

For a set V write [V ]2 for the collection of 2-element subsets of V . An (l, t, ε1, ε2)-

partition P of [V ]2 consists of an auxiliary partition

V = V0 ∪ V1 ∪ · · · ∪ Vt (3.1)

with |V0| < t and |V1| = · · · = |Vt| =: m, together with a system of edge-disjoint

bipartite graphs

P ijα , 1 ≤ i < j ≤ t, 0 ≤ α ≤ lij ≤ l, (3.2)

satisfying

(a) ∪lijα=0P
ij
α = K(Vi, Vj) := {{x, y} : x ∈ Vi, y ∈ Vj} ∀1 ≤ i < j ≤ t, and
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(b) all but at most ε1

(
t
2

)
m2 pairs {vi, vj}, vi ∈ Vi, vj ∈ Vj , 1 ≤ i < j ≤ t, are edges

of ε2-regular bipartite graphs P ijα .

A partition P as above is equitable if for all but at most ε1

(
t
2

)
pairs i, j, with

1 ≤ i < j ≤ t, we have

|P ij0 | < ε1m
2

and

|d
P ijα

(Vi, Vj)− l−1| < ε2 ∀1 ≤ α ≤ lij . (3.3)

Note this implies (1 + ε2l)−1l < lij (≤ l), so in fact

lij = l (3.4)

if ε2 < l−2, as will be true below.

It will be convenient to refer to V1, . . . , Vt (but not V0) as the blocks of P and to the

P ijα ’s with α > 0 as the bundles of P.

From now on we take V to be Xn, our set of Boolean variables. For the following

definitions we fix a partition P as above. To simplify notation we will often use A,B,C

and so on for blocks of P. A triad of P on a triple of (distinct) blocks (A,B,C) is

P = PABC = (PAB, PBC , PAC), with PAB one of the bundles of P joining A and B,

and similarly for PAC and PBC .∗ A subtriad of such a P is then Q = (QAB, QBC , QAC)

with QAB ⊆ PAB and so on. Since we are fixing P for the present discussion, in what

follows we will usually drop the stipulation “of P.”

A triangle of a triad P as above is a triangle in the graph with edge set PAB ∪PAC ∪

PBC (usually designated by its set of vertices). We write T (P ) for the set of such

triangles and t(P ) for |T (P )|. Triangles of a subtriad Q and T (Q), t(Q) are defined

similarly.

For a triad P on blocks A,B,C, a pattern on P is π : {A,B,C} → {0, 1}. We

interpret this as associating a preferred literal, π(x), with each (variable) x ∈ A∪B∪C;

∗This usage differs slightly from that in [8], in which triads of P may also use P ij
0 ’s; the change

is convenient for us and of course does not affect Theorem 3.1.1 (formally it makes the theorem a bit
weaker).
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thus, for example, for a ∈ A, π(a) is a if π(A) = 1 and ā if π(A) = 0. We also write

π(a, b, c) for the clause π(a)π(b)π(c) := π(a) ∧ π(b) ∧ π(c) (where a ∈ A, b ∈ B and

c ∈ C); such a clause is said to belong to π.

Remark. Of course we could just define patterns directly on triples of blocks, but the

current definition will turn out to be less troublesome. Note that, as above, we will

often give the blocks of triad P as an ordered triple, which allows us to write, e.g.,

π = (1, 1, 0) without ambiguity.

Now fix an (irredundant) formula C , again regarded as a set of clauses. For a triad

P and pattern π on P , we set

Tπ = TC
π = {{x, y, z} ∈ T (P ) : π(x, y, z) ∈ C },

and for the analogue for a subtriad Q of P use Tπ(Q). Define the density of π to be

dπ = dC
π = |Tπ|/t(P ). (3.5)

For a pattern π on triad P , integer r, and r-tuple Q = (Q(1), . . . , Q(r)) of subtriads

of P , set

dπ(Q) =
| ∪rs=1 Tπ(Q(s))|
| ∪rs=1 T (Q(s))|

.

We say P is (δ, r, π)-regular for C if for every Q as above with |∪rs=1 T (Q(s))| > δt(P ),

we have |dπ(Q)− dπ| < δ, and (δ, r)-regular for C if it is (δ, r, π)-regular for each of the

eight patterns π on P (and (δ, r)-irregular otherwise).

Finally, P is (δ, r)-regular for C if∑
{t(P ) : P is a (δ, r)-irregular triad of P} < δn3. (3.6)

Let us emphasize that in the above discussion, the quantities subscripted by π, as well

as the definitions of regularity for triads and partitions, refer to the fixed C .

Theorem 3.1.1. For all δ, ε1 with 0 < ε1 ≤ 2δ4 and integers t0 and l0, and for all

integer-valued functions r = r(t, l) and decreasing functions ε2 = ε2(l) with 0 < ε2(l) ≤

l−1, there are T0, L0 and N0 such that any formula C on Xn, with n > N0, admits a

(δ, r)-regular, equitable (l, t, ε1, ε2)-partition P for some t and l satisfying t0 ≤ t < T0

and l0 ≤ l < L0.
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Proof. This is given by the proof of Theorem 3.11 in [8] (which is the same as the

proof of Theorem 3.5 beginning on page 151), with some minor modifications at the

outset. We just indicate what these are, omitting a couple definitions that are obvious

analogues of their counterparts above. We use the initial equitable (l0, t0, ε1, ε2(l))-

partition P0 (which is defined without reference to any hypergraph) to specify hy-

pergraphs H1, . . . ,H8, as follows. Suppose the blocks of P0 are V1, . . . , Vt0 . For

π = (π1, π2, π3) ∈ {0, 1}3 and x ∈ Vi, y ∈ Vj and z ∈ Vk with i < j < k, set

π(x, y, z) = π1(x)π2(y)π3(z) (= π1(x) ∧ π2(y) ∧ π3(z)), where

ψ(x) =

 x if ψ1 = 1

x̄ if ψ1 = 0,

and similarly for ψ2(y) and ψ3(z). Then let π1, . . . , π8 be some ordering of {0, 1}3, and

for s ∈ [8] and x, y, z as above, let {x, y, z} ∈ Hs if (and only if) πs(x, y, z) ∈ C .

The (only) point here is that by starting this way we guarantee that clauses belong-

ing to the same pattern in our eventual partition will correspond to edges of the same

Hs: Theorem 3.11 of [8] gives a partition P as in our Theorem 3.1.1 in which regularity

with respect to C is replaced by regularity with respect to each of H1, . . . ,H8 (which we

will not define). But for any triad P of P and pattern π on P , (δ, r, π)-regularity for C

is the same as (δ, r)-regularity of P (again, we omit the definition) for the appropriate

Hs, and we are done. (To be unconscionably picky, we should slightly adjust δ, since

bounds corresponding to (3.6) for the Hs’s will turn into a bound 8δn3 for C .)

Final remark. In applying Theorem 3.1.1 it will be convenient to require that in fact

lij = l ∀i, j. (3.7)

As noted in (3.4) this is automatically true for i, j satisfying (3.3) (again, assuming

ε2 < l−2 which will be true below); while the assumption (equitability) that all but ε1

(
t
2

)
pairs i, j do satisfy (3.3) allows us to arbitrarily modify the partitions of the remaining

K(Vi, Vj)’s—we just replace them with partitions satisfying (3.7)—without significantly

affecting (3.6). (So, to be overly precise, we get this very slightly strengthened version
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of Theorem 3.1.1 by applying the original with a slightly smaller δ. Of course the

message here is that pairs failing (3.3) are essentially irrelevant; indeed the only point

of (3.7) is that it makes some things a little easier to say in Section 3.5.)

3.2 Skeleton

In this section we give enough in the way of additional definitions to allow us to state

our main lemmas, and give the proof of Theorem 1.2.2 modulo the much longer proofs

of these supporting results.

We will soon need to say something concrete about our many parameters, but defer

this discussion to the end of the present section. Given δ, ε1, t0, l0, r = r(t, l), ε2 = ε2(l),

and associated T0, L0 as in Theorem 3.1.1, define an extended partition P∗ to consist of

an equitable (l, t, ε1, ε2)-partition P, with t ∈ [t0, T0], l ∈ [l0, L0], together with

(a) a set R(P∗) of triads of P that (i) includes no P for which some two blocks of P

violate (3.3) or some bundle of P violates ε2-regularity, and (ii) satisfies

∑
{t(P ) : P a triad of P not in R(P∗)} < 2δn3 (3.8)

(we will mostly ignore triads not in R(P∗)); and

(b) a value dπ = dP
∗

π ∈ {0, t(P )−1, . . . , (t(P )− 1)t(P )−1, 1} for each pattern π on some

P ∈ R(P∗).

We will call the triads in R(P∗) the triads of P∗. The bundles of P∗ are those

ε2-regular bundles P ijα of P for which the pair {i, j} satisfies (3.3) (so the bundles of P

that we allow in triads of P∗). A triangle of P∗ is a triangle belonging to some triad of

P∗. Say π is a pattern of P∗ if it is a pattern on some triad of P∗ and

dπ > 2d0, (3.9)

where d0 will be specified below. A clause of P∗ is then a clause belonging to a pattern

of P∗; we use K(P∗) for the set of such clauses.

Say a formula C and P∗ are compatible (written C ∼ P∗) if every triad P of P∗ is

(δ, r)-regular for C , and has dC
π = dπ for each pattern π on P . It follows from Theorem
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3.1.1 that (for large enough n) every C is compatible with some P∗. (The extra “2”

on the right hand side of (3.8) covers triangles involving pairs {i, j} violating (3.3).)

We say P∗ is feasible if it is compatible with at least one C and in what follows always

assume this to be the case. Set

N∗(P∗) = |{C : C ∼ P∗}|.

We use N∗ here because we will later work mostly with

N (P∗) = {C ∩ K(P∗) : C ∼ P∗} and N(P∗) = |N (P∗)|.

Say a triad P of P∗ is proper if it supports a unique pattern of P∗—always denoted

πP—and dπ
P
> 1/3. Say f : {blocks ofP} → {0, 1} and P agree if P is proper and

πP (A) = f(A) for each block A of P . Finally, say P∗ is coherent if there is an f as

above such that (with ζ2 discussed below)

all but at most ζ2

(
t
3

)
l3 triads of P∗ agree with f. (3.10)

The longest part of our argument is devoted to proving, for c2 and all of the preceding

parameters as described below,

Lemma 3.2.1. If

logN∗(P∗) > (1− c2)
(
n
3

)
(3.11)

then P∗ is coherent.

The argument then proceeds as follows. Fix δ, ε1, t0, l0, r, ε2 (again, see below

for settings; note r and ε2 are functions). As noted above, Theorem 3.1.1 implies that

each (irredundant) C is compatible with some extended partition P∗. The number

of possibilities for P∗ is, for large enough n, less than (say) exp[(logL0)n2]. (There

are, very crudely, at most: Tn0 choices for the partition {Vi}; exp[(logL0)
(
n
2

)
] for the

bundles P ijα ; and exp[(1 + 8 logm3)
(
T0

3

)
L3

0] for R(P∗) and the dπ’s.) Combining this

with Lemma 3.2.1 we have, for any constant c′ < c2 and large enough n,

Corollary 3.2.2. All but at most exp[(1− c′)
(
n
3

)
] irredundant C ’s satisfy

C ∼ P∗ for some coherent P∗. (3.12)
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We next need a bound on the number of C ’s that do satisfy (3.12). Define the

multiplicity, m(y) = mC (y), of the literal y in C to be the number of clauses of C

containing y. Say C is positive if m(x) ≥ m(x̄) for each variable x. The P∗’s will

disappear from our argument once we establish (with ζ again TBA)

Lemma 3.2.3. If C is positive and C ∼ P∗ for some coherent P∗, then

any witness w for any clause in C has fewer than ζn 1’s. (3.13)

The easy proof is given in Section 3.6.

Write I∗ for the collection of (irredundant) positive C ’s satisfying (3.13). According

to Corollary 3.2.2 and Lemma 3.2.3 we have

I(n) < exp[(1− c′)
(
n
3

)
] + 2n|I∗|. (3.14)

In Section 3.7 we will show, for large enough n and an appropriate positive constant c,

|I∗| < 2(n3) + exp[(1− c)
(
n
2

)
]I(n− 1)

+ exp[(1− c)3
(
n
2

)
]I(n− 3) + exp[

(
n
3

)
− cn]. (3.15)

The proof of Theorem 1.2.2 is then completed as follows. Combining (3.14) and

(3.15) and setting B(n) = 2n+(n3), we have (again, for large enough n)

I(n) < (1 + exp[−c′n])B(n) + exp[(1− c′)
(
n
2

)
]I(n− 1)

+ exp[(1− c′)3
(
n
2

)
]I(n− 3) (3.16)

(where the change from c to c′ takes care of some factors 2n and allows us to absorb

the first term on the r.h.s. of (3.14) in the term exp[−c′n]B(n)).

We show by induction that (3.16) implies that, for some constant ∆ and all n,

I(n) ≤ (1 + ∆ · 2−c′n)B(n) (3.17)

(which proves Theorem 1.2.2).

For (3.17), choose n0 large enough so that (3.16) holds for n ≥ n0, and then choose

∆ > 2 (say) so that (3.17) holds for n ≤ n0. Assuming (3.17) holds up to n− 1 (≥ n0),
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we have (omitting the little calculation for the second inequality)

I(n)−B(n) < 2−c
′nB(n) + exp[(1− c′)

(
n
2

)
](1 + ∆2−c

′(n−1))B(n− 1)

+ exp[(1− c′)3
(
n
2

)
](1 + ∆2−c

′(n−3))B(n− 3)

< {2−c′n + exp[(−c′
(
n
2

)
+ n](1 + ∆2−c

′(n−1))}B(n)

This gives (3.17) for n.

Parameters

Before proceeding we should say something about relations between parameters.

Our task in Section 3.7 is to prove (3.15) with some positive c. This requires an upper

bound on the ζ produced by Lemma 3.2.3 (see (3.63) and (3.64), which involve some

additional parameters), which in turn, via Lemma 3.2.3, forces ζ2 in (3.10) to be small

(namely it should satisfy (3.62)).

Of course for Lemma 3.2.1 to hold, we then need c2 to be small. Specific requirements

(which, for whatever it’s worth, can be satisfied e.g. with c2 some smallish multiple of

ζ6
2 ) are given in Section 3.5 (see (3.45)-(3.47)). These again involve some auxiliaries,

mainly ζ1 and c1, which play roles in Lemma 3.5.4 analogous to those of ζ2 and c2 in

Lemma 3.2.1. (The subscripts are arranged in this way because we think of ζ1 and c1

as appearing earlier in the argument, Lemma 3.5.4 being the final intermediate step in

the proof Lemma 3.2.1.)

We then take d0 to be small compared to c2 (the smallest of the preceding parame-

ters), and all of δ, ε1, t
−1
0 , l−1

0 small compared to d0 (where “small” means small enough

to support our arguments; here we won’t spell out the requirements, but it will be clear

as we proceed that there is no difficulty in arranging this). Though unnecessary, it will

be slightly convenient to set

δ = t−1
0 = l−1 (3.18)

(but we retain the names to preserve the flavor of Theorem 3.1.1). Finally, we take r

(= r(t, l)) = l6 and ε2 (= ε2(l)) = l−40. (The value of r is needed in Section 3.4 and
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then the rather severe value of ε2 is dictated by Lemma 3.3.7 (whose h will eventually

turn into r).)

We will use the usual asymptotic notation α = O(β), even when α and β are them-

selves (usually very small) constants, the interpretation being that α < Cβ for some C

that could be fixed in advance of any of our arguments. But we will also sometimes use

inequalities with explicit constants, where this seems to make the exposition clearer.

3.3 Basics

Here we collect some general observations, first (Section 3.3.1) for regular graphic par-

titions, and then (Sections 3.3.2 and 3.3.3) for feasible P∗’s. These will be used in

establishing, in Section 3.4, limits on legal configurations of patterns, the technical

basis for the proof of Lemma 3.2.1. We begin with some

Conventions.

From this point through the end of Section 3.5 we fix a feasible P∗ (for which we

will eventually prove Lemma 3.2.1) together with some C ∼ P∗. Triads, clauses and

patterns are then understood to be triads, clauses and patterns of P∗, and we will drop

the latter specification.

As noted above, Section 3.3.1 deals only with graphic aspects of P∗, so does not

really require feasibility. Most of the remaining sections do require feasibility, and it is

to make use of this assumption that we need C ; that is, we are not really interested in

C itself at this point, but only in the implications for P∗ that can be derived from its

compatibility with C . For the duration of this discussion (that is, through Section 3.5),

notation involving patterns (e.g. Tπ) and choices of witnesses will always refer to C .

We will also assume, here and in Section 3.4, that we have fixed a bundle P ijα of P∗

for any pair of blocks {Vi, Vj} used by some triad involved in our discussion; thus if two

of these triads share a pair of blocks, then they use the same bundle from this pair.

The bundles and triads under discussion may then by specified by their blocks: for

simplicity we will usually rename blocks A,B,C, . . . and use PAB for the (fixed) bundle

joining A and B and PABC for the triad on {A,B,C}. To avoid repeated specification,
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we will always take a, ai ∈ A and so on.

We will also adopt the following abusive but convenient notation. For blocks A,B,C

and X ⊆ A, Y ⊆ B, Z ⊆ C, we will write XY for the set of edges of PAB joining X

and Y , and XY Z for the set of triangles of the subtriad (XY,XZ, Y Z) of PABC .

Finally, for a graph G on V , Y ⊆ V and x1, . . . , xk ∈ V \ Y , set Y (x1, . . . , xk) =

{y ∈ Y : y ∼ xi ∀i ∈ [k]} (where, as usual, x ∼ y means xy ∈ E(G)).

3.3.1 Decency

We first need a few easy consequences of graphic regularity, beginning with the following

basic (and standard) observation (see e.g. Fact 1.3 in [13]).

Proposition 3.3.1. If (A,B) is ε-regular with density d, then for any B′ ⊆ B of size

at least ε|B|,

|{a ∈ A : |B′(a)| 6= (d± ε)|B′|}| < 2ε|A|.

Now suppose that Y1, . . . , Yk are (distinct) blocks of P∗ and, for 1 ≤ i < j ≤ k,

Pij is a bundle of P∗ joining Yi and Yj (so in particular Pij is ε2-regular with density

l−1 ± ε2). For distinct x1, . . . , xs ∈ ∪Yi and Yj(xi : i ∈ I) defined by the Pij ’s, say

{x1, . . . , xs} is decent (with respect to Y1, . . . , Yk and the Pij ’s, but we will drop this

specification when the meaning is clear) if for all I ⊆ [s],

|Yj(xi : i ∈ I)| = (l−1 ± 2ε2)|I|m (= (1± 2ε2l)sml−s)

whenever the left side is defined; that is, whenever xi 6∈ Yj ∀i ∈ I.

The next easy observation is similar to, e.g., [13, Fact 1.4].

Proposition 3.3.2. With notation as above, if s is fixed and {x1, . . . , xs} is decent,

then for any u ∈ [k],

|{x ∈ Yu : {x1, . . . , xs, x} is indecent}| < 2s+1kε2m.

(Actually we will always have k ≤ 4, but it is no harder to give the general statement.

In fact s need not be fixed: we just need (l−1−2ε2)s > ε2. It may also be worth noting
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that the constant 2s+1k can always be improved; but all we ever really need from

Proposition 3.3.2 is a bound of the form O(ε2m), so there’s no reason to be careful

here.)

Proof. If x ∈ Yu and {x1, . . . , xs, x} is indecent, then there are j ∈ [k] \ {u} and I ⊆ [s]

such that xi 6∈ Yj ∀i ∈ I and

|Yj(x) ∩ Yj(xi : i ∈ I)| 6= (l−1 ± 2ε2)|Yj(xi : i ∈ I)|.

But by Proposition 3.3.1 (using |Yj(xi : i ∈ I)| > (l−1 − 2ε2)sm > ε2m), the number of

such x’s for a given j and I is less than 2ε2m.

In line with the conventions given at the beginning of this section, we will in what

follows always assume that “decency” refers to the set of blocks under discussion, and

will tend to drop the specification “with respect to Y1, . . . , Yk.”

From now until the end of Section 3.3.2 we work with blocks A,B,C, employing

the conventions discussed earlier and setting P = PABC . The following definitions are

given with A,B,C in particular roles, but of course are meant to also apply when these

roles are permuted. Set (for a ∈ A)

L(a) = LP (a) = {bc : {a, b, c} ∈ T (P )}

(L for “link”), and, similarly, for an edge ab,

L(ab) = LP (ab) = {c : {a, b, c} ∈ T (P )}

(where, recall, we assume a ∈ A and so on).

The next proposition, in which decency is with respect to A,B,C, is immediate

from the definitions

Proposition 3.3.3. (a) If a is decent then |L(a)| = (1± 2ε2l)3m2l−3;

(b) If ab is a decent edge, then |L(ab)| = (1± 2ε2l)2ml−2;

Finally, we need to say something about triangle counts (compare e.g. [8, Fact A,

p. 139]):
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Proposition 3.3.4. If X,Y, Z are subsets of A,B,C (resp.) with each of |Y |, |Z| at

least (1− 2ε2l)−1ε2lm, then

(1− 2ε2m
|X| )(1− 2ε2l)3|X||Y ||Z|l−3 < |XY Z| < |X||Y ||Z|l−3 + 5ε2m

3.

In particular,

(1− 7ε2l)m3l−3 < t(P ) < (1 + 5ε2l
3)m3l−3

Proof. Lower bound: There are at least |X| − 2ε2m = (1 − 2ε2m
|X| )|X| a’s in X

with |Y (a)| > (1 − 2ε2l)|Y |l−1 and |Z(a)| > (1 − 2ε2l)|Z|l−1, and for each of these

a’s we have (now fully using the lower bounds on |Y | and |Z|) |Y (a)Z(a)| > (1 −

2ε2l)|Y (a)||Z(a)|l−1.

Upper bound: There are at most 2ε2m a’s with |Y (a)| > (1 + 2ε2l)|Y |l−1 or

|Z(a)| > (1 + 2ε2l)|Z|l−1 (or both), while for any a we have |Y (a)Z(a)| < max{(1 +

2ε2l)|Y (a)||Z(a)|l−1, ε2m
2}. This gives (crudely)

|XY Z| < (1 + 2ε2l)3|X||Y ||Z|l−3 + 4ε2m
3.

3.3.2 Triads

We continue to work with blocks A,B,C and P = PABC , and now fix a pattern π on P .

Note in particular that “decency” in this section is with respect to these three blocks

(and P ). Set (e.g.)

Lπ(a) = {bc : {a, b, c} ∈ Tπ}

(where, recall, Tπ is TC
π for our fixed C ) and, for an edge ab,

Lπ(ab) = {c : {a, b, c} ∈ Tπ}.

Say a is good for π—or for now simply good—if, with δ1 =
√
δ,

(i) a is decent, and
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(ii) for any B1, . . . , Br ⊆ B(a) and C1, . . . , Cr ⊆ C(a), if the edge sets Gs := BsCs

satisfy | ∪rs=1 Gs| > δ1m
2l−3, then

|Lπ(a) ∩ (∪rs=1Gs)| = (dπ ± δ)| ∪rs=1 Gs|. (3.19)

(Note that (ii) implies the formally more general statement where the number of Bi’s

and Ci’s is at most r, since we can add some empty sets to the list.)

For a good a, say b ∈ B(a) is nice to a (with respect to π, but again we’ll drop this

specification) if {a, b} is decent and

|Lπ(ab)| = (dπ ± 2δ)ml−2 (3.20)

An edge ab is then good if a and b are good and nice to each other. A triangle {a, b, c}

is good if its edges are all good and great if it is good and belongs to Tπ. Finally, we say

a vertex is great if it belongs to at least d0m
2l−3 great triangles and an edge is great if

it belongs to at least d0ml
−2 great triangles.

Let δ2 = 4ε2l + 3δ1, δ3 = 12ε2 + 3δ1, δ4 = 114ε2l
3 + 4δ2 + 4δ3, and γ = 2δ4/d0 (=

Θ(
√
δ/d0)). We will use these ugly expressions in the statement and proof of the next

lemma, but will then immediately pass to the relaxed version, Corollary 3.3.6, at which

point δ2, δ3, δ4 will disappear from the discussion.

Lemma 3.3.5. (a) At least (1− δ2)m vertices of A are good.

(b) If a is good, then |{b ∈ B(a) : b is not nice to a}| < δ3ml
−1; thus at least (1−2ε2l−

δ3)ml−1 vertices of B(a) are nice to a.

(c) At most δ4m
3l−3 members of T (P ) are not good. It follows that T (P ) contains at

least (1−7ε2−δ4)m3l−3 good triangles and at least (dπ−7ε2l−δ4)m3l−3 great triangles.

(d) At least (1− γ)m vertices of A are great, and at least (1− γ)(m2l−1) edges of PAB

are great.

Corollary 3.3.6. (a) At least (1− γ)m vertices of A are good.

(b) If a is good, then |{b ∈ B(a) : b is not nice to a}| < γml−1, and at least (1−γ)ml−1

vertices of B(a) are nice to a.
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(c) At most γm3l−3 members of T (P ) are not good. At least (1− γ)m3l−3 triangles of

T (P ) are good, and at least (dπ − γ)m3l−3 are great.

(d) (Repeating:) At least (1 − γ)m vertices of A are great and at least (1 − γ)m2l−1

edges of PAB are great.

Proof of Lemma 3.3.5. We use “bad” for “not good” and for the proofs of (a) and (b)

set G = PBC .

(a) By Proposition 3.3.1, at most 4ε2m vertices of A are indecent; so failure of (a)

implies that there is a set A0 of at least (3/2)δ1m decent vertices of A satisfying either

(i) for each a ∈ A0 there are B1(a), . . . , Br(a) ⊆ B(a) and C1(a), . . . , Cr(a) ⊆ C(a)

such that, with Gs(a) = Bs(a)Cs(a), we have | ∪rs=1 Gs(a)| > δ1m
2l−3, and

|Lπ(a) ∩ (∪rs=1Gs(a))| < (dπ − δ)| ∪rs=1 Gs(a)|,

or (ii) the corresponding statement with “< (dπ−δ)” replaced by “> (dπ+δ).” Assuming

the first (the argument for the second is identical) and setting Gs = ∪a∈A0Gs(a),

Hs = ∪a∈A0{ab : b ∈ Bs(a)} and Ks = ∪a∈A0{ac : c ∈ Cs(a)}, we find that for the

subtriads Qs = (Gs, Hs,Ks) of P we have

| ∪rs=1 T (Qs)| =
∑
a∈A0

| ∪rs=1 Gs(a)| > |A0|δ1m
2l−3 ≥ δt(P )

(using the upper bound on t(P ) in Proposition 3.3.4), while

| ∪rs=1 Tπ(Qs)| =
∑
a∈A0

|Lπ(a) ∩ (∪rs=1Gs(a))|

<
∑
a∈A0

(dπ − δ)| ∪rs=1 Gs(a)| = (dπ − δ)| ∪rs=1 T (Qs)|,

contradicting the (δ, r, π)-regularity of P .

(b) Since a is decent, each of |B(a)|, |C(a)| is at least (1 − 2ε2l)ml−1; in particular

the second assertion in (b) follows from the first. By Proposition 3.3.2, |{b ∈ B(a) :

ab is indecent}| < 12ε2m; so we will be done if we show that at most 3δ1ml
−1 b’s

violate (3.20). Suppose instead (e.g., the other case again being similar) that there is

B0 ⊆ B(a) of size at least (3/2)δ1ml
−1 with

|Lπ(ab)| < (dπ − 2δ)ml−2 ∀b ∈ B0.
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Then with G1 = B0C(a) we have

|G1| > |B0||C(a)|(l−1 − 2ε2) > |B0|(1− 2ε2l)2ml−2 > δ1m
2l−3,

while

|Lπ(a) ∩G1| =
∑
b∈B0

|Lπ(ab)| < |B0|(dπ − 2δ)ml−2 < (dπ − δ)|G1|,

contradicting the assumption that a is good.

(c) Of the triangles {a, b, c} of T (P ) at most 114ε2m
3 are indecent (by Proposition 3.3.2;

the constant is of course a bit excessive); at most 3δ2(1 + 2ε2l)3m3l−3 < 4δ2m
3l−3 are

bad because at least one of a, b, c is decent but bad (by (a) and Proposition 3.3.3(a));

and at most 3m(δ3ml
−1)(1 + 2ε2l)2ml−2 < 4δ3m

3l−3 are decent but bad because one

of a, b, c fails to be nice to another (by (b) and Proposition 3.3.3(b)). This gives the

first assertion; the second and third then follow from Proposition 3.3.4, the latter since

the number of great triangles of P is at least

|Tπ| − δ4m
3l−3 = dπt(P )− δ4m

3l−3 > [dπ − 7ε2l − δ4]m3l−3.

(d) Set η = 7ε2l + δ4; thus (c) says that the number of great triangles is at least

(dπ − η)m3l−3.

We first consider great vertices a. A good a belongs to at most (dπ + 2δ)m2l−3

great triangles (namely, |Lπ(a)| < (dπ + δ)|(B(a)C(a))| < (dπ + δ)(l−1 + 2ε2)3m2 <

(dπ + 2δ)m2l−3). Thus, with s the number of non-great a’s (note a bad vertex is in no

great triangles), the number of great triangles is at most

(m− s)(dπ + 2δ)m2l−3 + sd0m
2l−3,

and combining these bounds gives (using (3.9)) s < (2δ + η)/(dπ + 2δ − d0)m < γm.

The argument for edges is similar. A good edge belongs to at most (dπ + 2δ)ml−2

great triangles, so if s is the number of non-great ab’s then the number of great triangles

is at most ((1 + ε2l)m2l−1 − s)(dπ + 2δ) + sd0ml
−2. Again combining with (c) bounds

s by roughly (δ1/d0)m2l−1, and the (second) statement in (c) follows since |AB| >

(1− ε2l)m2l−1.
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3.3.3 More basics

We continue to work with P = PABC , and a fixed π on P . For the next lemma we add

a fourth block, say D, which only appears incognito: “decency” in Lemma 3.3.7 means

with respect to A,B,C,D.

Lemma 3.3.7. For T ⊆ T (P ) with |T (P ) \ T | < 5γm3l−3 and h such that h6ε2l
2 <<

dπ, there are distinct ai, bij and cij, i, j ∈ [h] satisfying

(i) {ai, bij , cij} ∈ T is great for all i, j, and

(ii) any set of four of the vertices ai, bij , cij is decent.

In practice T will consist of all members of T (P ) avoiding some set of pathologies that

are known to be rare by the results of Section 3.3.2.

Proof. We first observe that, with α = dπ and T ∗ the set of great triples from T , we

have (using Proposition 3.3.4 and Corollary 3.3.6(c))

|T ∗| > αt(P )− 5γm3l−3 − γm3l−3 > (α− 6γ − 7ε2l
3)m3l−3. (3.21)

Say an edge ab is fine if |{c : abc ∈ T ∗}| > 1
2αml

−2, and a is fine if ab is fine for at

least 1
2ml

−1 b’s. We assert that

at most 40(γ/α)m a’s are not fine. (3.22)

Proof of (3.22). Writing s for the number of non-fine ab’s we find (with explanations

to follow) that |T ∗| is at most

3γm3l−3 + ((1 + 2ε2l)m2l−1 − s)(α+ 2δ)ml−2 + (1/2)sαml−2. (3.23)

Here the first term covers triangles on edges ab that are either indecent or for which

|Lπ(ab)| > (α+ 2δ)ml−2. (By Proposition 3.3.2 there are at most O(ε2m
2) ab’s of the

first type, a minor term since ε2 is much smaller than γl−3. On the other hand, ab

decent with |Lπ(ab)| > (α+ 2δ)ml−2 implies that either a is bad, or a is good and b is

not nice to a; by Corollary 3.3.6(a) and (b), there are essentially at most 2γm2l−1 such

ab’s; decency gives |Lπ(ab)| < (1 + 2ε2l)2ml−2.) The expression (1 + 2ε2l)m2l−1 is an

upper bound on the number of decent edges ab, and the rest of (3.23) is self-explanatory.
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Combining (3.23) and (3.21) gives (say) s < 19(γ/α)m2l−1. It follows (using

|PAB| > (1− 2ε2l)m2l−1) that for the number, say u, of fine ab’s, we have

u > (1− 19γ/α)m2l−1. (3.24)

But we also have, with v the number of non-fine a’s,

u < 2ε2m
2 + (m− v)(1 + 2ε2l)ml−1 + (1/2)vml−1 < (m− v/2)ml−1 + 4ε2m

2,

and combining this with (3.24) gives (3.22). ♦

We now turn to producing the sequences described in the lemma. First, from the

set of at least (1− 40γ/α)m fine a’s, choose (distinct) a1, . . . , ah such that

any 4-subset of the ai’s is decent. (3.25)

This is possible because, by Proposition 3.3.2, once we have a1, . . . , ai, (3.25) rules out

at most O(i3ε2m) choices for ai+1.

Second, for i = 1, . . . , h, do: for j = 1, . . . , h choose (distinct) bij , cij with aibijcij ∈

T ∗ such that (ii) holds for all a’s, b’s and c’s chosen to this point (that is, any set of

at most four vertices from {a1, . . . , ah} ∪
⋃
{{bkl, ckl} : k < i or [k = i and l ≤ j]} is

decent). We can do this because (again using Proposition 3.3.2) when we come to j:

from an initial set of at least (1/2)ml−1 b’s for which aib is fine, at most O(h6ε2m) are

disallowed because they introduce a violation of (ii) or are equal to some earlier bkl;

and similarly, given bij , there are at least (1/2)αml−2 −O(h6ε2m) choices for cij .

In Section 3.4 we will use sequences as in Lemma 3.3.7 to prove the impossibility

of certain combinations of patterns. The underlying mechanism, provided by Lemma

3.3.9, is again similar to uses of (δ, r)-regularity in [8]. We first need the elementary

Proposition 3.3.8. If S1, . . . , Sh are sets of size at least p with |Si ∩ Sj | < q ∀ i 6= j,

then for any k ≤ h we have

| ∪ Si| ≥ | ∪ki=1 Si| ≥ kp−
(
k
2

)
q.

In particular, if h ≥ p/q then taking k = p/q gives | ∪ Si| ≥ p2/(2q).
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Lemma 3.3.9. (a) Suppose Xi ⊆ A and Yi ⊆ B, i = 1, . . . , h with h > (λ/κ)2lc+d−a−b

satisfy

|Xi| > λml−a, |Yi| > λml−b ∀ i (3.26)

and

|Xi ∩Xj | < κml−c, |Yi ∩ Yj | < κml−d ∀ i 6= j, (3.27)

where λ > ε2 max{la, lb}. Then

| ∪XiYi| > λ4

3κ2m
2lc+d−2a−2b−1. (3.28)

(b) If Xi ⊆ A, Yi ⊆ B and Zi ⊆ C, i = 1, . . . , h > (λ/κ)3ld+e+f−a−b−c satisfy

|Xi| > λml−a, |Yi| > λml−b, |Zi| > λml−c ∀ i

and

|Xi ∩Xj | < κml−d, |Yi ∩ Yj | < κml−e, |Zi ∩ Zj | < κml−f ∀ i 6= j,

where (say) λ > 40ε2 max{la, lb, lc} and κ > (20ε2l
d+e+f )1/3, then

| ∪XiYiZi| > λ6

3κ3m
3ld+e+f−2a−2b−2c−3. (3.29)

Remark. The assumptions on λ and κ, as well as the precise expressions involving

them in (3.28) and (3.29), are best ignored. In practice both will be large compared to

l−1 (a fortiori to ε2), so that the assumptions will be automatic and their roles in the

conclusions minor. In some of our applications we could improve the constants in these

conclusions by using, e.g., different λ’s in the two bounds of (3.26).

Proof of (a). We have (by (3.26) and ε2-regularity)

|XiYi| > (1− 2ε2l)λ2m2l−a−b−1 ∀i (3.30)

and

|XiYi ∩XjYj | = |(Xi ∩Xj)(Yi ∩ Yj)| < (1 + 2ε2l)κ2m2l−c−d−1 ∀i 6= j, (3.31)

where the second inequality follows from ε2-regularity and (3.27) when each of |Xi∩Xj |,

|Yi ∩ Yj | is at least ε2m, and from |(Xi ∩Xj)(Yi ∩ Yj)| ≤ ε2m
2 otherwise. Combining
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these and applying Proposition 3.3.8 (and sacrificing a factor like 3/2 to take care of

the terms with ε2l’s) gives (3.28).

The proof of (b) is similar and we won’t repeat the argument. Here the lower

bound on |XiYiZi| corresponding to (3.30) and the upper bound on |XiYiZi ∩XjYjZj |

corresponding to (3.31) are given by Proposition 3.3.4.

3.4 Configurations

We continue to follow the conventions given at the beginning of Section 3.3.

We will use (for example)

A B C D

π σA σB σC -

π′ τA τB - τD

to mean that π and π′ are patterns on PABC and PABD respectively, with π(A) = σA

(∈ {0, 1}) and so on. A combination of patterns—called a configuration and usually

involving more than two patterns—is legal if it can arise in a feasible P∗.

Two configurations are isomorphic if they can be obtained from each other by in-

terchanging rows, interchanging columns, and/or interchanging 0’s and 1’s within a

column (so by renaming blocks or patterns, or by interchanging the roles of positive

and negative literals within a block). Of course legality is an isomorphism invariant.

This long section is devoted to showing illegality of certain configurations in a feasi-

ble P∗. To use the feasibility assumption we will (of course) fix some C ∼ P∗ and then,

as usual, our notation (e.g. Lπ, Tπ, witnesses) refers to C . We will make repeated use

of Lemmas 3.3.7 and 3.3.9, always with h = r (= l6), λ = d0, and κ ≈ 1. Usefulness of

the bounds (3.28) and (3.29) then requires several lower bounds on d0, the strongest of

which is

d8
0 > 10δ. (3.32)

Most of our configurations will involve four blocks, but we begin with a pair of

patterns using just three, say A,B,C, and abbreviate PABC = P .



44

Lemma 3.4.1. Any two patterns for P differ on at most one of A,B,C.

Corollary 3.4.2. There are at most two patterns on P.

Proof of Lemma 3.4.1.

Suppose instead that the patterns π1 and π2 differ on at least two of A, B and C,

say (w.l.o.g.) π1(A) = π1(B) = π1(C) = 1 and π2(B) = π2(C) = 0. There are then two

cases:

Case 1 A B C

π1 1 1 1

π2 1 0 0

Case 2 A B C

π1 1 1 1

π2 0 0 0

Case 1. According to Lemma 3.3.7 we can find a (∈ A) and disjoint pairs (bi, ci)

(∈ B × C) for i ∈ [r] satisfying:

(i) each {a, bi, ci} is great for π1;

(ii) a is good for π2;

(iii) each set of three of the vertices a, bi, ci is decent.

To see this, let T in Lemma 3.3.7 consist of those {a, b, c} ∈ T (P ) for which a is good

for π2. Then Proposition 3.3.2 (with s = 0), Corollary 3.3.6(a) and Proposition 3.3.3(a)

give

|T (P ) \ T | < O(ε2m
3) + γm(1 + 2ε2l)3m2l−3 < 5γm3l−3.

(Of course Lemma 3.3.7 gives more than what we use here.)

Let wi be a witness for π1(a, bi, ci) (= abici) and set

Bi = Lπ1(aci) \ {bi}, Ci = Lπ1(abi) \ {ci}.

Then for each i we have

|Bi|, |Ci| > d0ml
−2 (3.33)

(since by (i) and the definition of “pattern of P∗” we have |Bi|, |Ci| > (dπ1 −2δ)ml−2−

1 > d0ml
−2) and, by the definition of “witness,”

Bi, Ci ⊆ w−1
i (0)
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which implies that

Lπ2(a) ∩BiCi = ∅ (3.34)

(since bc ∈ Lπ2(a)∩BiCi would mean that wi satisfies the clause ab̄c̄ ∈ C , contradicting

the assumption that wi is a witness for abici). On the other hand (iii) says |Bi∩Bj |, |Ci∩

Cj | < (1 + 2ε2l)3ml−3 (∀i 6= j), so that, in view of (3.33) and (3.32), Lemma 3.3.9(a)

gives | ∪BiCi| > 1
3d4

0(1 + 2ε2l)−6m2l−3 > δ1m
2l−3. But then (3.34) contradicts (ii).

Case 2. By Lemma 3.3.7 (with T = T (P )) we can find triples {ai, bi, ci}, i ∈ [r],

satisfying:

(i) each {ai, bi, ci} is great for π1;

(ii) each set of four of the vertices ai, bi, ci is decent.

Let wi be a witness for π1(ai, bi, ci) (= aibici) and set

Ai = Lπ1(bici) \ {ai}, Bi = Lπ1(aici) \ {bi}, Ci = Lπ1(aibi) \ {ci}.

Then for each i we have

|Ai|, |Bi|, |Ci| > d0ml
−2 (3.35)

and

Ai, Bi, Ci ⊆ w−1
i (0),

the latter implying

Tπ2 ∩AiBiCi = ∅. (3.36)

On the other hand Lemma 3.3.9(b) with (3.35) and (ii) (which implies that each of

|Ai ∩Aj |, |Bi ∩Bj |, |Ci ∩ Cj | is at most (1 + 2ε2l)4ml−4) gives

| ∪AiBiCi| >
1
3
d6

0(1 + 2ε2l)−12m3l−3 > δt(P )

(where the second inequality uses (3.32) and the upper bound in Proposition 3.3.4), so

that (3.36) contradicts the assumption that π2 is a pattern.
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We now turn to configurations on four blocks, say A,B,C,D. At one point in the

argument we will need the next result, which is contained in Lemma 4.2 of [8] (the

“Counting Lemma”).

Lemma 3.4.3. Let π1, π2, π3 and π4 be patterns on PABC , PABD, PACD and PBCD,

respectively. Then for any C ∼ P∗ there are a ∈ A, b ∈ B, c ∈ C and d ∈ D so that

π1(a, b, c), π2(a, b, d), π3(a, c, d) and π4(b, c, d) are all clauses of C .

Say a configuration is consistent if any two of its patterns agree on their common

blocks. Our main technical result is Lemma 3.4.5, which in particular says that, up to

isomorphism, the only inconsistent legal configuration comprised of patterns on three

distinct triads from a given set of four blocks is

Conf 0 A B C D

π1 1 1 1 -

π2 1 1 - 1

π3 0 - 1 1

(To elaborate a little: any configuration of the type described is isomorphic to some

A B C D

π1 1 1 1 -

π2 1 ∗ - 1

π3 ∗ - ∗ ∗

(where the ∗’s are 0’s and 1’s); and then either the ∗’s are all 1’s (and we have coher-

ence), or the configuration is isomorphic to Configuration 0 above or to one of the first

eight configurations of Lemma 3.4.5, the only slightly nonobvious case here being the

isomorphism

A B C D

π1 1 1 1 -

π2 1 0 - 1

π3 0 - 0 1

∼=

Conf 4 A B C D

π1 1 1 1 -

π2 1 0 - 1

π3 0 - 1 0
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gotten by interchanging the first two rows, the last two columns, and the 0 and 1 in the

second column.) A convenient rephrasing of the above assertion regarding Configuration

0 (which, again, will follow from Lemma 3.4.5) is

Corollary 3.4.4. In a legal configuration consisting of patterns on three different triples

from a set of four blocks, no column can contain a 0, a 1 and a blank.

Lemma 3.4.5. The following configurations are illegal.

Conf 1 A B C D

π1 1 1 1 -

π2 1 1 - 1

π3 1 - 0 0

Conf 2 A B C D

π1 1 1 1 -

π2 1 1 - 1

π3 0 - 0 0

Conf 3 A B C D

π1 1 1 1 -

π2 1 0 - 1

π3 1 - 0 0

Conf 4 A B C D

π1 1 1 1 -

π2 1 0 - 1

π3 0 - 1 0

Conf 5 A B C D

π1 1 1 1 -

π2 1 0 - 1

π3 0 - 0 0

Conf 6 A B C D

π1 1 1 1 -

π2 1 1 - 1

π3 0 - 1 0

Conf 7 A B C D

π1 1 1 1 -

π2 1 0 - 1

π3 0 - 1 1

Conf 8 A B C D

π1 1 1 1 -

π2 1 1 - 1

π3 1 - 1 0

Conf 9 A B C D

π1 1 1 1 -

π2 1 1 0 -

π3 0 0 - 1

Conf 10 A B C D

π1 1 1 1 -

π2 1 1 0 -

π3 1 0 - 1
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Remarks. The full list of forbidden configurations in Lemma 3.4.5 is slightly more than

what we’ll eventually need, but it seems worth recording precisely what’s going on here.

Though the arguments are fairly repetitive—and we will accordingly give less detail in

the later ones—we don’t see a way to consolidate. An outlier is Configuration 8, which

is easily handled by Lemma 3.4.3 but does not seem susceptible to an argument like

those for the other cases.

Proof of Lemma 3.4.5. Excepting those for Configurations 7 and 8, each of the following

arguments begins with a set of variables satisfying certain properties, with existence

again given by Lemma 3.3.7. We only discuss this for Configurations 1 and 6 (see also

Case 1 of Lemma 3.4.1), arguments in the remaining cases being similar to (usually

easier than) that for Configuration 1. Note that, without further mention, we assume

in each case that the specified variables are distinct.

Configuration 1. Let a, b1, . . . , bh and c satisfy:

(i) each {a, bi, c} is great for π1;

(ii) each {a, bi} is good for π2;

(iii) a is good for π3;

(iv) each set of three of the vertices a, bi, c is decent

(Existence: Take T in Lemma 3.3.7 to consist of all {a, b, c} ∈ T (P ) for which ab and

a are good for π2 and π3 respectively. Corollary 3.3.6(a,b) bounds the number of a’s

that are bad for π2 or π3 by 2γm; the number of b’s that are bad for π2 by γm; and the

number of {a, b}’s with a, b good for π2 but ab bad for π2 by γm2l−1. Thus Propositions

3.3.2 and 3.3.3 give

|T (P ) \ T | < O(ε2m
3) + γ[m3l−3 + 3m(1 + 2ε2l)3m2l−3 +m2l−1(1 + 2ε2l)ml−2],

which is less than 5γm3l−3.)

Let wi be a witness for π1(a, bi, c) (= abic) and set

Ci = Lπ1(abi) \ {c} and Di = Lπ2(abi)
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Then Ci, Di ⊆ w−1
i (0), implying

Lπ3(a) ∩ CiDi = ∅. (3.37)

On the other hand,

|Ci|, |Di| > d0ml
−2

(given by (i) and (ii)) and (iv) (which bounds each of |Ci ∩ Cj |, |Di ∩ Dj | by (1 +

2ε2l)3ml−3 for i 6= j) imply (using Lemma 3.3.9) that | ∪ CiDi| > δ1m
2l−3. But then

(3.37) contradicts (iii).

Configuration 2. Choose triples {ai, bi, ci}, i ∈ [r], satisfying:

(i) each {ai, bi, ci} is great for π1;

(ii) each {ai, bi} is good for π2;

(iii) each set of three of the vertices ai,bi,ci is decent.

Let wi be a witness for π1(ai, bi, ci) (= aibici) and set

Ai = Lπ1(bici) \ {ai}, Ci = Lπ1(aibi) \ {ci}, Di = Lπ2(aibi).

Then for each i we have

|Ai|, |Ci|, |Di| > d0ml
−2

(by (i) and (ii)) and

Ai, Ci, Di ⊆ w−1
i (0).

The latter implies

Tπ3 ∩AiCiDi = ∅, (3.38)

while the former, with (iii) and Lemma 3.3.9 (using (3.32) and Proposition 3.3.4 as in

Case 2 of Lemma 3.4.1) gives | ∪AiCiDi| > δm3l−3, and these together contradict the

assumption that π3 is a pattern.

Configuration 3. Choose a and pairs {bi, ci}, i ∈ [r], satisfying:

(i) each {a, bi, ci} is great for π1;
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(ii) a is good for π2 and π3;

(iii) each set of three of the vertices a, bi, ci is decent.

Let wi be a witness for π1(a, bi, ci) (= abici) and set

Bi = Lπ1(aci) \ {bi}, Ci = Lπ1(abi) \ {ci}

and

Dτ
i = w−1

i (τ) ∩D(a), τ ∈ {0, 1}.

Then for each i we have (by (i))

|Bi|, |Ci| > d0ml
−2 and Bi, Ci ⊆ w−1

i (0).

W.l.o.g. there are at least h/2 i’s—say those in I—for which |D1
i | > 1

3ml
−1, so that

Lemma 3.3.9 (with (iii), and just using |D1
i | > d0ml

−1) gives

| ∪BiD1
i | ≥ | ∪i∈I BiD1

i | > δ1m
2l−3.

But we also have

Lπ2(a) ∩BiD1
i = ∅,

so we contradict the assumption that a is good for π2.

Configuration 4: Let {aij , ci, dij}, i, j ∈ [r], satisfy

(i) each {aij , ci, dij} is great for π3;

(ii) each ci is good for π1;

(iii) each set of four of the aij ’s, ci’s and dij ’s is decent.

Let wij be a witness for π3(aij , ci, dij) (= āijcid̄ij) and set

Aij = Lπ3(cidij) \ {aij}, Dij = Lπ3(aijci) \ {dij}

and

Bτ
ij = w−1

ij (τ) ∩B(ci), τ ∈ {0, 1}.
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Then for all i, j we have

|Aij |, |Dij | > d0ml
−2 and Aij , Dij ⊆ w−1

ij (1),

the latter implying in particular that

Lπ1(ci) ∩AijB1
ij = ∅. (3.39)

Suppose first that there is an i for which |B1
ij | > 1

3ml
−1 for at least h/2 j’s, say

those in J . Then combining our lower bounds on |Aij | and |B1
ij | with (iii) and applying

Lemma 3.3.9 gives

| ∪j∈J AijB1
ij | > δ1m

2l−3.

But then (3.39) contradicts the assumption that ci is good for π1.

We may thus suppose (at least) that for each i there is some j(i) with |B0
i,j(i)| >

1
3ml

−1. We then drop the remaining j’s and relabel ai = ai,j(i), di = di,j(i), wi = wi,j(i),

Ai = Ai,j(i), Di = Di,j(i) and Bi = B0
i,j(i).

Since Ai, Di ⊆ w−1
i (1) and Bi ⊆ w−1

i (0) we have

Tπ2 ∩ (∪AiBiDi) = ∅ ∀i. (3.40)

But our lower bounds on sizes (to repeat, these are |Ai|, |Di| > d0ml
−2 and |Bi| >

1
3ml

−1) together with (iii) imply (via Lemma 3.3.9; note that here the |Ai ∩ Aj |’s and

|Di ∩Dj |’s are all at most about ml−4)

| ∪AiBiDi| > δm3l−3,

so that (3.40) contradicts the assumption that π2 is a pattern.

Configuration 5: Let {ai, bij , cij}, i, j ∈ [r], satisfy

(i) each {ai, bij , cij} is great for π1;

(ii) each ai is good for π2;

(iii) each set of four of the ai’s, bij ’s and cij ’s is decent.

Let wij be a witness for π1(ai, bij , cij) (= aibijcij) and set

Aij = Lπ1(bij , cij) \ {ai}, Bij = Lπ1(aicij) \ {bij}, Cij = Lπ1(aibij) \ {cij}
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and

Dτ
ij = w−1

ij (τ) ∩D(ai), τ ∈ {0, 1}.

Then

|Aij |, |Bij |, |Cij | > d0ml
−2

and

Bij , Cij ⊆ w−1
ij (0) ∀i, j,

implying in particular that

Lπ2(ai) ∩ (∪jBijD1
ij) = ∅. (3.41)

If there is an i such that |D1
ij | > 1

3ml
−1 for at least h/2 j’s, then Lemma 3.3.9 (with

(iii) and our lower bound on |Bij |) gives

| ∪j BijD1
ij | > δ1m

2l−3,

so that (3.41) contradicts (ii).

We may thus suppose that for each i there is some j(i) with |D0
i,j(i)| >

1
3ml

−1, and

relabel wi = wi,j(i), Ai = Ai,j(i), Ci = Ci,j(i) and Di = D0
i,j(i). Then Ai, Ci, Di ⊆ w−1

i (0)

implies

Tπ3 ∩ (∪AiCiDi) = ∅ ∀i,

while Lemma 3.3.9 gives

| ∪AiCiDi| > δm3l−3,

contradicting the assumption that π3 is a pattern.

Configuration 6: Let c and the pairs {ai, bi}, i ∈ [r], satisfy

(i) {ai, bi, c} is great for π1;

(ii) |Lπ2(aibi) ∩D(c)| > d0ml
−3;

(iii) c is good for π3;

(iv) each set of three of the vertices ai, bi, c is decent.
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(For existence we use Lemma 3.3.7 with T consisting of all {a, b, c} ∈ T (P ) for which

|Lπ2(ab) ∩D(c)| > d0ml
−3 and c is good for π3. (In showing T is large we restrict to

ab’s that are good for π2, but this is not needed once we have existence.)

The number of {a, b, c}’s with ab bad for π2 or c bad for π3 is bounded, as in the

argument for Configuration 1, by 5γm3l−3. On the other hand, if ab is good for π2,

then ε2-regularity (of PCD) gives |Lπ2(ab) ∩D(c)| > (dπ2 − 2δ)(1− ε2l)ml−3 > d0ml
−3

for all but at most ε2m c’s.)

Let wi be a witness for π1(ai, bi, c) (= aibic) and set

Ai = Lπ1(bic) \ {ai} and Di = Lπ2(aibi) ∩D(c).

Then Ai, Di ⊆ w−1
i (0) implies

Lπ3(c) ∩AiDi = ∅; (3.42)

but

|Ai| > d0ml
−2 and |Di| > d0ml

−3

(given by (i) and (ii)) and (iv) imply (using Lemma 3.3.9 and (iv); note here |Di ∩Dj |

is at most about ml−5) | ∪AiDi| > δ1m
2l−3, so that (3.42) contradicts (iii).

Configuration 7. For a pattern π on PABC , say c is good for π relative to d if Lπ(c) ∩

A′B′ 6= ∅ whenever A′ ⊆ A(c, d) and B′ ⊆ B(c, d) are each of size at least d0ml
−2; of

course “d good for π′ relative to c” for a pattern π′ on PABD is defined similarly.

To rule out Configuration 7 it will be enough to show that there is some {a, c, d}

that is great for π3 and satisfies

(i) c is good for π1 relative to d;

(ii) d is good for π2 relative to c;

(iii) {a, c, d} is decent.

Given such a triple, choose a witness w for π3(a, c, d) and set

A′ = Lπ3(c, d) \ {a} (⊆ w−1(1))
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and

Bτ = w−1(τ) ∩B(c, d), τ ∈ {0, 1}.

We then have |A′| > d0ml
−2 (since cd is good for π3) and, w.l.o.g., |B1| > 1

2(1 −

2ε2l)2ml−2, contradicting (i) (since Lπ1(c) ∩A′B1 = ∅).

For existence of a, c, d as above, we may argue as follows. We know from Corollary

3.3.6(c) that at least d0m
3l−3 triangles {a, c, d} are great for π3, so just need to show

that the number that fail to satisfy (i)-(iii) is smaller than this. The number that

violate (iii) is (by Proposition 3.3.2, as usual) O(ε2m
3). We will bound the number of

violations of (i), and of course the same bound applies to (ii).

By Corollary 3.3.6(a) at most γm c’s are not good for π1. On the other hand, we as-

sert that if c is good for π1 then the size ofD′ := {d ∈ D(c) : c not good for π1 relative d}

is O(hε2m). For suppose this is false and choose d1, . . . , dh ∈ D′ with all triples

{c, di, dj} decent. (For existence of the di’s just note that, as in Lemma 3.3.7, the

number of d’s that cannot be di+1 is at most O(iε2m); of course this is where we use

the assumption that D′ is large.) For each i ∈ [r] let Ai ⊆ A(c, di) and Bi ⊆ B(c, di) be

sets of size at least d0ml
−2 with Lπ1(c) ∩ AiBi = ∅; then Lemma 3.3.9 (using decency

to guarantee that the |Ai ∩ Aj |’s and |Bi ∩ Bj |’s are small) gives | ∪ AiBi| > δ1m
2l−3,

so that Lπ1(c) ∩ ∪AiBi = ∅ says that in fact c was not good for π1 (so we have our

assertion). Thus the number of triangles {a, c, d} for which {c, d} is decent but violates

(i) is at most

[γm(1 + 2ε2l)ml−1 +O(hε2)m2](1 + 2ε2l)2ml−2 < 4γm3l−3.

♦

Configuration 8. As mentioned earlier, this one does not seem to follow from an ar-

gument like those above, but is an easy consequence of Lemma 3.4.3, according to

which there are a, b, c, d such that each of π1(a, b, c) = abc, π2(a, b, d) = abd and

π3(a, c, d) = acd̄ belongs to C . But this is impossible, since a witness w for abc must

satisfy either abd (if w(d) = 1) or acd̄ (if w(d) = 0).

Configuration 9. Choose d and {ai, bi}, i ∈ [r] satisfying
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(i) each {ai, bi, d} is great for π3;

(ii) each set of four of the vertices ai, bi, d is decent.

Let wi be a witness for π3(ai, bi, d) (= āib̄id) and set

Ai = Lπ3(bid) \ {ai}, Bi = Lπ3(aid) \ {bi}

and

Cτi = w−1
i (τ) ∩ C(ai, bi), τ ∈ {0, 1}.

W.l.o.g. |C1
i | > 1

3ml
−2 for at least h/2 i’s. But then Ai, Bi ⊆ w−1

i (1) and |Ai|, |Bi| >

d0ml
−2 imply | ∪AiBiC1

i | > δm3l−3, so that

Tπ1 ∩ ∪AiBiC1
i = ∅

contradicts the assumption that π1 is a pattern.

Configuration 10. Choose a and {bi, di}, i ∈ [r], satisfying

(i) each {a, bi, di} is great for π3;

(ii) a is good for π1 and π2;

(iii) each set of four of the vertices a, bi, di is decent.

Let wi be a witness for π3(a, bi, di) (= ab̄idi) and set

Bi = Lπ3(aidi) \ {bi}

and

Cτi = w−1
i (τ) ∩ C(a), τ ∈ {0, 1}.

W.l.o.g. |C1
i | > 1

3ml
−1 for at least h/2 i’s. But then Bi ⊆ w−1

i (1) and |Bi| > d0ml
−2

give | ∪BiC1
i | > δ1m

2l−3 and

Lπ1(a) ∩ (∪BiC1
i ) = ∅,

contradicting (ii).
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3.5 Coherence

Here we complete the proof of Lemma 3.2.1. We continue to work with a fixed feasible

P∗ (so that “triad” and so on continue to mean “of P∗” unless otherwise specified).

As usual in applications of regularity, we will eventually have to say that we can more

or less ignore some minor effects, here those associated with clauses not belonging to

patterns of P∗; but we delay dealing with this for as long as possible (until we come to

“Proof of Lemma 3.2.1” below).

In addition to the “auxiliary” parameters ζ1 and c1 mentioned earlier (at the end

of Section 3.2) we use ϕ = .05, chosen to satisfy

ϕ < (1−H(1/3))/2 (3.43)

and

ϕ < min{10− a− b log 3 : a, b ∈ N, a + b log 3 < 10}. (3.44)

We then require

ζ1 << ζ2
2 , (3.45)

meaning ζ1 < εζ2
2 for a suitable small ε which we will not specify;

10c1ϕ
−1 < (ζ1/6)2; (3.46)

and

ζ1 > 2c2c
−1
1 . (3.47)

(Given ζ2 we may successively choose ζ1, c1, c2 small enough to achieve (3.45), (3.46)

and (3.47) respectively.)

Define a bundle configuration (BC) of P∗ to be any β = (βij : {i, j} ∈
(

[t]
2

)
) ∈ [l](

[t]
2 ).

Similarly, for I ⊆ [t], an I-bundle is some β = (βij : {i, j} ∈
(
I
2

)
) ∈ [l](

I
2). In this case

we call the blocks indexed by I the blocks of β; say β is a k-bundle if |I| = k; and for

J ⊆ I set β[J ] = (βij : {i, j} ∈
(
J
2

)
)—a subbundle or |J |-subbundle of β. In any case

we call the P i,jβij ’s (i, j in [t], I or J as appropriate) the bundles of β (or, in the last

case, β[J ]). Of course those for which {i, j} violates (3.3) or P i,jβij is not ε2-regular are

essentially irrelevant; but they are useful for bookkeeping purposes.
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The next few definitions parallel the discussion leading to Lemma 3.2.1. The patterns

and clauses of a BC or k-bundle β are those patterns and clauses of P∗ that are

supported on (bundles of) β. We use K(β) for the set of clauses of β (so the set of

members of K(P∗) supported on β), N (β) = {C ∩K(β) : C ∼ P∗} and N(β) = |N (β)|.

In contrast we will take a triad of β to be any triad of P (the partition underlying

P∗) supported on β. But note that as soon as a triad supports a pattern it is necessarily

a triad of P∗; in particular a proper triad of β will be a proper triad of P∗ supported

on β.

It will now also be helpful to define

h(β) = [(1 + 5ε2l
3)m3l−3]−1 logN(β) (3.48)

and h(P∗) = [(1 + 5ε2l
3)m3l−3]−1 logN(P∗), the expression in square brackets being

the upper bound on t(P ) given by Proposition 3.3.4 (for any triad P of P∗). This

is a convenient normalization: for a pattern π of P∗, say on triad P , the number of

possibilities for the restriction of a C ∼ P∗ to π is at most

( t(P )

dπt(P )

)
< exp[H(dπ)t(P )], (3.49)

so that the aforementioned upper bound gives

h(β) ≤
∑
{H(dπ) : π a pattern of β}.

For β a given I-bundle, J ⊆ I, and A, . . . , Z the blocks indexed by J , we will also write

h(A, . . . , Z) for h(β[J ]).

For a fixed k, say a k-bundle β is coherent if there is some fβ : {blocks of β} → {0, 1}

such that each triad P of β agrees with fβ (which, recall, includes the requirement

that P be proper). The definition for coherence of a BC is defined is similar to that

for an extended partition; precisely: a BC β is coherent if there is some f = fβ :

{blocks of P∗} → {0, 1} such that

all but at most ζ1

(
t
3

)
triads of β agree with fβ. (3.50)

In outline the proof of Lemma 3.2.1 goes as follows. First, the forbidden configura-

tion results of Section 3.4 are used to prove
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Lemma 3.5.1. For a 4-bundle β, any legal configuration consisting of one pattern on

each of the four triads of β is consistent.

(Recall consistency was defined (in the natural way) following the statement of Lemma

3.4.3.)

Using this and, again, the results of Section 3.4, we obtain what we may think of as

a “local” version of Lemma 3.2.1, viz.

Lemma 3.5.2. A 5-bundle β with

h(β) > 10− ϕ (3.51)

is coherent.

Corollary 3.5.3. For any 5-bundle β, h(β) ≤ 10.

Remarks. Note that the analogues of Corollary 3.5.3 and Lemma 3.5.2 for 4-bundles β

(namely that h(β) is at most 4 and that h(β) close to 4 implies coherence) are not true;

rather, h(β) can be as large as 3 log 3, as shown by adding the pattern π6 = (1, 1, 0) on

(B,C,D) to Configuration 11 in the proof of Lemma 3.5.2 below. It is for this reason

that we need to work with 5-bundles.

For extension of the present results from 3 to larger k, it is getting to a suitable

analogue of Lemma 3.5.2 that so far requires k-specific treatment, though a general

argument does not seem out of the question. Notice for example that for k = 4, the “5”

in Lemma 3.5.2 will become “7,” since (compare the preceding paragraph) there can

be 6-bundles β with h(β) > 15 (=
(

6
4

)
). Here one should of course substitute [16] for

[8], which does not seem to cause any difficulties. The rest of the argument (i.e. from

Lemma 3.5.2 onwards) seems to go through without much modification.

Once we have Lemma 3.5.2 (and Corollary 3.5.3) we are done with all that’s come

before, and may derive Lemma 3.2.1 from these last two results. A convenient inter-

mediate step is

Lemma 3.5.4. (a) For any BC β, h(β) ≤
(
t
3

)
.
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(b) Any BC β with

h(β) > (1− c1)
(
t
3

)
(3.52)

is coherent.

Before turning to proofs we need some quick preliminaries. We first recall Shearer’s

Lemma [5], which we will need here and again in Section 3.7. For a set W , A ⊆W and

F ⊆ 2W , the trace of F on A is Tr(F , A) = {F ∩ A : F ∈ F}. For a hypergraph H

on W—that is, a collection (possibly with repeats) of subsets of W—we use, as usual,

dH(x) for the degree of x ∈ W in H; that is, the number of members of H containing

x. The original statement of Shearer’s lemma (though his proof gives a more general

entropy version) is

Lemma 3.5.5. Let W be a set and F ⊆ 2W , and let H be a hypergraph on W with

dH(v) ≥ k for each v ∈W . Then

log |F| ≤ 1
k

∑
A∈H

log |Tr(F , A)|.

Applications of Lemma 3.5.5 in the present section will be instances of

Corollary 3.5.6. (a) Suppose 3 ≤ k < q; let I be a q-subset of [t] and β an I-bundle.

Then

h(β) ≤
(
q−3
k−3

)−1∑{h(β[J ]) : J ∈
(
I
k

)
}.

(b) h(P∗) ≤ l−(t2)+3∑h(β), where the sum runs over BC’s β (of P∗).

Proof. For (a) apply Lemma 3.5.5 with W = K(β), F = N (β) and H = {K(β[J ]) : J ∈(
I
k

)
}. Then Tr(F ,K(β[J ])) = N (β[J ]) and dH(C) =

(
q−3
k−3

)
for each C ∈ W , and the

statement follows.

The proof of (b) is similar and is omitted.

We will also make some use of the following easy (and presumably well-known)

observation, whose proof we omit.

Lemma 3.5.7. Any graph G with s vertices and at least (1 − α)
(
s
2

)
edges (where 0 ≤

α < 1/2) has a component of size at least (1− α)s.



60

Finally, we recall that (as in (3.49)), for any m and α ∈ [0, 1/2],(
m

αm

)
< exp[H(α)m].

Proof of Lemma 3.5.1 A counterexample would be a configuration of the form

A B C D

π1 ∗ ∗ ∗ -

π2 ∗ ∗ - ∗

π3 ∗ - ∗ ∗

π4 - ∗ ∗ ∗

(where the ∗’s are 0’s or 1’s), in which we may assume (invoking isomorphism) that each

column contains at most one 0. Since the configuration is incoherent there is at least

one 0, say (w.l.o.g.) π1(A) = 0. But then Corollary 3.4.4 says that the configuration

consisting of π1, π2 and π4 is illegal (as is the full configuration).

Proof of Lemma 3.5.2.

Suppose A,B,C are blocks of β, with P the corresponding triad of β. Of course

h(A,B,C) is zero if there is no pattern (of β) on (A,B,C), and at most 1 if there is

exactly one such pattern. We assert that

h(A,B,C) ≤ log 3 (3.53)

in any case (really meaning when there are exactly two patterns on (A,B,C); see

Corollary 3.4.2). To see this, suppose (w.l.o.g.) π = (1, 1, 1) and π′ = (1, 1, 0) are

patterns on (A,B,C) and, for a fixed pair a, b (a ∈ A, b ∈ B), consider the possibilities

for the links Lπ(ab) = LπC (ab) and Lπ
′
(ab) = Lπ

′
C (ab) (with C ∼ P∗). We cannot have

c ∈ Lπ(ab) ∩ Lπ′(ab) unless each of these links consists only of c (since e.g. a witness

for abc′ (c′ 6= c) would agree with one of abc, abc̄). Thus (Lπ(ab), Lπ
′
(ab)) is either

a pair of disjoint subsets of C(a, b) (= LP (ab)) or two copies of the same singleton,

whence the number of possibilities for this pair is less than exp3[|C(a, b)|] + |C(a, b)|.

This nearly gives (3.53) since
∑
|C(a, b)| = t(P ); to keep the clean expression in (3.53)

(which of course is not really necessary), one may use the fact that C ∼ P∗ requires
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that
∑

ab |Lπ(ab)| = dπt(P ), but we leave this detail to the reader. (We could also get

around this by slightly shrinking the coefficient of logN(β) in (3.48).) ♦

It follows, using Lemma 3.5.1 and Corollary 3.4.2, that if A,B,C,D are blocks

of β, indexed by J say, with h(β[J ]) > 3 + H(1/3) (> 2 + log 3), then either β[J ]

is coherent or exactly three of its triads support patterns, and at least two of them

support two patterns. It’s also easy to see, using Corollary 3.4.4, that if we do have

the latter possibility, say with two patterns on each of (A,B,D) and (A,C,D) and at

least one on (B,C,D), then up to isomorphism (the set of patterns of) β[J ] contains

the configuration

Conf 11 A B C D

π1 1 1 - 1

π2 1 1 - 0

π3 1 - 1 1

π4 1 - 1 0

π5 - 1 1 1

We next assert that if β is incoherent (and satisfies (3.51)), then

some 4-subbundle β′ of β is incoherent with h(β′) > 3 +H(1/3), (3.54)

so, according to the preceding discussion, contains Configuration 11. For the assertion,

notice that incoherence of β implies incoherence of at least one of its 4-subbundles; so

if (3.54) fails, then Corollary 3.5.6 (and the fact that h(β′) ≤ 4 for a coherent 4-bundle

β′) gives

h(β) ≤ 1
2 [4 · 4 + 3 +H(1/3)] < 10− ϕ,

contradicting (3.51).

Assume then that β contains Configuration 11; let E be the fifth block of β; and

let a be the number of triads of β that support exactly one pattern, and b the number

that support exactly two. Then

h(β) ≤ a + b log 3,
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implying in particular (using (3.51) and (3.44)) that

a + b log 3 ≥ 10. (3.55)

Corollary 3.4.4 now says: (i) there is no pattern on {A,B,C} (since such a pattern

together with (e.g.) π1 and π4 would violate the corollary); (ii) there is either no pattern

on {A,B,E} or no pattern on either of {A,D,E}, {B,D,E} (since if π is a pattern on

{A,B,E} and π′ a pattern on either of {A,D,E}, {B,D,E}, then π and π′ together

with one of π1, π2 violate the corollary); and similarly (iii) there is either no pattern

on {A,C,E} or no pattern on either of {A,D,E}, {C,D,E}.

It follows that a + b ≤ 7, which with (3.55) implies b ≥ 6, so that there is a set

of four blocks from {A,B,C,D,E} three of whose triads support two patterns apiece

(since if S1, . . . , S6 are 3-subsets of a 5-set S, then some 4-subset of S contains at least

three Si’s). But we have already seen, in the derivation of Configuration 11, that any

configuration consisting of five of these patterns must be isomorphic to Configuration

11, whence it follows easily that (up to isomorphism) β contains Configuration 11

together with

A B C D

π6 - 1 1 0

The discussion in the preceding paragraph then shows that there is either no pattern

on {B,C,E} or no pattern on either of {B,D,E}, {C,D,E}; and combining this with

(i)-(iii) above gives a + b ≤ 6, contradicting (3.55).

Proof of Lemma 3.5.4.

(a) This is immediate from Corollaries 3.5.6(a) (with q = t, I = [t]) and 3.5.3.

(b) We first assert that (for β as in (3.52))

all but at most 10c1ϕ
−1
(
t
5

)
5-bundles of β are coherent. (3.56)

Proof. By Lemma 3.5.2, the number of incoherent 5-bundles of β is at most

s := |{I ∈
(

[t]
5

)
: h(β[I]) < 10− ϕ}|.
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Thus, again using Corollaries 3.5.6(a) and 3.5.3, we have

h(β) ≤
(
t−3

2

)−1
[(
(
t
5

)
− s)10 + s(10− ϕ)] =

(
t−3

2

)−1
[10
(
t
5

)
− ϕs],

which, combined with (3.52), gives s < 10c1ϕ
−1
(
t
5

)
. ♦

We may then finish via the following simple lemma. Let k, l be integers with k < l

and W a set of size t. Suppose that for each R ∈
(
W
k

)
we are given some σR : R→ {0, 1},

and for R,S ∈
(
W
k

)
write R ∼ S if σR and σS agree on R∩S. Say L ∈

(
W
l

)
is consistent

if R ∼ S ∀ R,S ∈
(
L
k

)
.

Lemma 3.5.8. For all k, l as above and ε > 0 there is a ξ > 0 such that (with

notation as above) if at least (1−ξ)
(
t
l

)
l-subsets of W are consistent, then there is some

f : W → {0, 1} such that σR ≡ f |R for all but at most ε
(
t
k

)
k-subsets R of W .

We will prove this only for k = 3 and l = 5, in which case we may take ξ = (ε/6)2. The

proof of the general case, an induction on k, is in a similar vein, though not exactly a

generalization of the argument given here.

Of course to get Lemma 3.5.4(b) from (the case k = 3, l = 5 of) Lemma 3.5.8 we

take W to be the set of blocks of P∗, set σR = πP whenever P is a proper triad and R

its set of blocks, and define σR arbitrarily for the remaining R’s. (Here we use (3.46).)

Proof of Lemma 3.5.8 (for k = 3, l = 5). Let ξ be as above, set α = 1
8

√
ξ, and say

x ∈ W is bad if there are at least α(t)4 pairs {R,S} with: R,S ∈
(
W
3

)
; R ∩ S = {x};

and R 6∼ S. If the number of bad x’s is b then the number of inconsistent 5-sets is at

least 1
15bα(t)4, so we have b < 15

α(t)4
ξ
(
t
5

)
< ξ

8α t.

If, on the other hand, x is not bad then (by Lemma 3.5.7) there is f(x) ∈ {0, 1}

such that σR(x) = f(x) for at least (say) (1 − 8α)
(
t−1

2

)
3-sets R 3 x. So extending

this f arbitrarily to the bad x’s we find that the number of 3-sets R that fail to satisfy

σR ≡ f |R is at most t · 8α
(
t−1

2

)
+ b
(
t−1

2

)
< (8α+ ξ

8α)t
(
t−1

2

)
= ε
(
t
3

)
.

Proof of Lemma 3.2.1. We first show that clauses not belonging to K(P∗) are more
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or less irrelevant. We are interested in the number of possibilities for C \ K(P∗) with

C ∼ P∗. Members of C \ K(P∗) are either

(i) clauses not supported on triads of P∗ or

(ii) clauses belonging to patterns π that are supported on triads of P∗, but that are not

patterns of P∗ (i.e. for which dπ ≤ 2d0).

The total number of possible clauses of the first type is O(δ + ε1 + t−1)n3 = O(δn3)

(see (3.18)), where the first term, given by (3.8), is for clauses supported on triads of

the underlying partition P that are not triads of P∗. (The other two terms bound the

number of clauses that use either V0 or some P ij0 , or that meet some block more than

once.) On the other hand, no C ∼ P∗ contains more than 16d0

(
n
3

)
clauses of type (ii).

Thus we have (using
∑

i≤k
(
m
i

)
≤ exp[H(k/m)m])

N∗(P∗) < exp[8H(2d0)
(
n
3

)
+O(δ)n3]N(P∗). (3.57)

Thus (3.11) implies

h(P∗) > [(1 + 5ε2l)m3l−3]−1[(1− c2)
(
n
3

)
− 8H(2d0)

(
n
3

)
−O(δ)n3]

> (1− 2c2)
(
t
3

)
l3 (3.58)

(where we used c2 >> max{H(2d0), δ, ε2l} (= H(2d0)) and
(
n
3

)
>
(
t
3

)
m3).

We next observe that (3.58) (and so (3.11)) implies

all but at most 2c2c
−1
1 l(

t
2) BC’s of P∗ are coherent. (3.59)

Proof. This is similar to the proof of (3.56). By Lemma 3.5.4(b), the number of

incoherent BC’s of P∗ is at most

s := |{β : β a BC of P∗; h(β) < (1− c1)
(
t
3

)
}|.

Thus Corollary 3.5.6(b) and Lemma 3.5.4(a) give

h(P∗) ≤ l−(t2)+3
∑
{h(β) : β a BC of P∗}

< l−(t2)+3((l(
t
2) − s)

(
t
3

)
+ s(1− c1)

(
t
3

)
),
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which with (3.58) implies s < 2c2c
−1
1 l(

t
2). ♦

For the rest of this argument β ranges over BC’s (of P∗), P and Q over triads of P,

and A,B,C over blocks. For each coherent β we fix some fβ as in (3.50) and assign an

arbitrary (convenient but irrelevant) fβ : {blocks} → {0, 1} to each incoherent β.

Say P and Q disagree at a common block A if at least one of P,Q is not proper

or (both are proper and) πP (A) 6= πQ(A). (Here one should think of P and Q as

having just the one block in common; effects due to pairs with larger overlap will be

insignificant.) We now proceed roughly as follows. An averaging argument shows that

for most blocks A there are few pairs P,Q that disagree at A. When this happens there

must be a value for f(A) that agrees with most of the triads using A. The remaining

few f -values are then of no concern and may be assigned arbitrarily.

To say this properly, write P 6∼A Q if P and Q disagree at A and have no other

block in common. Write P 6∼A β if P is a triad of β and either P is improper or πP

disagrees with fβ at the block A of P , and P 6∼ β if P 6∼A β for some block A of P .

Setting

M = |{(β, P,Q,A) : P,Q triads of β; P 6∼A β or Q 6∼A β}|,

we have

M ≤ 2
(
t−1

2

)
|{(β, P,A) : P 6∼A β}|

≤ 6
(
t−1

2

)
|{(β, P ) : P 6∼ β}|

≤ 6
(
t−1

2

)
(2ζ1)l(

t
2)
(
t
3

)
< O(ζ1t

5l(
t
2)),

where we use ζ1 to bound both the fraction of incoherent β’s (see (3.59) and (3.47))

and the fraction of triads that disagree with fβ when β is coherent. But we also have

M ≥ |{(A,P,Q) : P 6∼A Q}|l(
t
2)−6;

thus ∑
A

|{(P,Q) : P 6∼A Q}| = |{(A,P,Q) : P 6∼A Q}| < O(ζ1t
5l6),

implying

|{(P,Q) : P 6∼A Q}| <
√
ζ1t

4l6 (3.60)



66

for all but at most O(
√
ζ1t) A’s.

For A satisfying (3.60) we again appeal to Lemma 3.5.7, applied to the graph G =

GA having vertices the triads (of P) that use A, and PQ an edge if P,Q are proper and

πP (A) = πQ(A) (so improper triads become isolated vertices). We have |V (G)| =
(
t
2

)
l3

and |E(G)| <
√
ζ1t

4l6 + t3l6 (the negligible second term being a bound on the number

of pairs P,Q that share at least one additional block); so the lemma says there is some

f(A) ∈ {0, 1} such that πP (A) = f(A) for all but at most O(
√
ζ1t

2l3) triads P using A.

Finally, extending this f arbitrarily to A’s failing (3.60), we find that the number of

triads (of P) that are improper or disagree with f—so in particular the number (needed

for (3.10)) that are proper and disagree with f—is less than O(
√
ζ1t

3l3); so, in view of

(3.45), P∗ is coherent.

3.6 Proof of Lemma 3.2.3

It will now be convenient to work with triangles rather than triads, which we can

arrange, e.g., by observing that (3.10) implies

all but at most 2ζ2

(
t
3

)
m3 triangles belong to triads that agree with f (3.61)

(by (3.8), since δ is much smaller than ζ2).

We first need to show that f as in (3.61) is mostly 1. Say (just for the present argument)

that a block Vi is “bad” if at least .05
(
t−1

2

)
m3 triangles belong to triads that disagree

with f at Vi. Let M be the number of bad Vi’s and N the number of pairs (Vi,K)

with Vi a block of P∗ and K a triangle belonging to a triad that disagrees with f at

Vi. Then

6ζ2

(
t
3

)
m3 ≥ N ≥ .05M

(
t−1

2

)
m3

gives M ≤ 40ζ2t.

Suppose, on the other hand, that Vi is good (i.e. not bad). Then the number of

clauses (of C ) that agree with f at Vi is at least 1
3(.95)

(
t−1

2

)
m3 (since each triad P

that agrees with f at Vi is proper and thus contributes at least 1
3 t(P ) such clauses),
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while the number that disagree is at most 4(.05 + d0)
(
t−1

2

)
m3. There is thus (since

1
3(.95) > 4(.05 + d0)) some x ∈ Vi that belongs to more clauses that agree with f at

x than that disagree, so that m(x) ≥ m(x̄) implies that f(Vi) = 1. So we have shown

that

|f−1(0)| ≤ 40ζ2t.

Now suppose for a contradiction that w is a witness for some C ∈ C and |w−1(1)| >

ζn. Then for the set, say W, of blocks Vi satisfying

f(Vi) = 1 and |w−1(1) ∩ Vi| > ζm/2,

we have

ζn < |w−1(1)| < 40ζ2n+ |W|m+ ζn/2,

whence

|W| ≥ (ζ/2− 40ζ2)n/m ≥ (ζ/2− 40ζ2)t.

It then follows from (3.61), using (say)

(ζ/2− 40ζ2)3 > 3ζ2, (3.62)

that there is some triad P that agrees with f , all three of whose blocks are inW (which,

note, implies πP ≡ 1). But then

(1− 8ε2l)(ζ/2)3 > δ(1 + 5ε2l
3)

(implied by (3.62)) and (δ, r)-regularity of P imply that there is some C 6= xyz ∈ C

supported by P , so that w cannot have been a witness. (In more detail: Suppose the

blocks of P are Vi, Vj , Vk, and let V ′u = w−1(1)∩Vu. Then using Proposition 3.3.4 (both

the upper and lower bounds), we find that for the subtriad Q of P spanned (in the

obvious sense) by V ′i , V
′
j , V

′
k, we have

|T (Q)| > (1− 8ε2l)(ζ/2)3m3l−3 > δ(l−3 + 5ε2)m3 > δt(P );

thus (δ, r)-regularity (here r = 1 would suffice) gives dπP (Q) > dπP − δ, implying the

existence of xyz as above.
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3.7 Recursion

Here we prove (3.15). From this point we write simply X for Xn (the set of variables),

and use a, b, c, u, v, w, x, y, z for members of X. We call a clause positive (negative)

if it contains only positive (negative) literals, and non-positive if it contains at least

one negative literal. We assume throughout that all C ’s under discussion belong to I∗

(and, as usual, that n is large enough to support our assertions).

As the form of (3.15) suggests, the proof will proceed by removing from I∗ C ’s

exhibiting various “pathologies,” eventually leaving only (a subset of all) C ’s containing

only positive clauses; these account for the main term, 2(n3), on the right hand side of

(3.15).

The arguments again involve interplay of a number of small constants, and we begin

by naming these and specifying what we will assume in the way of relations between

them. In addition to c (from (3.15)) and ζ (from (3.13)), we will use constants α, ϑ

and ξ, assumed to satisfy the (satisfiable) relations

0 < c < min{ξ, ϑ3 − 7H(2ζ), 2−log 3
12 − 3H(%/3)} = ϑ3 − 7H(2ζ), (3.63)

where % =
√

2α+ ζ, and

ξ < min{α− 2ϑ,
√
.04− 2ϑ− ϑ, 0.1− 7H(2ζ),

1− 1
3H( 1

10)− 0.3 log 7− 7H(2ζ + α)} = α− 2ϑ. (3.64)

(These hold if all parameters are small and, for example, α > 2ξ > 5H(ϑ) and ϑ >

7H(2ζ).)

Step 0. Let

I∗1 = {C ∈ I∗ : each variable is used at least 1
10

(
n−1

2

)
times in C }.

Then

|I∗ \ I∗1 | < exp[.8
(
n
2

)
]I(n− 1). (3.65)

Proof. There are at most
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n
∑
{
(8(n−1

2 )
t

)
: t ≤ 1

10

(
n−1

2

)
} < exp[H( 1

80)8
(
n−1

2

)
] < exp[.8

(
n
2

)
]

ways to choose a variable x to be used fewer than 1
10

(
n−1

2

)
times, together with the

clauses that use x, and the collection of clauses of C not using x is an (irredundant)

formula on the n− 1 remaining variables. ♦

Step 1. If C ∈ I∗ then for any two variables u, v there are at most ζn variables w

for which uvw̄ ∈ C . The same bound applies to w’s with uv̄w̄ ∈ C and those with

ūv̄w̄ ∈ C .

Proof. If w is a witness for uvw̄ ∈ C then any x 6= w with uvx̄ ∈ C must lie in w−1(1).

The other cases are similar. ♦

In particular:

(a) for any u, C contains at most ζn2 clauses of each of the forms uvw̄, uv̄w̄, ūvw̄, ūv̄w̄;

(b) C contains at most (say) 2ζn3 non-positive clauses;

(c) if C ∈ I∗1 then, for any u, C contains at least (say) 0.02n2 positive clauses using u

(by (a), since C ∈ I∗1 implies m(u) ≥ 1
20

(
n−1

2

)
).

Step 2. Let I∗2 consist of those C ∈ I∗1 that satisfy

for each u, C contains at most αn2 clauses ūvw. (3.66)

Then

|I∗1 \ I∗2 | < exp[(1− c)
(
n
3

)
] + exp[(1− c)

(
n
2

)
]I(n− 1). (3.67)

Proof. We should show that the number of C ’s in I∗1 violating (3.66) is at most the

right hand side of (3.67). Given such a C we fix u violating (3.66) and set Y = X \{u},

R = {{a, b} ⊆ Y : uab ∈ C }, B = {{a, b} ⊆ Y : ūab ∈ C },

S = {a ∈ Y : dR(a) ≤ ϑn}, T = {a ∈ Y : dB(a) ≤ ϑn}

(where we regard R and B as graphs on Y and use d for degree) and Z = Y \ (S ∪ T ).
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The main point here is that, because C is irredundant,

if ab ∈ R and ac ∈ B (and b 6= c) then abc 6∈ C . (3.68)

Since the number of clauses ūvw, which we are assuming to be at least αn2, is at

most (n−|T |)n+ |T |ϑn ≤ (|S|+ |Z|)n+ϑn2, we must have either |Z| > ϑn or |Z| ≤ ϑn

and |S| > ξn (see (3.64)).

Suppose first that |Z| > ϑn. In this case, once we have specified Z and the R- and

B-edges meeting Z, (3.68) gives at least ϑn ·ϑn · (ϑn−1)/6 positive clauses abc that are

known to not belong to C . We may thus (crudely) bound the number of possibilities

for C of this type by the product of the factors: n (corresponding to the choice of u);

2n (choose Z); exp[n2] (for the R- and B-edges meeting Z); exp[H(2ζ) · 7
(
n
3

)
)] (for the

remaining non-positive members of C (i.e. those not of the form ūvw); here we use

(b) of Step 1); and exp[(1 − ϑ3)
(
n
3

)
] (for the remaining positive members of C ). This

product is less than the first term on the right hand side of (3.67).

Next suppose |Z| ≤ ϑn and |S| > ξn. We first observe that n−|S| can’t be too small:

the number of positive clauses of C using u is at least 0.02n2 (by (c) of Step 1), but also

at most |S|ϑn +
(
n−|S|

2

)
, which, after a little calculation, gives n − |S| >

√
.04− 2ϑ n.

Thus in the present case we must have |T | > (
√
.04− 2ϑ− ϑ)n > ξn.

We may specify a C of the present type (i.e. with |Z| ≤ ϑn and |S| > ξn, so also

|T | > ξn) by choosing: (i) u; (ii) S and T (so also Z); (iii) the R-edges meeting S ∪ Z

and the B-edges meeting T ∪ Z; (iv) the R-edges contained in T ′ := T \ S and the

B-edges contained in S′ := S \T ; and (v) the clauses not involving the variable u. The

numbers of choices in (i), (ii) and (v) are at most n, 4n and I(n − 1) (respectively),

while those for for (iii) and (iv) are bounded by

exp[2ϑn2 + (|S|+ |T |)H(ϑ)n+
(|S′|

2

)
+
(|T ′|

2

)
].

Combining these bounds with the easy(|S′|
2

)
+
(|T ′|

2

)
<
(
n−1

2

)
− ξ(1− ξ)n2,

we find that the number of C ’s in question is less than

n4n exp[
(
n
2

)
− (ξ(1− ξ)− 2ϑ− 2H(ϑ))n2]I(n− 1),
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which is less than the second term on the right hand side of (3.67). ♦

Note that C ∈ I∗2 implies (by (a) of Step 1) that for any u,

C contains at most (4ζ + α)n2 non-positive clauses using u or ū. (3.69)

Step 3. For a variable u, set Zu = {{v, w} : uvw ∈ C } and Z̄u =
(
X\{u}

2

)
\ Zu. Let I∗3

consist of those C ∈ I∗2 with the property that for any three variables u, v, w,

each of |Zu ∩ Zv ∩ Zw|, |Zu ∩ Zv ∩ Z̄w|, |Zu ∩ Z̄v ∩ Z̄w|

and |Z̄u ∩ Z̄v ∩ Z̄w| is at least 0.1
(
n
2

)
. (3.70)

(The “0.1” is just a convenient constant smaller than 1/8.) We assert that

|I∗2 \ I∗3 | < exp[(1− c)3
(
n
2

)
]I(n− 3). (3.71)

Proof. We may choose C ∈ I∗2 \ I∗3 by choosing:

(i) u, v, w violating (3.70);

(ii) the non-positive clauses involving at least one of u, v, w;

(iii) the positive clauses involving u, v, w;

(iv) the clauses not involving u, v, w.

The numbers of possibilities for the choices in (i), (ii) and (iv) may be bounded by(
n
3

)
, exp[3H((4ζ +α)n2)/(7

(
n
2

)
) · 7
(
n
2

)
] < exp[21H(2ζ +α)

(
n
2

)
] (see (3.69)) and I(n− 3)

respectively. The main point is the bound for the number of choices in (iii), which,

apart from the 2O(n) possibilities for clauses involving at least two of u, v, w, is bounded

by the number of choices for an ordered partition of
(
X\{u,v,w}

2

)
into eight parts, at least

one of which has size less than 0.1
(
n
2

)
. We assert (a presumably standard observation)

that this number is less than 8 exp[(H(.1) + .9 log 7)
(
n
2

)
]. which finishes Step 3 since the

product of the preceding bounds is less than the right hand side of (3.71).

For the assertion, notice that the log of the number of (ordered) partitions [m] = Z1∪

· · · ∪ Z8 with |Z1| < 0.1m is H(Y1, . . . , Ym) ≤
∑
H(Yi), where we choose (Z1, . . . ,Z8)
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uniformly from the set of such partitions and set Yi = j if i ∈ Zj . (The inequality, an

instance of Lemma 3.5.5, is a basic (easy) property of entropy; see e.g. [6, Theorem

2.6.6].) Setting pi(j) = Pr(Yi = j) (= Pr(i ∈ Zj)) and p̄j = m−1
∑

i pi(j), we have

∑
H(Yi) =

∑
j

∑
i pi(j) log 1

pi(j)

≤ m
∑

j p̄j log 1
p̄j

= mH(p̄1, . . . , p̄8)

(by Jensen’s Inequality) and

H(p̄1, . . . , p̄8) ≤ H(p̄1) + (1− p̄1) log 7 < H(0.1) + 0.9 log 7

(using H(X) ≤ log |range(X)| for the first inequality). ♦

Step 4. Let

I∗4 = {C ∈ I∗3 : no clause of C uses more than one negative literal.}

Then

|I∗3 \ I∗4 | < exp[(1− c)
(
n
3

)
]. (3.72)

Proof. We first observe that C ∈ I∗3 cannot contain a clause with exactly two neg-

ative literals. For suppose ūv̄w ∈ C . Since C ∈ I∗3 , there is some pair {a, b} with

abu, abv, abw ∈ C ; but this is impossible, since a witness for abw must agree with at

least one of abu, abv, ūv̄w.

While the preceding argument doesn’t quite work to exclude negative clauses, the

assumption that ūv̄w̄ ∈ C is extremely restrictive, since it says that whenever {a, b} ∈

Zu ∩ Zv ∩ Zw, there cannot be any c 6∈ {u, v, w} with abc ∈ C (since a witness for abc

would have to agree with one of abu, abv, abw, ūv̄w̄). So we may bound the number

of C ’s that do contain negative clauses by the product of: n3 (choose u, v, w); exp[n2]

(choose Zu∩Zv∩Zw); exp[7H(2ζ)
(
n
3

)
+O(n2)] (for clauses that either are non-positive or

involve u, v or w; here we again use (b)); and exp[
(
n−3

3

)
− 0.1

(
n
2

)
(n− 3)/3] < exp[.9

(
n
3

)
]

(for the remaining positive clauses; here the subtracted term corresponds to triples

known to contain members of Zu ∩ Zv ∩ Zw). And again, the product of these bounds

is less than exp[(1− c)
(
n
3

)
]. ♦
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Step 5. Finally, we set

I∗5 = {C ∈ I∗4 : C contains no clause with exactly one negative literal}

(so I∗5 ⊆ {C ∈ I∗ : C contains only positive clauses}) and show

|I∗4 \ I∗5 | < exp[
(
n
3

)
− cn]. (3.73)

Proof. We show that for any t > 0 (by (b) of Step 1 t will be at most ζn3, but we don’t

need this),

|{C ∈ I∗4 : C has exactly t non-positive clauses}| < exp[
(
n
3

)
− c′n] (3.74)

for a suitable c′; this gives (3.73) for any c < c′.

Fix t and suppose C is as in (3.74). The main point driving the argument (which,

however, will take us a while to get to) is:

if ūvw ∈ C and a 6∈ {u, v, w}, then |C ∩ {auv, avw}| ≤ 1 (3.75)

(since a witness for avw must agree with either auv or ūvw).

Let C ′ be the set of non-positive clauses in C . It will be helpful to introduce an

auxiliary collection: for each C ∈ C ′, we will fix an ordering of the three literals in

C with the negative literal first, and write C ′′ for the resulting collection of ordered

triples. We assert that we can do this so that

|{w : (ū, v, w) ∈ C ′′}| ≤
√
α/2 n ∀u, v. (3.76)

This will follow from

Proposition 3.7.1. Any (simple) graph admits an orientation with all out-degrees at

most
√
|E(G)|/2.

Proof (sketch). A precise statement (due to Hakimi [10]; see also [17, Theorem 61.1,

Corollary 61.1b]) is: for any graph G = (V,E) and c : V → N, there is an orientation

with d+
v ≤ cv ∀v (where, of course, d−v is the out-degree of v) iff for every W ⊆ V ,
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|E(G[W ])| ≤
∑
{cv : v ∈ W}; in particular, there is an orientation with d+

v ≤ c ∀v iff

c ≥ max{|E(G[W ])|/|W | : W ⊆ V }, which is easily seen to hold with c = d
√
|E(G)|/2 e.

(Alternatively it’s easy to see that orienting each edge toward the end of larger degree

(breaking ties arbitrarily) gives maximum out-degree less than
√

2|E(G)|, which would

also be fine for present purposes.) ♦

To get (3.76) from Proposition 3.7.1, regard, for a given u, {vw : ūvw ∈ C ′} as

the edge set of a graph Gu on X \ {u}, and choose an orientation of E(Gu) as in the

proposition. We have |E(Gu)| ≤ αn2 (by (3.66)); so interpreting orientation of vw

toward w as specifying (ū, v, w) ∈ C ′ gives (3.76). ♦

Of course there will typically be many choices of C ′′ as above, and we fix one such

for each C ′. Given C ′′, set G = G(C ′) = {{{u, v}, {v, w}} : (ū, v, w) ∈ C ′′}. Regard G

as a multigraph on the vertex set
(
X
2

)
, and let ν and τ denote its matching and (vertex)

cover numbers. Then

2ν ≥ τ ≥ d t

%n
e (3.77)

(where, recall, % =
√

2α+ ζ). Here the first inequality is standard (and trivial) and the

second follows from the fact that G has t edges and maximum degree at most %n, the

latter by (3.76) and Step 1.

We now consider the number of possibilities for C with given a t, τ and ν. We first

specify C ′ by choosing a vertex cover T for the associated G and then a collection of

t clauses, each using (the variables from) at least one member of T . The number of

possibilities for these choices is at most
(
n2

τ

)(
3τn
t
)
.

We now suppose C ′ has been determined and consider possibilities for the set, say

C0 (= C \ C ′), of positive clauses of C . Let M be some maximum matching of G, say

M = {{{ui, vi}, {vi, wi}} : i ∈ [ν]}. (We could specify ūiviwi ∈ C ′, but this is now

unnecessary.)

Let J be the set of all pairs of 3-sets {{a, ui, vi}, {a, vi, wi}} with the property that

{{ui, vi}, {vi, wi}} ∈ M and a 6∈ {ui, vi, wi}, and let K be the set of 3-sets belonging

to pairs in J . Then J is a set of at least ν(n − 3)/2 pairs of 3-sets (a given pair

{{x, y, z}, {x, y, w}} can arise with x in the role of vi and y in the role of a or vice
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versa) with the property that no 3-set belongs to more than three members of J (since

M is a matching); so in particular |K| ≥ ν(n− 3)/3.

We assert that the number of possibilities for C0 ∩ K is at most

exp[
(
n
3

)
− 1

6ν(n− 3)(2− log 3)].

Proof. This is another (somewhat more interesting) application of Lemma 3.5.5. Let

W =
(
X
3

)
(thought of as the collection of possible positive clauses); let F be the

collection of possible C0’s (compatible with the given C ′); and let H consist of all pairs

from J (note these are now pairs of elements of W ) together with, for each T ∈ W ,

3− η(T ) copies of the singleton {T}, where η(T ) ≤ 3 is the number of times T appears

as a member of some pair in J . As noted earlier the key point is (3.75), which in the

present language says that no member of F contains any {S, T} ∈ J . This implies in

particular that for each such {S, T}, we have |Tr(F , {S, T})| ≤ 3, so that Lemma 3.5.5

gives

log |F| ≤ 1
3

[∑
T∈W (3− η(T )) + |J | log 3

]
≤

(
n
3

)
− 1

6ν(n− 3)(2− log 3)

(since
∑
η(T ) = 2|J | and |J | ≥ ν(n− 3)/2). ♦

Finishing the proof of (3.73) is now easy. We have shown that the number of

possibilities for C with given t, τ and ν is at most(
n2

τ

)(
3τn
t
)

exp[
(
n
3

)
− 1

6ν(n− 3)(2− log 3)]

< exp
[(
n
3

)
+
{

log en2

τ + 3nH(%/3)− (n−3)(2−log 3)
12

}
τ
]

(where we used (3.77) (second and first inequalities respectively) for the last two terms

in the exponent), and summing over τ and ν shows that the left side of (3.74) is less

than exp[
(
n
3

)
− c′n] for any c′ < (2− log 3)/12− 3H(%/3). ♦

Finally, combining (3.65), (3.67), (3.71), (3.72) and (3.73) (and, of course, the fact

that |I∗5 | ≤ exp[
(
n
3

)
]) gives (3.15) (where we again absorb terms exp[(1 − c)

(
n
3

)
] from

(3.67) and (3.72) in the term exp[
(
n
3

)
− cn]).
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Glossary

agreement of f : {blocks of P} → {0, 1} and P f and P agree if P is proper and

πP (A) = f(A) for each block A of P . Page 30.

B(n) The set of BB graphs on n vertices. Page 3.

BB blue-bipartite. Page 3.

BC Bundle configuration. Page 56.

block (of P) Any Vi with i > 0. Page 26.

block of β A block with index in I, where β is an I-bundle. Page 56.

blue-bipartite Page 3.

I-bundle For I ⊆ [t], an I-bundle is some β = (βij : {i, j} ∈
(
I
2

)
) ∈ [l](

I
2). Page 56.

k-bundle An I-bundle with |I| = k. Page 56.

bundle (of P) Any P ijα with α > 0. Page 26.

bundle configuration A bundle configuration of P∗ is any β = (βij : {i, j} ∈
(

[t]
2

)
) ∈

[l](
[t]
2 ). Page 56.

bundle of P∗ An ε2-regular bundle P ijα of P for which the pair {i, j} satisfies (3.3). Page 29.

bundles of β If β is an I-bundle or a BC, the bundles of β are all P i,jβij ’s (i, j in I or

[t]). Page 56.

clause Shorthand for k-clause when the value of k is clear from the context. Page 2.

clause of β Clause of P∗ supported on bundles of β. Page 56.
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clause of P∗ A clause belonging to a pattern of P∗. Page 29.

coherent (k-bundle) A k-bundle β is coherent if there is some fβ : {blocks of β} →

{0, 1} such that each triad P of β (is proper and) agrees with fβ. Page 57.

coherent (BC) A BC β is coherent if there is some fβ : {blocks of P∗} → {0, 1} such

that all but at most ζ1

(
t
3

)
triads of β agree with fβ. Page 57.

coherent (extended partition) P∗ is coherent if there is an f : {blocks of P∗} →

{0, 1} such that all but at most ζ2

(
t
3

)
l3 triads of P∗ agree with f . Page 30.

colored graph Graph with edges colored red (R) and blue (B). Page 3.

compatible A formula C and P∗ are compatible (written C ∼ P∗) if every triad P of

P∗ is (δ, r)-regular for C , and has dC
π = dπ for each pattern π on P . Page 29.

consistent A configuration is consistent if any two of its patterns agree on their com-

mon blocks. Page 46.

C ∼ P∗ Formula C and extended partition P∗ are compatible. Page 29.

d(X,Y ) density of the pair (X,Y ); see density. Page 25.

decent Page 34.

density of a bipartite graph G = d(A,B) (where V (G) = A ∪B. Page 25.

density of a pair For a bipartite graph G = (A∪B,E), A′ ⊆ A and B′ ⊆ B, the den-

sity of the pair (A′, B′) is d(A′, B′) = dG(A′, B′) = |∇(A′, B′)|/(|A′||B′|). Page 25.

density of a pattern π on a triad P dπ = dC
π = |Tπ|/t(P ). Page 27.

density of a sequence of subtriads Q = (Q(s))s∈[r] dπ(Q) = |∪rs=1Tπ(Q(s))|
|∪rs=1T (Q(s))| . Page 27.

equitable Partition P is equitable if for all but at most ε1

(
t
2

)
pairs i, j, with 1 ≤ i <

j ≤ t, |P ij0 | < ε1m
2 and |d

P ijα
(Vi, Vj)− l−1| < ε2 for all 1 ≤ α ≤ lij . Page 26.

exp All exponentials are base 2. Page 1.
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extended partition P∗ Page 29.

F (n) The number of OBTF graphs on n vertices. Page 2.

F(n) The set of (labelled) OBTF graphs on n vertices. Page 3.

feasible P∗ is feasible if it is compatible with at least one irredundant C . Page 29.

formula Shorthand for k-SAT formula when the value of k is clear from the context;

in Section 1.1 and Chapter 3, it is also shorthand for irredundant (3-SAT) for-

mula. Page 2.

Gk(n) The number of k-SAT functions of n variables. Page 1.

Γ(Q) For a set of vertices Q, Γ(Q) is ∪x∈QΓx \Q. Page 8.

Γx, Γ(x) The neighborhood of a vertex x. Page 8.

good edge An edge ab is good for a pattern π if a and b are good for π and nice to

each other. Page 37.

good triangle A triangle {a, b, c} is good for a pattern π if its edges are all good for

π. Page 37.

good vertex Page 36.

G(P ) Page 9.

great triangle A triangle {a, b, c} is great if it is good and belongs to Tπ. Page 37.

I(n) = I3(n); See Ik(n). Page 4.

Ik(n) The number of irredundant k-SAT formulae of n variables. Page 5.

Y (x1, . . . , xk) = {y ∈ Y : y ∼ xi ∀i ∈ [k]} (for a graph G on V , Y ⊆ V and x1, . . . , xk ∈

V \ Y ). Page 34.

I∗ The collection of irredundant, positive C ’s such that any witness w for any clause

in C has fewer than ζn 1’s. Page 31.
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irredundant A formula C is irredundant if F (C ′) ⊂ F (C ) for each C ′ ⊂ C . Page 4.

k-clause An expression y1 ∧ · · · ∧ yk, with y1, . . . , yk literals corresponding to different

variables. Page 1.

k-SAT formula C = C1 ∨ · · · ∨ Ct, with t a positive integer and each Ci a k-clause;

also, the set {C1, . . . , Ct} of clauses of such a C . Page 1.

K(β) Set of clauses of (a BC or I-bundle) β, i.e. the set of members of K(P∗) supported

on β. Page 56.

K(P∗) The set of clauses of P∗. Page 29.

L(a) = LP (a) = {bc : {a, b, c} ∈ T (P )}(for a triad P ). Page 35.

L(ab) = LP (ab) = {c : {a, b, c} ∈ T (P )} (for a triad P ). Page 35.

legal A configuration is legal if it can arise in a feasible P∗. Page 43.

log All logarithms are base 2. Page 1.

Lπ(a) = {bc : {a, b, c} ∈ Tπ} (for a triad P , π a pattern on P ). Page 36.

Lπ(ab) = {c : {a, b, c} ∈ Tπ} (for a triad P , π a pattern on P ). Page 36.

m(x) See multiplicity. Page 30.

multiplicity The multiplicity of the literal y in C is the number of clauses of C con-

taining y. Page 30.

[n] = {1, . . . , n}. Page 1.

(
n
<k

)
=
∑k−1

i=0

(
n
i

)
Page 1.

∇(X,Y ) The set of edges having one end in X and the other in Y . Page 8.

N(β) = |N (β)|. Page 56.

N (β) = {C ∩ K(β) : C ∼ P∗}. Page 56.
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negative (clause) Contains only negative literals. Page 67.

nice If a is good for a pattern π, say b ∈ B(a) is nice to a (with respect to π) if {a, b}

is decent and |Lπ(ab)| = (dπ ± 2δ)ml−2. Page 37.

non-positive (clause) Contains at least one negative literal. Page 67.

N(P∗) = |N (P∗)|. Page 30.

N∗(P∗) = |{C : C ∼ P∗}|. Page 29.

N (P∗) = {C ∩ K(P∗) : C ∼ P∗} Page 30.

OBTF odd-blue-triangle-free. Page 3.

odd-blue set (of edges) Has an odd number of blue edges. Page 3.

odd-blue-triangle-free Has no odd-blue triangles. Page 3.

P(n) Page 9.

P See (l, t, ε1, ε2)-partition. Page 25.

P∗ See extended partition P∗. Page 29.

(l, t, ε1, ε2)- partition Page 25.

pattern For a triad P on blocksA,B,C, a pattern on P is π : {A,B,C} → {0, 1}. Page 26.

pattern of β A pattern of P∗ supported on bundles of (a BC or I-bundle) β. Page 56.

pattern of P∗ A pattern on some triad of P∗ satisfying dπ > 2d0. Page 29.

P(G) The set of posets P ∈ P(n) with G(P ) = G. Page 19.

πP The unique pattern supported by a proper triad P . Page 30.

x = 1± y Shorthand for x ∈ ((1− y), (1 + x)). Page 1.

positive (clause) Contains only positive literals. Page 67.

positive (formula) m(x) ≥ m(x̄) for each variable x. Page 30.
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proper A triad P of P∗ is proper if it supports a unique pattern of P∗, denoted πP ,

and dπ
P
> 1/3. Page 30.

(δ, r)-regular partition P is (δ, r)-regular for C if
∑
{t(P ) : P is a (δ, r) -irregular triad of P} <

δn3. Page 27.

(δ, r)-regular triad Triad P is (δ, r)-regular for C if it is (δ, r, π)-regular for each of

the eight patterns π on P . Page 27.

(δ, r, π)-regular triad Triad P is (δ, r, π)-regular for C if for every sequence of r sub-

triads Q with | ∪rs=1 T (Q(s))| > δt(P ), we have |dπ(Q)− dπ| < δ. Page 27.

R(P∗) See extended partition P∗. Page 29.

subbundle If β is an I-bundle and J ⊆ I, then β[J ] = (βij : {i, j} ∈
(
J
2

)
) is a

(|J |)-subbundle of β. Page 56.

subtriad (of a triad P ) Q = (QAB, QBC , QAC) withQAB ⊆ PAB and so on. Page 26.

T (P ) The set of triangles of a triad P . Page 26.

t(P ) = |T (P )|. Page 26.

Tπ Given a formula C , a partition P, a triad P of P and a pattern π on P , Tπ = TC
π =

{{x, y, z} ∈ T (P ) : π(x, y, z) ∈ C }. Page 27.

triad P (of P) A triad of P on blocks A,B,C is P = (PAB, PBC , PAC), with PAB a

bundle of P joining A and B, and so on. Page 26.

triad of β A triad of P supported on (the BC or I-bundle) β. Page 57.

triad of P∗ Any triad P ∈ R(P∗). Page 29.

triangle (of a triad P ) A triangle in the graph with edge set PAB∪PAC∪PBC . Page 26.

triangle of P∗ A triangle belonging to some triad of P∗. Page 29.

witness A formula C is irredundant iff for each C ∈ C there is some witness wC ∈

{0, 1}n that satisfies C but no other clause in C . Page 5.
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