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Primates use visual guidance in order to interact with their environment. For several decades, the inferior parietal lobule (IPL) has been known to contain neurons that respond to visual stimulation and motor behavior. While the neural activity during the reaching behavior has been shown in area 7a of IPL, reach related neural responses have never been tested in the dorsal prelunate area (DP) of IPL, which is adjacent to area 7a. Furthermore, neural response prior to the reaching movement has not been assessed in DP and area 7a. The first aim was to investigate the tuning properties of single neurons in DP and area 7a. The second aim was to assess the influence of eye position signal on reaching behavior. Third, the temporal evolution of sensorimotor transformation in area 7a and DP neurons was investigated by comparing neural signals throughout the reaching task. Lastly, cortical plasticity was tested using Fresnel prisms, which displaced the visual field by 12° in one of four directions: contralateral, ipsilateral, upwards, or downwards. Foveal and peripheral reaching tasks and reaching under perceptually distorted conditions were used. Neurons in area 7a and DP were observed to have differential tuning properties during the planning phase and the initiation of the reach, in addition to being selective for eye position and retinal visual stimulation. The response properties of the neurons in areas 7a and DP changed as the trial progressed in time.
Differential preparatory and reach responses were observed during foveal and peripheral reaching. This implies that both eye position and retinal signals modulated the reach related responses. Alterations in spatial tuning of the neurons during all phases of the task were observed upon insertion of the Fresnel prisms imply that neural plasticity occurs as the cortex swiftly adapts to the mismatch between sensory input and motor output. The spatial tuning of the neurons did not merely compensate for the eye position shift implying that signals other than eye position affect the neural response during reaching. These combined results strongly support the claim that crucial aspects of sensorimotor transformation occur in areas 7a and DP.
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Chapter 1: General introduction

Overview

Reaching under visual guidance involves multiple modalities. One needs to visually identify the reaching target relative to one’s body in space or relative to an external reference point. This must be followed by the proprioceptive input of the hand location relative to the object in space. The visual and the proprioceptive information must be then integrated in order to compute a motor plan to successfully initiate and execute the reaching action. In order to do this, multiple neural areas are recruited. Many electrophysiology studies in non-human primates have identified areas in the parietal lobe that are involved in the execution of a successful reach. Human and non-human lesion studies exemplify the importance of the parietal lobe in the planning, initiation, and execution of the reaching behavior.

For example, the Bálint syndrome, defined by a set of three visuospatial and visuomotor deficits (optic ataxia, optic apraxia, simultaneous agnosia), affects mostly visually guided reaching, that is, patients can reach properly without visual guidance with tactile control, but are impaired when reaching to a visually presented object. The Bálint syndrome is caused by bilateral lesions of posterior parietal cortex in humans (Bàlint, 1909; Pisella et al., 2000; Battaglia-Mayer and Caminiti, 2002). Transcranial magnetic stimulation (TMS) of the posterior parietal cortex (PPC) of humans disrupted the ability to correct or alter the path of the reaching movement when the reach behavior was goal directed and visually guided (Desmurget et al., 1999).
In non-human primates, unilateral lesions of area 7a, an area of the PPC, resulted in gross inaccuracies in reaching for an object with the contralateral hand (Lamotte and Acuna, 1978). These inaccuracies in reaching intensified while grasping an object in the contralateral visual field (Faugier-Grimaud et al., 1985). Lesions of different areas of the PPC can have distinct effects on reaching behavior (Rushworth et al., 1997b, a). Bilateral lesions of area 7a (along with areas 7b and the lateral intraparietal area – LIP) disrupted reaching to visual targets in light, whereas lesions of areas 7b, 5, and medial intraparietal (MIP) mostly affected reaching movements in the dark (Rushworth et al., 1997b).

The PPC, being a part of the association cortex, receives multimodal input explaining the heterogeneity of its functional properties. The areas of the PPC are involved in the analysis of visual information needed for planning and execution of saccades (rapid and ballistic eye movements), reaching, and other body movements. Thus, the cells of the PPC respond to visual, proprioceptive and somatosensory stimulation, and to motor behavior. These modalities are thought to be combined into a sensorimotor efferent signal. Furthermore, the heterogeneity and interconnectivity of the parietal lobe increases its ability to be plastic.

This introduction will address the anatomical location and connections, and the physiological properties of two areas of the PPC: area 7a and the dorsal prelunate area (DP). Additionally, it will discuss the rationale for the experiments conducted for the dissertation.
Anatomical location of area 7a and the dorsal prelunate (DP) area in non-human primates

The intraparietal sulcus (IPS) divides the PPC into two main regions: the superior parietal lobule (SPL) and the inferior parietal lobule (IPL; Fig. 1.1). The SPL includes the medial intraparietal area (MIP), parieto-occipital area (PO), and area 5. The IPL includes area 7a, and adjacent area 7b, DP, LIP, and anterior intraparietal area (AIP) (Rizzolatti and Matelli, 2003). IPL is bordered by the IPS and the lunate sulcus (LS) (Fig. 1.1).

Functional anatomical connections of DP and area 7a

Dorsal Prelunate area (DP)

DP predominantly receives visual information via extrastriate areas: V2 (Stepniewska et al., 2005), V3A, and V4 (Andersen et al., 1990; Tanaka et al., 1990). Projections from V2 and V3A arise from regions that represent the peripheral visual field.
(Baizer et al., 1991). Similarly, the reciprocal projections that DP receives from V4 arise from the peripheral representation regions of V4 (Ungerleider et al., 2008).

The middle superior temporal (MST) area and DP are reciprocally connected (Andersen et al., 1990). Connections between middle temporal area (MT) and DP, and inferotemporal cortex (IT) and DP have also been observed (Stepniewska et al., 2005). Both MST and MT contain motion selective neurons, therefore explaining the motion sensitivity of DP (Raffi and Siegel, 2007).

LIP and DP have reciprocal connections (Andersen et al., 1990; Blatt et al., 1990; Baizer et al., 1991; Rozzi et al., 2006). In addition to LIP, the ventral intraparietal area (VIP) also has connections with DP (Baizer et al., 1991; Lewis and Van Essen, 2000). DP projects predominantly to area 7a and receives input from parieto-occipital area (PO; both areas V6 and V6A). Area 7a has efferent connections with DP (Andersen et al., 1990).

Retrograde and anterograde tracer studies have shown that the posterior cingulate cortex (PCC) has reciprocal connections with DP (Kobayashi and Amaral, 2007). There are equal feedback and feedforward projections between PCC and DP. Since the neurons in PCC respond to orbital eye position signals (Olson et al., 1996) these reciprocal connections may explain the eye position signal observed in DP (Siegel et al., 2003). The frontal eye fields (FEF) and DP are also connected (Stepniewska et al., 2005), which may also explain the eye position signal observed in DP.

Even though there have been a number of anatomical studies investigating the connections of DP, these connections have not been tested for functionality. Area 7a has a strong feedback projection to DP implying that DP is involved in reaching. However there is no study that investigates the reach related activity in DP.
<table>
<thead>
<tr>
<th>Area</th>
<th>Eye position</th>
<th>Visual</th>
<th>Preparatory</th>
<th>Reach</th>
<th>Spatial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DP</td>
<td>7a</td>
<td>DP</td>
<td>7a</td>
<td>DP</td>
</tr>
<tr>
<td>V1</td>
<td>***</td>
<td></td>
<td>***</td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>V2</td>
<td>***</td>
<td></td>
<td>***</td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>V3/V3A</td>
<td>***</td>
<td></td>
<td>***</td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>V4</td>
<td>***</td>
<td></td>
<td>***</td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>MT</td>
<td>***</td>
<td></td>
<td>***</td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>STS</td>
<td>***</td>
<td></td>
<td>***</td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>IT</td>
<td>***</td>
<td></td>
<td>***</td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>MST</td>
<td>***</td>
<td></td>
<td>***</td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>STP</td>
<td>***</td>
<td></td>
<td>***</td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>PO</td>
<td>***</td>
<td></td>
<td>***</td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>V6/V6A</td>
<td>***</td>
<td></td>
<td>***</td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>MIP</td>
<td>***</td>
<td></td>
<td>***</td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>LIP</td>
<td>***</td>
<td></td>
<td>***</td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>VIP</td>
<td>***</td>
<td></td>
<td>***</td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>AIP</td>
<td>***</td>
<td></td>
<td>***</td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>DP</td>
<td>***</td>
<td></td>
<td>***</td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>7a</td>
<td>***</td>
<td></td>
<td>***</td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>SEF</td>
<td>***</td>
<td></td>
<td>***</td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>FEF</td>
<td>***</td>
<td></td>
<td>***</td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>PMd</td>
<td></td>
<td>***</td>
<td>***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCC</td>
<td>***</td>
<td></td>
<td>***</td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>CA1</td>
<td></td>
<td></td>
<td>***</td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>Pulvinar</td>
<td></td>
<td></td>
<td>***</td>
<td></td>
<td>***</td>
</tr>
</tbody>
</table>
Anatomical studies have shown that extrastriate areas have feedforward connections to 7a via cortico-cortical connections (Pandya and Seltzer, 1982; Cavada and Goldman-Rakic, 1989b, a; Andersen et al., 1990; Felleman and Van Essen, 1991). Two areas in the temporal lobe, the superior temporal sulcus (STS) and the parahippocampal gyrus, receive a dense projection from area 7a (Andersen et al., 1990). The projections from area 7a to the STS dominate the anterior bank of the STS, which includes the superior temporal polysensory area (STP) (Bruce et al., 1981) and the medial superior temporal area (MST); fundus of the STS; and the rostral aspect of the STS which is within the inferotemporal cortex (IT; Andersen et al., 1990). Rizzolatti and Matelli (2003) demonstrated that area 7a receives inputs from the STP. Since STP encodes information regarding visual space and action (Bruce et al., 1981), it is possible that area 7a responds to reaching to specific locations. Furthermore, STP neurons show high selectivity to motion stimuli (Anderson and Siegel, 1999). Since area 7a receives efferents from MST, which receives extensive projections from MT, this may be the reason for motion selectivity of area 7a neurons (Read and Siegel, 1997; Siegel and Read, 1997; Raffi and Siegel, 2007).

Areas within the parietal lobe are reciprocally interconnected; parieto-occipital area (PO), LIP, MIP, AIP, and DP have visual efferents to area 7a and receive an afferent

---

**Table 1.1: Cortical connections of DP and area 7a.** Reciprocal connections between various cortical areas and DP; and those between various cortical areas and area 7a are listed. The connections are separated based on the functional importance. A list of abbreviations is included in Appendix A. The asterisks denote a bidirectional connection. The “visual” column includes signals regarding retinotopy and other visual information such as for example, a signal for motion detection in DP and area 7a that may arise from MST. The “spatial” column includes connections that may enable neurons in area 7a to encode the extrapersonal space.

**Area 7a**

Anatomical studies have shown that extrastriate areas have feedforward connections to 7a via cortico-cortical connections (Pandya and Seltzer, 1982; Cavada and Goldman-Rakic, 1989b, a; Andersen et al., 1990; Felleman and Van Essen, 1991). Two areas in the temporal lobe, the superior temporal sulcus (STS) and the parahippocampal gyrus, receive a dense projection from area 7a (Andersen et al., 1990). The projections from area 7a to the STS dominate the anterior bank of the STS, which includes the superior temporal polysensory area (STP) (Bruce et al., 1981) and the medial superior temporal area (MST); fundus of the STS; and the rostral aspect of the STS which is within the inferotemporal cortex (IT; Andersen et al., 1990). Rizzolatti and Matelli (2003) demonstrated that area 7a receives inputs from the STP. Since STP encodes information regarding visual space and action (Bruce et al., 1981), it is possible that area 7a responds to reaching to specific locations. Furthermore, STP neurons show high selectivity to motion stimuli (Anderson and Siegel, 1999). Since area 7a receives efferents from MST, which receives extensive projections from MT, this may be the reason for motion selectivity of area 7a neurons (Read and Siegel, 1997; Siegel and Read, 1997; Raffi and Siegel, 2007).
signal from area 7a (Pandya and Seltzer, 1982; Colby et al., 1988; Cavada and Goldman-Rakic, 1989b, a; Andersen et al., 1990; Felleman and Van Essen, 1991). The eye position signal in LIP can explain the eye position dependent visual response modulation (gain field) observed in area 7a (Siegel et al., 2003).

A monosynaptic bidirectional connection is present between area 7a and the dorsolateral prefrontal cortex (Cavada and Goldman-Rakic, 1989a) which is involved in motor planning (Andersen and Cui, 2009). Specifically, the dorsal premotor area (PMd) receives direct projections from area 7a (Tanne et al., 1995). The supplementary eye fields (SEF) also have monosynaptic bidirectional connections with area 7a (Andersen et al., 1990). The SEF and the FEF consist of neurons that are spatially tuned to eye movement. However there are only weak connections between the FEF and area 7a (Andersen et al., 1990; Lewis and Van Essen, 2000; Clower et al., 2001). The caudal portion of the cingulate gyrus also had monosynaptic bidirectional connections with area 7a (Andersen et al., 1990). Area 7a has equal strength of ipsilateral and contralateral connections with the posterior cingulate cortex (PCC). Laminar pattern of projection suggests that the posterior cingulate cortex and area 7a have equal proportion of feedback and feedforward projection (Andersen et al., 1990).

Area 7a receives topographical afferents from the medial pulvinar. The medial pulvinar consists of disk-like aggregates of neurons (Asanuma et al., 1985). Rostrally and caudally located neurons project to the rostral and caudal parts of area 7a respectively; whereas, laterally and medially located neurons project to medial and lateral parts of area 7a (Asanuma et al., 1985). The visual signal in area 7a may be partially attributed to the pulvinar (Asanuma et al., 1985) in addition to DP and other areas. Area 7a has no
connections with the superior colliculus (Andersen et al., 1990; Lewis and Van Essen, 2000; Clower et al., 2001).

The CA1 area of the hippocampal formation sends a disynaptic efferent signal to area 7a. This projection to area 7a arises from the pyramidal cell layer within the central strip of the CA1 region. This connection is bidirectional however it does not create a closed loop. Monosynaptic efferents from area 7a terminate in a region that is rostral and distal to the region of CA1 that sends efferents to area 7a (Clower et al., 2001). Lesions of both, the hippocampus and the PPC result in increased difficulty for spatial navigation (Barrash, 1998; Barrash et al., 2000).

**Functional significance of the anatomical connections in IPL**

Physiological studies provide information about the functions of the anatomical connections. The IPL is a multimodal area considering the cortico-cortical and the subcortico-cortical connectivity.

**DP**

Neurons in DP are driven by motion stimuli (Siegel and Read, 1997). DP is reciprocally connected to areas that respond selectively to motion stimuli: MT (Stepniewska et al., 2005) and MST (Andersen et al., 1990).

Electrophysiological studies have shown that the response of the neurons in DP is modulated by gain field (Andersen et al., 1985; Andersen et al., 1990; Read and Siegel, 1997; Siegel et al., 2003). That is, the visual response of the neurons varies depending on the angle of gaze (position of the eye). An intrinsic imaging study revealed that DP
contains a topographic map of the gain field representation; DP represents the upper eye positions (Siegel et al., 2003). These topographical gain field maps were reproduced over days. The eye position responses in DP are a result of the projection from LIP (Andersen et al., 1990; Blatt et al., 1990; Baizer et al., 1991; Rozzi et al., 2006); or feedback projections from area 7a (Andersen et al., 1990); FEF (Stepniewska et al., 2005), and PCC (Kobayashi and Amaral, 2007). Of these areas, the strongest reciprocal connection is between area 7a and DP, followed by connections between LIP and DP; FEF and DP; PCC and DP.

An intrinsic imaging study has shown that neurons in DP have retinotopic fields (Heider et al., 2005). Unlike the gain field maps, the retinotopic field maps were not constant over days in DP; these maps altered from day to day. DP receives projections from the periphery representing regions within early visual areas V2, V3A (Baizer et al., 1991), and V4 (Ungerleider et al., 2008). Feed forward projections from these periphery representing regions likely contribute to the retinotopic representation in DP.

Optical imaging has also revealed the presence of topographic representation of attention over DP (Raffi and Siegel, 2005), albeit this representation was bilateral. These attentional maps, which appeared in patches, altered over days. The spatial locations of these patches altered over days however the frequency of the patches remained constant. Lastly, the attention patches were observed to be embedded within the constant eye position gain field maps in DP. It is likely that the attentional signal observed in DP is due the indirect connection of DP to the pulvinar via area 7a. Area 7a is innervated by projections form the pulvinar (Asanuma et al., 1985), which is known to be involved in
the attention circuitry (Shipp, 2004; Reep and Corwin, 2009). DP and area 7a have extensive reciprocal connections (Andersen et al., 1990).

There have been no studies investigating the reach related responses in DP. DP receives projections from V6A (Andersen et al., 1990). Area V6A is involved in reach movement planning (Fattori et al., 2005). Neurons in area V6A are spatially tuned to the direction of the arm movement. Moreover, DP and area 7a have extensive reciprocal connections (Andersen et al., 1990). Thus it is hypothesized that neurons in DP also selective respond to visually guided reaching. The behavioral paradigms are designed to investigate the spatial tuning of the neurons in DP during the reaching phase of the task.

![Cortical connections of DP and area 7a](image)

**Figure 1.2: Cortical connections of DP and area 7a.** Cortical connections that provide information regarding the signals investigated in the current experiments are shown here. Connections shown in red provide visual information; green provide eye position information; blue provide information regarding the hand position; gray provide information regarding planning of the reaching behavior. All Abbreviations are included in Appendix A.

**Area 7a**

Area 7a neurons prefer the translational optic flow displays over the rotational optic flow stimuli (Siegel and Read, 1997; Read and Siegel, 1997). More specifically,
these neurons have an even greater preference to expanding optic flow stimuli compared to the compression optic flow stimuli (Siegel and Read, 1997; Read and Siegel, 1997). This is likely due to the apparent motion observed as one walks in the environment. The selective response to motion stimuli could also be due to the reciprocal connections between area 7a and MST (Andersen et al., 1990). Additionally, DP and area 7a have extensive reciprocal connections (Andersen et al., 1990); DP received projections from the motion selective area, MT (Stepniewska et al., 2005). Therefore, due to the indirect connection with MT, perhaps area 7a neurons possess motion selective properties.

The gain of the neural response in area 7a is modulated differentially by the position of the eyes in the orbit; these neurons therefore, have gain fields (Andersen et al., 1985; Andersen et al., 1990; Read and Siegel, 1997; Siegel and Read, 1997; Siegel et al., 2003). An optical imaging experiment revealed that area 7a contains a topographical gain field map; lower eye positions are represented over area 7a (Siegel et al., 2003). Area 7a has reciprocal connections with areas that contain spatial eye position signals: LIP (Andersen et al., 1990; Blatt et al., 1990; Baizer et al., 1991; Rozzi et al., 2006), SEF (Andersen et al., 1990), FEF (Andersen et al., 1990; Lewis and Van Essen, 2000; Clower et al., 2001), and PCC (Andersen et al., 1990). PCC and area 7a and SEF and area 7a have equal feedback and feedforward projections. DP and area 7a have extensive bidirectional projections, efferents from DP innervate area 7a (feedforward projection) whereas area 7a sends a feedback projection to DP (Andersen et al., 1990).

Electrophysiology studies (Andersen et al., 1985; Andersen et al., 1990; Read and Siegel, 1997; Siegel and Read, 1997; Siegel et al., 2003) have shown that neurons in area 7a are driven differentially by the retinal location of the visual stimulus. Optical imaging
while monkeys detected change in stimulus motion in the periphery revealed that retinotopy is topographically mapped over area 7a (Heider et al., 2005). Area 7a receives a majority of its visual input from DP and LIP. It is likely that the peripheral representing regions in the early visual cortical areas that project to DP indirectly influence the visual properties of the neurons in area 7a. The retinotopic maps observed in area 7a were not reproduced from day to day (Heider et al., 2005). Therefore, retinotopic representation in area 7a is plastic.

Attention modulation has been observed in area 7a using electrophysiology (Bushnell et al., 1981; Quraishi et al., 2007) and optical imaging (Raffi and Siegel, 2005). Topographical representation of spatial attention was observed in area 7a however, the attention maps were not reproducible within the regions of area 7a (Raffi and Siegel, 2005). The maps were observed to be embedded within the gain field topography; attention maps altered in cortical location however the frequency was maintained. Area 7a receives topographical afferents from the medial pulvinar (Asanuma et al., 1985). Output from the SC innervates the pulvinar prior to proceeding to the cortical areas (Shipp, 2004). This pathway is a part of the attention circuitry (Shipp, 2004; Reep and Corwin, 2009). It is therefore likely that the projection from pulvinar to area 7a drives attentional modulation in area 7a and is responsible for the topographical organization.

It has been known for decades that the neurons in area 7a respond to visually guided reaching (Hyvarinen and Poranen, 1974; Mountcastle et al., 1975; Blum, 1985; MacKay, 1992; Battaglia Mayer et al., 1998; Battaglia-Mayer et al., 2005; Battaglia-Mayer et al., 2007). Electrophysiology experiments testing the reach-related responses in area 7a have observed that neurons in area 7a are spatially tuned to arm movements
Area 7a has reciprocal connections with regions of the SPL that are involved in the reaching behavior: MIP and PO (Pandya and Seltzer, 1982; Colby et al., 1988; Cavada and Goldman-Rakic, 1989b, a; Andersen et al., 1990; Felleman and Van Essen, 1991). Projections from PO to area 7a are of the feedforward type and those from area 7a to PO are of feedback type (Andersen et al., 1990). Area MIP and the dorsal aspect of the PO, which is on the rostral wall of the parieto-occipital sulcus, are a part of what is defined as the “parietal reach region” (PRR) (Cohen and Andersen, 2002). PRR is known to respond to the planning of a visually guided reach (Batista and Andersen, 2001; Scherberger and Andersen, 2007). It is likely that the reach properties of area 7a neurons are a result of projections from the combined regions within the PRR.

Although neurons with spatially tuned reach responses have been observed in area 7a, the paradigms used to test this involved a constant visual feedback of the reaching arm. This may have confounded the neural response observed during the reaching phase. In the current study, a reach paradigm excluding the visual feedback of the hand is used to test the reach response of the neurons. Furthermore the eye positions and the endpoint locations of the reach hand are varied systematically to investigate the spatial properties of the neurons. The reach paradigm and the reach related properties of the neurons in area 7a are discussed in greater detail in the subsequent sections of the thesis.

**Combined functional properties of DP and area 7a**

*Response to visual stimuli:* Neurons in area 7a and DP receive afferent information from areas that are implicated in motion and spatial analysis (Baizer et al., 1991) which explains why these areas are selective to motion (Siegel and Read, 1997)
and highly spatially tuned (Andersen et al., 1985; Andersen et al., 1990). The DP neurons receive inputs from the peripheral field representation of V2, V3A, and V4 (Neal et al., 1988; Baizer et al., 1991). This explains the distributed representation of space observed in area 7a and DP.

Sensorimotor properties: Based upon an early study the connectivity between area 7a and area 5, a predominantly somatosensory area in the SPL, explains the visual and somatic convergence in area 7a (Hyvarinen and Poranen, 1974). In addition to the attentional, visual, and somatic convergence, neurons in area 7a have visuomotor properties, i.e., the response of these neurons is correlated with reaching behavior (Hyvarinen and Poranen, 1974; Mountcastle et al., 1975; Blum, 1985; MacKay, 1992). These neurons have the ability to command the movement of the limbs in immediate extrapersonal space (Mountcastle et al., 1975). Neurons in area 7a encode spatial visuomotor signals for the eye and the hand (Battaglia-Mayer et al., 2005).

The bidirectional projections between area 7a and the PCC and between DP and PCC might explain the neural response elicited by the eye position and eye movements. An increase in neural activity in the PCC was observed at the onset of the saccade and dependent on the orbital position of the eye (Olson et al., 1996). Thus it is suggestive that PCC monitors the eye position and may be involved in assigning spatial coordinates to retinal images. The connectivity of area 7a and the premotor cortex (Kurata, 1991; Tanne et al., 1995; Wise et al., 1997; Stepniewska et al., 2006) possibly influence the reach related activity observed in area 7a.

Neurons in area 7a respond to reaching to specific spatial locations. Neurons of the hippocampal area CA1 project to area 7a. These neurons are known to encode spatial
localization and navigation. Thus the connectivity between CA1 and area 7a may partially explain the visuomotor spatial representation in area 7a, for example during reaching behavior to specific locations in space.

The spatially tuned reaching activity observed in area 7a largely follows an eye-centered coordinate system (Battaglia-Mayer et al., 2007). Both LIP (Stricanne et al., 1996) and PRR (Batista et al., 1999; Cohen and Andersen, 2002) have been shown to follow an eye-centered reference frame during planning of an eye or reach movement. Since both LIP and parts of PRR have strong projections to area 7a, it is likely that neurons in area 7a also follow an eye-centered reference frame.

Both LIP and PRR neurons have a gain field modulation (Cohen and Andersen, 2002) and thus are claimed to be the locus of reference frame transformations. Gain field modulation is defined as the eye position dependency of the change in neural activity (Andersen et al., 1985; Cohen and Andersen, 2002). Neurons in area 7a also show gain field modulation (Andersen et al., 1985). Thus it can be hypothesized that the IPL including areas 7a and DP are involved in the reference frame transformation.

Attentional modulation: Bushnell and Robinson (1981) conducted single unit recordings in area 7a while the monkeys were required to attend peripherally and foveally. Under both conditions the visual response was modulated, showing that attention influences the neural response in area 7a. Attentional maps (Raffi and Siegel, 2005) and attentional modulation of receptive field structures (Quraishi et al., 2007) have been observed in area 7a and DP. The projection from the medial pulvinar is one probable source for selective attention resulting in overall attentional modulatory effects. A human study shows a correlation between increased attention and increased activation
of the medial pulvinar (Coull et al., 2004). Additionally, PCC neurons’ response is altered by attentional demands and visual stimuli, for example, they signal the saliency of stimuli over large visual space (Dean et al., 2004). A decrease in response amplitude was observed when monkeys were required to divide their attention between targets (Dean et al., 2004). Area 7a shares these properties which may have come from the reciprocal connections between the two areas.

In summary, the reciprocal connectivity of areas 7a and DP with areas expressing specific and combined sensory and motor modalities explains the heterogeneity of the neural responses. Area 7a and DP both respond to visual stimulation, motor behavior, and visually guided reaching. Both areas contain a distributed representation of space. The visuomotor signals follow an eye centered frame of reference. Thus there is reason to hypothesize that these areas are involved in sensorimotor transformation leading to a successful completion of a reaching behavior. Based on the reciprocal connections between area 7a and DP and DP’s connections to other reach-related areas within the PPC, there is reason to hypothesize that DP neurons are involved in visually guided reaching.

**Reaching and related properties of parietal and prefrontal areas**

The reaching action requires multiple levels of processing. Once an object of interest is spatially located, the visual (sensory) input needs to be transformed into a goal directed motor output. This process recruits multiple cortical networks or cortical areas. Extracellular single unit recording is the main method used to study the cortical areas involved in different aspects of reaching in non-human primates. These electrophysiology
studies have shown that the areas involved in reaching include: Areas 7a (Hyvarinen and Poranen, 1974; Mountcastle et al., 1975; Blum, 1985; MacKay, 1992; Battaglia Mayer et al., 1998; Battaglia-Mayer et al., 2005; Battaglia-Mayer et al., 2007) of the IPL, the PRR (specifically area V6A of the SPL) (Batista and Andersen, 2001; Scherberger and Andersen, 2007), and the PMd (Jouffrais and Boussaoud, 1999; Gregoriou and Savaki, 2003) of the prefrontal cortex. Areas that are related to reaching but not directly involved will not be discussed. These areas include: LIP in the IPL; AIP and VIP in the SPL; FEF, SEF and PCC in the prefrontal cortex. Each section below addresses the reaching and related properties in IPL, SPL, and the premotor areas.

**Inferior parietal lobule (IPL)**

In general, areas of the IPL respond to eye positions (area 7a and DP), saccades (LIP), retinotopic field, somatosensory stimulation (area 7b), visually guided reaching (area 7a and DP), grasping (area 7b), and attention. Taken together the IPL is thought to encode information regarding spatial localization of objects and reaching behavior since 1953 (Critchley, 1953). However, systematic investigation regarding the integration of multimodal inputs and the spatial tuning properties of the neurons is only being done recently (Battaglia-Mayer et al., 2005; Battaglia-Mayer et al., 2007). It has been suggested that area 7a is involved in computing the location of the visual target (Shadmehr and Wise, 2005). Area 7a neurons have been observed to respond to the actual action of reaching and the initiation of reaching (Battaglia-Mayer et al., 2005; Battaglia-Mayer et al., 2007). “Intentional” reach related response (Snyder et al., 1997) and reach related activity during the memory period during the delayed reaching task (Battaglia-
Mayer et al., 2007) have been reported in area 7a. Studies in which the neural response in area 7a during reaching was explored are considered next.

**Area 7a:** Area 7a neurons have the ability to relay information regarding the movement of the limbs in immediate extrapersonal space (Mountcastle et al., 1975). Reach related responses were first observed by Hyvarinen and Poranen (1974) and Mountcastle et al. (1975). In both studies, area 7 neurons were observed to respond to arm projections and reaching when the monkeys reached for desired objects that they were fixating either to the right or the left of the midline. Reaching blindly in the dark to previously visually identified object elicited no response in these neurons (Mountcastle et al., 1975). However, a task requiring reaching in the periphery was not used in this study, thus peripheral reaching responses were not tested. Furthermore, the variation in the response of these neurons as the monkeys reached to different spatial locations was not systematically tested.

Blum (1985) characterized the neurons in the IPL that responded to reach as visually sensitive or insensitive. This study considered area 7, which contains areas 7a and 7b, and tested whether these neurons respond to reaching with or without visual guidance. Both types of cells were found in area 7. To test visually guided reaching, the monkeys were required to fixate a spot of light in the center of the monitor. Moreover, the monkeys were required to reach to only one location. Thus the characteristics of the neural response as a result of spatial variation were not tested.

MacKay (1992) observed that about 50% of area 7a neurons that responded to the reaching behavior were spatially tuned for both arms. The spatial tuning for both arms was identical, suggesting the neurons have bilateral response fields. Neurons that
responded to movements of only one of the two arms often preferred the contralateral response field. Area 7a neurons were also observed to respond to visual stimuli. Although this study showed that area 7a neurons were bimodal, the relationship between the visual and the motor signal was not assessed.

Other studies have shown that neurons in area 7a encode spatial visuomotor signals for both eye and hand (Battaglia Mayer et al., 1998; Battaglia-Mayer et al., 2005; Battaglia-Mayer et al., 2007) suggesting that sensorimotor transformation occurs in the IPL. Battaglia-Mayer et al. (2005) recorded neural responses from area 7a while the monkeys were required to perform a multitude of tasks including, memory reach, memory saccade, memory reach and saccade, reaching in the periphery, saccade and reach, and no-go task. It was observed that neurons in area 7a responded to both, eye and hand signals. Moreover, the eye and the visual signals were found to influence the hand signal. Both eye and hand movements elicited directionally selective activity in area 7a. Differential neural responses observed during the pre-reach interval of the memory reach task and the no-go task suggest that neurons in area 7a respond to the planning of the reaching behavior. Area 7a neurons overrepresented the contralateral workspace; the overall response of the units during all tasks was greater when the monkeys made a saccade and/or a reach in the contralateral workspace.

Battaglia-Mayer et al. (2007) observed that neural activity in area 7a was modulated by the retinal location of the visual stimulus, the eye position, the eye movement, and the hand movement. Neurons in area 7a responded to the onset of the visual stimulus as well as to the motor cue for just the hand movement, saccade, and a coordinated eye-hand movement. The observed activity was the greatest when the
monkeys reached to a foveated location, reached to a peripheral location, and maintained fixation during a delayed reach task. This suggests that area 7a is involved in the processing of visually guided reaching.

**DP**: There have been no studies to date in which visually guided reaching response was measured in this area. The eye position signals have been demonstrated in DP by intrinsic optical imaging (Siegel et al., 2003). DP was observed to consistently represent the upper eye positions using the hemodynamic signal in superficial cortical layers. The current experiments will investigate the reach responses in DP.

**Superior parietal lobule (SPL)**

The SPL consists of areas 5, MIP, and PO. Area PO is further divided into area V6A and V6 based on functional (Galletti et al., 1995; Galletti et al., 1996) and cytoarchitectural (Luppino et al., 2005) differences. The ventral area V6 is a purely visual area and consists of eye position signals (Galletti et al., 1995; Galletti et al., 1996), whereas the dorsal area V6A consists of visuomotor signals specific to visually guided reaching and grasping (Galletti et al., 1995; Galletti et al., 1996; Galletti et al., 1997; Fattori et al., 2001; Fattori et al., 2005). Area MIP and the dorsal aspect of the PO (area V6A) together form the PRR (Cohen and Andersen, 2002). Neurons of the SPL show strong activation during visually guided reaching behavior (Caminiti et al., 1996). Studies suggest that area 5 and PRR play a critical role in the transformation between the eye and hand centered representations (Batista et al., 1999; Burnod et al., 1999; Xing and Andersen, 2000).

**Area 5**: During the memory period of a delayed reach task, neurons in area 5 were observed to encode the location of the reach target in both eye and hand centered
reference frames (Buneo et al., 2002; Buneo et al., 2008). Neural response of area 5 was observed to increase at the onset of the arm movement, the final endpoint of the arm movement, or a combination of the two (Lacquaniti et al., 1995). This neural response was derived to be in a body centered frame of reference. Neurons in area 5 that encode information in an eye centered reference frame are distinct from those that encode information in hand centered reference frame. This implies that area 5 is critical in reference frame transformation.

**PRR:** This area shows neural activation during the planning stage of reach movements (Batista and Andersen, 2001; Scherberger and Andersen, 2007). It encodes the location of reach targets in an eye centered reference frame during the memory phase of a delayed reach task (Batista et al., 1999). Neural response in PRR is strongly modulated by visual input (Snyder et al., 2000; Buneo et al., 2003; Buneo et al., 2008). Area V6A of the SPL and a part of the PRR (Shipp et al., 1998) contain neurons that encode direction of the arm movement (Fattori et al., 2005). Direction of gaze modulated the reach response of about two-thirds of the neurons in area V6A (Fattori et al., 2005; Marzocchi et al., 2008).

Studies have also shown that the PRR is active during the perisaccadic time period in a delayed saccadic task (Snyder et al., 2000). Eye position signals for PRR are likely to come from areas V6 and V6A. Area V6 has feedforward connections to area V6A; eye position signals have been observed in area V6 (Galletti et al., 1995; Galletti et al., 1996; Luppino et al., 2005). Area V6A neurons are sensitive to eye position (Galletti et al., 1995) and respond to saccades (Nakamura et al., 1999; Kutz et al., 2003). Proprioceptive eye position signals might also originate from primary somatosensory
cortex (Wang et al., 2007). This anatomical organization explains the perisaccadic response in the PRR. While the PRR is crucial during the planning of the reaching behavior, planning of saccadic activity does not occur in the PRR; the activity is seldom pre-saccade (Snyder et al., 2000). The presence of both the eye position signal and the reach response suggest that this area is involved in integrating multiple signals to derive a motor behavior. The fact that the eye position signal modulates that pre-reach response implies that the sensorimotor transformation occurs in an eye-centered reference frame.

The premotor areas

The IPL (including area 7a) and the premotor areas are connected via bidirectional projections (Kurata, 1991; Wise et al., 1997; Stepniewska et al., 2006) resulting in a direct input of visual information. This visual information can be used to generate visually guided reaching movements (Caminiti et al., 1996; Wise et al., 1997; Jouffrais and Boussaoud, 1999) or for object identification to produce accurate grasping movements (Fogassi et al., 2001; Raos et al., 2006). The dorsal aspect of the premotor cortex (PMd) and the ventral aspect of the premotor cortex (PMv) have distinct functional properties (Tanne-Gariepy et al., 2002). The PMd is involved in visually guided reaching (Boussaoud et al., 1998) whereas the PMv generates accurate arm positioning and grasping behavior (Fogassi et al., 2001).

PMd: The neurons in the dorsal premotor area (PMd) respond to limb movements that are guided by sensory information, including visually guided reaching (Caminiti et al., 1996; Wise et al., 1997; Jouffrais and Boussaoud, 1999). The pre-movement activity in the PMd area implies that this region is involved in movement planning (Boussaoud and Wise, 1993; Hoshi and Tanji, 2000, 2006). Boussaoud et al (1998) observed
differential neural responses which were linearly dependent on the eye position in the PMd. In general, PMd neurons encode the eye position, hand position, and the reach target location in space (Pesaran et al., 2006; Batista et al., 2007).

When monkeys were required to reach to foveated targets and peripheral targets, the neural response differed further confirming that the PMd encodes hand movements based on the eye-position (Jouffrais and Boussaoud, 1999). Forelimb reaching activity and saccade related activity was reported in the PMd area (Gregoriou and Savaki, 2003). The ventral aspect of PMd can be associated with visually guided reaching as neurons in these regions responded when the monkeys reached under illuminated conditions and did not respond when reaching was done in the dark. These neural responses were greater when the monkey reached during fixation compared to reaching while performing saccades (Gregoriou and Savaki, 2003). Thus, the neural response in the ventral aspect of the PMd area is modulated by angle of gaze (Boussaoud et al., 1993; Mushiake et al., 1997; Boussaoud et al., 1998; Gregoriou and Savaki, 2003). The dorsal aspect of PMd, on the other hand, responded to reaching behavior in both light and dark conditions. This property can be attributed to response to reaching activity under somatosensory or motor-memory (non-visual) guidance (Gregoriou and Savaki, 2003).

The gaze signal was persistent during the reaching movement suggesting that the eye position modulated the reach response (Boussaoud et al., 1998). Since the gaze direction or the eye position modulated the reach response, it was thought that the eye position signal was persistent throughout the trial, from identifying the target location to the completion of a reach (Boussaoud and Bremmer, 1999). In general it was observed that the retinal influence decreases, movement representation increases and the eye
position signal was maintained throughout the reach task in PMd (Boussaoud and Bremmer, 1999). This implies that the arm movement signal in the PMd is strongly modulated by the eye position.

**PMv:** The neural response in PMv was modulated by sensory stimuli (Boussaoud et al., 1993; Fogassi et al., 1996) and this activity increased upon the initiation of a reaching movement (Kurata and Hoshi, 2002). The strong connectivity between the parietal cortex and PMv (Cavada and Goldman-Rakic, 1989a; Kurata, 1991), and the primary motor cortex and PMv (Muakkassa and Strick, 1979) together result in the visually guided reaching activity in the PMv. Inactivation of the ventral premotor area (PMv) resulted in an inappropriate hand posture and an inaccurate hand shape preceding the grasping action (Fogassi et al., 2001). Neurons in the PMv responded to both the grasping action as well as to a visual object presentation (Raos et al., 2006). Neural response in the PMv reflects the spatial localization of the visual targets (Hoshi and Tanji, 2000, 2006). Many neurons have visual receptive fields that are fixed to certain body parts and are modulated by attention (Graziano and Gross, 1998).

**Summary**

The parietal and premotor areas are discussed due to their reciprocal projections to and from areas 7a and DP and their involvement in the reach circuitry. Parts of the parietal lobe and the premotor cortex are involved in the reach: the PRR, area 7a, and PMd. There are strong bidirectional connections between the IPL and the SPL and PMd. Therefore neurons in area 7a may respond to the computation involved in reaching to a specific spatially located visual stimulus. Area 7a could serve as the source for the PRR signals or vice versa. Both the PRR and the PMd are active during the planning stage of
the reaching behavior. Most reaching studies in area 7a so far have focused on responses at the onset or during the visually guided reaching movement, and less is known about reach planning activity in 7a.

**Cortical plasticity**

Cortical plasticity is known to occur in the adult brain. For example, changing the attentional demands alters the cortical activation in parietal cortex. An intrinsic imaging study showed that area 7a and DP contain attentional map which alter from day to day (Raffi and Siegel, 2005). At the single cell level, attentional modulation was demonstrated across various areas (Bender and Youakim, 2001; Quraishi et al., 2007). The attentional state can even alter the structure of receptive fields in area 7a (Quraishi et al., 2007). Covert attentional demands modulated the neural response in the IPL (Bushnell and Robinson, 1981). A decrease in neural response of neurons in V4 and IT when the unattended visual stimulus was in the receptive field of the neuron was demonstrated (Moran and Desimone, 1985). Alteration of retinotopic maps over days was demonstrated in areas 7a and DP (Heider et al., 2005). Shifting the position of the attended target resulted in a partial shift of the center of mass of the visual receptive fields of the neurons in MT towards the shifted attention target (Connor, 2006; Womelsdorf et al., 2006).

Cortical plasticity has been demonstrated in early sensory cortex by inducing gross experimental changes in sensory input, for example fusing the digits of the hand (Allard et al., 1991) which altered representation in somatosensory cortex over months. Focal lesions of the retina resulted in alteration in the systematic retinotopic
representation in V1 and V2 (Kaas et al., 1990); the altered cortical representations now represented the area surrounding the focal lesions of the retina (Darian-Smith and Gilbert, 1995). The orientation tuning properties of V1 neurons showed short-term shifts when exposed to an orientation that is orthogonal to the preferred orientation (Schummers et al., 2005).

Not only does change in sensory input alter the cortical representation; but perceptual learning can also induce plasticity. Monkeys that were trained on an orientation discrimination task for a particular retinal location improved their performance over time. With an improvement in the performance, cortical plasticity was observed. Neurons in V4 that had receptive field overlapping the trained retinal location had narrower tuning curves compared to other neurons (Yang and Maunsell, 2004; Raiguel et al., 2006). Orientation adaptation and orientation discrimination training resulted in altered tuning curves for V1 neurons (Teich and Qian, 2010).

These studies show that cortical representations are not always stable and can change when cognitive demands vary or sensory input alters as a result of experimental perturbation further confirming that neural plasticity occurs even in the adult brain. In the studies mentioned above, cortical representation was altered via daily changes and changes in cognitive state, attention, gross experimental changes, adaptation, and perceptual learning. Below is an overview of cortical malleability resulting from a combination of alteration of sensory input, attentional modulation, adaptation, and perceptual learning.

Neural plasticity of V1 neurons occurred when monkeys were required to wear horizontally inverting prisms continuously as the responses of V1 neurons were
monitored (Sugita, 1996). The inverting prisms resulted in enlarged receptive fields of V1 neurons, that is, contralateral receptive fields expanded into the ipsilateral visual field. The enlargement in the receptive field properties i.e. cortical plasticity occurred in conjunction with behavioral adaptation. The monkeys perceptually learned and therefore adapted to their altered (horizontally reversed) environment.

Similar results were observed for the tuning properties of PMv neurons (Kurata and Hoshi, 2002). In this study, the visual field was displaced by 10° either to the left or right. Monkeys were trained to reach to the physical location of the reaching target and not the perceived location (perceived to be displaced due to the prismatic distortion). Prism adaptation was very rapid in this experiment. Differential neural response was observed when the monkeys were required to reach to the target under different prism conditions. Visual targets were always along the same coordinates however the maintaining fixation was not mandatory and eye position was not recorded for one out of three monkeys.

Prism adaptation in humans induced long-term alterations in cortical representation of space (Luaute et al., 2009). Differential cortical activation was observed during the baseline (pre-prism condition), prism condition and the post exposure condition (post-prism condition). After prism exposure, short-term behavioral plasticity was also observed.

Behavioral plasticity occurs along with cortical plasticity. Upon inserting a prism and perturbing the visual field, both human and non-human primates initially missed the target but adapted to the distortion and increased reach accuracy over time (Flook and McGonigle, 1977; McGonigle and Flook, 1978; Kurata and Hoshi, 2002; Marotta et al.,
This adaptation occurred due to the error feedback that was received while the subject attempted to reach under prismatic distortion (Healy et al., 1973; Redding and Wallace, 1996). Visual feedback from a previous trial was used to increase reaching accuracy for the next trial (Rossetti et al., 1993). Thus, prism adaptation occurred rapidly over a few trials. Once the prism was removed, subjects initially reached incorrectly in the opposite direction of the prism shift (Redding et al., 2005). Again, the reaching accuracy was increased as subjects performed more and more trials. The feedback timing was determined to be critical for adaptation to occur; reach accuracy did not increase if the feedback was delayed for more than 500 ms (Kitazawa and Yin, 2002).

**Summary**

Cortical plasticity occurs as a result of a wide range of alterations. Minor cognitive changes can result in alteration of neural response. Likewise, attentional modulation can alter topographical maps and the receptive fields of the neurons. Gross experiment changes such as suturing digits or retinal lesions can remap the cortical representation of body parts. Adaptation or perceptual learning can alter behavior and neural properties. Perturbing the sensory visual input, for example, using prisms to displace or invert the visual field, results in modification of cortical representation of visual space which may occur as a result of enlarged receptive fields.
Rationale

Goal directed reaching performed under visual guidance requires identifying the location of the object in the extrapersonal space and then designing a motor plan to reach to it. There are multiple reference frames that this can occur in. First, the object can be identified in retinal coordinates (retinotopic), eye-centered frame of reference, or in head-centered frame of reference. Second, the limb position must be encoded either in eye centered, body centered, or head centered frames of reference. Third, the object location must be identified with respect to the limb position used to complete the reaching movement. Therefore, an accurate reaching movement can only occur, with successful reference frame transformations.

Multiple areas of the parietal lobe and the prefrontal cortex are involved in goal directed reaching. It is important to investigate and identify the transformations occurring in individual areas. Previous studies have conducted detailed experiments in the SPL (parietal lobe) and the PMd (prefrontal cortex), however natural reaching, that is, a radial movement made towards an object in the extrapersonal space, has not been studied in areas 7a and DP systematically. The current experiments investigate the dependence of eye position on the reach response of single neurons in area 7a and DP using a foveal and peripheral reaching task. Studying the neural response to naturally occurring reaching behavior will enable us to build upon the reaching literature for area 7a and introduce reach related activity in DP. Investigating the multimodal inputs in these two areas will enable us to add to the reference frame transformation literature.

In order to adapt to an ever-changing environment during reaching, the cortex is expected to be plastic. However, there have been no studies thus far that have
investigated whether areas 7a and DP are plastic during reaching. Is the representation of extrapersonal space “hardwired” within these two areas or can they adapt to changing demands? Prisms are used to perturb the visual field in order to test the cortical plasticity of spatial representation and to further investigate the dependence of eye position signal on the reach signal.

Together with the foveal and peripheral reaching task, and the prism adaptation task, it is possible to address the sensorimotor transformation occurrence in areas 7a and DP. These experiments provide a rigorous analysis of the neural signals in areas 7a and DP and their interactions thus leading to an improved understanding of reaching based on sensorimotor transformation.
Chapter 2: General Methods

Animal preparation

Two male rhesus monkeys (M1R 11 kg, M3R 8.5 kg; both approximately 10 years of age) were trained on a visually guided reaching task. All experimental and surgical procedures were in accordance with the National Institute of Health Guidelines on the Care and Use of Animals in Research and approved by the Rutgers University Review Board for the Use and Care of Animals. Two separate surgeries were done in both animals to implant the head post and the optical chamber. In the first surgery, a stainless steel head post was implanted. In the second surgery, a stainless steel optical chamber (20 mm outside diameter) was implanted over the right hemisphere in each animal. All surgical procedures were performed under sterile conditions. Prior to the current study, both animals were used for intrinsic optical imaging of the posterior parietal cortex (Siegel et al., 2003; Heider et al., 2005). This allowed visual identification of areas 7a and DP based on anatomical landmarks that were visible through the artificial dura. Prior to electrophysiological recordings, the transparent artificial dura was removed and the natural dura was allowed to grow back. A stainless steel adapter was attached to the optical chamber in order to secure the stage and the microdrive. This setup permitted precise penetrations with the electrode in both monkeys (Fig. 2.1A M1R; Fig. 2.1B M3R). Recordings were conducted in the right hemisphere of both animals. Both animals performed the visually guided reaching task using their left hands (contralateral to the recording chamber).
Experimental setup

The animal was seated in a primate chair and his head was immobilized using the implanted custom head holder. A touch screen monitor (Elo TouchSystems, Menlo Park, CA), which provided a touch surface of 36° X 36° of visual angle and recorded the animal’s reaching endpoint, was positioned 29 cm or 35 cm (depending on the monkey’s arm length) away from the monkey’s eyes. A capacitive proximity sensor (touch sensor; KD5041, IFM Electronic Inc., Exton, PA) was placed on the primate chair close to the monkey’s torso at the waist level. This touch sensor was used to position the monkey’s hand at a constant starting position for every trial. The sensor provided a touch sensitive surface area of 49 cm². Distance from the starting position of the hand to the touch screen was 34 cm to 40 cm (depending on the position of the visual stimulus).
An infrared eye tracking camera (RK-416, ISCAN, Cambridge, MA) was used to track the monkey’s eye position throughout the trial and ensured that fixation was maintained within 4° of the control eye position. If the eye movement exceeded 4°, the trial was aborted. This value is in accordance with previous reaching studies (Batista and Andersen, 2001; Battaglia-Mayer et al., 2005; Snyder et al., 2006). The infrared camera along with the NIMH Cortex system monitored and recorded the eye movements at 60 Hz. The stimulus display and collection of behavioral measures was programmed using the NIMH Cortex software (http://www.cortex.salk.edu). The NIMH cortex software was also synchronized with the analog spike collection system. The experiments were performed in as close to complete darkness as possible; however, some luminance from the touch screen monitor was observed at the lowest brightness and black background settings. The animal was thus able to see his hand when it was very close to the endpoint of his reach and partially occluded the visual stimulus.

**Visual stimuli**

The fixation point was a small red square (diagonal 0.8°). The visual stimuli used were optic flow circular patches (diameter, 12° of visual angle) of 128 dots (diameter 0.1°) moving in an expanding motion. The dots moved in the outward direction with the fixation point as the reference point at a velocity of 6°/s and had a point life of 532 ms. An optic flow stimulus was chosen as areas 7a and DP represent an architectural map representing rotational and radial optic flows (Raffi and Siegel, 2007). A radial optic flow was chosen over the rotational optic flows as area 7a neurons respond optimally to radial
optic flows (Siegel and Read, 1997). Moreover, a majority of area 7a neurons respond preferentially to the expanding optic flow (Merchant et al., 2001).

**Behavioral task**

For all the experiments described in this thesis, the monkeys performed a visually guided reaching task. Each trial lasted for a maximum of 8000 ms (Fig. 2.2A and B). Both monkeys were highly trained on various versions of the reaching task before recording began.

*Barely visually guided reaching task (foveal reach):* Each trial began with the monkeys’ hand resting on the touch sensor that was placed on the primate chair adjacent to the monkeys’ waist. This touch sensor marked the starting position of the hand. Once the touch sensor was activated by

![Temporal progression of a trial of the visually guided reaching task.](image)
the monkeys’ hand, a red fixation point appeared on the touch screen. This fixation point was systematically varied in one of nine positions on the screen. The monkeys were required to fixate the fixation point throughout the trial. After 1500 ms, the expanding optic flow stimulus (visual stimulus) appeared centered behind the fixation point. After 2000 ms to 3000 ms (3500 ms to 4500 ms absolute time in the trial), the expanding motion of the optic flow became unstructured (Siegel and Read, 1997). The change from structured to unstructured motion cued the monkeys to reach to the foveated visual stimulus. Thus the eye position and the reach position were always congruent resulting in a “foveal” reach. The monkeys were required to make a movement as fast as possible closely detailing a ballistic movement. Behavioral requirements of a ballistic reach (Vercher et al., 1994; Desmurget and Grafton, 2000) ensured that the monkeys received as little visual feedback as possible during the reach. Additionally, reaching in a dark room and the placement of the starting position of the hand, which was placed on the proximity sensor close to the monkeys’ torso, minimized the visual feedback. The monkeys were able to visually perceive the hand only when it was close to the reach endpoint. The reaction time (RT) to lift the hand off of the sensor and the movement time (MVT) to reach the screen were set to total maximal value of 1000 ms.

The monkeys were required to hold the hand to the visual stimulus for 1500 ms during which the visual stimulus remained on the screen. A juice reward and the offset of the visual stimulus marked the end of a successful trial.

If at any time during the trial (a) the fixation was lost, (b) the hand was launched outside the given time, or (c) an erroneous reach was made (either by reaching outside the visual stimulus radius or by not holding the hand to the visual stimulus for sufficient time
– 1500 ms), the trial was aborted immediately. A new trial was initiated once the monkeys’ hand was again on the proximity sensor. The missed location was repeated in a pseudo-randomized order. Each block consisted of 90 trials, ten trials per position. Both monkeys were required to complete at least 90% of the trials correctly in each block in order to proceed to the next block.

**Neural recordings**

Extracellular single unit recordings were conducted by electrical measurements from DC to 20 KHz using platinum-iridium, glass coated microelectrodes (UEPSEGSG2N5G, FHC, Bowdoinham, ME) with an impedance of 0.5 MΩ – 2.5 MΩ. The electrode was advanced through the dura using a hydraulic motor microdrive (650, David Kopf Instruments, Tujunga, CA). The microdrive was attached to the recording chamber via a stainless steel adapter.

The coordinate system on the microdrive and the prior optical images of the brain allowed targeted recordings (Fig. 2.1A, M1R; Fig. 2.1B, M3R). The two cortical areas of the IPL, area 7a and DP, were identified using the visible pattern under the transparent artificial dura (Fig. 2.1A and B). The transparent dura was removed and the natural dura was allowed to grow back.

The electrode was positioned at an angle orthogonal to the dura. The depth of the recording was quantified. The neural signal was amplified (Model 1800 Microelectrode AC Amplifier, A-M Systems, Carlsborg, WA), and then filtered using a 50/60 Hz noise eliminator Humbug (AutoMate Scientific, Berkley, CA) and a band-pass filter (300 Hz to 20 KHz). A Matlab (MathWorks, Natick, MA) based spike collection system along with
a PCMCIA-based analog-to-digital converter (NI DAQCard-6036E, National Instruments, Austin, TX) was used to collect the data. The neural activity was digitized at 40 KHz. In order to obtain an unbiased sample; activity from all neurons that could be sufficiently isolated was recorded regardless of neurons’ spatial tuning, or preference for any aspect of the visually guided reaching task.

Online isolation of neurons was done using a dual-window discriminator (DIS-I, BAK Electronics, Germantown, MD) to assess neural selectivity and spatial preference during recording, along with off-line analysis for more exact times.

![Figure 2.3: Example of a sorted neuron using Plexon.](image)

(A) Average waveform – shown in green and the selected spikes based on the principal component analysis which results in spike clustering. (B) After a threshold is set and spikes are detected, principal component analysis is used to extract spikes with similar waveforms. Spikes with similar waveforms cluster tightly.

**Spike analysis**

Single unit responses were recorded during all phases of the task to assess temporal and spatial aspects of neural modulation. For the off-line analysis, analog data were sorted using the Plexon software (Plexon Offline Sorter 1.39, Dallas, TX). An example of a sorted neuron is along with the principle component analysis space showing
the clustered spikes is reproduced here (Fig. 2.3). All subsequent quantitative analyses were done on the offline sorted data.

Neurons were sorted and identified based on their waveforms over the course of the experiment in conjunction with Khoros (Khoral Research, Albuquerque, NM) and customized UNIX based software. Spike rasters were synchronized to different events during each trial and the firing rate was calculated. Based on the critical events during the course of each trial different epochs of interest were defined:

**Baseline epoch**: The baseline epoch (Fig. 2.3, green shaded area) was defined as the time interval of 500 ms immediately before the onset of the visual stimulus (Fig. 2.4; marked by the red dotted line). During this time period only the red fixation point was on the touch screen at one of nine positions and the monkeys had maintained fixation. Since the visual effect of the fixation point was minimal, neural modulation during this epoch was due to eye

![Figure 2.4: Example of a peri-stimulus time histogram (PSTH) with synchronized events and epochs of interest.](image)

Time in seconds is plotted along the horizontal axis. Each tick mark is positioned at one second. The firing rate of the unit in hertz (Hz) is plotted along the vertical axis. The red dotted line marks the onset of the optic flow visual stimulus which occurs at 1500 ms. Baseline epoch is the 500 ms time interval prior to the visual stimulus onset (1000 ms to 1500 ms; green shaded region). Visual epoch is the 500 ms time interval after the visual stimulus onset (1500 ms to 2000 ms; red shaded region). The gray dotted line marks the change from structured to unstructured motion of the optic flow visual stimulus, which occurs at a varied time between 2000 ms and 3000 ms. This change cues the monkeys to reach. The preparatory epoch is the 500 ms time interval prior to the change in visual stimulus (gray shaded region). The blue dotted line marks the time when the monkeys lift their hand off the touch sensitive panel and initiate a reach. Reach epoch is the 300 ms time interval after the lift hand event.
position signals.

*Visual epoch:* The visual epoch (Fig. 2.4, red shaded area) was defined as the 500 ms time interval immediately after the onset of the visual stimulus. Spatial tuning during this time interval provided information regarding the gain field of the unit. The gain field was defined as the eye position dependent visual response.

*Preparatory epoch:* To obtain the late preparatory response of the unit, the neural activity was synchronized to the change in stimulus event (Fig. 2.4; marked by a gray dotted line). This event occurred at a varied time between 2000 ms and 3000 ms after the visual stimulus onset. The change in stimulus event consisted of change in structured motion of the optic flow. The preparatory epoch was defined as the 500 ms time interval immediately before the change in stimulus event (Fig. 2.4, gray shaded area). Since the visual stimulus was constant during this time interval and the hand still steady on the starting position, any change in the neural response was likely due to the preparation of the upcoming reach movement.

*Reach epoch:* The reach epoch (Fig. 2.4, blue shaded area) was defined as the 300 ms time interval following the lift hand event (Fig. 2.4, marked by the blue dotted line). A 300 ms time interval instead of a 500 ms time interval was used to avoid the confounding visual stimulation caused by the hand moving into the monkeys’ visual field during the later part of the reach movement. The monkeys were required to do a fast reach movement in which a maximum time interval of 500 ms was permitted to contact the touch screen.
Statistical analysis

A multi-step method was used to quantify and directly compare the spatial tuning across conditions. First, the firing rate for each of the four epochs, baseline, visual, preparatory, and reach epoch, was computed. Second, categorical regression computed the spatial and the intercept parameters which were then used to classify the units by types of interaction. Third, regressions with categorical variables denoting the different epochs or conditions explained below quantified changes in the spatial tuning.

A stepwise categorical quadratic model was used to simultaneously examine the dependency of firing rate on the condition for each epoch (condition based comparison) or on epoch during each condition (epoch based comparison). The following is the model for the change in firing rate:

\[ A(x, y, E, i) = (a_x + a_{x_E})x + (a_y + a_{y_E})y + (a_x^2 + a_{x_E^2})x^2 + (a_y^2 + a_{y_E^2})y^2 + c(a + a_E) + \varepsilon_i \]  

Eq. 2.1

In case of the epoch based comparison the term \( A(x, y, E, i) \) corresponds to the firing rate for the \( i^{th} \) trial. For the epoch based comparison, denoted by the term \( E \), there are four categorical values, corresponding to baseline, visual, preparatory, and reach epoch. Variables \( x \) and \( y \) are the horizontal and vertical locations of the fixation point corresponding to the center of the stimulus, thus marking the stimulus location. The terms \( a_x \) and \( a_{x^2} \) correspond to the linear and quadratic deviation coefficients, respectively, for the horizontal linear component. Therefore the term \( (a_x + a_{x_E})x \) corresponds to the coefficient for the linear dependence on the horizontal positions of the stimulus for one of the four categories, \( (a_{x^2} + a_{x_E^2})x^2 \) corresponds to the coefficient for the quadratic dependence on the horizontal position. The terms \( a_y \) and \( a_{y^2} \) are the linear and quadratic
deviation coefficients the vertical linear components respectively. Terms \((a_y + \dot{a}_y e)y\) and \((a_y^2 + \dot{a}_y e)y^2\) correspond to the coefficients of linear and quadratic components, respectively, for the vertical positions of the stimulus. Lastly, term \(c(a + a_1)\) is the intercept and \(e_i\) is the error for the \(t^{th}\) trial. Each parameter was considered but only the significant parameters \((p < 0.05)\) remained in the equation. The categorical regression was implemented using GLMOD and REG procedures (SAS Institute Inc., Cary, NC).

In case of the condition based comparison, akin to the epoch based comparison, the term \(A(x, y, C, i)\) corresponds to the firing rate for the \(t^{th}\) trial. \(C\) has two categorical values corresponding to EVAR and RVAR condition; pre-prism and prism condition; pre-prism and post-prism condition. The other variables follow the same convention as that in Eq. 2.1.

**Epoch based comparison**

The epoch based comparison was used to quantify alteration of tuning properties as the trial progressed thus quantifying and comparing the neural response temporally. For the epoch based comparison the four epochs (baseline, visual, preparatory, and reach) were compared to each other within a condition. Based on the combination of significant parameters neurons were classified in one of three following classes: (A) Type E – neurons that had a significant change in the overall firing rate between epochs but were not spatially tuned were classified as type E. These neurons had the same average firing rate across all nine positions. (B) Type ExP – neurons that significantly changed their spatial tuning between epochs were classified as type ExP. These neurons had a
multiplicative interaction between the epoch and the spatial target position. These neurons had at least one significant spatial parameter \((a_{x}, a_{y}, a_{x^2}, a_{y^2})\). (C) Type NS – neurons with no significant alterations in overall firing rate and spatial tuning were classified as NS. These neurons did not have any significant effects of either factor.

Neurons with significant alterations in spatial tuning (change in firing rate across the nine positions) but constant firing rate across the four epochs (only spatially tuned; P) were not found. Spatially tuned neurons with a significant change only in overall firing rate across the four epochs (additive interaction; E+P) were not found either.

**Condition based comparison**

The condition based comparison was used to quantify alteration of spatial tuning across two types of tasks or conditions. For the condition based comparison spatial tuning for each of the four epochs (baseline, visual, preparatory, and reach) during one condition was compared to the respective epoch in another condition. Neurons were classified in one of three following classes: (A) *Type C* – neurons that had a significant change in the overall firing rate but were not spatially tuned were classified as type C. These neurons had the same average firing rate across all nine positions however the overall firing rate altered significantly from one condition to another (e.g., EVAR versus RVAR; pre-prism versus prism; pre-prism versus post-prism). (B) *Type CxP* – neurons with significant changes in spatial tuning across conditions were classified as type CxP. These neurons had a multiplicative interaction between the condition and the spatial position, i.e. these neurons altered their firing rate across the nine positions when the two conditions were compared. These neurons had at least one significant spatial parameter
(a_x, a_y, a_{x^2}, a_{y^2}). (C) Type NS – neurons with no significant alterations in overall firing rate and spatial tuning were classified as NS. These neurons did not have any significant effects.

Neurons with constant spatial tuning and no changes in overall firing rate across the two conditions (only spatially tuned; P) were not found. Spatially tuned neurons with a significant change only in overall firing rate across the two conditions (additive interaction – no change in spatial tuning but significant change in firing rate across conditions; C+P) were not found either.

**Spatial tuning**

The direction of spatial tuning for each neuron was derived from the linear horizontal and vertical coefficients \((a_x, a_y, a_{x^2}, a_{y^2})\). Quadratic coefficients provide additional information regarding the shape of the spatial response fields. For neurons with only significant linear components, coefficients for \(x\) and \(y\) were used to define the angle of the spatial tuning. These resulting centers were then transformed into polar coordinates:

\[
\theta = \arctan \left( \frac{a_y}{a_x} \right)
\]

Eq. 2.2

with the convention \(0^\circ\) (360°) corresponding to the position in the ipsilateral visual field along the horizontal meridian.

For neurons with mixed quadratic and linear components, spatial tuning angle was defined using the linear components and the amplitude and shape of the response field was defined by calculating the response field center (Heider et al., 2005; Quraishi et al., 2006). The spatial response fields of neurons with both horizontal and vertical significant
quadratic components along with linear components consisted of a peak, trough, or saddle depending on the sign of the quadratic component. A negative sign for both horizontal and vertical quadratic components resulted in a peak (marking the greatest firing rate) while a positive sign for both components resulted in a trough (marking the lowest firing rate). A negative sign for the horizontal component and a positive sign for the vertical component, or vice versa, resulted in a saddle shape. This in case, the greatest firing rate and/or the lowest firing rate occurred at various locations. The center of the response field was defined at the location which a maximum or minimum response occurred. The amplitude of these neurons was defined by the coordinates \((X_c, Y_c)\) using the following equations:

\[
X_c = -\frac{a_x}{2a_x^2} \\
Y_c = -\frac{a_y}{2a_y^2}
\]

These resulting centers were then transformed into polar coordinates:

\[
\theta = \arctan \left( \frac{Y_c}{X_c} \right)
\]

with the convention 0° (360°) corresponding to the position in the ipsilateral visual field along the horizontal meridian.

The spatial distribution of the population vectors was analyzed using circular statistics (Batschelet, 1981; Zar, 1984). Using the angle of the spatial tuning, the Hotelling test determined whether there was a significant mean direction of the resulting population vectors. Significance level for the \(f\)-test was set at \(p < 0.05\). Thus, significant F-values indicate that the distribution of angles is different from a uniform distribution.

To determine the shift in spatial tuning, the resulting difference in vectors was computed between visual and preparatory (“prep”) epochs \((a_{x\text{ prep}} - a_{x\text{ visual}}, a_{y\text{ prep}} - a_{y\text{ visual}})\)
$a_{yvisual}; X_{Cpre} - X_{Cvisual}, Y_{Cpre} - Y_{Cvisual};$ Ch. 3). Similarly to determine the resulting shift in spatial tuning between conditions, the resulting difference in vectors was computed $(a_{xpri} - a_{xpre}, a_{ypri} - a_{ypre}; X_{Cpri} - X_{Cpre}, Y_{Cpri} - Y_{Cpre};$ difference between prism, “pri”, and pre-prism, “pre”, conditions; Ch. 4).
Chapter 3: 
Neural representation of visually guided reaching in macaque posterior parietal cortex

Introduction

Primates interact most accurately with the environment while using visual guidance. When reaching towards an object of interest, the initiation of eye movement towards the object occurs prior to the initiation of the hand movement (Biguer et al., 1982; Gribble et al., 2002; Battaglia-Mayer et al., 2007). Thus, once the reaching target is visually identified, primates initiate an eye movement towards the target followed by the arm movement (Desmurget and Grafton, 2000).

This reaching process requires transformation of reference frame first to locate the object relative to one’s body and finally to make a movement towards the object (Shadmehr and Wise, 2005). The visuomotor regions of the posterior parietal cortex (PPC) play a critical role in computing the final action based on the various heterogeneous signals such as visual, proprioceptive, and motor (Stricanne et al., 1996; Batista et al., 1999; Cohen and Andersen, 2002). In the inferior parietal lobule (IPL) this computation is thought to occur with respect to the eye position, thus following the eye-centered frame of reference (Cohen and Andersen, 2002). However, most of the reaching studies thus far focused on the properties of neurons in the parietal reach region (PRR), which is involved in planning a visually guided reach (Batista and Andersen, 2001; Scherberger and Andersen, 2007).
The main goal of the current study was to investigate the spatial and temporal relationships between the baseline (eye position), visual, preparatory (preparation of the reach), and reach signals in area 7a and dorsal prelunate (DP) of the IPL. Two types of visually guided reaching tasks, one in which the eye position varied along with the reach target (EVAR) and one in which the eye position was always centered (RVAR), were employed to investigate the influence of eye position on the reach and the preparatory response in area 7a.

The majority of previous reaching studies (Battaglia Mayer et al., 1998; Battaglia-Mayer et al., 2005; Battaglia-Mayer et al., 2007) that explored area 7a used a reaching task in which the monkeys always began each trial with their hand already in the visual field (on the screen). The reach was therefore from the center of the screen to another location on the screen. This lateral reaching movement induces an additional visual input that may influence the neural response. To correct for this issue and to study the neural response for a more natural reach, the monkeys’ hand was positioned close to their torso in the current study. The monkeys were required to perform a three-dimensional (3D) reach to the touch sensitive monitor. Such a hand movement has been termed an approach (Gardner et al., 2007) or a radial (Fattori et al., 2005) reaching movement.

The first hypothesis tested temporal aspects of the neural response as the trial progressed in time from the onset of the fixation until the reward for a correct reaching movement. Since areas of the IPL receive heterogeneous spatially tuned inputs, it was hypothesized that the spatial tuning might vary as a function of task phase (baseline, visual, preparatory and reach). The second hypothesis tested whether the eye position modulates the preparatory and the reach related neural activity. It was hypothesized that
foveated versus peripheral reaching will alter the preparatory and the reach response thus showing dependency on the eye position.

**Materials and methods**

*Behavioral task*

The monkeys performed the reaching task under two conditions: the eye position varied condition (EVAR; Fig. 3.1A) and the retinal-varied condition (RVAR; Fig. 3.1B).

**EVAR:** In the EVAR condition, the monkeys preformed the visually guided reaching task described in Chapter 2 (Fig. 2.2 and 2.3). The eye position varied along with the reach target; i.e. the visual stimulus (reach target) always appeared behind the fixation point. The eye position and the endpoint hand location were therefore always in accordance resulting in a foveal reach. Thus, spatial tuning during the EVAR condition reflects variations in eye position.

**RVAR:** In the RVAR condition the fixation point always appeared in the center of the touch sensitive monitor. The visual stimulus (reach target) appeared in any of the possible nine positions. Therefore the retinal position of the reach target varied resulting

![Figure 3.1: Illustrations of the eye position varying (EVAR) and the retinal varying (RVAR) conditions.](image)
in a peripheral reach. Thus, spatial tuning during the RVAR condition reflects variations in retinal position.

The endpoint hand location and the eye position for the center position of the visual stimulus matched for both conditions. In both, the EVAR and the RVAR conditions the monkeys were required to reach within the 12º diameter of the visual stimuli.

**Statistical analysis**

A multi-step method was used to quantify and directly compare the spatial tuning across the two conditions (EVAR versus RVAR). First, the firing rate for each of the four epochs, baseline, visual, preparatory, and reach epoch (see Ch. 2, General Methods), was computed. Second, a categorical regression computed the spatial and the intercept parameters which were then used to classify the units by types of interaction. Third, regressions with categorical variables denoting the foveal (EVAR) or the peripheral reach (RVAR) quantified changes in the spatial tuning between conditions for a particular epoch.

The stepwise categorical quadratic model was used to simultaneously examine the dependency of firing rate on epoch during each condition (epoch based comparison; see Ch.2, General Methods) or on the condition for each epoch (condition based comparison; see Ch. 2, General Methods).

The resulting spatial parameters provided the basis for assessing the spatial tuning of the neurons. The amplitude and the angular tuning of the \( x - vector \) and \( y - vector \) (or \( X_C \) and \( Y_C \)) was then computed. The distribution of the resulting vectors was then tested using the Hotelling one-sample test to assess the population spatial tuning. Shifts in
spatial tuning were determined by computing the difference between the spatial tuning of two epochs: $(a_{x_{\text{prep}}} - a_{x_{\text{visual}}}, a_{y_{\text{prep}}} - a_{y_{\text{visual}}}; X_{C_{\text{prep}}} - X_{C_{\text{visual}}}, Y_{C_{\text{prep}}} - Y_{C_{\text{visual}}})$. Specifically, for the epoch based analysis difference vectors were computed between the preparatory and the visual epoch, as they consist of identical sensory stimulation (coherently moving optic flow, hand steady on the proximity sensor) and thus represent purely internal processing. For the condition based analysis, difference vectors were computed between EVAR and RVAR parameters separately for the preparatory and reach epochs.

The average firing rate across all nine reach positions was also directly compared between visual and preparatory epochs using paired *t*-test (for ExP type neurons). The same procedure was used for comparing RVAR and EVAR conditions during the different epochs.

**Results**

**Behavioral data**

**Reach endpoint accuracy**

The reach endpoint accuracy was measured by computing the distance between the reach endpoint and the center of the visual stimulus. Reach endpoints on the screen from one experiment for the EVAR and the RVAR conditions are plotted (Fig. 3.2). Reaching
was more accurate, closer to the center of the visual stimulus, during the EVAR condition. A paired *t*-test comparison between the EVAR (Fig. 3.2A) and the RVAR (Fig. 3.2B) reach endpoints confirmed that accuracy was indeed greater for foveated reaches (*p* = 0.007). The less accurate reaching observed during the RVAR condition may be the result of peripheral reaching as the reaching distance from the fovea is larger (Henriques and Crawford, 2000; Prado et al., 2005).

![Figure 3.3](image)

**Figure 3.3: Distribution of mean behavioral times for the RVAR and the EVAR conditions.** Filled circles represent the behavioral times that were significantly different between the RVAR and the EVAR conditions. Open circles indicate non-significant values. Student’s *t*-test was used for the comparison. Each circle represents the mean of the behavioral times during one recording run. RT and the MVT during the RVAR condition are plotted along the horizontal axis in ms and those during the EVAR condition are plotted along the vertical axis in ms. (A) Reaction time (RT; time from stimulus change to lift hand) comparison between RVAR and EVAR conditions. No significant trend or differences were observed between the two conditions. (B) Movement time (MVT; time from lift hand to touch) comparison between RVAR and EVAR conditions. The MVT of both monkeys was significantly shorter during the RVAR condition compared to the EVAR condition (*p* < 0.001).

**Reaction time**

The reaction time latency (RT) was computed by taking the difference between the time the monkey lifted his hand off the plate and the occurrence of the change in
motion of the visual stimulus. The RT was compared for the EVAR and RVAR conditions. No significant difference in RTs was observed during a paired *t*-test comparison between the EVAR and RVAR conditions (Fig. 3.3A). Both monkeys had different mean detection times but showed the same task effects.

**Movement time**

The time required to touch the visual stimulus once the hand was lifted off the sensor, movement time (MVT), was computed. A paired comparison was done for MVTs during the EVAR and the RVAR conditions (Fig. 3.3B). Both monkeys reached to the visual stimulus significantly faster during the RVAR condition compared to the EVAR (*p* < 0.001). Thus, while reaching in the periphery monkeys had a shorter MVT. The mean travel time for both monkeys differed but the task effect was the same. On some days the overall MVT was longer for both monkeys and on some days the MVT was shorter but task differences were maintained. The mean reach velocity across all experiments was 1.2 m/s. This velocity is within published data for fast, ballistic reaching (Kurata and Hoshi, 2002; Churchland et al., 2006; Gardner et al., 2007).

**Electrophysiological data**

Extracellular single unit responses were recorded during all phases of the reach task to assess the spatial relationship between the baseline, visual, preparatory, and reach signals in areas 7a and DP. The neural response of 164 neurons (area 7a: 99; area DP: 65) was quantitatively compared to assess the temporal (comparison across epochs; see Ch. 2, General Methods) and spatial (visual stimulus position) aspects using the EVAR task. Neural activity of 119 neurons (area 7a: 65; area DP: 54) was quantitatively compared to
assess the temporal (comparison across epochs; see Ch. 2, General Methods) and spatial
(visual stimulus position) aspects using the RVAR task. For a total of 98 neurons (area
7a: 53; area DP: 45) both EVAR and RVAR tasks were completed. The neural activity of
these units was quantitatively compared to assess the contextual aspect of the response.

The data is presented in two ways: first, the epoch based analysis examines the
temporal and spatial relationship of neural signals within EVAR and RVAR conditions.
An example of response field of an area 7a neurons and a DP neuron for each condition is
shown. Second, the condition based analysis directly compares the preparatory and the
reach epochs between EVAR and RVAR condition. These results demonstrate the effect
of the eye position on the preparatory and the reach signal in areas 7a and DP.

**Single unit activity synchronized to task epochs**

The neural activity was synchronized to the onset of the visual stimulus, the
change in the stimulus, and the lift hand event. The epoch based analysis was used to
directly compare the temporal and spatial aspect of the neural signal during the baseline
(prior to the onset of the visual stimulus), visual (after the onset of the visual stimulus),
preparatory (prior to the change in stimulus), and reach (after the lift hand event) epochs
within each condition (EVAR and RVAR). Tuning properties during each epoch were
quantified for each unit.

**EVAR condition**

In the EVAR condition the eye position varied along with the reach target
location and thus was always in accordance with the endpoint hand position. This
resulted in a foveal reach.
Figure 3.4: Response of an area 7a neuron during EVAR condition. Peri-stimulus time histograms (PSTH) of an area 7a neuron that shows modulation in the spatial tuning as the trial progresses during the EVAR condition. Red dotted line marks the onset of the expansion optic flow stimulus (visual stimulus; 1500 ms); gray dotted line marks the time the optic flow stimulus changes to a random motion (between 3500 and 4500 ms); blue dotted line marks the time the monkey initiates a reach by lifting his hand off the proximity sensory (within 400 ms after the stimulus changes its motion). The epoch identification is as follows: baseline (green shaded region), visual (red shaded region), preparatory (gray shaded region) and the reach (blue shaded region). (A) The PSTH and raster plots are arranged in a 3x3 grid. Each of the nine PSTH sets corresponds to an optic flow visual stimulus appearing at that location. Therefore, each PSTH is an average of 10 trials. Bin width = 60 ms. (B) Response fields during the baseline (green) and visual (red) epochs. Baseline response of this unit is greater for the contralateral eye positions, $A_{\text{baseline}} = -0.71x + 0.21y - 0.02x^2 - 0.08y^2 + 27.4$; whereas the gain field tuning dominates the contralateral hemifield, the vertical meridian and the lower eye positions; $A_{\text{visual}} = -0.46x - 0.76y - 0.12x^2 + 0.07y^2 + 30.5$. (C) Response fields during the preparatory (gray) and reach (blue) epochs. The preparatory response of the unit dominates lower and contralateral eye positions, $A_{\text{preparatory}} = -0.26x - 0.61y - 0.04x^2 + 0.02y^2 + 24.2$. The reach response of this unit is greatest for the lower and central contralateral eye positions and along the vertical meridian, $A_{\text{reach}} = -0.12x - 0.09y - 0.13x^2 + 0.02y^2 + 40.8$. The spatial tuning of this neuron altered along the vertical and horizontal axis significantly. The spatial tuning of this neuron was maintained for the contralateral eye positions but altered along the vertical and horizontal axes.


*Area 7a neuron:* The baseline response of the area 7a neuron was greater for the contralateral eye positions (Fig. 3.4A and B; green shaded region). During the visual epoch, the spatial preference of this neuron was for the visual stimuli at the lower eye position along the vertical meridian and in the contralateral eye positions (Fig. 3.4A and B; red shaded region). The preparatory response of the unit dominated the lower and contralateral eye positions (Fig. 3.4A and C; gray shaded region). The reach related response of this unit was greatest for the lower and central contralateral eye positions and along the entire vertical meridian (Fig. 3.4A and C; blue shaded region). Thus the spatial tuning of this unit was maintained for the contralateral eye positions however it changed along the vertical axis and varied slightly but significantly along the horizontal axis.

*DP neuron:* The baseline response of the DP neuron was weakly tuned for the lower and ipsilateral eye positions (Fig. 3.5A and B; green shaded region). At the onset of the visual stimulus the neuron had a strong transient response for all positions albeit this response was greater for varying eye positions along the horizontal meridian and for the contralateral and the ipsilateral eye positions (Fig. 3.5A and B; red shaded region). The preparatory response of this unit dominated the contralateral and the lower eye positions (Fig. 3.5A and C; gray shaded region). Once the reach was initiated, there was a drastic decrease in the response of the unit for the upper eye positions and the ipsilateral and contralateral eye positions along the horizontal meridian. The overall neural response during the reach epoch was greater for the lower positions (Fig. 3.5A and C; blue shaded region). The spatial tuning of this neuron altered dramatically as the trial progressed: the baseline preference for the lower and ipsilateral eye positions expanded to the contralateral eye positions at the onset of the visual stimulus (gain field). The tuning then
shifted towards the contralateral eye positions as the monkey prepared to reach. Finally, once the reach was initiated the neuron preferred the lower ipsilateral eye positions.

Alteration of spatial tuning as the trial progressed was observed in 97/164 (59%; area 7a: 52/99, 52%; DP: 45/65, 69%) neurons. These were classified as the

Figure 3.5: Response of a DP neuron during EVAR condition. PSTH of a DP neuron that shows temporal evolution of spatial tuning during the EVAR condition. All conventions same as in Fig. 3.4. (A) PSTH and raster plots for the nine stimulus locations. (B) The baseline response: weak tuning for the lower and ipsilateral eye positions, $A_{\text{baseline}} = 0.17x - 0.37y - 0.02x^2 - 0.001y^2 + 11.5$. The gain field of the unit is along the horizontal meridian, and in the contralateral and ipsilateral visual field, $A_{\text{visual}} = 0.12x - 0.39y + 0.05x^2 - 0.05y^2 + 20.1$. (C) The preparatory response of the unit is the greatest for the contralateral and lower eye positions, $A_{\text{preparatory}} = -0.44x - 0.58y + 0.02x^2 + 0.03y^2 + 14.5$. The reach response is greater for reach targets appearing in lower positions, $A_{\text{reach}} = 0.31x - 0.37y - 0.04x^2 - 0.04y^2 + 14.8$. This neuron thus shifted spatial preference from lower ipsilateral to contralateral positions and then back to lower positions.

Alteration of spatial tuning as the trial progressed was observed in 97/164 (59%; area 7a: 52/99, 52%; DP: 45/65, 69%) neurons. These were classified as the
multiplicative interactive neurons (type ExP); at least one of the four spatial parameters \((a_x, a_y, a_{x^2}, a_{y^2})\) was significant during at least two of the four epochs. For 41/97 neurons (42%), the spatial tuning modulated linearly. The angular tuning was distributed uniformly for this group of neurons. For 35/97 (36%) neurons, the spatial tuning consisted of significant linear and quadratic components. The preferred spatial tuning angle was computed using the \(X_C, Y_C\) values (see Ch. 2, General Methods) for these neurons. For the population of these mixed neurons the spatial tuning was uniformly distributed too. This suggests that areas 7a and DP represent the space in its entirety when reaching is performed to foveated targets at varying eye positions.

Spatial tuning shifts were calculated between visual and preparatory epochs. Population angular tuning of these shift vectors was non-significant. Thus there was no systematic shift in spatial preference between preparatory and visual epochs. Significant differences in firing rate between the visual and the preparatory epoch were observed in 42/97 neurons (43%). There were no overt differences in the two epochs. In both epochs the monkeys maintained fixation at one location, the visual stimulus remained constant (coherent expanding optic flow), and the hand was resting on the touch sensitive starting panel. Therefore the alteration in neural response can be attributed solely to internal processing such as attention and motor planning.

Seventeen out of 164 neurons (10%; area 7a: 12/99, 12%; DP: 5/65, 8%) were not spatially tuned but had an epoch effect, i.e. the firing rate of these neurons was uniform for all nine positions but their intercepts differed significantly between at least two epochs (type E). The intercepts between the visual and the preparatory epochs were not significantly different \((p = 0.25)\). The activity of 50/164 neurons (30%; area 7a: 35/99,
35%; DP: 15/65, 23%) was not modulated by the chosen epochs. These neurons were also not spatially tuned and were therefore classified as not significant (type NS). As confirmed by the $X^2$ test, no differences were observed between area 7a and DP ($p = 0.44$) with respect to distribution of tuning types (ExP and E).

For the EVAR condition the spatial tuning from the visual to reach epoch thus changed in a large portion of neurons even though the reach target was always foveated. This implies that the eye position may modulate the reach movement signal or in turn that the planning and initiation of the reach movement can modulate the gain field signal.

**RVAR condition**

In the RVAR condition the eye position was always in the center and the visual stimuli appeared in one of nine possible locations. All reaches were peripheral except for center reach. At the center of the screen the visual stimulus appeared behind the fixation resulting in a foveal reach.

*Area 7a neuron:* As expected this neuron was not spatially tuned during the baseline epoch (Fig. 3.6A and D; green shaded region), as there was no spatially varying stimulation with respect to eye position during this epoch. The response of this neuron had a sharp transient increase when the visual stimulus appeared in the contralateral visual field and along the vertical meridian (Fig. 3.6A and D; red shaded region). This response decreased along the horizontal axis. The preparatory response of this unit was the greatest in the lower contralateral and center visual field. This response level decreased towards the upper ipsilateral visual field (Fig. 3.6B and E; gray shaded region). During the reach epoch the response level of the unit was greatest for the contralateral reach target locations (Fig. 3.6C and E; blue shaded region). Therefore, as the trial
progressed the spatial tuning of the neuron shifted from the contralateral visual field towards the lower contralateral visual field during the preparatory and the reach epochs.

**Figure 3.6: Response of an area 7a neuron during RVAR condition.** (A - C) PSTH of an area 7a neuron that shows temporal evolution of spatial tuning during the RVAR condition. Conventions otherwise as in Fig. 3.4. (D and E) Response fields of the neuron during the four epochs. (D) The baseline response of this unit does not vary spatially, $A_{\text{baseline}} = -1.06x - 0.18y + 0.08x^2 - 0.03y^2 + 38.6$. The visual response is greatest in the contralateral visual field, $A_{\text{visual}} = -2.27x - 1.40y + 0.03x^2 - 0.01y^2 + 38.6$. (E) The preparatory response of the unit is the greatest in the lower contralateral visual field, $A_{\text{preparatory}} = -1.46x - 1.05y + 0.01x^2 + 0.08y^2 + 38.6$. The reach response is greater for reach targets appearing in contralateral locations, $A_{\text{reach}} = -1.29x - 0.56y - 0.06x^2 - 0.12y^2 + 38.6$. The spatial tuning of this neuron shifted from the contralateral visual field towards the lower contralateral visual field.

**DP neuron:** The baseline tuning of the DP neuron was flat as the eye position did not vary in the RVAR condition (Fig. 3.7A and D; green shaded region). At the onset of the visual stimulus the activity of the neuron increased when the stimuli appeared in the
ipsilateral visual field and along the horizontal and vertical meridian (Fig. 3.7A and D; red shaded region). During the preparatory epoch, the response of the unit was the greatest in the upper ipsilateral visual field and decreased towards the lower contralateral visual field (Fig. 3.7B and E; gray shaded region). At the initiation of the reach a sharp decrease in the activity of the neuron was observed for all but the lower visual field and center position (Fig. 3.7C and E; blue shaded region). The peak of the reach field of this neuron was thus in the lower ipsilateral visual field; the reach response was the least in the upper contralateral visual field. The spatial tuning of this neuron therefore shifted from the center to the upper ipsilateral visual field followed by a shift towards the lower ipsilateral visual field and lower center position as the trial progressed in time.

Alteration of spatial tuning as the trial progressed was observed in 54/119 (45%; area 7a: 29/65, 45%; DP: 25/54, 46%) units during the RVAR condition, which were classified as multiplicative interactive neurons (type ExP). For 16/54 neurons (30%), the spatial tuning modulated linearly, for which the distribution of angles was uniform. For 18/54 (33%) neurons significant spatial modulation was observed along linear and quadratic components. For these neurons the spatial tuning was also uniformly distributed. This suggests that areas 7a and DP represent the space in its entirety when the visual stimuli (reaching targets) were presented in varying retinotopic locations.

Analogous to the EVAR condition spatial, shifts between visual and preparatory epoch were distributed uniformly for the RVAR condition, however, the paired analysis revealed significant differences in firing rate between the visual and the preparatory epoch in 28/54 ExP neurons (52%).
Twenty-one out of 119 neurons (18%; area 7a: 11/65, 17%; DP: 10/54, 19%) had an epoch effect but were not spatially tuned. The intercept values for the visual epoch were significantly greater than for the preparatory epoch ($p = 0.006$). The activity of 44/119 neurons, NS neurons, (37%; area 7a: 25/65, 38%; DP: 19/54, 35%) was not modulated by the chosen epochs. These neurons were also not spatially tuned. As
confirmed by the $X^2$ test, no differences in distribution of the E and ExP types were observed between area 7a and DP ($p = 0.88$).

The regression analysis provided a robust quantitative measure of the differential effects of the four epochs within the EVAR and the RVAR conditions. For a majority of the neurons (Fig. 3.8A, EVAR, 114/164, 70%; Fig. 3.8B, RVAR, 75/119, 63%) the spatial tuning and/or the overall firing rate altered as the trial progressed temporally. A majority of these alterations were in the form of spatial changes as opposed to gain changes. The changes in spatial response fields implies that inputs from areas using different frames of reference modulate these 7a and DP neurons, as the monkeys identify the spatial location of the visual stimulus, prepare to reach it, and finally execute the motor behavior.

In order to test the effect of eye position, the preparatory and the reach epoch during the EVAR condition were compared directly with the respective epoch during the RVAR condition.

**Figure 3.8: Population distribution of epoch based comparison.** Epoch based analysis was used to compare the four epochs of interest: baseline, visual, preparatory, and reach. Proportions of interaction types between epoch (E) and position (P) are plotted separately for each area (7a, filled bars; DP, open bars). (A) Proportions of interaction types during the EVAR condition. (B) Proportions of interaction types during the RVAR condition. Type E neurons had a single effect of epoch (change in mean firing rate) but were not spatially tuned. Type ExP neurons had a multiplicative interaction between epoch and position; these neurons had different spatial tuning between epochs. NS cells had no effect of either factor. The spatial tuning of a majority of neurons altered as the trial progressed during both EVAR and RVAR conditions.
Comparison of single unit activity between EVAR and RVAR conditions

In both the EVAR and the RVAR condition the visual stimulus location was identical; therefore the reach endpoint locations were also identical. However the reach targets were foveated in the EVAR condition resulting in a foveal reach whereas the reach targets were in the periphery in the RVAR condition resulting in a peripheral reach. The eye position varied congruently with reach target during the EVAR condition. During the RVAR condition the eye position was always held constant in the center of the touch screen monitor. The center target during the RVAR condition remained foveated thus being a ‘control’ for the EVAR versus RVAR comparison of attentional or set effects. A categorical regression analysis was used to directly compare the neural response for the preparatory and the reach epochs between the EVAR and the RVAR condition (EVAR versus RVAR). Two factors were included in this comparison: the condition (C) and the nine visual stimulus positions (P).

Baseline and visual epochs

The center position for both the EVAR and the RVAR condition served as a control as the reach to this location was foveated. The eye position and the visual stimulation were constant across the two conditions. Thus the neural response for the baseline (monkey fixating a fixation point) and the visual (onset of the visual stimulus) epoch should not vary for the center position. Upon direct comparison it was observed that this was indeed the case. Firing rates between the two conditions did not differ significantly for the baseline ($p = 0.9$) and the visual ($p = 0.36$) epoch. Comparison of visual responses of 7a neurons under different eye positions and retinotopic stimulus
positions have been studied previously (Read and Siegel, 1997) and will not be considered further.

Figure 3.9: Preparatory response during EVAR and RVAR conditions. Condition based analysis comparing the preparatory response during the EVAR and RVAR conditions. Conventions otherwise as in Fig. 3.4. (A) PSTH showing the response of a typical area 7a neuron during the preparatory epoch under the EVAR condition. (B) PSTH showing the response of a typical area 7a neuron during the preparatory epoch under the RVAR condition. (C) Response fields of the neuron in A and B during the EVAR and RVAR conditions. Spatial tuning was in the upper visual field during the EVAR condition; \( A_{EVAR} = -0.07x + 0.45y + 0.003xy - 0.01y^2 + 2.53 \). The neuron prefers the upper ipsilateral visual field during the RVAR condition; \( A_{RVAR} = 0.19x + 0.33y + 0.02xy - 0.02y^2 + 2.53 \). (D) PSTH showing the response of a typical DP neuron during the preparatory epoch under the EVAR condition. (E) PSTH showing the response of a typical DP neuron during the preparatory epoch under the RVAR condition. (F) Spatial tuning dominated the contralateral upper visual field – EVAR; \( A_{EVAR} = -0.91x + 0.79y - 0.004xy - 0.12x^2 + 21 \). Neural response was lowest in the upper ipsilateral visual field – RVAR; \( A_{RVAR} = -0.46x + 0.06y - 0.07xy - 0.01x^2 + 21 \). The differential spatial tuning properties of area 7a and DP neurons during the preparatory epoch imply that different cortical networks are recruited for foveal and peripheral reaching.
**Preparatory epoch**

During the preparatory epoch, the monkey maintained fixation at the structured optic flow visual stimulus. The hand was stationary at the starting location. Therefore there was no overt motor behavior or other sensory stimulation. Alteration in spatial tuning properties during this epoch can thus be attributed only to internal processing.

The activity of an area 7a neuron during the preparatory epoch was different under EVAR (Fig. 3.9A and C) and RVAR (Fig. 3.9B and C) conditions. This neuron preferred the upper eye positions EVAR condition. Under the RVAR condition, this neuron responded mostly to the stimulus in the ipsilateral upper visual field. Spatial tuning properties of a DP neuron differentially altered depending upon the condition. For this example neuron the preparatory response field dominated the contralateral upper eye positions under the EVAR condition (Fig. 3.9D and F). During the RVAR condition (Fig. 3.9E and F) the neural response was the lowest in the contralateral lower and the ipsilateral upper visual fields. Activity was greater along the diagonal drawn between contralateral upper and ipsilateral lower visual field. In both example neurons, the differences in spatial tuning properties imply that different cortical networks may be recruited to execute peripheral versus foveal reaching behaviors.

Such a differential condition and position (CxP) effect was observed in 45/98 neurons (46%; area 7a: 21/53, 40%; DP: 24/45, 53%). Analogous to the example area 7a and DP neurons this group of neurons showed a change in spatial tuning even though the monkey reached to identical reach target locations. The CxP neurons had at least one significant spatial parameter \(a_x, a_y, a_{x^2}, a_{y^2}\). Linear modulation across the vertical and/or horizontal axis was observed in 16/45 (36%) neurons. Quadratic modulation in
addition to linear modulation was observed in 18/45 (40%) neurons. The spatial tuning of neurons with significant linear coefficients and significant linear and quadratic coefficients was uniform, that is, these spatial tuning angles collectively showed a distributed representation of space. The spatial shifts between EVAR and RVAR were also uniformly distributed. The firing rate of 29/98 neurons (30%; area 7a: 16/53, 30%; DP: 13/45, 29%) differed under the two conditions, however, these neurons were not spatially tuned (type C). The intercept values did not differ significantly between conditions for this group of neurons ($p = 0.74$). Neither the condition nor the spatial factor had an effect on the neural response of 24/98 neurons (24%; area 7a: 16/53, 30%; DP: 13/45, 29%). A $X^2$ test confirmed that the two areas, area 7a and DP, were not significantly different ($p = 0.53$) with respect to the distribution of C and CxP type neurons.

Reach epoch

The reach epoch was defined as the 300 ms time interval after the monkey initiated the reach (lifted his hand off the touch sensor). The neural activity during this period is essentially the response to initiation of the reaching movement. The reach target location was identical in the two conditions however in EVAR condition the monkey reached to foveated visual stimuli whereas in RVAR the monkey reached to visual stimuli in the periphery.

The spatial tuning of the area 7a neuron during the reach epoch was almost opposite along the horizontal axis for the EVAR (Fig. 3.10A and C) and the RVAR (Fig. 3.10B and C) conditions. During the EVAR condition the reach response of this neuron was greater for upper contralateral eye position. In the RVAR condition, response during
the reach epoch was the greatest in the upper ipsilateral visual field and decreased towards the lower visual field. This differential response pattern for EVAR and RVAR conditions can be attributed to the difference in eye positions and retinotopic stimulation, thus implying that both factors modulate the reach response of the neurons.

Figure 3.10: Reach response during EVAR and RVAR conditions. Condition based analysis comparing the reach response during the EVAR and RVAR conditions. Conventions otherwise as in Fig. 3.4. (A) PSTH showing the reach response of a typical area 7a neuron during the EVAR condition. (B) PSTH showing the reach response of a typical area 7a neuron during the RVAR condition. (C) Response fields during EVAR and RVAR. EVAR: Spatial tuning dominates the upper contralateral visual field; $A_{EVAR} = -0.24y - 0.01x^2 + 1.78$. RVAR: Here the neurons prefers the upper ipsilateral visual field; $A_{RVAR} = 0.14y + 0.02x^2 + 1.78$. (D) PSTH showing the reach response of a typical DP neuron during EVAR condition. (E) PSTH showing the reach response of a typical DP neuron during the RVAR condition. (F) Response fields of DP neuron during EVAR and RVAR. EVAR: Neural response is greatest in the upper contralateral upper visual field and decreases towards the lower ipsilateral visual field; $A_{EVAR} = -0.98x - 0.88y - 0.18y^2 + 22.4$. RVAR: Neural response dominates the upper, contralateral, and center locations of the reach target; $A_{RVAR} = -0.49x + 0.47y - 0.06y^2 + 22.4$. Differential response during the reach epoch between the EVAR and the RVAR condition implies that eye position affects the reach response in area 7a and DP.
The reach response differed across the two conditions in a DP neuron. In the EVAR condition (Fig. 3.10D and F) the reach response of the unit was greatest for the upper contralateral eye position and decreases towards the lower ipsilateral eye position. In the RVAR condition (Fig. 3.10E and F) the reach response dominated the upper and contralateral visual field. Analogous to the area 7a neuron, this difference in spatial properties between the two conditions implies that the eye position and retinotopic stimulation modulate the reach response.

Identical reach targets resulted in different spatial tuning depending on whether the reach was foveated or in the periphery in 53/98 (54%; area 7a: 27/53, 51%; DP: 26/45, 58%) neurons (CxP). Only linear modulation was observed in 17/53 (32%) neurons whereas a combination of quadratic and linear modulation was observed in 20/53 (38%) neurons. Uniform spatial distributions were observed for both groups of neurons with significant spatial parameters. The spatial shifts between EVAR and RVAR conditions were also distributed uniformly. Twenty-six out of 98 (27%; area 7a: 15/53, 28%; DP: 8/45, 18%) neurons showed a change in firing rate across the two conditions but these neurons were not spatially tuned (type C). For this type, the intercept values between EVAR and RVAR conditions were not significantly different ($p = 0.96$). Nineteen out of 98 (19%; area 7a: 11/53, 21%; DP: 8/45, 18%) neurons did not show a spatial or a condition effect and were thus classified as non-significant. A $X^2$ test confirmed that distribution of C and CxP types did not differ significantly ($p = 0.74$) between areas 7a and DP.
Analogous to the temporal comparisons, the regression analysis provided a robust quantitative measure of the differential effects of the two conditions for each epoch. For a majority of the neurons (Fig. 3.11A, preparatory, 74/98, 76%; Fig. 3.11B, reach, 79/98, 81%) the spatial tuning and/or the overall firing rate altered across the two conditions.

Since no statistical differences were found between areas 7a and DP the data for the two areas are combined in the subsequent chapter.

Summary

Primates generally use visually guided reaching in order to accurately reach to objects in their external space. Visually guided reaching requires interplay of visual and motor signals. It is thus important to examine the neural response before the initiation of the reaching behavior. The main goal of the current study was to investigate whether these two areas are involved in the sensorimotor transformation, which involves several...
phases. The neural response during the onset of the visual stimulus, preparation to the reaching behavior, and the reaching behavior was considered. The spatial and temporal relationship between the visual, preparatory and reach signals was quantitatively investigated. The eye position effect on the preparatory and the reach signals was also examined. Monkeys were required to perform two variations of visually guided reaching tasks. In one task, EVAR, the eye position varied in accordance with the locations of the reach target (nine possible locations) resulting in a foveal reach. In another task, RVAR, the eye position remained centered while the monkey reached to targets appearing in nine different locations resulting in a peripheral reach. Extracellular single unit recordings were used to investigate the neural properties of areas 7a and DP. It was observed that in a large number of neurons the spatial tuning alters as the reaching tasks progress temporally i.e. the visual, preparatory and the reach spatial tuning significantly differed as the trial progressed. The eye position modulated the reach signal thus implying that areas 7a and DP follow the eye-centered coordinate system and that the sensorimotor transformation occurs in these two areas using the eye-centered frame of reference.

Discussion

This section will discuss the behavioral data and caveats of the current study. The electrophysiology data will be discussed in the General Discussion (Chapter 5).

Behavioral data

Visually guided or goal-directed reaching movements are conducted using an eye-centered or retinal reference frame (Henriques et al., 1998; Batista et al., 1999; Vetter et al., 1999). The initial location of a visual stimulus for goal-directed movement is encoded
in eye-centered coordinates in the PPC (Goldberg and Bruce, 1990). This stimulus location then needs to be transferred into another coordinate system, for example, the hand-centered coordinate system in order to complete the goal-directed movement successfully. Therefore the accuracy of reach endpoint is affected by neural accuracy of visuomotor calibration. If the spatial calibration of a peripheral reach target is less accurate than that of a foveal target the error would be reflected in the reach endpoint location. Initial motor programming may consist of an error for peripheral target (Prablanc et al., 1986). In situations where the foveal information is present, the foveal information may allow online improvement in accuracy (via proprioceptive input), which does not occur in presence of peripheral information (Prablanc et al., 1986). The RTs are slightly slower for the RVAR condition as the peripheral targets are more difficult to detect than foveal targets (Prablanc et al., 1986). Slower detection times for peripheral targets were observed in a primate attentional study (Quraishi et al., 2007). The significant difference in MVT between EVAR and RVAR conditions suggests that distinct computations occur during foveal and peripheral reaching (Moran and Schwartz, 1999; Snyder et al., 2006). These behavioral and psychophysical differences between foveal (EVAR) and peripheral (RVAR) reaching imply that different networks may be recruited for accurate execution of foveal and peripheral reaches (Prado et al., 2005; Clavagnier et al., 2007). Reaching in the periphery requires a more extensive network (Clavagnier et al., 2007) suggesting that motor programming occurs over a bigger time interval when computing a motor plan to reach to a peripheral target.
Caveats

Since the kinematics of the three dimensional arm movements were not monitored, the reach trajectory could not be accounted for. It could be that the reach trajectory during the foveal and peripheral reach was different. Secondly, the monkeys were allowed to reach anywhere on the reach target which had a diameter of 12°. The larger reaching differences may have resulted in differential reach responses during foveal and peripheral reaching conditions. However this is unlikely as the receptive field sizes of area 7a and DP neurons are large (Motter and Mountcastle, 1981; Andersen et al., 1990) and the reach endpoints were accurately placed close to the center of the target (within 2° of visual angle) as shown by the behavioral data of the current study.
Chapter 4: Spatial effects of shifting prisms on neuronal properties of posterior parietal cortex

Introduction

Primates depend upon an adaptive sensorimotor control in order to successfully interact with their environment. Behavioral adaptation and neural plasticity are intertwined with each other and necessary for an accurate interaction with the changing demands with the environment. Plasticity of neural representations occurs when there is a change in sensory input (Kaas et al., 1990; Allard et al., 1991; Gilbert, 1996a, b; Crist et al., 2001; Li et al., 2004; Polley et al., 2006).

Distortion of the visual field by spatial displacement results in a discrepancy between the perceived location of the target and the actual location of the target. Thus, when trying to reach to the target, there is a mismatch between the visual input (resulting in a change in sensory input) and the motor output. There are a number of studies that have explored behavioral plasticity in human and non-human primates as a result of distortion of the visual field using shifting and inverting prisms (Healy et al., 1973; Kitazawa and Yin, 2002; Berberovic and Mattingley, 2003; Marotta et al., 2005). It is known for decades that reaching errors decrease over a period of time (Healy et al., 1973; Flook and McGonigle, 1977; Kitazawa and Yin, 2002; Richter et al., 2002; Berberovic and Mattingley, 2003) as a result of long term prism adaptation. These reaching errors were corrected only in presence of visual feedback; tactile and proprioceptive cues alone did not result in a corrected reach (Healy et al., 1973). Similarly, human subjects showed
adaptation to reaching with reversing prisms (left-right reversal) only when visual feedback of the reach was present (Marotta et al., 2005). The timely occurrence of the visual feedback is also important. Prism adaptation did not occur if the visual feedback was delayed by over 500 ms (Kitazawa and Yin, 2002). The reaching errors after the prism was removed (after-effects of prism adaptation) also remained if the visual feedback was delayed. The after-effects of the prism adaptation decreased over time i.e., monkeys tested within 10 ms of prism adaption showed larger reaching errors (half the distortion angle) compared to those tested after 24 hours (Yin and Kitazawa, 2001).

Very few experiments have been conducted to study the neural plasticity as a result of alteration of sensory input. Merely deviating the position of the eyes with prisms as the monkey fixated did not affect the gain fields of parietal neurons (Andersen et al., 1985). Sugita (1996) investigated the long-term adaptation of V1 neurons to inverting prisms; after adaptation a small percentage of cells responded to the ipsilateral visual field as well as the standard contralateral field. Kurata and Hoshi (2002) examined the effects of shifting prisms on single unit activity in the ventral premotor (PMv) cortex. Neurons in the PMv altered their spatial tuning when the monkey initiated reaching. There has been no systematic electrophysiological study of prism adaptation in primate parietal cortex. Because the neurons of PPC represent an important intermediate step between sensory input and motor output, these neurons should be ideally suited to reflect plastic changes due to prism adaptation.

The hypothesis tested is whether visual gain field tuning and the reach field tuning of the cells in areas 7a and DP alters as the perceived visual field is displaced using shifting prisms. The current study showed that the reach field tuning of the neurons
altered as a result of the prismatic distortion. However, the change in spatial tuning as a result of the prism shift was not predictable. For a given prism shift in a population of neurons, the units responded with a varied shift in spatial tuning resulting in a distributed representation of space.

**Materials and methods**

**Behavioral task**

The monkeys performed the visually guided foveal reaching task (described in Ch. 2 and referred to as the EVAR condition in Ch. 3). Measurements were made under three conditions: pre-prism, visual distortion (prism), and recovery (post-prism). Each condition consisted of 90 (10 for each of the nine positions) correct trials.

*Pre-prism condition:* In the pre-prism condition, the monkeys performed the visually guided foveal reaching task with the prism holder in place but without the prism inserted.

*Prism condition:* The visually guided foveal reaching task was used in the prism condition along with a 12° Fresnel prism (Fresnel Prism & Lens Co., LLC, Eden Prairie, MN). The prism shifted the visual field horizontally or vertically by 12°, resulting in shifts in four directions: upward, downward, contralateral, and ipsilateral. The shifts were in reference to the recording chamber placed over the right hemisphere. The fixation point and the visual stimulus (reach target) were perceived to be shifted resulting in a mismatch between the eye position (perceived reach target position) and the actual reach target position. The monkeys were required to reach to the actual location of the reach target. If the monkeys reached outside the reach target (e.g. perceived location), it was
considered an incorrect reach and the trial was aborted. Visual feedback was only available when the monkeys’ hand was close to the reach endpoint. The reach endpoint location was corrected over trials; trained monkeys corrected the reach within five to nine trials. The exact prismatic distortion was measured with a laser beam for all nine positions and was confirmed to be uniform (12°).

Post-prism condition: After the monkeys successfully completed the prism condition, the prism was removed. Both monkeys were required to perform the visually guided reaching task to test the behavioral recovery and the spatial tuning of the unit. Analogous to the prism condition, the monkeys adapted to the lack of a prism and reached to the actual location within five to nine trials. It was not always possible to obtain the full set of the three runs. The completion of the post-prism condition was dependent on the stability of the recording and the performance and motivation of the monkeys. Thus some recordings consisted only of the pre-prism and prism conditions or in some cases an incomplete post-prism condition.

Statistical analysis
A multi-step method was used to quantify and directly compare the spatial tuning across two conditions (pre-prism vs. prism or pre-prism vs. post-prism). First, the firing rate for each of the four epochs, baseline, visual, preparatory, and reach epoch (see Ch. 2, General Methods) was computed. Second, categorical regressions computed the spatial and the intercept parameters which were then used to classify the units by types of interaction. Third, regressions with categorical variables denoting the presence or absence of the prism distortion quantified changes in the spatial tuning.
A stepwise categorical quadratic model was used to simultaneously examine the dependency of firing rate on epoch during each condition (epoch based comparison; see Ch. 2, General Methods) or on the condition for each epoch (condition based comparison; see Ch. 2, General Methods).

In order to test for changes in spatial tuning for a given prism shift, spatial tuning of the neurons was computed based on the amplitude and the angular tuning during the pre-prism, prism, and the post-prism conditions. The population vectors were tested using the Hotelling one-sample test to determine the mean spatial tuning. Shifts in spatial tuning were determined by computing the difference between the spatial tuning of neurons during pre-prism and prism conditions: \( \Delta x_{pri} = a_{xpre} - a_{xpre}; \Delta y_{pri} = a_{ypre}; X_{cpri} - X_{cpre}, Y_{cpri} - Y_{cpre}; \) difference between prism, “pri”, and pre-prism, “pre”, conditions.

**Results**

*Behavioral data*

**Reach endpoint accuracy**

The highly trained monkeys reached accurately to all locations during the pre-prism condition. In the prism condition, as expected the monkeys initially “misreached” to the perceived, shifted target locations. After sufficient training with the prism condition, the monkeys quickly adapted and reached to the actual location within five to nine trials. During the post-prism condition, after the prism had been removed, the initial reach endpoint was misplaced in the opposite direction relative to the prism shift. This overshoot was corrected also within a few trials.
The reach endpoint accuracy during the pre-prism, the prism, and the post-prism conditions was measured by computing the distance between the reach endpoint and the center of the visual stimulus. Reach endpoints on the screen from one experiment for all three conditions are plotted (Fig. 4.1A). Here the 12° prism was used to shift the visual field upwards. Reaching was most accurate during the pre-prism condition (black circles) for all 90 trials. The initial reach endpoints during the prism condition (red circles) were shifted upwards (due to a 12° upward prism shift), but the adaptation was fast after which

**Figure 4.1: Reach endpoint accuracy and rapid adaptation to prisms.** Reach endpoint accuracy and error for the pre-prism condition (black circles), prism condition (red circles), and post-prism condition (open circles). Each dot in A and B is one reach endpoint of the monkey during one experiment on one day. (A) Reach endpoints of one experiment during the three conditions (90 trials in each condition). The square illustrates the touch sensitive monitor with a 36°x36° of touch surface. Each dotted circle is a possible position of the visual stimulus. Each black circle is a reach endpoint during the pre-prism condition. Each red circle is a reach endpoint during the prism condition. Each open circle is a reach endpoint during the post-prism condition. (B) Endpoint error when the monkey reached to the visual stimulus appearing in the upper right corner. The horizontal axis shows the progression of number of trials. The vertical axis shows the reach errors in degrees. Initial reach errors during the prism and the post-prism conditions do not equal the magnitude of the prismatic distortion. Rapid adaptation takes place during prism and post-prism.
the monkey reached accurately. Once the prism was removed (post-prism condition – open circles), the initial reach endpoints were overshot in the opposite direction of the prismatic distortion. Again the accuracy was restored within nine trials.

The following are combinations of paired *t*-test comparisons of reaching errors for one recording session. A paired *t*-test comparison between pre-prism and prism conditions (*p* = 0.27), pre-prism and post-prism conditions (*p* = 0.22) and prism and post-prism conditions (*p* = 0.38) revealed that the reaching errors were not significantly different. These comparisons were done on all trials in the respective two conditions. Because the monkeys adapted rapidly to the insertion and the removal of the prism, the reaching accuracies during both the prism and the post-prism conditions did not differ significantly from the pre-prism condition. However a paired *t*-test comparison between the first nine trials of the pre-prism and the prism condition confirmed that the reach errors were greater for the prism condition (*p* = 0.002). A paired *t*-test comparison between the pre-prism and the post-prism condition (first nine trials of each) confirmed that reaching error was larger for the post-prism condition (*p* = 0.02). Lastly, paired *t*-test comparison between prism and post-prism condition revealed that the reaching errors for the first nine trials were not significantly different (*p* = 0.06). This was expected as the monkey reached erroneously in both the prism and the post-prism conditions and only the absolute value of the reach errors were considered. During the prism condition the monkey initially reaches to the shifted location of the reach target (perceived location) whereas during the post-prism condition the monkey initially overshoots the reach. The significance in reach error for the first few trials (for the paired comparison between pre-prism and prism or post-prism conditions) but the lack of this significance when all trials
are considered confirms the claim that the monkeys adapt quickly to the prismatic distortion. Quantification of the erroneous reach endpoints showed that the maximum error of reaching did not equal the amount of prism shift; rather it was one fourth to half the angle of distortion (Fig. 4.1B; reach to the upper position in the ipsilateral visual field). The reach error varied from day to day but was maintained at one fourth to half the angle of distortion at the initial presentation of the prism. These behavioral data are in agreement with the findings of human (Cressman and Henriques, 2009) and non-human primate (Kurata and Hoshi, 2002) studies with reaching under visually distorted conditions.

**Reaction time**

Reaction time (RT) latency to detect the change in stimulus was compared for the pre-prism and the prism conditions for 108 recordings. RT was computed by subtracting the time of the change in stimulus from the time the monkey lifted his hand off the sensor. The overall RT latency was shorter for M1R (black circles; Fig. 4.2A) as compared to M3R (red circles; Fig 4.2A). The RT latency of M3R was significantly greater during the prism condition for 29/64 (45%) experiments. RT latency of M1R did not show a specific trend. The mean RTs differed between the two monkeys but were consistent within each monkey for the two conditions (pre-prism, n = 9493 trials: M1R 461±147 ms, M3R 333±117 ms; prism, n = 10097 trials: M1R 462±165 ms, M3R 355±120 ms; stdev). The prism condition was behaviorally more demanding than the pre-prism condition resulting in slightly greater RT latencies during the prism condition.
Movement time

Movement time (MVT), which is time required for the monkey to reach to the touch screen, was compared for the pre-prism and the prism conditions. MVT was computed by subtracting the time at which the monkey lifted his hand off the sensor from the time his hand contacted the touch screen. MVT was not predictable depending on the condition (Fig. 4.2B). The mean MVTs for both monkeys were above 300 ms during both conditions (pre-prism, n = 9493 trials: M1R 328±69 ms, M3R 317±59 ms; prism, n = 10097 trials: M1R 340±76 ms, M3R 316±58 ms; stdev). The similarity in movement
times suggests that the fast, ballistic reaching behavior was maintained during the pre-
prism and the prism conditions.

**Electrophysiological data**

Single unit responses were recorded during all phases of the task to assess
temporal and spatial aspects of neural modulation during the pre-prism condition, prism
condition, and the post-prism condition. The neural response of 166 (area 7a: 114; area
DP: 52) neurons was quantitatively compared during the pre-prism and the prism
condition. Out of 166 neurons, 105 (area 7a: 77; area DP: 28) neurons were compared for
pre-prism and post-prism conditions.

The data is presented in three ways: First, the epoch based analysis is used to
examine the temporal and spatial relationship of neural signals within the pre-prism,
prism, and post-prism conditions. Neural response of three different neurons is shown for
the three conditions. Second, the condition based analysis is used to directly compare the
neural response for each epoch (baseline, visual, preparatory, reach) between the pre-
prism and prism conditions. Shifts in spatial tuning are quantified to determine if there is
a correlation between the prismatic distortion and the resulting shift in spatial tuning.
Third, the condition based analysis is used to directly compare the spatial tuning for each
epoch between the pre-prism and the post-prism conditions.

The regression model for each epoch is included in the legend of the example
neurons’ figures. Because no significant differences were observed between areas 7a and
DP in the previous experiment (see Results in Ch.3), data for the two areas were
combined.
Single unit activity synchronized to task epochs

In the first analysis, temporal and spatial relationship of neural signals was examined using the epoch based comparison. The neural activity was synchronized to the onset of the visual stimulus, the change in the stimulus, and the lift hand event. The four epochs of interest were: baseline (prior to the onset of the visual stimulus), visual (after the onset of the visual stimulus), preparatory (prior to the change in stimulus), and reach (after the lift hand event) epoch. Tuning properties during each epoch were plotted for each neuron. Categorical regression analysis was used to directly compare these tuning properties during the baseline, visual, preparatory, and reach epochs within each condition.

Once the Fresnel prism was introduced and the visual field was shifted, the overall firing rate of the neuron could change substantially (i.e., increases or decreases with respect to the firing rate during the pre-prism condition). If in this situation the scaled PSTHs were shown for the same neuron, the temporal effect during each condition would be diluted and not very clear. Therefore, three different example neurons are used to show the spatial and temporal relationship of neural signals within each condition (pre-prism, prism, and post-prism).

**Pre-prism condition**

An example area 7a neuron showed modulation in the spatial tuning as the task progressed in time (Fig. 4.3). The activity of the unit is shown in the peri-stimulus time histograms (PSTH) in a three by three grid (Fig. 4.3A). Each of the nine PSTH
corresponds to an optic flow stimulus location on the touch screen and the resultant eye position. Thus each PSTH is an average of ten trials.

**Figure 4.3**: A neuron’s response during the pre-prism condition. (A – C) Peri-stimulus time histograms (PSTH) for a cell that shows modulation in the spatial tuning as the trial progresses during the pre-prism block. Red dotted line marks the onset of the expansion optic flow stimulus (visual stimulus; 1500 ms); gray dotted line marks the time the optic flow stimulus changes to a random motion (between 3500 and 4500 ms); blue dotted line marks the time the monkey initiates a reach by lifting his hand off the touch sensor. The epoch identification is as follows: baseline (green shaded region), visual (red shaded region), preparatory (gray shaded region) and the reach (blue shaded region). The PSTH are arranged in a 3x3 grid. Each of the nine PSTH corresponds to an optic flow visual stimulus appearing at that location. Therefore, each PSTH is an average of 10 trials. Bin width = 60 ms. (D and E) Response fields of the area 7a neuron during the four epochs. (D) Baseline (green) spatial tuning shows preference for the lower contralateral eye positions, $A_{\text{baseline}} = -0.23x - 0.15y + 8.22$; whereas the gain field (red) tuning at stimulus onset dominates the contralateral eye positions, $A_{\text{visual}} = -0.44x + 0.49y + 13.1$. (E) The preparatory (gray) response of the unit dominates the horizontal meridian and the upper contralateral eye positions, $A_{\text{preparatory}} = -0.40x + 0.35y + 14.3$. The reach (blue) response of this unit decreases at the initiation of the reaching behavior, $A_{\text{reach}} = 0.09x - 0.03y + 11.7$. The response of this neuron shows an overall change in spatial tuning and neural activity.
This neuron had a minimal baseline response (Fig. 4.3A and D; green shaded region) mostly for lower contralateral eye positions. An increase in the firing rate was observed at the onset of the optic flow stimulus when it appeared in the upper contralateral and center position and in the lower contralateral position. The overall firing rate during the visual epoch (Fig. 4.3A and D; red shaded region) was greater for contralateral eye positions. Therefore, this neuron showed a contralateral gain field preference. During the preparatory epoch (Fig. 4.3B and E; gray shaded region), the neuron showed a spatial preference for stimuli appearing in the contralateral and center upper positions, and along the contralateral horizontal meridian. This change in spatial tuning from the visual epoch implies that transformation occurs as there is a shift from sensory input to an intermediate level before the monkey reaches. An overall sharp decrease in the firing rate of the unit was observed during the reach epoch (Fig. 4.3C and E; blue shaded region) in all but the lower contralateral position. The firing rate of the neuron decreased significantly at the initiation of a reach. Change in spatial tuning and overall firing rate were observed as the trial progressed. This implies that the initial spatial eye position tuning during baseline and visual epochs was modulated by the preparation and initiation of the motor behavior.

Alteration of spatial tuning as the trial progressed was evident in 94/166 (57%) neurons. The tuning curves of these neurons had at least one of four spatial parameters \((a_x, a_y, a_{x^2}, a_{y^2})\) with a significant coefficient. These neurons were therefore classified as multiplicative (ExP; Fig. 4.6); where factor E has four categorical variables (baseline, visual, preparatory, reach) and factor P corresponds to the nine positions of the visual stimuli. The angular tuning for the type ExP neuron population was distributed
uniformly. Fourteen out of 166 (8%) neurons were not spatially tuned but alteration in the firing rate was observed as the trial progressed temporally (type E; Fig. 4.6). Therefore, the change in epoch effect was observed in a majority of the neurons (type ExP and type E combined: 108/166; 65%). No change in response fields and firing rate was observed in 58/166 (35%) neurons; these neurons were classified as non-significant (Fig. 4.6).

**Prism condition**

The pre-prism condition was followed by the prism condition during which a 12° Fresnel prism was inserted in front of the monkey. The direction of shift was roughly chosen depending upon the gain field tuning of the unit. The spatial tuning was quantified and directly compared using categorical regression across the baseline, visual, preparatory, and reach epochs.

Another example neuron (from DP) showed a modulation in the spatial tuning as the task progressed in time with a 12° upward shift (Fig. 4.4). The baseline response increased towards the contralateral eye positions and those along the horizontal meridian (Fig. 4.4A and D; green shaded region). A transient increase in firing rate was observed at the onset of the stimuli for the upper eye positions resulting in an upper gain field tuning. Following this transient increase in the firing rate, decrease in activity was observed for stimuli appearing in all locations; however this decrease was greater for the upper eye positions (Fig. 4.4A and D; red shaded region). During the preparatory epoch (Fig. 4.4B and D; gray shaded region), the firing rate was the greatest along the horizontal meridian. Thus the spatial tuning of the neuron moved from the upper eye positions during the visual epoch (upper gain field) to center positions along the horizontal meridian during the preparatory epoch, and even further downward towards
the lower positions of the reach endpoints (Fig. 4.4C and D; blue shaded region). Again, this suggests that as the trial progressed, there was an increased modulation of the sensory signals by the motor aspects of the task.

Figure 4.4: A neuron’s response during the prism condition. (A – C) PSTH for a cell showing modulation in the spatial tuning as the trial progresses during the prism block (12° upward shift). This figure follows the same conventions as Fig. 4.3. Panel A and B are positioned such that the 0° eye position along the vertical axis matches the 0° hand position along the vertical axis. (D) Response fields of the DP neuron during all four epochs. The baseline (green) activity increases towards the eye positions along the horizontal meridian, \( A_{\text{baseline}} = 0.98y - 0.11y^2 + 43.9 \); while the gain field (red) dominates the upper eye positions, \( A_{\text{visual}} = -1.42y + 0.06y^2 + 43.9 \). (B) The preparatory (gray) response is greatest for the eye positions along the horizontal meridian, \( A_{\text{preparatory}} = -2.03y + 0.03y^2 + 43.9 \). (C) The reach (blue) response is greatest for the lower eye positions, \( A_{\text{reach}} = -1.87y - 0.10y^2 + 43.9 \). The spatial tuning of this neuron altered with temporal progression of the trial.
Alteration of spatial tuning was evident in 96/166 (58%) neurons during the prism condition and these were classified as multiplicative neurons (ExP; Fig. 4.6). In these neurons at least one of four spatial parameters were observed to be significant. The angular tuning of these neurons was uniformly distributed. A pure epoch effect on the firing rate (type E; Fig. 4.6) was observed for 11/166 (7%) neurons; these neurons were not spatially tuned. Thus, the epoch effect was observed for a majority of the neurons (type ExP and E together: 107/166; 64%). A total of 59/166 (35%) neurons did not have a significant effect of the epoch; these neurons were not spatially tuned and did not alter their firing rate as the trial progressed (NS; Fig. 4.6).

**Post-prism condition**

Following the prism condition, the Fresnel prism was removed and the monkey was required to perform the reaching task for the post-prism condition. The post-prism condition was conducted only when the isolation of a neuron remained stable. The spatial tuning of these neurons was quantified for the baseline, visual, preparatory, and reach epochs.

Another area 7a neurons showed modulation in the spatial tuning as the task progressed in time (Fig. 4.5). The baseline response (Fig. 4.5A and D; green shaded region) of this neuron was the lowest when the eye was positioned in the upper contralateral and the center locations. This response increased towards the ipsilateral and contralateral lower eye positions. The firing rate of the unit was the greatest when the optic flow stimulus appeared in the lower ipsilateral positions (Fig. 4.5A and E; red shaded region). This rate decreased progressively towards the upper contralateral corner position resulting in a lower ipsilateral gain field. During the preparatory epoch (Fig.
4.5B and E; gray shaded region), the firing rate was greatest for the lower contralateral eye position. During the reach epoch (Fig. 4.5C and E; blue shaded region), the firing rate was the greatest for ipsilateral positions and decreased progressively towards the lower contralateral corner. The response field therefore dominated the ipsilateral positions. The spatial tuning of this neuron thus started in the lower quadrant in the ipsilateral eye
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**Figure 4.5: A neuron’s response during the post-prism condition.** (A – C) PSTH for a cell showing modulation in the spatial tuning as the trial progresses during the post-prism block. This figure follows the same conventions as Fig. 4.3. (D and E) Response fields of the area 7a neuron during the four epochs. (D) The baseline response (green) of the unit is the greatest for ipsilateral and lower contralateral eye positions, $A_{\text{baseline}} = 0.08x - 0.12y + 8.22$. The gain field (red) of the unit dominates the lower eye positions, $A_{\text{visual}} = 0.26x - 0.37y + 7.51$. (E) The preparatory response (gray) of the unit is the greatest for lower center and ipsilateral eye positions, $A_{\text{preparatory}} = 0.35x - 0.16y + 7.07$. The reach (blue) tuning of the unit dominates the ipsilateral positions. The reach response of the unit decreases towards the center position and the upper contralateral position, $A_{\text{reach}} = 0.29x + 0.19y + 4.78$. The spatial tuning of this neuron altered with respect to different temporal events.
positions at the onset of the visual stimulus, then shifted to the lower contralateral eye positions during the preparatory epoch and finally shifted to the upper ipsilateral positions as the monkey initiated the reach.

Alteration of spatial tuning as the trial progressed was evident in 52/105 (50%) neurons classified as ExP (Fig. 4.6). The population spatial tuning for these neurons showed a uniformly distributed representation of space. In 7/105 (7%) neurons a change in overall firing rate (intercept) was observed although these neurons were not spatially tuned (type E; Fig. 4.6). Thus the epoch effect was observed for a majority of the neurons (type ExP and E neurons combined: 59/105; 57%). The non-significant group of neurons consisted of 29/105 (28%) neurons. These neurons neither had altered firing rate, nor were they spatially tuned (NS; Fig. 4.6).

Summary

In the majority of neurons (Fig. 4.6; type ExP and E cells combined: pre-prism, 65%; prism, 64%; post-prism, 57%) the tuning properties modulated as the trial progressed. Quantified spatial tunings for all the epochs separately for pre-prism, prism,
and post-prism conditions showed that the spatial tuning for the baseline, visual,
preparatory, and reach epoch were different for more than half of the neurons tested. The
change in spatial tuning confirmed that there was a shift in cortical representation of
space as the behavior progressed from perception of a sensory stimulus to the initiation of
the motor response. The lack of spatial specificity observed (uniform angular tuning of
type ExP neurons) in areas 7a and DP implies that there is an equally distributed
representation of space in these two areas.

**Comparison of single unit activity between pre-prism and prism conditions**

In the second type of analysis, condition based comparison was performed to
examine cortical plasticity as a result of prismatic distortion. The neural activity during
each epoch (baseline, visual, preparatory, and reach) in the pre-prism condition was
quantified and directly compared to the respective epoch in the prism condition using
categorical regression. The Fresnel prism was used to induce a 12º shift along the
horizontal or vertical axis. The direction of the induced distortion was based
approximately on the gain field tuning during the initial condition (pre-prism). This
resulted in four shifts: contralateral (n = 15), ipsilateral (n = 44), upward (n = 70), and
downward (n = 37). These four shifts were used to examine the spatial modulation and
the spatial representation of the neural signals for the different epochs.

Each unit was tested for only one prism shift. Each block of 90 trials was
completed in approximately 40 minutes, depending on the monkeys’ performance. Thus
the completion of the entire set of three blocks (pre-prism, prism, and post-prism)
required about two hours. Monkeys were required to reach to the actual physical location
of the visual stimulus and not the perceived location. Thus the actual reach target locations under both conditions were identical; however the perceived target location and therefore the eye-positions were shifted depending on the prism shift during the prism condition. Therefore any change in the reach response of a neuron can be attributed to the shifted or altered eye-position.

Condition based comparison was used to compare each epoch (e.g. baseline, visual, preparatory, and reach) during the pre-prism condition to the respective epoch during the prism condition.

**Baseline epoch**

During the baseline epoch the monkey is fixating a red square (with a 0.8° diagonal) in one of nine possible locations. An area 7a neuron showed alteration of spatial tuning once the prism induced a 12° downward shift (Fig. 4.7). The baseline response of this neuron had a weak preference for the eye positions in the center and the lower positions along the vertical meridian during the pre-prism condition (Fig. 4.7A, green shaded region; Fig. 4.7C, light green shaded region). The neuron was tuned to contralateral eye-positions during the prism condition (Fig. 4.7B, green shaded area; Fig. 4.7C, dark green shaded region). Slight alteration of spatial tuning during the baseline epoch was expected because of a physical shift in eye position resulting from the prismatic distortion.

Change in spatial tuning was observed in 95/166 (57%) neurons. Because there was an interaction between the condition (C; pre-prism vs. prism) and the position (P; nine positions) these neurons were classified as neurons with multiplicative interaction
(CxP; Fig. 4.10). For the response field of these neurons, at least one of the four spatial parameters \( (a_x, a_y, a_{x^2}, a_{y^2}) \) reached the level of significance.

**Figure 4.7: Response of a neuron during baseline and visual epochs of the pre-prism and prism conditions.** Neural response of a unit during the pre-prism and prism (12° downward shift) conditions for the baseline, visual epochs. This figure follows the same conventions as Fig. 4.3. Panel B is positioned such that the 0° eye position along the vertical axis matches the 0° eye position (along the vertical axis) during the pre-prism condition. (A) PSTH during the pre-prism condition. (B) PSTH during the prism condition. (C) Baseline epoch during pre-prism condition (light green): \( A_{\text{pre-prism}} = -0.13x - 0.24y - 0.06x^2 + 14.8 \). Baseline epoch during prism condition (dark green): \( A_{\text{prism}} = -0.39x + 0.06y - 0.04x^2 + 8.79 \). (D) Visual epoch during pre-prism condition (light red): \( A_{\text{pre-prism}} = 0.16y - 0.01y^2 + 9.5 \). Visual epoch during prism condition (dark red): \( A_{\text{prism}} = 2.41y - 0.05y^2 + 39.1 \).

Upon comparing the spatial tuning for baseline and visual epochs with and without prism, it was observed that the presentation of the prism alters the spatial tuning of this neuron.
Table 4.1 lists the distribution of CxP type neurons with significant linear and quadratic coefficients based on the prism shift (up, down, ipsilateral, and contralateral).

<table>
<thead>
<tr>
<th></th>
<th>Up (n = 70)</th>
<th>Down (n = 37)</th>
<th>Ipsilateral (n = 44)</th>
<th>Contralateral (n = 15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total CxP type neurons</td>
<td>49 (70%)</td>
<td>18 (49%)</td>
<td>23 (52%)</td>
<td>5 (33%)</td>
</tr>
<tr>
<td>Linear modulation only</td>
<td>31</td>
<td>9</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>Linear and quadratic modulation</td>
<td>10</td>
<td>3</td>
<td>14</td>
<td>1</td>
</tr>
<tr>
<td>Quadratic modulation only</td>
<td>8</td>
<td>6</td>
<td>0</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 4.1: Distribution of CxP type neurons during the baseline epoch. Neurons were classified as type CxP if their tuning properties showed a multiplicative interaction effect between the condition (C; pre-prism and prism) and the position (P, nine positions). This table lists the number of neurons for which the linear, quadratic, or both components were observed to be significant (type CxP) during the baseline epoch. Neurons tested with different prism shifts are listed separately. Due to a large difference in the number of neurons in each sample pool, no conclusive trend can be confirmed.

Only condition effect (type C; Fig. 4.10) was observed in 38/166 (23%) neurons. These neurons were not spatially tuned but the overall firing rate was significantly different during the two conditions. That is, the firing rate of these neurons was uniform for all nine positions but this rate altered once prisms were inserted. Thus the condition effect (prism effect) was observed in a majority of neurons (type CxP and C combined: 134/166, 80%). Neither a condition effect nor a spatial effect was observed in 33/166 (20%) neurons (NS; Fig. 4.10).

**Visual epoch**

The visual epoch was defined as the 500 ms time interval immediately after the onset of the expanding optic flow stimulus. The monkey’s hand was placed at the starting
point on the touch sensor while his eye was positioned on the fixation point and the visual stimulus. During the visual epoch of pre-prism condition (Fig. 4.7A, red shaded region; Fig. 4.7D, light red shaded region), the unit showed a weak gain field tuning in for the center and upper eye positions. However in presence of the prism shifting the target stimuli downward, the overall firing and the spatial tuning of the unit changed dramatically. The firing rate of the unit was the greatest for stimuli appearing along the horizontal meridian (what used to be the three upper positions during pre-prism condition, now matched to center eye positions and perceived location of the stimuli – Fig. 4.7B, red shaded region; Fig. 4.7D, dark red shaded region). The unit thus had a spatial tuning that peaked along the horizontal meridian and decreased along the vertical axis (downward) in presence of the prism.

<table>
<thead>
<tr>
<th></th>
<th>Up (n = 70)</th>
<th>Down (n = 37)</th>
<th>Ipsilateral (n = 44)</th>
<th>Contralateral (n = 15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total CxP type neurons</td>
<td>40 (57%)</td>
<td>14 (38%)</td>
<td>22 (50%)</td>
<td>6 (40%)</td>
</tr>
<tr>
<td>Linear modulation only</td>
<td>17</td>
<td>8</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Linear and quadratic modulation</td>
<td>12</td>
<td>4</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>Quadratic modulation only</td>
<td>11</td>
<td>2</td>
<td>9</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 4.2: Distribution of CxP type neurons during the visual epoch.** Neurons were classified as type CxP if their tuning properties showed a multiplicative interaction effect between the condition (C; pre-prism and prism) and the position (P, nine positions). This table lists the number of neurons for which the linear, quadratic, or both components were observed to be significant (type CxP) during the visual epoch. Neurons tested with different prism shifts are listed separately. Due to a large difference in the number of neurons in each sample pool, no conclusive trend can be confirmed.

Spatial tuning of 82/166 (49%) neurons altered during the visual epoch and were thus classified as type CxP (Fig. 4.10). At least one of the four spatial parameters
Table 4.2 lists the distribution of CxP type neurons with significant linear and quadratic spatial tuning based on the type of prism shift (up, down, ipsilateral, and contralateral).

Only the condition effect (change in firing rate but no spatial tuning; type C; Fig. 4.10) was observed in 48/166 (29%) neurons during the visual epoch. These neurons were either not spatially tuned or had gain fields that extended beyond the display size and thus could not be properly mapped. Nonetheless, they significantly changed their overall firing rate between pre-prism and prism condition. Therefore a majority of neurons (type CxP and C combined: 130/166, 78%) were affected by the prismatic distortion. These results were expected because the physical eye position is altered with respect to the prism shift. Since the eye position modulates the visual response, tuning properties of a majority of neurons in area 7a and DP changed during the visual epoch. The rest of the 36/166 (22%) neurons did not show any effect and were thus classified as not significant (NS; Fig. 4.10).

**Preparatory epoch**

The time interval 500 ms prior to the change in visual stimulus was considered the preparatory epoch. During this epoch the monkey was fixating the visual stimulus and the hand was resting on the touch sensor. Thus overt behavior during the preparatory epoch was identical to the visual epoch. Changes in spatial tuning between the pre-prism and prism condition would imply that during this late preparatory phase the system recruits different neural circuits. Modulation in spatial tuning under the two conditions during this time interval may also suggest that differential mechanisms affect spatial tuning once the sensory input is perturbed.
For the preparatory epoch during the pre-prism condition (Fig. 4.8A, gray shaded region; Fig. 4.8C, light gray shaded region), this unit was not spatially tuned and overall firing rate was low. However, during the prism condition the unit had an overall increase in firing rate and had a strong spatial tuning for the eye positions along the horizontal meridian (matched locations for the eye positions – Fig. 4.8B, gray shaded region; Fig. 4.8C, dark gray shaded region) which decreased linearly along the vertical axis.

Modulation in spatial tuning during the preparatory epoch was observed in 88/166 (53%) neurons. These neurons had at least one significant spatial parameter \((a_x, a_y, a_{x^2}, a_{y^2})\) and were classified as type CxP (Fig. 4.10). Table 4.3 lists the distribution of CxP type neurons with significant linear and quadratic spatial tuning based on the type of prism shift (up, down, ipsilateral, and contralateral).
About one third of neurons were classified as type C (57/166; 34%; Fig. 4.10). These neurons were not spatially tuned but changed their overall firing rate upon the insertion of a prism. The prism effect was thus observed in a majority of the neurons (145/166, 87%; type CxP and C combined). The rest of the neurons (21/166; 13%) were not affected by the prism and were therefore classified as not significant (NS; Fig. 4.10).

### Reach epoch

Although the prismatic distortion resulted in a perceptual shift of the visual field, the monkeys were required to reach to the actual physical location of the visual stimulus. This resulted in adjusted reaches during the prism conditions; i.e., reaches were not made directly to the perceived location of the visual stimulus but away from it. Since the physical reach endpoints were similar between the two conditions (pre-prism and prism), spatial tuning during the reach epoch should remain unaltered. Differences in spatial tuning during the reach epoch under the two conditions would imply that the reach signal

<table>
<thead>
<tr>
<th></th>
<th>Up (n = 70)</th>
<th>Down (n = 37)</th>
<th>Ipsilateral (n = 44)</th>
<th>Contralateral (n = 15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total CxP type neurons</td>
<td>43 (61%)</td>
<td>18 (49%)</td>
<td>22 (50%)</td>
<td>5 (33%)</td>
</tr>
<tr>
<td>Linear modulation only</td>
<td>26</td>
<td>6</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>Linear and quadratic modulation</td>
<td>9</td>
<td>5</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>Quadratic modulation only</td>
<td>8</td>
<td>1</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

**Table 4.3: Distribution of CxP type neurons during the preparatory epoch.** Neurons were classified as type CxP if their tuning properties showed a multiplicative interaction effect between the condition (C; pre-prism and prism) and the position (P, nine positions). This table lists the number of neurons for which the linear, quadratic, or both components were observed to be significant (type CxP) during the preparatory epoch. Neurons tested with different prism shifts are listed separately. Due to a large difference in the number of neurons in each sample pool, no conclusive trend can be confirmed.
is dependent on the physical eye position. The physical eye position is altered due to the prismatic distortion; thus modulating the reach response.

![Response of a neuron during reach epoch of the pre-prism and prism conditions](image)

Figure 4.9: Response of a neuron during reach epoch of the pre-prism and prism conditions. Neural response of the same neuron shown in Fig. 4.7 during the pre-prism and prism (12° downward shift) conditions for the preparatory epoch. This figure follows the same conventions as Fig. 4.7. (A) PSTH during the pre-prism condition. (B) PSTH during the prism condition. (C) Reach epoch during the pre-prism condition (light blue): $A_{pre-prism} = -0.36x - 0.08y - 0.01x^2 - 0.002y^2 + 8.93$. Reach epoch during the prism condition (dark blue): $A_{prism} = 0.08x - 1.07y - 0.06x^2 - 0.06y^2 + 18$.

The example area 7a neuron was not spatially tuned during the reach epoch under the pre-prism condition (Fig. 4.9A, blue shaded region; Fig. 4.9C, light blue shaded region). Upon inserting the prism, the neuron responded with an increase in firing rate for reaches made to reach targets in the upper and central positions (Fig. 4.9B, blue shaded region; Fig. 4.9, dark blue shaded region). Although the reach end positions were similar for the pre-prism and the prism conditions, the spatial tuning of the neuron was significantly different during the reach epoch under the two conditions. The neural activity was greater for the upper positions of the reach endpoint under the prism condition, whereas the neuron was not spatially tuned for the reach epoch during the pre-prism condition. The alteration of the response field along with the change in the eye
position confirms that the reaching behavior and the eye position are related and that the reach signal is eye position dependent.

Spatial tuning modulation in presence of the Fresnel prism was observed in 99/166 (60%) neurons during the reach epoch. These neurons showed a multiplicative interaction between condition and reach target position and were classified as CxP (Fig. 4.10). Spatial modulation of the tuning of a majority of the neurons implies that the reach signal in the IPL is eye position dependent. Table 4.4 lists the distribution of CxP type neurons with significant linear and quadratic spatial tuning based on the type of prism shift (up, down, ipsilateral, and contralateral).

<table>
<thead>
<tr>
<th></th>
<th>Up (n = 70)</th>
<th>Down (n = 37)</th>
<th>Ipsilateral (n = 44)</th>
<th>Contralateral (n = 15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total CxP type neurons</td>
<td>45 (64%)</td>
<td>18 (49%)</td>
<td>28 (64%)</td>
<td>8 (53%)</td>
</tr>
<tr>
<td>Linear modulation only</td>
<td>22</td>
<td>6</td>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>Linear and quadratic modulation</td>
<td>15</td>
<td>7</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>Quadratic modulation only</td>
<td>8</td>
<td>5</td>
<td>7</td>
<td>3</td>
</tr>
</tbody>
</table>

**Table 4.4: Distribution of CxP type neurons during the reach epoch.** Neurons were classified as type CxP if their tuning properties showed a multiplicative interaction effect between the condition (C; pre-prism and prism) and the position (P, nine positions). This table lists the number of neurons for which the linear, quadratic, or both components were observed to be significant (type CxP) during the reach epoch. Neurons tested with different prism shifts are listed separately. Due to a large difference in the number of neurons in each sample pool, no conclusive trend can be confirmed.

Some neurons (35/166; 21%) were classified as type C (Fig. 4.10) neurons. These neurons were not spatially tuned but had an alteration in overall firing rate upon the insertion of a prism. The tuning properties of a total of 134/166 (81%) neurons (type CxP and C combined) were affected by the prismatic distortion. The reach location of for the
pre-prism and the prism condition was identical however the eye position was physically shifted due to the prismatic distortion. The modulation of spatial tuning of a majority of neurons during the reach epoch confirms the claim that reach signal is dependent on the eye position. The rest of the neurons (32/166; 19%) were not affected by the prism and were therefore classified as not significant (NS; Fig. 4.10).

**Summary**

Based on rigorous quantitative direct comparison between pre-prism and prism conditions multiplicative interactive (CxP) neurons were observed for all epochs. The spatial tuning of these neurons altered once the prism was inserted. Furthermore type C neurons, which were not spatially tuned but had a condition based change in overall firing rate, were observed for all epochs. Therefore a majority of neurons (Fig. 4.10; type CxP and C cells combined: baseline, 80%; visual, 78%; preparatory, 87%; reach, 81%) were affected by inducing a prism shift. This implies that the prismatic distortion induced dramatic changes in the firing pattern of these neurons.
Modulation of spatial tuning due to displacement of the perceived visual field

The change in tuning due to the prism displacement was assessed for each of the four epochs (baseline, visual, preparatory, and reach) separately. The spatial tuning for all significant neurons during each of the four epochs was distributed uniformly during the pre-prism condition. The preferred axis (horizontal or vertical) was maintained by all neurons even in presence of the prism but the magnitude along the axis changed (Fig. 4.9; area 7a neuron).

Baseline epoch: During the baseline epoch under the pre-prism condition (Fig. 4.11A; green shaded region) the neuron was weakly tuned to the upper and lower eye positions along the vertical meridian and in the contralateral direction. With a 12° upward prism shift (Fig. 4.11B; green shaded region) the spatial tuning altered along both the vertical and the horizontal axis. The firing rate decreased for the upper eye positions (positions that were originally preferred) and also for the ipsilateral eye positions. This is a surprising finding as the prism only manipulated the visual perception along the vertical axis but the spatial tuning alteration occurred along the horizontal axis (Fig. 4.11C).

Visual epoch: A similar shift in spatial tuning was observed during the visual epoch (Fig. 4.11A compared to Fig. 4.11B; red shaded regions). Response to the onset of the visual stimulus was greatest along the vertical meridian and decreased for the ipsilateral and contralateral eye positions during the pre-prism condition (Fig. 4.11A; red shaded region). In presence of the prism the firing rate was greatest for stimuli appearing along the horizontal meridian (Fig. 4.11B; red shaded region) and was maintained toward the contralateral positions. This response decreased for the upper and the ipsilateral eye positions. The spatial tuning altered along the vertical and horizontal axis (Fig. 4.11C).
Figure 4.11: Response of a neuron during pre-prism and prism conditions. Neural response of a unit during the pre-prism and prism (12° upward shift) condition for the baseline, visual, preparatory, and the reach epochs. This figure follows the same conventions as Fig. 4.7. (A) Baseline epoch during pre-prism condition: $A_{\text{pre-prism}} = 0.09x + 0.03y^2 + 15.5$. Visual epoch during pre-prism condition: $A_{\text{pre-prism}} = 0.08x - 0.34y - 0.02x^2 + 21.3$. (B) Baseline epoch during prism condition: $A_{\text{prism}} = -0.32x - 0.01y^2 + 13.5$. Visual epoch during prism condition: $A_{\text{prism}} = -0.46x - 0.94y - 0.006x^2 + 33.5$. (C) The linear components derived from regression analysis for the pre-prism (circle) and prism (triangle) conditions during the baseline (green) and visual (red) epochs. (D) Preparatory epoch during pre-prism condition: $A_{\text{pre-prism}} = -0.02x - 0.31y - 0.02x^2 + 16.8$. (E) Preparatory epoch during prism condition: $A_{\text{prism}} = -0.44x - 0.81y - 0.02x^2 + 32.3$. (F) Linear components during the preparatory (gray) epoch. Conventions same as panel C. (G) Reach epoch during the pre-prism condition: $A_{\text{pre-prism}} = -0.12x - 0.33y + 16.8$. (H) Reach epoch during the prism condition: $A_{\text{prism}} = -0.42x - 0.74y + 21.2$. (I) Linear components during the reach (blue) epoch. Conventions as per panel C. Even though the visual field was displaced along the vertical axis, a change in tuning along the horizontal axis was observed for all four epochs.
Preparatory epoch: During the pre-prism condition, the neuron was weakly tuned and preferred the lower positions (Fig. 4.11D; gray shaded region). With the prisms the neuron was more strongly tuned for the contralateral positions and positions along the horizontal meridian (Fig. 4.11E; gray shaded region). Similar to the visual epoch, the spatial tuning altered along an axis that was not manipulated (Fig. 4.11F).

Reach epoch: The reach response of this neuron dominated the contralateral and the lower reach endpoint location along the vertical meridian during the pre-prism condition (Fig. 4.11G; blue shaded region). With the prism shift the response was greatest for the lower contralateral endpoint location (Fig. 4.11H; blue shaded region). Thus, the prism attenuated the neural response along the preferred axes, which was not the axes that was manipulated (Fig. 4.11I). This was very surprising and indicated that more than just the eye position influenced the neural response during reaching.

Shifts in spatial tuning: Shifts in spatial tuning did not necessarily follow the shift induced by the prism. Instead the modulation in spatial tuning occurred in various directions with respect to the prism shift, which are categorized as follows:

Orthogonal: The prism distortion was along the horizontal axis and the spatial tuning altered along the vertical axis or vice versa.

Ipsilateral: Spatial tuning altered in the same direction as the prism shift, i.e., the prism was used to shift the visual field to the right and the spatial tuning altered towards the right.

Contralateral: Spatial tuning altered in the opposite direction to the prism shift, i.e., the prism was used to shift the visual field to the right and the spatial tuning altered towards the left.
For a neuron to compensate for the prism distortion, the expected change in spatial tuning would be in the direction contralateral to the prism distortion. However, the changes in spatial tuning due to the prismatic distortion did not follow the expected changes in the majority of neurons (Fig. 4.12).

**Ipsilateral prism shift (Fig. 4.12A – D):** When the Fresnel prism was used to displace the visual field ipsilaterally, the resulting changes in spatial tuning were observed in all four directions for the neural population. Such a uniform distribution was observed during the baseline (Fig. 4.12A), preparatory (Fig. 4.12C), and the reach (Fig. 4.12D) epoch.

**Upward prism shift (Fig. 12E – H):** An upward prism shift modulated the spatial tuning of the neurons along both the horizontal and the vertical axis during the baseline (Fig. 4.12E), visual (Fig. 4.12F), preparatory (Fig. 4.12G), and reach (Fig. 4.12H) epoch.

**Downward prism shift (Fig. 4.12I – L):** Inducing a downward prism shift altered the spatial tuning of the population of neurons in all four directions. Such a change in spatial tuning was observed for all four epochs: baseline (Fig. 4.12I), visual (Fig. 4.12J), preparatory (Fig. 4.12K), and reach (Fig. 4.12L).

**Figure 4.12: Population overview of spatial tuning modulation.** Modulation of spatial tuning following ipsilateral (A – D), upward (E – H), and downward prism shift during the four epochs (baseline – green; visual – red; preparatory – gray; reach – blue). Each colored diamond represents one neuron’s difference in linear coefficients. X-axis plots the difference between the horizontal components of the center of the spatial tuning fields during the prism and the pre-prism conditions ($a_{x_{\text{prism}}-x_{\text{pre-prism}}}$). Y-axis plots the difference between the vertical components of the center of the spatial tuning fields during the prism and the pre-prism conditions ($a_{y_{\text{prism}}-y_{\text{pre-prism}}}$). (A) Ipsilateral prism shift, baseline epoch; (B) Ipsilateral prism shift, visual epoch; (C) Ipsilateral prism shift, preparatory epoch; (D) Ipsilateral prism shift, reach epoch; (E) Upward prism shift, baseline epoch; (F) Upward prism shift, visual epoch; (G) Upward prism shift, preparatory epoch; (H) Upward prism shift, reach epoch; (I) Downward prism shift, baseline epoch; (J) Downward prism shift, visual epoch; (K) Downward prism shift, preparatory epoch; (L) Downward prism shift, reach epoch. Modulation of spatial tuning occurred in all directions for all epochs and was independent of the type of prism shift.
Contralateral prism shift: The sample pool tested for the contralateral prism shift was very small (n = 15) and therefore not enough for conclusion of results.

The above data show that modulation of spatial tuning was not dependent on the type of prism shift. All prism shifts (ipsilateral, upward, and downward) resulted in changes in spatial tuning in all four directions. Similar results were observed for the contralateral prism shift. Data for this type of distortion is not shown due to a very small sample pool. Table 4.5 is a summary of distribution of type CxP neurons with modulation in spatial in various directions.

<table>
<thead>
<tr>
<th></th>
<th>Baseline (n = 95)</th>
<th>Visual (n = 82)</th>
<th>Preparatory (n = 88)</th>
<th>Reach (n = 99)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orthogonal</td>
<td>26 (27%)</td>
<td>19 (23%)</td>
<td>24 (27%)</td>
<td>25 (25%)</td>
</tr>
<tr>
<td>Ipsilaterial</td>
<td>23 (24%)</td>
<td>14 (17%)</td>
<td>12 (14%)</td>
<td>5 (5%)</td>
</tr>
<tr>
<td>Contralateral</td>
<td>12 (13%)</td>
<td>8 (10%)</td>
<td>14 (16%)</td>
<td>18 (18%)</td>
</tr>
<tr>
<td>Orthogonal and Ipsilaterial</td>
<td>10 (11%)</td>
<td>8 (10%)</td>
<td>8 (9%)</td>
<td>17 (17%)</td>
</tr>
<tr>
<td>Orthogonal + Contralateral</td>
<td>4 (4%)</td>
<td>10 (12%)</td>
<td>9 (10%)</td>
<td>11 (11%)</td>
</tr>
</tbody>
</table>

Table 4.5: Distribution of CxP type neurons with spatial tuning shifts in various directions. If the neurons were simply correcting for the prism shift, the spatial tuning would alter only in the direction opposite to the prism shift in order to compensate for the distortion. According to this hypothesis, only 13% (baseline), 10% (visual), 16% (preparatory), and 18% (reach) of the neurons changed their spatial tuning as predicted. In majority of the neurons however the spatial tuning altered such that the prism shift was not compensated for as predicted. Additionally spatial tuning for some neurons altered along the axis that was not manipulated (orthogonal alterations). Since no specific differences between the four prism shifts (ipsilateral, upward, downward, and contralateral) were found, all distortion types were combined.

All cells for all epochs maintained their original tuning axis. For example, a cell tuned along the horizontal axis modulated its spatial tuning along this axis regardless of the prism shift. Thus, the preferred axis of tuning was maintained even after the prism
was introduced. These data imply that there was no correlation between prism shift and the resulting shift in spatial tuning.

The Hotelling test was used to assess whether the vertical or the horizontal prism shift altered spatial tuning of the neural population in a particular direction. The results of these tests confirmed that neither vertical (V) nor horizontal (H) prism shift altered the spatial tuning in any particular direction for the baseline (V: \( p = 0.89 \); H: \( p = 0.65 \)), visual (V: \( p = 0.67 \)), preparatory (V: \( p = 0.60 \); H: \( p = 0.18 \)), and reach (V: \( p = 0.76 \); H: \( p = 0.87 \)) epoch. Only during the visual epoch did the horizontal prism shift alter the spatial tuning of the neurons predominantly along the vertical axis resulting in a significantly non-uniform distribution of tuning shifts (H: \( p = 0.03 \)). However, this might be because a majority of the neurons had a spatial tuning along this axis during the pre-prism condition as mentioned above. These results indicate that for a given shift in the perceived visual field, areas 7a and DP neurons responded with changes in spatial tuning in varied directions, that is, the shifts in spatial tuning were uniform. This also suggests that the neurons might compensate for the prism shifts by expanding their spatial tuning.

**Comparison of single unit activity between pre-prism and post-prism conditions**

For cells that remained isolated, the monkeys were required to perform the visually guided reach task after the prism was removed (post-prism condition). The neural response for all epochs during the pre-prism condition was quantitatively compared to the respective epochs during the post-prism condition. The linear coefficients were used to quantify the angular shift.
Tuning properties remain altered (pre-prism tuning properties ≠ post-prism tuning properties)

Upon removing the prism, a majority of the neurons did not regain their original tuning properties completely; spatial tuning alterations were observed in 58/105 (55%; baseline), 59/105 (56%; visual), 58/105 (55%; preparatory), 60/105 (57%; reach) neurons (type CxP) and firing rate remained affected in 29/105, (28%; baseline), 31/105 (30%; visual), 31/105 (30%; preparatory), 24/105 (23%; reach). Either the spatial tuning or the firing rate or both did not return to the original level after the prism was removed, as illustrated by an example neuron from DP (Fig. 4.13). The baseline response of the neuron for the lower ipsilateral eye position during the post-prism condition (Fig. 4.13A; darker green) was considerably greater than that during the pre-prism condition (Fig. 4.13A; light green). The tuning properties during the visual epoch under the pre-prism condition (Fig. 4.13B; light red) and the post-prism condition (Fig. 4.13B; dark red) were significantly different. The overall firing rate during the visual epoch was greater for the post-prism condition compared to the pre-prism condition along the horizontal meridian and the lower eye positions. The opposite was true for the upper eye positions. The firing rate during this epoch decreased once the prism was removed, however, it did not return to the pre-prism level. During the post-prism condition the preparatory response was the greatest for the visual stimuli appearing in the lower visual field (Fig. 4.13C; dark gray). The preparatory response during the pre-prism condition however was the greatest for the contralateral eye positions (Fig. 4.13C; light gray). Thus during the preparatory epoch the tuning properties were not regained. During the reach epoch, the firing rate differed for the lower three positions during the pre-prism (Fig. 4.13D; light blue) and the post-prism condition (Fig. 4.13D; dark blue).
Population results

Alteration of spatial tuning of 58/105 (55%; baseline), 59/105 (56%; visual), 58/105 (55%; preparatory), 60/105 (57%; reach) neurons was observed. For these
neurons at least one of the four spatial parameters \((a_x, a_y, a_x^2, a_y^2)\) reached the level of significance. These neurons were therefore classified as type CxP (Fig. 4.14). Some of these neurons did not have different mean firing rates between the pre-prism and post-prism conditions: 30/58 (52%, baseline); 31/59 (53%, visual); 29/58 (50%, preparatory); 35/60 (58%, reach). Another group of neurons (baseline: 29/105, 28%; visual: 31/105, 30%; preparatory: 31/105, 30%; reach: 24/105, 23%) were not spatially tuned but had significantly different overall firing rates between the pre-prism and the post-prism conditions and were classified as type C (Fig. 4.14). The rest of the neurons during each of the four epochs (baseline: 18/105, 17%; visual: 15/105, 14%; preparatory: 16/105, 14%; reach: 21/105, 20%) regained their spatial tuning and firing rates completely. Thus the tuning properties of these neurons were not significantly different between the pre-prism and the post-prism conditions (NS; Fig. 4.14).

Taken together, a majority of the neurons did not regain their original tuning properties (Fig. 4.14; type CxP and C units combined: baseline, 83%; visual, 86%;
preparatory, 85%; reach, 80%). These data imply that distortion of the sensory input induces changes in neural properties that may linger even after the distortion is removed.

**Summary**

The inferior parietal lobule (IPL) of macaques combines multimodal signals: sensory (e.g., visual, proprioceptive) and motor (e.g., efference copy). The goal of the current study was to test the plasticity of the cortical representation of space. Two male rhesus macaques were required to perform a visually guided reaching task with and without prisms. Fresnel prisms were used to induce a 12° visual shift in one of four directions (contralateral, ipsilateral, upward, or downward). This resulted in a mismatch between the eye position and the reach endpoint hand location; however the monkeys were expected to adapt and reach to the physical location of the stimuli. Behaviorally, the monkeys adapted very quickly to the prismatic distortion and reached accurately within a few trials. Changes in spatial tuning for the baseline, visual, preparatory, and reach responses of the neurons in area 7a and DP were measured. Alteration of spatial tuning of more than half of the neural population was observed implying that cortical plasticity occurred as a result of prismatic distortions. Surprisingly, the spatial tuning did not always alter in a compensatory manner. For a neuron to compensate for the prism shift, the spatial tuning of a neuron would be expected to shift in the direction opposite to the prismatic distortion. However, the spatial tuning of a majority of the neurons altered in the same direction to the prism shift or orthogonal to it. Thus, the resulting change in spatial tuning was not dependent on the type of the prism shift; however the original axis of tuning was maintained. The alteration of spatial tuning of neural responses during all
four epochs was observed suggesting that the neurons in area 7a and DP transform the sensory information into the motor information following an eye-centered coordinate system. Upon testing the neurons after removing prisms it was observed that the tuning properties were not regained for a majority of the neurons. This indicates that prism distortion may result in long-term cortical plasticity.

Discussion

Analogous to Chapter 3 this section will discuss the behavioral data and caveats of the current study. Electrophysiology data will be discussed in the General Discussion (Chapter 5).

Behavioral data

Human and non-human primates adapt to prismatic distortion once they receive visual feedback. A rapid (within five to nine trials) improvement in reach accuracy occurred over repeated trials in the current study. While the monkeys did not receive any visual feedback during the reach, feedback was available at the end of the reach, i.e., immediately before the hand touched the screen. These data confirm the findings of previous human (Sugita, 1996; Berberovic and Mattingley, 2003; Marotta et al., 2005) and non-human primate studies (Healy et al., 1973; Sugita, 1996; Kurata and Hoshi, 1999; Kitazawa and Yin, 2002; Kurata and Hoshi, 2002; Kurata, 2007) that visual feedback results in rapid prismatic adaptation. A model describing a simple linear dynamical system shows that the sensorimotor calibration occurs on a trial-by-trial basis (Cheng and Sabes, 2007). This model states that sensory feedback signals drive
adaptation. Adaptation is therefore dependent on the visually perceived error between perceived target position and the position of the feedback at the reach endpoint. By receiving visual feedback at the end of every trial, the reach is perceptually calibrated. Human subjects corrected the reaching accuracy by more than 20% on each trial. This shows that the nervous system has the capabilities to adapt to perceptual shifts and therefore altered sensory stimuli rapidly.

The RT was not significantly affected by the presence of the prisms. Similarly, the MVT did not vary with the prism, which was also observed by Kurata (2007). The lack of difference in the RT and MVT and the increased accuracy of reaching as the trials progressed suggest that plasticity of neural representation occurs very swiftly as the monkeys adapt to the prismatic distortion. Moreover, the constant MVTs indicate that the monkeys did not decrease their movement speed due to the distortion. A possibility that there was a change in movement trajectories cannot be excluded and would have to be studied separately. Hence the neural plasticity that is observed is a pure result of sensorimotor adaptation. The cortical remapping of the extra-personal space likely occurs in order to correct the mismatch between the visual and proprioceptive feedback at the end of the reach.

**Caveats**

**Long term versus short term exposure to prisms**

It is expected that short-term prism exposure, as used in the current study, yields very different results compared to long-term exposure, where subjects are exposed continuously to the prism for days or weeks (Rossetti et al., 1998; Richter et al., 2002;
Rode et al., 2003). Long term exposure to prisms would certainly result in different neural effects. It is expected that with long term prism exposure, the spatial tuning would remain altered even after the prism was removed. Behaviorally, the monkeys would probably not show a rapid improvement in reaching during the post-prism condition after a single long-term prism exposure. Since both monkeys were “over-trained” for the prism condition due to repeated exposures, the adaptation to the prism condition was very rapid. Due to the rapid behavioral adaptation, spatial tuning shifts during the brief adaptation period could not be quantified. One way to rectify this issue would be to conduct electrophysiological recordings while a naïve monkey performs the prism adaptation task.

As areas 7a and DP neurons are coarsely spatially tuned both for eye position and retinotopy, a larger prism shift (greater than 12º) might result in more drastic shifts in spatial tuning.

**Other possible manipulations**

Once a prism is placed in front of the monkeys and they begin interacting with the environment while they look through the prism, the neural system begins to alter. It is likely that different neural circuits are recruited and synaptic connections are altered. Even though extracellular single unit recording focuses on one or two neurons at a time, the prismatic distortion affects the central nervous system globally. This may result in mass modulation of tuning properties. Using four different prism shifts (upward, downward, contralateral, and ipsilateral) constantly over a period of multiple years may result in drastic changes in spatial tuning of the neurons. Thus, systematic changes in
spatial tuning might have been diluted by the variety of prism directions. One way to avoid this problem is to train one monkey on one prism shift therefore introducing the system to only one type of distortion. Testing the spatial tuning shifts in this situation will increase our understanding about whether the neurons’ tuning properties alter systematically or in a distributed pattern. Other methods of measuring cortical activity might also offer more insight for example by using intrinsic optical imaging (or any method that may allow the study of a population of neurons at once) while one or all four prism shifts are used. This would enable to directly compare the modulation of spatial tuning of a large population of neurons under different prismatic distortions.
Overview

In order to test the influence of eye position on the reach response of the neurons in areas 7a and DP and to understand the dynamics of sensorimotor transformation, monkeys were trained to perform a visually guided reaching task under five conditions (Chapter 3: EVAR, RVAR; Chapter 4: pre-prism, prism, post-prism), and neural responses were recorded from single neurons in areas 7a and DP of the posterior parietal cortex.

In the EVAR condition the trial began with an onset of the fixation point in one of nine possible locations. An expanding optic flow visual stimulus then appeared behind the fixation point. Once the stimulus lost its coherency, the monkeys were required to reach to the stimulus. This resulted in a foveal reach. During the RVAR condition, the fixation point always appeared in the center of the screen while the stimulus appeared in one of the nine possible locations. This resulted in eight peripheral reaches and one foveal reach (center position). The reaching accuracy was significantly greater for the foveal reach compared to the peripheral reach. The lower reach accuracy during the RVAR condition can be attributed to gaze dependent errors when pointing to peripheral targets (Henriques and Crawford, 2000). The RT between the two conditions was not significantly different however the MVT was significantly faster for the RVAR condition compared to the EVAR. This significant behavioral difference indicates that distinct computations occur during foveal and peripheral reaching (Moran and Schwartz, 1999;
Snyder et al., 2006). It is also possible that different neural circuitries are used for foveal and peripheral reaching (Prado et al., 2005; Clavagnier et al., 2007).

The EVAR (foveal reaching task) condition was further used to test the effect of prisms to visually distort the reach display. The pre-prism condition was identical to the EVAR condition used previously. Following the pre-prism condition, which established a baseline performance without distortion, a 12° Fresnel prism was placed in front of the monkeys such that it covered both eyes and monkeys again performed the foveal reaching task. The Fresnel prism was used to displace the visual field contralateral or ipsilateral to the recording chamber, upward, or downward. The prism condition was then followed by the post-prism condition in which the prism was simply removed and the monkey was required to repeat the foveal reaching task. For all three conditions, pre-prism, prism, and post-prism, the monkeys performed the foveal reaching task. Upon inserting the prism, the monkeys initially reached to the displaced (perceived) location of the visual stimulus. However this reaching error was corrected within the first five to nine trials. These results are in agreement with prior prism studies (Healy et al., 1973; Sugita, 1996; Kurata and Hoshi, 1999; Kitazawa and Yin, 2002; Kurata and Hoshi, 2002; Kurata, 2007). Once the prism was removed, the monkeys “misreached” in the direction opposite to the prism shift. Again, the error in reaching was corrected within five to nine trials. Computational evidence based on a human error-corrective learning study suggests that primates correct a reaching error simply based on sensory feedback by about 20% for each trial (Cheng and Sabes, 2007). This explains the rapid adaptation to prismatic distortion. Both RT and MVT were not different with and without prisms. This finding is in agreement with previous prism studies (Kurata and Hoshi, 2002; Kurata, 2007).
Survey of studies investigating goal directed movements shows that the PPC is involved in integrating the sensory information regarding the object of interest and planning the motor movement to reach to the object (Andersen et al., 1997; Snyder et al., 2006; Rozzi et al., 2008). This integration involves identifying the spatial location of the object and the location of the limb that will be used to reach the target. Neurons in the IPL receive afferent information regarding the upper limb movement and spatial location of the body. Specifically area 7a of the IPL has been shown to be involved in reaching under visual guidance (Hyvarinen and Poranen, 1974; Mountcastle et al., 1975; Blum, 1985; MacKay, 1992; Battaglia-Mayer et al., 2005; Battaglia-Mayer et al., 2007).

The reaching paradigm used in the current experiments investigated multiple signals in areas 7a and DP of the IPL. Single unit recordings were conducted while monkeys performed variations of the visually guided reaching task. Neural response synchronization was then used to study the neural response during four epochs of interest: baseline, visual, preparatory, and reach.

The current study shows that spatially tuned neurons were observed in both area 7a and DP. Eye position, visual, and reach signals have already been shown in area 7a (Hyvarinen and Poranen, 1974; Mountcastle et al., 1975; Blum, 1985; MacKay, 1992; Battaglia-Mayer et al., 2005; Battaglia-Mayer et al., 2007). Eye position and visual signals have been shown in DP (Li et al., 1989; Siegel et al., 2003; Raffi and Siegel, 2007). The current study demonstrates that area DP also had reach related tuning, a surprising new finding.

Furthermore, the spatial tuning was modulated as the trial progressed in time. This could indicate that a reference frame transformation was occurring as the sensory
(visuospatial) information was being used to plan and execute a reach movement (motor behavior). Differential responses during the preparatory and reach phases were observed between the EVAR (foveal reach) and RVAR (peripheral reach) conditions. This implies that foveal and peripheral reaching involve different computations. Likewise, distinct neural networks are in use during foveal and peripheral reaching. Using the Fresnel prism further supported the notion that eye position modulates the preparatory and the reach response in area 7a and DP suggesting that these two areas function predominantly using an eye-centered reference frame. Furthermore, alterations in spatial tuning properties were observed when the pre-prism and the prism conditions were compared. This indicates that cortical plasticity occurs along with behavioral plasticity.

In summary, this thesis shows the following: First, the alteration of spatial tuning of the neurons in area 7a and DP is demonstrated as the trial progresses. Thus an evolution of spatial tuning is observed during the visual, preparatory, and reach epoch. Second, reach response observed in DP is discussed. Third, differential reach related properties of neurons during foveal and peripheral reaching are addressed. Fourth, the eye position modulation of the neural response during the reach epoch is verified implying that reaching occurs in eye-centered coordinates in areas 7a and DP. Fifth, cortical plasticity as a result of gross displacement of visual field is confirmed. This modulation of spatial tuning is observed as a result of perceptually displacing the visual field using Fresnel prisms.

Based on the anatomical connections of DP discussed in the Introduction of this thesis, there is reason to hypothesize the DP neurons respond differentially to reaching in extrapersonal space. In addition to having reciprocal connections with area 7a, DP
receives projections from V6A (Andersen et al., 1990) an area that is involved in reach movement planning (Fattori et al., 2005). Neurons in area V6A and 7a (Battaglia-Mayer et al., 2007) are spatially tuned to the direction of the arm movement. However, there have been no studies that have investigated the reach related properties in DP. The behavioral paradigms in the current experiments were designed to investigate the spatial tuning of the neurons in DP during the reaching phase of the task. Based on the results (presented in the Results section and discussed in greater detail below), DP neurons respond to preparation and initiation of the reaching behavior. A majority of the neurons altered their spatial tuning during this preparation and initiation phase in presence of the prism. This implies that when the eye position and the endpoint hand location were mismatched, the reach related neural activity altered. Thus the neural response was dependent on the eye position.

It is known for decades that area 7a neurons respond to arm movements directed towards specific spatial locations in the extrapersonal space. However either the spatial locations of the reach targets were not systematically varied, or the reach paradigm used required the monkeys to place their hand on the screen at the beginning of the trial (Battaglia-Mayer et al., 2005; Battaglia-Mayer et al., 2007). Thus, the hand was constantly in the visual field and may have confounded the neural response during the reach phase as the arm also moved during that phase. To correct for these issues, we used a radial reaching movement described in the subsequent section. Briefly, a radial reaching movement is where the arm is initially placed at the waist level, proximal to the torso. The reach cues are placed in front of the monkeys, therefore, this results in a three-dimensional reach into the extrapersonal space. Due to such a paradigm, the hand did not
enter the visual field until it was directly in from of the reach target. Since neural activity only 300 ms after the initiation of the reach was analyzed, the presence of the hand inside the visual field was not an issue. A majority of the neurons altered their spatial tuning during the preparation and the initiation of the reaching behavior. Furthermore, a majority of the neurons altered their response fields once the eye position was displaced using visual perturbation. This indicates that not only do the neurons in area 7a respond to reaching but that this activity is manipulated by the position of the eyes.

There have been no studies in the past that have used a reaching paradigm similar to the one used here to investigate the effect of eye position and retinal stimulation when the spatial locations of the two were varied systematically. The EVAR and the RVAR conditions were used to investigate the influence of eye position and retinal stimulation respectively, over the reach response of neurons in DP and area 7a. A majority of the neurons were observed to have differential preparatory and reach responses when the neural activity during EVAR and RVAR condition was directly compared. This indicates that both, the eye position and the retinal stimulation affect the reach related neural activity in DP and area 7a.

That the reach response of the neurons is solely dependent on the eye position while reaching to foveated targets has not been previously investigated. Furthermore, cortical plasticity as a result of gross perturbation has not been explored in the past. In order to do this, the visual field was displaced using a 12° Fresnel prism, which in turn resulted in a perceptual shift. Due to this perceptual shift, the position of the eye was displaced by 12°. This resulted in a mismatch between the eye position and the hand position. For a majority of the neurons, the spatial tuning for all four epochs (baseline,
visual, preparatory, and reach) altered as a result of the perceptual shift. This indicates that cortical plasticity occurs in DP and area 7a. The altered response fields specifically during the preparatory and reach phases of the task indicate that the shift in eye position resulted in the change in neural activity. However, upon close inspection it was observed that this change was not simply a result of the displaced eye position. The spatial tuning changes occurred in various directions for each eye position displacement (up, down, ipsilateral, and contralateral). This effect is also discussed in greater detail below. This implies that signals other than eye position manipulate the neural response in DP and area 7a. Attentional modulation has been shown in area 7a (Bushnell et al., 1981; Raffi and Siegel, 2005; Quraishi et al., 2007) and DP (Raffi and Siegel, 2005), indicating that spatial tuning changes in various direction may result due to changes in attentional demands. Therefore, eye position is not the only factor that influences reach related neural responses in DP and area 7a.

**Why use a radial reaching movement?**

Most reaching paradigms require the monkeys to begin each trial with their hand placed on the screen (Battaglia-Mayer et al., 2005; Battaglia-Mayer et al., 2007). Area 7a and other parietal areas in general respond to visual stimulation (Read and Siegel, 1997). Thus, the hand being constantly in the visual field may influence the neural response during reaching movements in those studies. Thus any modulation of neural response may have been the result of change in visual stimulus due to the hand movement in addition to the reach related response (Battaglia-Mayer et al., 2007).
To completely avoid this confound, a radial reaching movement was used in the current studies. The monkeys were required to do a reach task during which the hand was not seen. The monkeys began each trial with their hand positioned close to their torso where the hand was not visible at the beginning of the trial (refer to Ch. 2 for a detailed description of the reaching task). The reaching hand was visible only when it was very close to the touch screen monitor and overlapping the visual stimulus. All the time intervals used to quantify the neural responses were prior to the time the hand entered the visual field. Such a radial reaching task resembles the natural reaching movement and puts a higher demand on the visuomotor integration (MacKay, 1992; Fattori et al., 2005; Gardner et al., 2007).

The visual stimuli were presented at systematically varied locations on the screen. The reaches were either foveal or peripheral (Chapter 3). With foveal reaching, the eye position varied with the location of the stimulus, whereas during peripheral reaching eye position was kept constant on the center. These two conditions allowed the quantification of neural response of reaching dependency on the eye position. Cortical plasticity was tested using Fresnel prisms, which displaced the perceived visual field (Chapter 4). This perceptual displacement resulted in a mismatch of eye position and endpoint hand location. In order for a successful completion of the reach movement, a behavioral remapping of the reach movement was necessary. Using Fresnel prisms it was possible to confirm the dependency of the reach signal on the eye-position and to measure the cortical plasticity.
Evolution of the neural signal during foveal reaching

In the EVAR condition (Chapter 3) the expanding optic flow stimulus always appeared behind the fixation point. Thus the eye-position and the endpoint hand location were always congruent resulting in a foveal reach. The fixation point location (i.e., eye position), and therefore the visual stimulus and reach location, varied systematically.

Baseline and visual response

Neural response during baseline fixation and after stimulus onset varied with eye position during the EVAR condition. These results are in line with previous studies that have demonstrated eye position signals in area 7a (Read and Siegel, 1997; Siegel and Read, 1997; Siegel et al., 2003; Battaglia-Mayer et al., 2007) and DP (Li et al., 1989; Read and Siegel, 1997; Siegel and Read, 1997; Siegel et al., 2003). The neural response to the onset of the expanding optic flow visual stimulus was observed in about half of the neurons sampled as shown in earlier studies for area 7a (Mountcastle et al., 1987b; Read and Siegel, 1997; Siegel and Read, 1997; Merchant et al., 2001; Youakim et al., 2001; Battaglia-Mayer et al., 2007). Neurons in DP responded similarly to the optic flow stimulus (Youakim et al., 2001; Raffi and Siegel, 2007). The anatomical connections between DP and V3A (Zeki et al., 2003; Peterhans et al., 2005), and DP and MST (Celebrini and Newsome, 1994; Graziano et al., 1994; Britten and Van Wezel, 2002) explain the motion selective neurons observed in DP in the current study. Optic flow sensitivity in area 7a can be explained by reciprocal connections with DP and MST (Andersen et al., 1990).
Preparatory response

Forty-three percent of the neurons altered their tuning properties during the preparatory epoch when tested using the EVAR condition. There were no overt changes in attention or sensory stimulation during this epoch; the onset of the stimulus had occurred several seconds before this interval and was thus constant; there was no change in the motor behavior as the hand was held constant at the starting or resting position. A variation of the neural response during this phase of the visually guided reaching task can therefore be attributed to the alteration in internal or cognitive state.

Reach planning modulation of neural response occurs in the PRR of the SPL (Snyder et al., 2000; Andersen and Buneo, 2002; Andersen and Cui, 2009) and in the PMd of the prefrontal cortex (Boussaoud and Wise, 1993; Hoshi and Tanji, 2000, 2006). Based on feedforward and feedback projections to areas 7a and DP, it is probable that the preparatory response reflects aspects of reach planning that arise in various areas of parietal and frontal cortex (Andersen, 1997; Snyder et al., 2000; Scherberger et al., 2005). Neurons in area 7a were responsive during the memory phase of a delayed reaching task (Snyder et al., 1997). It is likely that this response was a result of covert motor planning. Considering the above observations it is likely that areas 7a and DP are involved in a larger neural circuitry involved in producing or programming an accurate reach via transforming the visuospatial (sensory) information into a motor plan resulting in the completion of the motor goal (Scherberger and Andersen, 2007).
Reach response

Initiation of the reach movement altered the neural response in areas 7a and DP with the EVAR condition which is in agreement with previous area 7a reaching studies (MacKay, 1992; Battaglia-Mayer et al., 2007). The reach epoch was defined as the time interval of 300 ms immediately following the initiation of the reach movement marked by the lifting of the hand off the touch sensitive sensor.

During the reach epoch overt changes in sensory stimulation (stimulus change), and the motor behavior (e.g., efference copy) as the monkeys initiated the reach movement contributed to the neural response. In addition to these inputs, proprioceptive input also contributed to the neural response as primates can accurately localize limbs in their extrapersonal space even in the absence of visual and tactile inputs (Kalaska, 1988; Prud'homme and Kalaska, 1994; Scheidt et al., 2005). Neural modulation resulting from proprioceptive manipulations can be attributed to projections from somatosensory or proprioception related areas such as area 5 (Ferraina et al., 1997; Ferraina et al., 2001; Breveglieri et al., 2006) to area 7a.

Direct input from prefrontal motor areas (Cavada and Goldman-Rakic, 1989a; Tanne et al., 1995) and indirect input from motor areas via area 7b (Gardner et al., 2007), the PRR, and AIP (Pandya and Seltzer, 1982; Andersen et al., 1990; Felleman and Van Essen, 1991) likely contribute to the motor response of the area 7a neurons. Reach related ractivity in DP can be attributed to strong reciprocal connections between DP and area 7a (Andersen et al, 1990).
Evolution of the neural signal during peripheral reaching

In the RVAR condition (Chapter 3) the monkeys were required to maintain fixation in the center of the screen throughout the task. The expanding optic flow visual stimulus appeared in the periphery. The monkeys reached to the stimulus while maintain fixation in the center of the screen, thus performing a peripheral reaching movement (except for the center stimulus).

Baseline and visual response

The baseline response was not modulated during the RVAR task, as there was no stimulus present and eye position remained constant on the center. Spatially tuned neural responses to the onset of the visual stimulus were observed in the neurons sampled thus showing that neurons in area 7a and DP responded to the retinal location of the stimuli. These results agree with the visual responses of area 7a neurons observed in previous studies (Mountcastle et al., 1987a; Read and Siegel, 1997; Siegel and Read, 1997; Merchant et al., 2001; Heider et al., 2005; Battaglia-Mayer et al., 2007). Projection from early visual cortical areas representing peripheral visual field to DP (Neal et al., 1988; Baizer et al., 1991; Ungerleider et al., 2008) explain the coarse spatial tuning of the neurons in area 7a and DP which collectively show a distributed representation of space.

Preparatory response

In the RVAR condition, 52% of the neurons altered their firing rate during the 500 ms time interval immediately prior to the cue to reach (change in visual stimulus). In
this condition the stimulus remained in the periphery throughout the task, while the monkey prepared the upcoming reach movement.

It is therefore likely that attention was covertly shifted from the locus of fixation to the reach target location in the periphery as soon as the stimulus appeared and maintained on the reach target. A shift in spatial locus of attention altered the neural response properties in areas 7a and DP (Bushnell et al., 1981; Mountcastle et al., 1981; Bender and Youakim, 2001; Raffi and Siegel, 2005; Quraishi et al., 2007).

Analogous to the EVAR condition, it is likely that motor planning contributed to the preparatory signal during the RVAR condition. Both areas 7a and DP are reciprocally connected to other cortical areas where reach planning responses have been demonstrated (Boussaoud and Wise, 1993; Hoshi and Tanji, 2000; Snyder et al., 2000; Andersen and Buneo, 2002; Hoshi and Tanji, 2006; Andersen and Cui, 2009). It has to be assumed that the monkeys continued to plan and prepare the reaching movement until they were cued to reach. This is also the phase of the trial where intermediate reference frames between eye-centered and body-centered (Chang and Snyder, 2010) are used to plan the reach movement, thus integrating multiple signals for sensorimotor tranformation (Scherberger and Andersen, 2007).

**Reach response**

Upon the initiation of the reaching movement, alteration in tuning properties of the neurons in areas 7a and DP was observed while the monkeys reached in the periphery. These results are in agreement with previous area 7a reaching studies (Battaglia-Mayer et al., 2005; Battaglia-Mayer et al., 2007).
Analogous to the neural response for the EVAR condition during the reach epoch, the neural response under the RVAR condition involved proprioceptive input along with motor behavior related activity. This proprioceptive input also modulated the neural response. However just as areas 7a and DP are connected to other somatosensory cortical areas, these areas of the IPL also receive strong feedback projections from various prefrontal areas that are involved in reaching behaviors (Cavada and Goldman-Rakic, 1989a; Tanne et al., 1995; Gregoriou et al., 2005). The reciprocal connections combine multiple inputs over time as the trial progresses and thus contribute to transforming the visual signal into a motor behavior.

**Reach related response in DP**

The epoch based analysis showed that a majority of neurons in DP altered their spatial tuning as the trial progressed (EVAR, 77%; RVAR, 65%). This indicates that reach related activity was observed in DP, which is a novel and unexpected finding. Previous reaching studies (MacKay, 1992; Rushworth et al., 1997b; Battaglia-Mayer et al., 2007) and the current study have demonstrated that area 7a neurons respond to reaching movements of the upper limb. Area 7a receives projections from other areas that are involved in the reach circuitry (Cavada and Goldman-Rakic, 1989b; Tanne et al., 1995; Rozzi et al., 2006; Rozzi et al., 2008). These projections are reciprocal and therefore result in multiple inputs being modulated and combined in an ongoing process that compares visual and motor information (Beurze et al., 2007). This combined signal then propagates backwards to DP via the strong reciprocal connections between DP and area 7a (Cavada and Goldman-Rakic, 1989a; Andersen et al., 1990; Stepniewska et al.,
DP also receives modulatory feedback from other frontal and parietal areas (Lewis and Van Essen, 2000). Therefore, the reach related response observed in DP can be explained via these feedback anatomical connections. Although DP is considered to be lower in hierarchy compared to area 7a (Andersen et al., 1990; Felleman and Van Essen, 1991), the tuning properties of neurons in DP during preparation and initiation of the reach resembled those of area 7a neurons under both EVAR and RVAR conditions. Both areas 7a and DP have been known to receive visual input (Cavada and Goldman-Rakic, 1989a; Andersen et al., 1990; Lewis and Van Essen, 2000) and therefore respond to visual stimulation (Blum, 1985; Read and Siegel, 1997; Siegel and Read, 1997; Siegel et al., 2003; Heider et al., 2005; Battaglia-Mayer et al., 2007).

**Differential neural response for foveal and peripheral reach**

A comparison between the preparatory epoch during foveal reach (EVAR) and peripheral reach (RVAR) showed that 76% of the neurons had different tuning properties. During the reach epoch, the EVAR versus RVAR comparison showed that 81% of the neurons responded differentially. These results suggest that preparation and initiation of the reach movement occurs via different neural circuitries or via different computations within the circuitry when reaching to foveal and peripheral targets.

Reaching to targets in the periphery increases the difficulty, as the oculomotor signal is no longer available to guide and therefore influence the eye-hand accuracy. This may result in increased activation or recruiting more regions of the brain involved in planning and execution of the reaching behavior. In a human functional imaging study,
distinct regions of the parietal lobe and the PMd were active while reaching to peripheral versus foveal targets (Prado et al., 2005). Foveal reaching resulted in activation of the medial intraparietal sulcus and the caudal PMd region. In addition to these areas the parieto-occipital junction and a larger portion of the PMd responded during peripheral reaching. It is thus likely that area 7a and DP receive modulatory input from different cortical areas during foveal and peripheral reaching. Therefore, the two reaching conditions yielded different neural responses.

Neurons in various reach related areas are known to receive multimodal inputs, specifically, eye and hand related signals (Boussaoud and Bremmer, 1999; Snyder et al., 2000; Battaglia-Mayer et al., 2001; Kurata and Hoshi, 2002; Battaglia-Mayer et al., 2007). These signals are integrated to execute complex behaviors such as reaching to specific locations. The observance of maintained eye position signal in the PMd during the reaching phase of the visually guided reaching task suggests that the eye-position signal influences the reaching behavior (Boussaoud and Bremmer, 1999; Batista et al., 2007). During the peripheral reaching the eye position is not congruent with the endpoint location of the hand. It is likely that foveal and peripheral reaching involve different computations in order to complete the reach movement successfully resulting in distinct neural responses.

Quantitative methods have shown that successful reaching can be achieved by encoding the distance between the gaze fixation and hand position based on eye and hand gain fields in the PRR (Chang et al., 2009). This is based on the observation that both eye and hand position signals are present in the PRR (Andersen et al., 1998; Batista et al., 1999; Cohen and Andersen, 2000; Buneo et al., 2002; Marzocchi et al., 2008). Area 7a is
also known to have to both eye and hand position signals (Mountcastle et al., 1975; MacKay, 1992; Read and Siegel, 1997; Siegel et al., 2003; Battaglia-Mayer et al., 2007). Current results show that DP neurons also respond during the reach behavior implying that in addition to eye position signals (Li et al., 1989; Siegel et al., 2003), DP contains hand position signals. Considering the eye and hand position inputs observed in area 7a and DP, it is likely that the reach movement is planned and executed using similar encoding methods as used in the PRR. The distance between the hand and gaze fixation is different during the peripheral and foveal reach confirming that the two types of reaching behaviors are executed using distinct computations.

Modulation of visual, preparatory, and reach responses due to prismatic distortion

The Fresnel prism shifted the visual field by 12º and thus displaced the eye position. This created a mismatch between perceived and actual reach target locations. Neural responses during the pre-prism condition were compared with those during the prism condition for the four epochs (baseline, visual, preparatory, and reach) separately.

Baseline response

The spatial tuning of 59% of the units during the baseline epoch changed with the 12º Fresnel prism. This confirms the observations from previous studies showing the presence of eye position signal in area 7a (Andersen et al., 1990; Bremmer et al., 1997; Battaglia-Mayer et al., 2000; Bender and Youakim, 2001; Battaglia-Mayer et al., 2005; Battaglia-Mayer et al., 2007). The change in the spatial tuning of the baseline response
was expected as the eye position is physically altered because of the prismatic displacement of the visual field.

**Visual response**

Inserting the Fresnel prism resulted in an alteration of spatial tuning of 52% of the neurons. Since the visual stimulus always appeared centered behind the fixation point, the only behavioral difference was the eye position. Although the physical appearance and the retinal location of the visual stimuli were constant in both the conditions, the gain field was clearly altered. These data confirm the presence of gain fields in area 7a and DP (Mountcastle et al., 1987b; Read and Siegel, 1997; Siegel and Read, 1997; Battaglia-Mayer et al., 2007). The change in gain field indicated that cortical remapping of the visual space occurred and further confirms that this change was modulated by the eye position signal.

**Preparatory response**

The spatial tuning of 54% of the neurons changed when comparing the preparatory response of the neurons during the pre-prism and the prism condition. As in the visual response, the only difference between the pre-prism and the prism condition was the spatial position of the reach stimulus and thus the angle of the eyes. Therefore this is suggestive that the eye angle modulates the preparatory signal in area 7a and DP. Moreover, the change in the preparatory response fields with visual field displacement implies that there was a remapping of cortical representation of space. During the preparatory epoch the monkey was planning a reach towards the actual position especially after adapting (five to nine trials) to prism condition. Thus, he did not reach to
where his eye position was but to where the actual position of the target was. As the monkey behaviorally processed visual information and “planned” a motor response, the cortex processed the transition between the visual processing and the motor execution. Due to the shift in eye position, the neurons in the area 7a and DP remapped the cortical representation of space thus changing the neural activity in the preparatory epoch. The presence of a reach planning related activity or preparatory activity in the PPC has been demonstrated by human (Koch et al., 2008) and non-human (Battaglia-Mayer et al., 2000; Battaglia-Mayer et al., 2007) primate studies.

**Reach response**

Comparison between the pre-prism and the prism condition showed that 61% of the neurons altered their reach spatial tuning. The monkeys were required to reach to the actual location of the visual stimulus and not the perceived location. Therefore the reach movement during the pre-prism condition was similar to the prism condition. The current behavioral results show that the MVT of both the monkeys did not vary between pre-prism and prism condition indicating that the reach speed was maintained by both monkeys despite the visual distortion. If the reach signal and the eye position signal were independent, alteration in the spatial response fields (“reach field”) would not have been observed. However, a majority of the cells showed an alteration in their reach fields thus confirming that the reach signal is dependent on the eye position. Another study has shown that the reach activity in the PPC follows the eye-centered coordinate system (Buneo and Andersen, 2006). The eye position signal is maintained in PMd even towards the end of the reaching behavior suggesting that this signal influences the reach related neural response (Boussaoud and Bremmer, 1999). This further explains the altered reach...
responses observed in presence of prisms. Differential neural responses while reaching with and without prisms suggest that different computations occur (Chang et al., 2009). Even though the perceived eye and hand positions were congruent during the prism condition, there was actually a physical mismatch between the two. Therefore, the eye-hand distance during the pre-prism and prism conditions was not equal. This difference affected the ‘compound gain field’. Such a distinct ‘compound gain field’ effect explains the differential neural response. The observed influence of eye position on the motor response suggests that integration of multiple signals occurs in areas 7a and DP leading to sensorimotor transformation.

**Effect of prismatic distortion on behavioral adaptation and changes in spatial tuning resulting in cortical plasticity**

**Behavioral adaptation**

Adaptation can occur either as a result of a perceptual shift of visual input, i.e. reaching to the stimuli in a “perceptually corrected” field, or as a shift in motor output. In the first case, the hand movement is maintained, while the visual perception is changed; in the latter, the hand movement is shifted to match the visual perception (Welch et al., 1974; Redding et al., 1985; Clower et al., 1996). The current behavioral data shows that the RT was affected slightly whereas the MVT remained unaffected during the prism condition. This suggests that adaptation occurred via reaching to “perceptually corrected” field, where the motor output is not shifted. However, a majority of the cells alter their reach fields. This may be the result of the altered eye position, thus strengthening the claim that neurons in area 7a and DP follow an eye-centered coordinate system.
The proprioceptive input is also important during prism adaptation. For an accurate reach, it is necessary that there is a correspondence between the visual and proprioceptive representation of the hand. When this correspondence is mismatched, an erroneous reach occurs. Upon receiving visual information regarding the endpoint location of the hand and detecting the mismatched proprioceptive location of the hand, the monkeys adapted by shifting the perceived hand position proprioceptively (Wilkinson, 1971; Redding et al., 1985; Redding and Wallace, 1988). This results in elimination and therefore a compensation of the visual and proprioceptive mismatch over the first five to nine trials. This further explains the adaptation via perceptual editing. Note that the vision does not merely overrule the proprioceptive sense of the hand as the behavioral adaptation is gradual (Cressman and Henriques, 2009).

**Cortical plasticity**

There is reason to believe that cortical reorganization of spatial representation occurred in response to behavioral adaptation to the sensory mismatch induced by displacing prisms. With the lack of visual feedback or lack of interaction with the environment, cortical plasticity does not occur in area 7a (Andersen et al., 1985). However the current data show that the visuomotor spatial representations in area 7a and DP are highly plastic and can be modified with visual feedback. Changes in spatial tuning for all four epochs between pre-prism and prism conditions show that cortical plasticity occurred as a result of prismatic distortion. It was originally hypothesized that upon inserting the prism, the spatial tuning would alter in the opposite direction of the prism shift; the resulting spatial tuning would compensate for the prism shift. However this was not observed. The following are the percentages of the neurons that did not compensate
for the prism shift during the four epochs: baseline (66%), visual (62%), preparatory (70%), and reach (58%). Furthermore, for some neurons spatial tuning altered along the axis orthogonal to the axis perturbed by the prismatic distortion. That is, spatial tuning was altered along the axis that was not manipulated by the prism shift. This was observed in 42% (baseline), 45% (visual), 46% (preparatory), and 53% (reach). These data show that the spatial tuning varied drastically when the response fields of the four epochs were compared during the pre-prism and the prism condition. Such modulations in the response fields of the neurons in area 7a and DP have many explanations, which are discussed next.

*Expansion of response fields:* It is likely that the response fields of the neurons in areas 7a and DP expand resulting in spatial shifts in various directions. In a non-human primate study using inverting prism, the receptive fields of neurons in V1 were observed to enlarge and respond to visual stimulation in ipsilateral and contralateral visual field (Sugita, 1996). The receptive field sizes in V1 have been shown to alter depending on the visual stimulus properties (Kapadia et al., 1999). Such changes in dimensions of the receptive field properties occur as a result of spatial summation. Spatial integration can occur as a result of cortico-cortical connectivity within V1 or between V1 and other cortical areas via feedback projections. The receptive fields of area 7a neurons are large and bilateral (Motter and Mountcastle, 1981; Andersen et al., 1990). DP neurons have smaller and generally contralateral receptive fields (Andersen et al., 1990). Current data show that neurons in both areas 7a and DP respond to eye-positions, visual stimuli, reach-planning, and reaching bilaterally with the prisms. This implies that the receptive fields
are expanding due to prismatic distortions. The resulting enlargement in the spatial tuning suggests that there is a reorganization of cortical representation of space.

*Global effect of perturbation:* The prismatic distortions affect the neural properties of area 7a and DP globally, that is, once a prism shift is induced, the spatial tuning of all neurons is affected. Therefore prism shifts in different directions affected each neuron differently. Since four different prism shifts were used in the current experiment, the global effect of the perturbation altered several times leading to the various spatial tuning summations for every neuron. As shown by the current data, not all neurons regained their original tuning properties once the prism was removed. The neurons included in the study may have undergone spatial tuning alterations in a distributed manner as each neuron was affected differently by each prism shift over a period of time. In the current study, such a long-term change could occur as a result of perceptual learning for a length of time (Gilbert et al., 2009).

*Attentional and cognitive demands:* The visually guided reaching task demanded greater attentional focus under the prism condition. Although the stimulus was always foveated and no overt shift in locus of attention was required, the monkeys received mismatched input between visual (target location) and proprioceptive (hand location) modalities. This mismatch demanded the monkeys to use greater attention while performing the visually guided reaching task under the prism condition. It is likely that this increased attentive state globally altered the spatial tuning of the neurons. Increased cognitive and attentional demands have been shown to modulate receptive field properties of single units in areas 7a (Bushnell et al., 1981; Constantinidis and Steinmetz, 2001a, b; Quraishi et al., 2007) and DP. Raffi and Siegel (2005) have shown that regions
of cortical activation over area 7a and DP vary over time when monkeys covertly direct attention to different locations in visual space. These topographical changes occur without any gross experimental perturbations. The prism condition forces the monkeys to be highly attentive in order to successfully correct the initial erroneous reaches and maintain the corrected reach behavior. It is very likely that this added attentional demand alters the cortical topography of attention and the response field properties of areas 7a and DP in a distributed manner.

Adaptation and perceptual learning: Adapting to an altered sensory input allows primates to interact with their environment successfully. Behavioral adaptation has been tested in humans and non-human primates via prismatic distortions (Healy et al., 1973; Kitazawa and Yin, 2002; Berberovic and Mattingley, 2003; Marotta et al., 2005). In such tasks the visual field is either displaced (Kurata and Hoshi, 2002) or inverted (Sugita, 1996) resulting in a mismatch between the perceived location of the target and the physical location of the target to which the primates must reach. With training, primates modify their behavior and reach to the correct location of the reach target (Sugita, 1996; Kurata and Hoshi, 2002).

Perceptual learning is necessary to successfully complete other perceptual tasks such as those requiring orientation discrimination. For an orientation discrimination task, monkeys are trained to report whether two orientation stimuli are same or different (Yang and Maunsell, 2004; Raiguel et al., 2006). Adaptation and perceptual learning has been shown to alter tuning properties of neurons in many cortical areas (Sugita, 1996; Yang and Maunsell, 2004; Raiguel et al., 2006; Gilbert et al., 2009; Teich and Qian, 2010). Learning also induces dynamic short-term changes in response properties of single
neurons which are affected by attention, cognition, and perceptual task (Gilbert et al., 2009). Although the monkeys were highly trained with the Fresnel prisms in the current experiment, it was necessary to adapt and perceptually learn to correct the reaching movement while reaching with the prisms. The adaptation to the prisms therefore resulted in modulation of the tuning properties of the neurons in areas 7a and DP. Temporal comparison between PRR and PMd suggests that reach activity in the PRR fine-tunes the reach plan (Tanne et al., 1995; Johnson et al., 1996; Boussaoud and Bremmer, 1999; Chang et al., 2009). It is likely that areas 7a and DP are also involved in ‘fine tuning’ the reach plan which is necessary for executing an accurate reaches under the prism condition.

*Do the tuning properties return to the original tuning properties after removing the Fresnel prism?*

Depending on the stability of the recording and the motivation of the monkeys, neurons were tested under post-prism condition, i.e., the prism was removed and monkeys were required to do the foveal reaching task. This was done in order to test whether the tuning properties of the neurons returned to the pre-prism properties or remained altered. A pre-prism condition versus post-prism condition comparison for all four epochs showed that for a majority of neurons the tuning properties remained altered after removal of the prism: baseline (83%), visual (86%), preparatory (85%), and reach (80%).

Once the prisms were removed the monkeys initially reached in the opposite direction of the prismatic distortion, but corrected this reach error upon receiving visual feedback at the endpoint location. Similar to the prism condition, the reach error was
rectified within the first five to nine trials. Such a rapid adaptation can be explained by human study that showed that subjects correct their reaching by about 20% between trials (Cheng and Sabes, 2007). This reach error correction occurred due to sensory feedback.

Removing the prisms again caused an alteration of sensory input. The monkeys showed behavioral adaptation in order to reach accurately. Modulation of cortical circuitry is expected along with behavioral adaptation. However for some neurons the alterations did not change enough to match the original circuitry, which can be shown by example neurons for which the spatial tuning was regained but the overall firing rate remained altered. The tuning properties for some neurons changed in a pattern that was distinct from the original circuitry. The change in visuomotor spatial tuning observed thus may be a result of cortical instability due to the perturbed visual field.

Repeated behavior would result in strengthening of synaptic connections within visuomotor spatial maps, based on the assumption that similar behaviors require similar neural networks, whereas drastic changes in behavioral patterns recruit different neural networks. However a study in which neural activity in the PMd and primary motor cortex was recorded (Chestek et al., 2007) showed variability in the spatial tuning when the monkey reached for the target during a repeated behavior reaching task. Even though the monkeys were over-trained for the reaching task, the performance was seldom static; the reach endpoint locations vary with each trial. Although these minor changes in behavior were within the permitted error range to complete the task correctly, they affected the neural response. Thus, if repetitive behavior caused variations in response fields of the neurons, it is likely that intercepting two identical visually guided reaching blocks of trials (pre-prism and post-prism conditions) with the prism condition would yield even
greater variability between pre-prism and post-prism conditions even though the behavior was the same.

Some neurons had very similar spatial tuning properties between pre-prism and post-prism conditions during the preparatory epoch. This suggests that during the planning phase of the task, similar computations occurred during the pre-prism and the post-prism conditions. This could be explained by the compound gain field theory which states that in order to complete a successful reaching movement, the distance between the eye position and the hand position is computed (Chang et al., 2009). During the pre-prism and the post-prism condition, this distance was the same as the eye position and the hand location were identical during these two conditions.

About half of the neurons that had differential spatial tuning during pre-prism and post-prism condition did not have significantly different mean firing rates: 52% (baseline), 53% (visual), 50% (preparatory), 58% (reach). Attentional demands increase during the prism condition. Once the prism was removed (post-prism condition) however, the attentional demands decreased and matched those during the pre-prism condition. Changes in attentional demands have been shown to modulate the firing rate of the neurons (Bushnell et al., 1981; Moran and Desimone, 1985; Connor, 2006; Womelsdorf et al., 2006). Therefore the similarity in attentional demands could explain the lack of difference in firing rate during the pre-prism and post-prism conditions.

Sensorimotor transformation

Modulation of neural response to successive time points, which mark distinct events, suggests that multimodal inputs are integrated in area 7a and DP. After
performing the epoch based analysis, neurons in areas 7a and DP were classified as either type E, ExP, or NS. NS neurons showed no change in response properties as the trial progressed. Type E neurons had different mean firing rates but were not spatially tuned. These neurons were relatively few in EVAR (10%), RVAR (20%), pre-prism (8%), prism (9%), and post-prism (10%). The slightly larger percentages of the neurons with only mean rate change during the RVAR condition can be attributed to the large and bilateral receptive fields of area 7a neurons (Motter and Mountcastle, 1981; Blatt et al., 1990) which can extend the display area.

Between 50% and 60% of all the neurons tested in areas 7a and DP under various conditions (EVAR, RVAR, pre-prism, prism, and post-prism) change their spatial preference across the four epochs (baseline, visual, preparatory, and reach). These ExP type neurons had a particular spatial preference at the beginning of the trial (baseline) which then altered at the onset of the visual stimulus, followed by further alteration as the monkeys prepared and executed the visually guided reach. Substantial changes in response properties were observed between the visual and preparatory epochs. Since there were no overt changes in sensory stimulation or motor behavior, this modulation of spatial preferences can be attributed to spatial attention or planning signals based on various or a combination of multiple coordinate frames (e.g. eye-centered, head-centered, arm-centered) originating from the prefrontal cortex (Pesaran et al., 2006) or other parietal areas (Rozzi et al., 2006). Modulation observed during the reach epoch can be attributed to the sensory stimulation (e.g. visual and proprioceptive) and to the motor signals that are contributed via prefrontal feedback projections (Tanne et al., 1995) or other parietal areas (Breveglieri et al., 2008; Marzocchi et al., 2008).
Other parietal areas such as LIP and PRR are known to have gain field modulations (Cohen and Andersen, 2002) along with motor activity and thus are claimed to be a locus of reference frame transformations. Kurata and Hoshi (2002) observed neurons that responded to both visual stimulation and motor behavior in the PMv. The neurons that responded to visual stimulation did so only when a motor movement was performed. Other studies in the PMv have shown such cells with visual and motor signals combined (Kurata and Tanji, 1986; Kurata and Hoffman, 1994; Mushiake et al., 1997). Based on the current data area 7a and DP neurons also responded to visual stimulation, showed gain field modulation, and responded to movement planning and initiation implying that these areas are involved in sensorimotor transformation.

Therefore the neural response in area 7a and DP could reflect the ongoing processes of integrating the multimodal input from various cortical areas leading to the transformation of sensory signals into a successfully accurate reach plan. Alterations and shifts in spatial tuning may be a result of feedback from spatially tuned neurons from other cortical areas. These shifts may also be a result of online correction of movement in order to increase reach accuracy. Such an online correction, which can arise form cortico-cortical connection or feedback loops within areas 7a and DP, is especially important while reaching under the prism condition. The rapid adaptation to the prism condition shown in the current behavioral data implies that the reaching is corrected online using proprioceptive input and feedforward motor command (efference copy information) (Lewis et al., 1998) during the reach and visual feedback at the end of the reach. The online adjustment or the ‘fine tuning’ of the reaching movements under visual control is supported by lesion and imaging studies (Desmurget et al., 1999; Pisella et al., 2000).
Online correction and such motor commands can only be formed and updated using multimodal inputs such as visual, proprioceptive and efference copy information.

That the eye position modulates the visual signal (gain field) in areas 7a and DP has been known for over two decades (Andersen et al., 1985; Andersen et al., 1990; Bremmer et al., 1997; Read and Siegel, 1997; Siegel et al., 2003; Siegel et al., 2007). Neural responses are further modulated by the retinotopic location of the visual target (Andersen et al., 1990; Heider et al., 2005). Different variations of the visually guided reaching tasks were used to test the influence of eye position signal on the preparatory and reach activity of the neurons thus investigating the sensorimotor transformation in areas 7a and DP. To separate the contributions of retinopic and gain field signals, the loci of retinal stimuli and fixation were systematically varied and quantitatively assessed. To explore the gain field dominance on the reach related response, a 12° Fresnel prism was used to introduce a mismatch between the eye position (locus of fixation) and the endpoint hand location.

The quantitative assessment was done using the condition based analysis (Ch.3: EVAR vs RVAR; Ch.4: pre-prism vs prism), which classified neurons in area 7a and DP into three categories: type C, CxP, and NS. Type NS neurons had neither condition nor position effect. Type C neurons had different firing rates for the two conditions compared. After comparing the EVAR and the RVAR conditions, 30% and 27% of the neurons had modulated firing rates during the preparatory and the reach epoch respectively (type C). The spatial tuning of 46% (preparatory epoch) and 54% (reach epoch) of the neurons was found to be different between the EVAR and the RVAR conditions (type CxP). The physical reach location under both EVAR and RVAR
conditions was the same. However reaching under the EVAR condition was foveal and under the RVAR condition was peripheral. Therefore these data imply that the eye position signal differentially affects the neural response during foveal and peripheral reach. The gaze direction affects the planning and preparation of the reaching behavior. Likewise, the retinotopic location of the stimulus affects the preparatory and the reach response of the neurons in area 7a and DP.

After comparing the pre-prism and the prism conditions it was found that 34% (preparatory epoch) and 21% (reach epoch) neurons had different firing rate. The spatial tuning of 53% (preparatory epoch) and 60% (reach epoch) was altered due to the insertion of the Fresnel prism. Introducing the prism resulted in a 12° displacement of the visual field, and thus displaced the gaze direction by 12°. The monkeys were trained to reach to the actual location of the reach target and not the perceptually displaced location. The reach endpoint location was thus identical in both conditions. The current data show that during the planning or the preparatory stage of the task, a majority of neurons had altered tuning properties. Many neurons were thus affected by the displacement of the eye position even during the planning stage implying that eye position plays a crucial role in designing a reach movement. The execution of the reach was also influenced by the gaze direction shown by the majority of the neurons that had altered tuning properties as a result of the displaced eye position. The change in spatial tuning was not necessarily consistent with the shift in eye position; the spatial tuning either altered in the direction of the prism shift, or opposite or orthogonal to it. These dramatic changes in spatial tuning across all measured neural events suggest that there is a range of remapping of the sensorimotor transformations that guide reaching.
A back-propagation programmed neural network shows that area 7a neurons combine information regarding the retinal location of the target and the eye position to compute the exact target location in extrapersonal space (Zipser and Andersen, 1988). Retinocentric and eye position centered reference frames are combined to transform the information into a head centered reference frame. This head centered reference frame is likely to be transformed further into an arm centered reference frame in order to complete an accurate reaching movement. The early phase of this transformation can be observed based on the current results that showed differential activation during the visual, preparatory, and reach epochs of the task. Moreover, this transformation was influenced by the eye position as the preparatory and the reach responses in area 7a and DP neurons with and without prisms were different. Chang et al. (2009) have shown that during a reaching movement, neurons in the PRR compute the distance between the eye and the hand (compound gain field). This compound gain field modulates neural response based on the distance between the locus of fixation and the hand. In the current study, this distance is altered due to the displaced locus of fixation. It is likely that such a computation occurs in area 7a and DP neurons resulting in differential neural response once the eye position (locus of fixation) is displaced. With a maintained hand position and a displaced locus of fixation, the compound gain field is affected.

In both PRR and area 5 reference frame transformation occurs in a time-invariant manner (Buneo et al., 2008). That is, the various stages of sensorimotor transformation do not evolve in time. Once the location of the reach target is visually available, all stages of the transformation occur simultaneously. This allows any changes in information to be updated rapidly thus allowing areas involved in the network to influence other areas of
the network with very little delay. Thus the sensorimotor transformation relies on the eye-centered frame of reference for areas in which neurons predominantly use this reference frame. Since the eye position response is dominant in neurons in areas 7a and DP, the alteration in eye position likely affects the reference frame transformation. This may also explain the drastic variations in spatial tuning with and without prisms.

Summary

Area 7a and DP of the IPL receive multimodal inputs resulting in the heterogeneous tuning properties of the neurons. To examine these properties, single unit activity was recorded while monkeys performed variations of visually guided reaching task. Neural activity was synchronized to various events in the task resulting in four epochs: baseline, visual, preparatory, and reach. A majority of neurons were spatially tuned to each of the four epochs. The angular tuning of the neurons was uniformly distributed indicating that area 7a and DP have a distributed representation of space. As the visually guided reach trial progressed, the spatial tuning of the neurons altered. This temporal alteration in spatial tuning indicates that there is a transformation of extrapersonal space from the sensory representation to a motor representation. Differential reach related responses were observed during foveal and peripheral reaching implying that distinct neural networks are used under these conditions. Likewise, it is possible that different computations regarding the eye and hand distance occur within a neural network while reaching to foveal and peripheral targets. This differential response also indicates that the eye position influences the reach response in area 7a and DP.
The gain fields and the spatial tuning during the preparatory and reach epochs altered once a 12º Fresnel prism was used to displace the visual field thus shifting the eye position. The perturbed visual field resulted in a mismatch between the eye position and the endpoint hand location as the monkeys were required to reach to the actual location of the target and not the perceived location. Thus the alterations of spatial tuning were considered to have occurred due to the displaced eye position. This strongly supports the notion that areas 7a and DP operate using an eye-centered frame of reference. The alteration in spatial tuning during and after prism distortion also implies that areas 7a and DP show plastic changes in their tuning properties. Rapid behavioral adaptation was observed along with cortical plasticity. Differential reach related responses with and without prisms imply that distinct computations occur under the two conditions. The neurons in these two areas compensate for the prismatic distortion by possibly enlarging their response fields. The resulting changes in spatial tuning were not correlated with the direction of the prism shift. Attentional modulation also likely influenced the neural response. After the prism was removed, most neurons did not regain their original spatial tuning suggesting that effects of prismatic distortion linger even after the distortion is removed. This further implies that long-term cortical plasticity occurs as a result of sensory perturbation.

**Future directions**

The differential response of the neurons during the preparatory epoch implies that neurons in DP and area 7a are involved in the planning phase of the reaching behavior. However, it is not known whether the neural response during the preparatory epoch is
due to reaching or due to a motor behavior. In other words, is this a motor planning response or a reach planning response? This can be tested using a saccade task instead of a reaching task. A similar alteration in tuning properties prior to a saccade would indicate that the neural activity during the preparatory epoch is as a result of planning of a motor behavior. On the other hand, no change in tuning properties during this epoch would indicate that the preparatory neural response is specific for arm movements.

Based on the current data, it would be interesting to investigate whether the reach trajectory is affected due to the perceptual perturbation. A majority of the neurons had different tuning properties during the reach epoch as a result of the prismatic distortion, however, the monkeys adapted to the distortion almost immediately. In order to test whether this different in tuning properties was as a result of behavioral differences, it is essential to explore the kinematic differences as monkeys perform the visually guided reaching task with and without prisms. It is possible that the change in tuning properties was as a result of minor changes in the reach trajectory.

Although the perceptual distortion used was gross, it would be interesting to explore the result of an even more drastic perturbation of the visual field. This could be done via reversing prisms. In the current experiments, the spatial tuning of the neurons altered in various directions when a shifting prism was used to displace the visual field. Reaching with an inverting prism would be even more challenging and require greater attention. It is likely that increasing the attentional demand may result in an even more drastic change in spatial tuning of the neurons. This would further confirm the claim that signals other than the eye position signal modulated the reach responses in DP and area 7a.
# Appendix A: Abbreviations

<table>
<thead>
<tr>
<th>Cortical and subcortical areas</th>
<th>Sulci</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPC posterior parietal cortex</td>
<td>LS lunate sulcus</td>
</tr>
<tr>
<td>IPL inferior parietal lobe</td>
<td>STS superior temporal sulcus</td>
</tr>
<tr>
<td>SPL superior parietal lobe</td>
<td>IPS intraparietal sulcus</td>
</tr>
<tr>
<td>V1 primary visual area</td>
<td></td>
</tr>
<tr>
<td>V2 secondary visual area</td>
<td></td>
</tr>
<tr>
<td>V3A visual area three A</td>
<td></td>
</tr>
<tr>
<td>V4 visual area four</td>
<td></td>
</tr>
<tr>
<td>MST middle superior temporal area</td>
<td></td>
</tr>
<tr>
<td>MT middle temporal area</td>
<td></td>
</tr>
<tr>
<td>IT inferotemporal cortex</td>
<td></td>
</tr>
<tr>
<td>STP superior temporal polysensory area</td>
<td></td>
</tr>
<tr>
<td>PO parieto-occipital area</td>
<td></td>
</tr>
<tr>
<td>V6 visual area six</td>
<td></td>
</tr>
<tr>
<td>V6A visual area six A</td>
<td></td>
</tr>
<tr>
<td>PRR parietal reach region</td>
<td></td>
</tr>
<tr>
<td>MIP medial intraparietal area</td>
<td></td>
</tr>
<tr>
<td>LIP lateral intraparietal area</td>
<td></td>
</tr>
<tr>
<td>AIP anterior intraparietal area</td>
<td></td>
</tr>
<tr>
<td>VIP ventral intraparietal area</td>
<td></td>
</tr>
<tr>
<td>DP dorsal prelunate area</td>
<td></td>
</tr>
<tr>
<td>PCC posterior cingulate cortex</td>
<td></td>
</tr>
<tr>
<td>PMd dorsal premotor area</td>
<td></td>
</tr>
<tr>
<td>PMv ventral premotor area</td>
<td></td>
</tr>
<tr>
<td>SEF supplementary eye fields</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sulci</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS lunate sulcus</td>
</tr>
<tr>
<td>STS superior temporal sulcus</td>
</tr>
<tr>
<td>IPS intraparietal sulcus</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>EVAR eye position varying task</td>
</tr>
<tr>
<td>RVAR retinal varying task</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Behavioral measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT reaction time</td>
</tr>
<tr>
<td>MVT movement time</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Neural classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>NS not significant</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Epoch based analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>E different mean firing rates</td>
</tr>
<tr>
<td>ExP different spatial tuning</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Condition based analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>C different mean firing rates</td>
</tr>
<tr>
<td>CxP different spatial tuning</td>
</tr>
</tbody>
</table>
Appendix B: Complete description of categorical regression analysis

Objective

The objective of the current experiments was to test the spatial properties of the neurons during various conditions. In order to do this successfully, derivation of the best fitting model was necessary. The spatial tuning of a neuron was defined by the best fitting model derived using stepwise regression analysis.

Benefit of stepwise regression

Multiple samples of data (neural responses during two conditions) are considered at once. The benefit of fitting multiple samples using one model is to gain the ability to test for different slopes and intercepts in the samples. Additionally, more degrees of freedom are available for analysis. The combined ability to test different slopes and intercepts and the availability of a large number of degrees of freedom enables the best fitting of the data. The regression analysis uses qualitative variables to derive different best fitting models from a single best fitting model.

General procedure

The general linear model procedure is first used to construct a design matrix. Stepwise regression, a multistep method of analysis, is then used to fit the data with the best fitting model. A ‘dummy variable’ is used to differentiate between different samples; this allows each sample to have a different intercept value. The ‘dummy variable’ in the
current analysis has two values (0 and 1): one for each condition (condition based analysis). The stepwise regression method begins without any parameters in the model. The parameters are added based on their significance, which is tested using the \( f \)-test. Each variable is tested for a significance level of \( p < 0.05 \). Therefore, if the value of the estimated parameter is significantly different from zero, it is added to the model. Upon considering a new variable, previously added parameters are also retested. If upon retesting a variable is found to be non-significant (not necessary to define the model), it is deleted from the model. A criterion for a parameter to be kept in the model is that its \( p \)-value must be less than 0.05. Thus at the completion of stepwise regression analysis on a particular data set, only the significant parameters are maintained in the model that is used to fit the data. The values of these parameters are the estimated regression coefficients for the model. Significant parameters in a model can then be used to derive separate fits for all the samples in the data set. The different estimates of the significant parameters indicate that those parameters are essential in defining the fit and that the samples considered are different from each other. In the current experiments this implies that the neurons’ spatial tuning is different for the two conditions (two samples).

**Criteria to choose the best model**

**R-squared criterion**

A model is chosen based on the \( R^2 \) value and Mallow’s \( C_p \) (Mallow, 1973) value. Based on the \( R^2 \) value (derived from simple linear regression of a sample), the independent variable that best predicts the dependent variable in a given sample can be found. Number of independent variables to be included in a ‘subset’ can be arbitrarily
specified. For the current analysis, the number of independent variables in a subset varied depending on how many parameters were in the model.

**Mallow’s $C_p$ criterion**

The addition of too many parameters in a model results in ‘over-fitting’ of the data. A model that over-fits the data set has a low probability of predictive performance. Over-fitting occurs when an extremely complex model is used to define the data set. Such a model fits the errors and noise, thus decreasing its ability to predict accurately. To avoid over-fitting, Mallow’s $C_p$ criterion is used to minimize the number of parameters included in the model. The $C_p$ value is the measure of total squared error of the sample and is defined by the following equation (SAS/STAT 9.1 User Guide):

$$C_p = \frac{SSE_p}{s^2} - (N - 2p)$$

Where $s^2$ is the mean squared error of the model being tested and the $SSE_p$ is the sum of squared error for the model with $p$ parameters, including the intercept. $N$ refers to the number of observations.

A combination of greatest $R^2$ value and lowest $C_p$ value defines the best model to fit a data set. An overall significant $f$-test ($p < 0.05$) for the model chosen by the greatest and the least $R^2$ and $C_p$ values respectively indicate that the intercept and the coefficients of the parameters of each model are significantly different from zero.
An example of the stepwise regression analysis for one neuron

The goal here was to test whether the spatial tuning of the neuron was the same or different when the monkeys performed the visually guided reaching task with (prism condition) and without (pre-prism condition) the prism. The analysis was conducted using the GLMOD and REG procedures in the SAS statistical software (SAS Institute Inc., Cary, NC).

The following information was submitted to the analysis software: condition, $x$-position of the stimulus, $y$-position of the stimulus, and firing rate. The firing rate (rate L) of the neuron was the dependent variable. There were two categorical values, 0 and 1, denoting pre-prism and prism conditions respectively. Since information for both conditions was fed into the program at once, the values for the dummy variable for these two samples were: 0 (pre-prism) and 1 (prism). The dummy variable will be used later to derive separate intercept and spatial parameter estimates. The following parameters will be tested: $x$, $y$, $x^2$, $y^2$, and the intercept to find the best fitting model for each type. The GLMOD procedure is used to define the parameters and design the matrix. The following are the definitions of the parameters:

The GLMMOD Procedure
Class Level Information
Class       Levels   Values
type        2         0 1
Number of Observations Read     181
Number of Observations Used      181

The GLMMOD Procedure: Parameter definitions
Column Number  Associated Effect  CLASS Variable values type
1            Intercept          
2            Type              0
3            Type              1
4            xposL             

Only the significant parameters will be included in the model.

The GLMMOD procedure then designs the matrix using the data set and the parameters defined above. The following is an example of part of the matrix:

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>R</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>20</td>
<td>1</td>
<td>1</td>
<td>10</td>
<td>2</td>
<td>20</td>
<td>100</td>
<td>4</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>34</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>-10</td>
<td>12</td>
<td>-120</td>
<td>100</td>
<td>144</td>
<td>0</td>
<td>-10</td>
<td>0</td>
<td>12</td>
<td>0</td>
<td>-120</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>144</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>8</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>144</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>144</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>10</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>10</td>
<td>22</td>
<td>220</td>
<td>100</td>
<td>484</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>22</td>
<td>0</td>
<td>220</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>484</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>12</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>-10</td>
<td>22</td>
<td>-220</td>
<td>100</td>
<td>484</td>
<td>0</td>
<td>-10</td>
<td>0</td>
<td>22</td>
<td>0</td>
<td>-220</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>484</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>24</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>32</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>-10</td>
<td>2</td>
<td>-20</td>
<td>100</td>
<td>4</td>
<td>0</td>
<td>-10</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>-20</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>18</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>10</td>
<td>12</td>
<td>120</td>
<td>100</td>
<td>144</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>12</td>
<td>0</td>
<td>120</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>144</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>16</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>22</td>
<td>0</td>
<td>0</td>
<td>484</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>22</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>484</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>22</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>-10</td>
<td>12</td>
<td>-120</td>
<td>0</td>
<td>144</td>
<td>0</td>
<td>-10</td>
<td>0</td>
<td>12</td>
<td>0</td>
<td>-120</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>144</td>
</tr>
</tbody>
</table>

In the above matrix, the first column (N) contains the observation number (one trial per line). Column two (R L) lists the firing rate of the neuron for that trial. Following columns (1 – 18) correspond to the respective parameters defined above.

Based on this matrix, the REG procedure estimates values for the parameters beginning with the intercept and a spatial parameter that has a $p < 0.05$ at the entry level (entry into the model). This model is then tested for the goodness of fit using the ANOVA, $R^2$-value, and $C_p$-value. The following is the summary of the first step:
Stepwise Selection: Step 1
GROUP5 Entered: R-Square = 0.1835 and C(p) = 49.1368

Analysis of Variance

<table>
<thead>
<tr>
<th>DF</th>
<th>Sum of Squares</th>
<th>Mean Square</th>
<th>F Value</th>
<th>Pr&gt;F</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3859.87103</td>
<td>1929.93551</td>
<td>20.00</td>
<td>&lt;.0001</td>
<td>Model</td>
</tr>
<tr>
<td>178</td>
<td>17180</td>
<td>96.51609</td>
<td></td>
<td></td>
<td>Error</td>
</tr>
<tr>
<td>180</td>
<td>21040</td>
<td>Corrected</td>
<td></td>
<td></td>
<td>Total</td>
</tr>
</tbody>
</table>

The summary statement above is a result of testing the model with the following parameters. These parameters were added to the model because their p-value at the entry level was less than 0.05.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Standard Error</th>
<th>Type II SS</th>
<th>F Value</th>
<th>Pr &gt; F</th>
<th>Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>26.52286</td>
<td>52050</td>
<td>539.28</td>
<td>&lt;.0001</td>
<td>Intercept</td>
</tr>
<tr>
<td>GROUP5</td>
<td>3859.87103</td>
<td>20.00</td>
<td>&lt;.0001</td>
<td>GROUP5</td>
<td></td>
</tr>
<tr>
<td>yypos</td>
<td>-0.02749</td>
<td>3534.48278</td>
<td>36.62</td>
<td>0.0056</td>
<td>yypos</td>
</tr>
<tr>
<td>yytp0</td>
<td>-0.04407</td>
<td>758.25962</td>
<td>7.86</td>
<td>0.0056</td>
<td>yytp0</td>
</tr>
</tbody>
</table>

Here, the $y^2$ (group 5) parameter was included in the model in addition to the intercept parameter. As shown by the overall f-test of the entire group 5, $p < 0.0001$. The parameters $yypos$ ($p < 0.0001$) and $yytp0$ ($p = 0.0056$) are both individually significant.

The first column ‘parameter estimate’ is the estimated value of the parameter in this model. This value may change once more parameters are added and the model is retested.

In the second step, another parameter with significance at the entry level is added to the model. The whole model is then tested again. The summary of this step is reproduced below:

Stepwise Selection: Step 2
GROUP1 Entered: R-Square = 0.2620 and C(p) = 29.5764

Analysis of Variance

<table>
<thead>
<tr>
<th>DF</th>
<th>Sum of Squares</th>
<th>Mean Square</th>
<th>F Value</th>
<th>Pr&gt;F</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>5512.45386</td>
<td>1837.48462</td>
<td>20.95</td>
<td>&lt;.0001</td>
<td>Model</td>
</tr>
<tr>
<td>177</td>
<td>15527</td>
<td>87.72475</td>
<td></td>
<td></td>
<td>Error</td>
</tr>
<tr>
<td>180</td>
<td>21040</td>
<td>Corrected</td>
<td></td>
<td></td>
<td>Total</td>
</tr>
</tbody>
</table>
Based on the $R^2$ and the $C_p$ value, it can be seen that this model fits the data better than the model tested in step one. The parameter results included in this model are reproduced below:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Standard Estimate</th>
<th>Type II SS</th>
<th>F Value</th>
<th>Pr &gt; F</th>
<th>Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>30.42563</td>
<td>40723</td>
<td>464.21</td>
<td>&lt;.0001</td>
<td></td>
</tr>
<tr>
<td>Group1</td>
<td>-9.62563</td>
<td>1652.58283</td>
<td>18.84</td>
<td>&lt;.0001</td>
<td></td>
</tr>
<tr>
<td>tp0</td>
<td>-0.03716</td>
<td>5107.21063</td>
<td>58.22</td>
<td>&lt;.0001</td>
<td></td>
</tr>
<tr>
<td>Group5</td>
<td>0.02283</td>
<td>98.87850</td>
<td>1.13</td>
<td>0.2898</td>
<td></td>
</tr>
</tbody>
</table>

Although $yytp0$ is now non-significant ($p = 0.2898$), due to the overall significant value of group 5, the parameter is maintained in the model.

The summary and the parameters included in the third step are reproduced below:

<table>
<thead>
<tr>
<th>Stepwise Selection: Step 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>GROUP2 Entered: R-Square = 0.3231 and C(p) = 16.7917</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Analysis of Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>DF</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>175</td>
</tr>
<tr>
<td>180</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Standard Estimate</th>
<th>Type II SS</th>
<th>F Value</th>
<th>Pr &gt; F</th>
<th>Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>30.42563</td>
<td>40723</td>
<td>500.43</td>
<td>&lt;.0001</td>
<td></td>
</tr>
<tr>
<td>Group1</td>
<td>-9.62563</td>
<td>1652.58283</td>
<td>20.31</td>
<td>&lt;.0001</td>
<td></td>
</tr>
<tr>
<td>Group2</td>
<td>-0.45667</td>
<td>1251.26667</td>
<td>15.38</td>
<td>0.0001</td>
<td>xpos</td>
</tr>
<tr>
<td>Group5</td>
<td>0.53333</td>
<td>853.33333</td>
<td>10.49</td>
<td>0.0014</td>
<td>xtp0</td>
</tr>
<tr>
<td>Group5</td>
<td>-0.03716</td>
<td>5107.21063</td>
<td>62.76</td>
<td>&lt;.0001</td>
<td>yypos</td>
</tr>
<tr>
<td>Group5</td>
<td>0.02283</td>
<td>98.87850</td>
<td>1.22</td>
<td>0.2718</td>
<td>yytp0</td>
</tr>
</tbody>
</table>

Based on the $R^2$ and the $C_p$ value, it can be seen that this model fits the data better than the model tested in step one. The overall significance of group 5 allows the $yytp0$ parameter to be maintained in the model. Thus far the best fitting model consists of $x$ and the $y^2$ parameters in addition to the intercept.
Group 3 entered the model in the fourth step. The following is the summary and the parameters included in the model during step four:

```
Stepwise Selection: Step 4
GROUP3 Entered: R-Square = 0.3720 and C(p) = 7.3841
```

```
Analysis of Variance

<table>
<thead>
<tr>
<th>DF</th>
<th>Sum of Squares</th>
<th>Mean Square</th>
<th>F Value</th>
<th>Pr&gt;F</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>7</td>
<td>7826.66384</td>
<td>1118.09483</td>
<td>14.64</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td></td>
<td>173</td>
<td>13213</td>
<td>76.37613</td>
<td></td>
<td>Error</td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>21040</td>
<td></td>
<td></td>
<td>Corrected Total</td>
</tr>
</tbody>
</table>

Parameter Estimate Standard Error Type II SS  F Value  Pr > F Variable
34.02383 2.19599 18334 240.05 <.001 Intercept
1812.62541 23.73 <.001 GROUP1
-13.22383 2.71445 1812.62541 23.73 <.001 tp0
1286.53333 8.42 0.0003 GROUP2
-0.45667 0.11282 1251.26667 16.38 0.0001 xpos
-13.22383 2.71445 1812.62541 23.73 <.001 GROUP1
-13.22383 2.71445 1812.62541 23.73 <.001 GROUP1
-13.22383 2.71445 1812.62541 23.73 <.001 GROUP1
```

This model, which includes the $x$, $y$, and $y^2$ parameters in addition to the intercept, is the best fitting model thus far. However, with the inclusion of the $y$ parameter, group5 is observed to be non significant ($p = 0.7617$).

Since group 5 is not significant to describe the model, in step five group5 will be removed and the model will be tested again. Thus this model will now include the $x$ (group 2) and $y$ (group 3) parameters in addition to the intercept. The results are reproduced below:

```
Stepwise Selection: Step 4
GROUP5 Removed: R-Square = 0.3700 and C(p) = 3.9274
```

```
Analysis of Variance

<table>
<thead>
<tr>
<th>DF</th>
<th>Sum of Squares</th>
<th>Mean Square</th>
<th>F Value</th>
<th>Pr&gt;F</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5</td>
<td>7785.02358</td>
<td>1557.00472</td>
<td>20.56</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td></td>
<td>175</td>
<td>13255</td>
<td>75.74121</td>
<td></td>
<td>Error</td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>21040</td>
<td></td>
<td></td>
<td>Corrected Total</td>
</tr>
</tbody>
</table>
```

This model, which includes the $x$, $y$, and $y^2$ parameters in addition to the intercept, is the best fitting model thus far. However, with the inclusion of the $y$ parameter, group5 is observed to be non significant ($p = 0.7617$).
The model without the group 5 parameters is observed to be the best fitting model \((R^2 = 0.3700; C_p = 3.9274)\) for the data set. Only \(x\) and \(y\) parameters remain in the model in addition to the intercept. These parameters maintained a \(p\)-value of less than 0.05 throughout the steps of regression. Below is the summary of the entire analysis followed by the resulting model:

All groups of variables left in the model are significant at the 0.0500 level.

No other group of variables met the 0.0500 significance level for entry into the model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Standard Error</th>
<th>Type II SS</th>
<th>F Value</th>
<th>Pr &gt; F</th>
<th>Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>33.89744</td>
<td>1.60874</td>
<td>33628</td>
<td>443.98</td>
<td>&lt;.0001</td>
<td>Intercept</td>
</tr>
<tr>
<td>-14.05300</td>
<td>1.85192</td>
<td>1286.53333</td>
<td>8.49</td>
<td>0.0003</td>
<td>GROUP1</td>
</tr>
<tr>
<td>-0.45667</td>
<td>0.11235</td>
<td>1251.26667</td>
<td>16.52</td>
<td>&lt;.0001</td>
<td>xpos</td>
</tr>
<tr>
<td>0.53333</td>
<td>0.15889</td>
<td>853.33333</td>
<td>11.27</td>
<td>0.0010</td>
<td>xtp0</td>
</tr>
<tr>
<td>-0.94332</td>
<td>0.11144</td>
<td>5427.06923</td>
<td>71.65</td>
<td>&lt;.0001</td>
<td>ypos</td>
</tr>
<tr>
<td>0.59998</td>
<td>0.15825</td>
<td>1088.76294</td>
<td>14.37</td>
<td>0.0002</td>
<td>ytp0</td>
</tr>
</tbody>
</table>

Each dot in the model represents 0. Since the parameters \(xxpos\) and \(yypos\) did not have significant values, i.e., the estimated values of these parameters were not
significantly different from 0, these parameters were excluded from the model. Based on this model, the following are the definitions for the rate of the neuron in the absence (pre-prism condition) and the presence (prism condition) of the prism:

Pre-prism condition (type 0): \( rate = 0.077x - 0.343y + 19.8 \)

Prism condition (type 1): \( rate = -0.457x - 0.943y + 33.9 \)

Since only significant parameters are maintained in the model, the two model statements above are considered different from each other. The \( x \) and \( y \) parameters correspond to the horizontal and vertical spatial components. This indicates that the spatial tuning of this neuron is different for the two conditions; the slopes of the response fields of this neuron are different with and without the prism. The intercept values of the population during pre-prism and prism conditions are compared using paired \( t \)-test. The linear spatial components for each condition are used to derive the direction and amplitude of the spatial tuning. These were then statistically compared using circular statistics to determine the whether the sample pool consisted of a mean direction. All significant levels, for both \( t \)-tests and \( f \)-tests were set to \( p < 0.05 \).
Appendix C: Two way analysis of variance

Two-way analysis of variance (ANOVA) was used to test whether neurons in DP and area 7a respond differentially to the onset of the visual stimulus (visual response) change in visual stimulus, and the initiation of the reaching movement (reach response). The firing rate was the dependent variable and the position of the visual stimulus and the event were the independent variables.

In order to test the visual response, neural activity during the 500 ms time interval after the onset of the visual stimulus was compared to the neural activity during 500 ms immediately prior to this event. Similarly to investigate the preparatory response, the neural response during 500 ms time interval after the change in stimulus was compared to the response during 500 ms time interval prior to the event. However, since the motion of the stimulus changes, this change in neural response is confounded by the change in visual input. Lastly neural response during the 500 ms time interval before and after the lift hand event was compared to investigate the reach response. Since the visual stimulus is constant (unstructured) before and after the initiation of the reach, any change in neural response detected during this time interval is a result of the reaching movement. The significance level was set to $p < 0.05$. Data for DP and area 7a was combined for the analysis.

Based on the results of the ANOVA, the neurons were classified into four categories: interactive, position, intercept, and not significant (NS). The interactive classified neurons were those that altered their firing rate at the onset of the event dependant on the position of the stimulus. These neurons were position selective and were thus spatially tuned. These neurons altered their spatial tuning as well as their firing
rate at the onset of the event. The neurons classified as position neurons were sensitive for the position of the visual stimulus. These neurons did not alter their firing rate at the onset of the event. The intercept neurons had different firing rates before and after the event however these neurons were not spatially tuned. The non significant neurons (NS) did not show any effect.

For the EVAR condition (Fig. A1), 54/164 (33%, visual); 35/164 (21%, preparatory); and 50/164 (30%, reach) neurons were classified as having an interactive effect. These neurons had a selective response to the position of the stimulus at the onset of the visual stimulus, change in the stimulus, and initiation of the reach. About 21% (34/164, visual); 38% (62/164, preparatory); and 32% (52/164, reach) neurons were classified as ‘position’ neurons. These neurons were spatially tuned however, the overall firing rate of the neurons was maintained before and the after the event occurrence. This implies that neurons in DP and area 7a have gain fields and are spatially selective during the planning and reaching phase of the behavioral task. About 11% (18/164, visual); 12% (20/164, preparatory); and 12% (19/164, reach) neurons were not spatially tuned, however, altered their firing rates at the onset of an event. The overall firing rate before and after the event was different. Therefore a total of...
44% (visual), 33% (preparatory), and 42% (reach) neurons had different tuning properties during the time interval before and after an event. This indicates that DP and area 7a have gain fields and are involved in the reach circuitry during foveal reaching. Neurons in these two areas are involved in both the preparation and the initiation of the reaching behavior when reaching foveally. Lastly, 58/164 (35%, visual); 47/164 (29%, preparatory); and 43/164 (26%, reach) neurons were not spatially tuned and did not have different firing rates during the time intervals before and after the events. These neurons were considered to be NS.

The following are the results for the RVAR condition (Fig. A2). About 29% (34/119, visual); 17% (21/119, preparatory); and 29% (35/119, reach) neurons altered their spatial tuning and firing rates at the onset of either visual, preparatory, or reach event. Four out of 119 (3%, visual); 39/119 (33%, preparatory); and 32/119 (27%, reach) neurons had different spatial tuning properties but no difference in their overall firing rate between the time interval before and after a particular event occurrence. These neurons were sensitive to the position of the visual stimulus. About 22/119 (18%, visual); 8/119 (7%, preparatory); and 11/119 (9%, reach) neurons had different firing rates between the time interval before and after

**Figure A2: Population distribution of EVAR condition.** Interactive, neurons that had alteration in their firing rate and spatial tuning – both event and position effect; position, neurons with change in only spatial tuning – position of the stimulus effect; intercept, neuron with change in only the firing rate – event effect; NS, non-significant neurons – neither event nor position effect.
an event, however, the spatial tuning of these neurons did not alter. A total of 47% (visual), 24% (preparatory), and 38% (reach) neurons altered their tuning properties as a result of the occurrence of an event. This indicates that neurons in DP and area 7a are retinotopic and involved in preparation and initiation of the reaching behavior during peripheral reaching. Lastly, 50% (59/119, visual); 43% (51/119, preparatory); and 34% (41/119, reach) neurons did not have an effect of the event or the position of the stimulus, and therefore were classified as NS.
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