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ABSTRACT OF THE DISSERTATION

Performance Improvements for Unplanned

High Density Wireless LANs

by Mesut Ali Ergin

Dissertation Director: Marco Gruteser

Chaotic unplanned IEEE 802.11 WLAN deployments are becoming the norm and such resi-

dential deployments have many nearby access points (APs) and stations on the same channel,

either due to lack of coordination or insufficient availablechannels. Thus, inter-cell interfer-

ence in these high-density settings is common but not well-understood. Our evaluations for

such interfering deployments reveal that up-to two-thirdsof the WLAN system capacity may

be lost in a typical large-apartment building with 50 interfering WLANs

In this thesis, we first report on our analysis of high-density unplanned WLANs’ perfor-

mance under realistic scenarios. We find that with a typical TCP-dominant workload, cumula-

tive system throughput is characterized by the number of actively interfering APs rather than

the number of clients. We verify that due to TCP flow control, the number of backlogged sta-

tions in such a network equals twice the number of active APs.Thus, a single AP network

proves very robust even with over one hundred clients, whilemultiple interfering APs lead to a

significant increase in collisions that reduces throughputand affects multimedia traffic.

Based on our analysis, we suggest a practical contention window adaptation technique,

WiPhi, using information on the number of nearby APs rather than clients. We also point out

the need for collision-resilient rate adaptation in such a setting. Together these techniques can

largely recover the loss in cumulative throughput in a setting with strongly interfering APs.

We then propose an alternative ISP-level solution,HeedNet, recovering lost performance
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by scheduling the IP packets of the bulk traffic at the ISP edge-router towards interfering APs.

It requires no changes to the MAC protocol and the APs of the network, making it a viable

solution for ISPs. We evaluateHeedNet via simulations and an actual deployment to show

that a significant portion of the lost system capacity can be regained (more than 2.2X im-

provement compared to legacy).HeedNet also increases the fairness, reducing starvation

among WLANs. Additionally, we show thatHeedNet improves the performance of the non-

scheduled (i.e., non-bulk) traffic considerably, such as VoIP, due to the reduced-collision rate

environment it creates.
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Chapter 1

Introduction

The expanding ubiquity of Wi-Fi networks and the growing dependence on it in both enter-

prise and residential domains require a careful managementof their deployments. Despite their

demanding users and heavy workload, Wi-Fi networks for enterprise domains are technically

more suitable for management in terms of device control and policy implementation. Un-

planned high-density WLANs, such as residential Wi-Fi networks, however, are simply chaotic

in deployment, capacity, coverage, and interference planning [3]. Lack of any coordination

between neighboring wireless devices and the restrictionsof many ISP contracts add to the

management puzzle of the unplanned Wi-Fi deployments-at-large.

RF interference has been cited as the source for more than half of all residential Wi-Fi prob-

lems [4]. Mitigation of co-channel interference in residential domains is not straight-forward,

since the current channel assignment and load balancing approaches for centrally managed

WLANs [5–10] are not suitable for distributed deployment. Also, given the small number

of available non-overlapping channels in the unlicensed spectrum and the rate at which these

channels are utilized, these solutions at their best may only allow an even exposure of users to

interference. On the other hand, consumer-grade wireless access points that are in the market

today only have basic capabilities to test and select the quietest channel for operation dur-

ing boot time [4]. Beyond this optimistic mechanism, researchers proposed state-of-the art

distributed algorithms for dynamic channel hopping [11], distributed contention window ad-

justments [12], and transceiver parameter optimizations with CCA-thresholds [13] or transmit

power/bit-rates [14]. However, they all necessitate changes in the software of the access point.

Such changes, unfortunately, create a barrier in front of the wide-adoption of these interference

management techniques.

In these unplanned high-density environments, little is known about the effects of inter-cell

interference on IEEE 802.11 system performance. Detailed analytical and simulation models
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exist for the MAC protocol scalability [15,16] and experimental studies have characterized scal-

ability under TCP and UDP workloads [17] in the single cell case. However, system scalability

in the commonunplannedmulti-cell case remains largely unexplored. Multi-cell networks

have been studied through measurement campaigns in real-world campus [18] or conference

settings [19, 20] and recent measurements in a dense conference deployment have detected

performance anomalies [20,21], but the data does not allow adetailed analysis of root causes.

In this thesis, we present a systematic analysis of the effect of inter-cell interference in such

unplanned, high density WLANs through detailed experiments and simulations. Our work

complements previous real-world measurements through experimentation with over hundred

IEEE 802.11 enabled nodes in a repeatable laboratory setting with controlled interference.

Thus, it allows in-depth analysis through simulations and repeatable experiments, with pre-

cisely known configurations. The insights provided by our analysis allow us to enhance the

existing IEEE 802.11 performance models to be used for understanding the performance of

current high-density wireless deployments. Further, we propose two solutions that target the

root-cause of the inefficiency we have observed from our analysis: interference-driven colli-

sions. The first solution we propose,WiPhi, a new CW adaptation scheme, is a MAC layer

approach with software ugrade requirements on the AP. For those deployments where changes

to AP are prohibitively costly, we proposeHeedNet, an ISP-based scheduling method that can

control the interference at customer premises. Both solutions can recover most of the losses we

demonstrate in this thesis. In summary, our contributions with this dissertation include:

• Analyzing system performance using a realistic TCP dominated workload in unplanned

multi-cell WLANs by conducting experiments on ORBIT testbed [22] as well as Qual-

Net simulator [23]. Results show that a single-cell networkremains remarkably robust

even with 125+ clients; the collision rate remains low. Thisextends Choi et.al.’s empir-

ical results [17] for 16 clients to a much larger network, with realistic client association

patterns, and bursty traffic mixes. We also show that, in an unplanned multi-cell network,

however, the collision rate increases significantly.

• Providing novel insights into the behavior of TCP in multi-cell WLANs. Due to TCP

flow control, the number of backlogged stations equals twicethe number of active access

points, meaning that network efficiency is determined bythe number of interfering access

points, notthe number of clients. In addition, we show that TCP can not regulate the flows
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in the IEEE 802.11 network for optimal system operating point (i.e. max. throughput)

across different contention window settings.

• Quantifying the effect of inter-cell interference on multimedia traffic and on throughput

loss due to inefficient rate adaptation. Even with Wireless Multimedia Extensions based

on the IEEE 802.11e standard [24], VoIP users can still experience substantial perfor-

mance degradation in unplanned deployments. This deterioration starts to occur even

when the number of interfering APs isrelatively small(three). Video streaming in the

network makes the system performance worse for VoIP users.

• Identifying a practical distributed interference mitigation technique (WiPhi): contention

window adaptation based on the number of active access points, not the number of

clients in the network. We also show that an additional 20% gain would be possible

with collision-resilient rate adaptation.

• Providing realistic residential high-density WLAN scenarios for performance evaluations

with medium and large-sized apartment buildings, based on recent metro-area apartment

surveys and channel usage statistics from millions of APs.

• Design of an alternative scheduling solution requiring no MAC layer changes and AP

modifications (HeedNet). Algorithms we present can efficiently determine the WLANs

to schedule together, find the appropriate scheduling interval, and order the APs for

scheduling in a feasible way. Using simulation experiments, we show thatHeedNet

could easily be implemented as an extension to the ISP edge-routers serving interfering

APs and can provide more than 2X improvement in system capacity while maintaining a

better per-WLAN fairness than legacy.

• Demonstrating that our ISP-based scheduling solution is performing better than legacy in

terms of its delay characteristics, since it provides lowerinter-packet delay distribution,

faster download completion, and more deterministic packetdelivery to the client. Also,

we show thatHeedNet requires very modest amount of buffer space on the ISP router.

• Implementation ofHeedNet using Click modular router on a general-purpose server.

Our deployment using ORBIT infrastructure with off-the-shelf APs and the implementa-

tion proves that the gains fromHeedNet are practical and a potential ISP deployment is

feasible.
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• Showing HeedNet benefits to non-scheduled WLAN traffic on our testbed deploy-

ment. Non-scheduled traffic, such as VoIP, enjoys reduced collision-rate environment

HeedNet creates, improving its delay and loss behavior.

Our analysis provide researchers evaluating high density WLAN deployments an opportu-

nity to use existing IEEE 802.11 performance models for their system capacity assessments.

Using extensive simulations and implementation, we show that our solutionsWiPhi, and

HeedNet can recover most of the capacity loss due to interference-related collision losses.
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Chapter 2

Background

Related work, most relevant to our study, that models the interaction between TCP and IEEE

802.11 is presented in [17,25,26]. Choi et al. [17] and Brunoet al. [25] show that for both down-

link and uplink traffic, cumulative TCP throughput does not degrade in single-cell WLANs.

In [26], a discrete time model explaining the interaction between TCP and IEEE 802.11 is

presented for a network topology consisting of multiple source destination pairs along with

an infrastructure-like network. In this thesis, we used their model to extend it for multi-cell

infrastructure networks. In addition, the authors of [27],study TCP fairness in the presence

of simultaneous uplink and downlink traffic and observed significant unfairness among TCP

flows. They model the interaction between TCP and IEEE 802.11but do not consider the effect

of MAC congestion. We differ from all these studies since we study the interaction between

TCP and IEEE 802.11 for high-density multi-cell WLANs.

Several studies in the past have also proposed tuning the contention window (CW) to max-

imize utilization [28–30]. In [28], the authors determine that finding a balance between the

bandwidth loss associated (i) with collisions and (ii) withthe time spent by the nodes backing

off (idle period) is possible. Heusse et al. [29] use an AIMD algorithm to tune the CW so as to

maintain the idle period at a desirable level. Hu et al. [30] analyze the ability of IEEE 802.11e

EDCA [24] to maximize bandwidth utilization and provide service differentiation. However,

all these studies focus on the single-cell WLAN and address the situation of multiple compet-

ing clients. We believe that we are the first to applyCWmin adaptation to mitigate interference

from adjacent BSSs in unplanned deployments.

2.1 WLAN Interference Management

There are a number of complementary techniques to address interference-based performance

degradation in IEEE 802.11 WLANs. They can be grouped into the following broad categories:
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2.1.1 Transceiver parameter optimization

This category includes transmit power, carrier sense threshold and receiver sensitivity adjust-

ments. In [31], the authors propose tuning the carrier sensethreshold at the receiver to mit-

igate interference effects and a dynamic power management technique to reduce interference

in unplanned deployments is proposed in [3]. In [13], a combination of receiver sensitivity

and clear-channel-assessment adaptation is proposed. However, the authors themselves point

out the suboptimal behavior of their approaches in uncoordinated environments. More re-

cently, [14] proposes a distributed algorithm to jointly adjust transmit power and IEEE 802.11

bit-rate to reduce interference while not sacrificing performance.

2.1.2 Channel assignment

This category includes static and dynamic channel assignment techniques to mitigate interfer-

ence. In [11], the authors show that static channel assignment techniques cause unfairness in

unplanned deployments and then describe a decentralized channel hopping scheme that im-

proves fairness by distributing interference evenly amongneighboring BSSs. We argue that

this solution may not fully be able to mitigate contention inenvironments where the number

of interfering APs are higher than the number of orthogonal channels. The CFAssign-RaC

algorithm presented in [5] jointly address the issues of channel assignment and load balanc-

ing in centrally administered WLANs. Given the uncoordinated nature of the deployments we

consider, this solution is not directly applicable here.

2.1.3 Association control and load balancing

These approaches balance client load across a set of APs [5, 6, 32] by changing the point of

association of the clients. For that reason, they have an inherent assumption of requiring co-

ordination and orthogonality of channels across APs. Recently, [21] propose an association

management solution to prevent WLANs from accepting more clients than they can serve effi-

ciently. However, their solution mandates that clients incur delays on the order of minutes.

Some WLAN equipment vendors [8–10] claim that their lightweight APs and the WLAN

controllers coordinating these APs support high density deployments through load balancing

and other algorithms. However, neither the underlying methodology nor success of these pro-

prietary solutions in heterogeneous, unplanned environments is known.
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2.2 Rate Adaptation

Existing rate adaptation studies can be grouped into (i) frame-error based adaptation; (ii) SNR

based adaptation; and (iii) throughput based adaptation. Auto Rate Fallback (ARF) [33] and

Adaptive Auto Rate Fallback (AARF) [34] mechanisms increase transmission rate after a fixed

or dynamic number of successful transmissions at a given rate and switches back to a lower

rate after one or two consecutive failures. ONOE [35], a frame-error based algorithm used in

the MADWIFI driver for Atheros-based wireless NICs aims at selecting the highest bit-rate

with less than 50% frame loss rate. Adaptive Multi-Rate Retry (AMRR) [34], a modification

of ONOE, adaptively raises the threshold for rate increasesto prevent frequent attempts at bit

rates higher than the optimal one in an SNR-limited channel.

Receiver Based Auto Rate (RBAR) [36] is another published rate adaptation algorithm

whose goal is to optimize the application throughput. The RBAR algorithm mandates the

use of the RTS/CTS mechanism: a pair of Request To Send/ClearTo Send control frames

are exchanged between the source and the destination nodes prior to the start of each data

transmission. The receiver of the RTS frame calculates the transmission rate to be used by the

upcoming data frame transmission based on the Signal To Noise Ratio (SNR) of the received

RTS frame and on a set of SNR thresholds calculated with an apriori wireless channel model.

The SampleRate [37] algorithm selects the rate that minimizes mean packet transmission

time. Initially, the loss-less packet transmission times are calculated for each bit rate and an ini-

tial rate is chosen (36Mbps). Hereafter, for each successfully sent packet, the transmission time

is updated (using an exponentially weighted moving average(EWMA)) based on the number of

retransmissions, packet length and protocol timing overheads. The algorithm also periodically

attempts transmission at bitrates whose loss-less transmission time is lower than the measured

time on the current rate. If these sample transmissions indeed show lower mean transmission

time, the algorithm switches the rate.

The Opportunistic Auto Rate (OAR) protocol [38], which can be layered on top of any of

the above rate adaptation mechanisms can optimize individual, as well as network throughput,

by sending multiple back-to-back frames under favorable channel conditions.
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2.3 Scheduling in WLANs

Scheduling based channel access has been extensively studied in cellular networks [39]. In the

802.11 context, major research has been done in distributedscheduling techniques for multi-

hop or ad-hoc networks [40] since centralization of data, though recognized as providing more

control, is harder to implement, and therefore less common.

Centralized scheduling in enterprise WLANs is studied in CENTAUR [41] in which a cen-

tral control element makes scheduling decisions when individual frames should be transmitted

by APs that are part of the enterprise. CENTAUR shows that a selective amount of data-path

centralization is useful in enterprise WLANs in directly mitigating performance loss due to

downlink hidden and exposed terminal scenarios. Further, such a mechanism can indirectly

help improve the performance of the entire WLAN environment.

Meru Networks [42] has proposed cellular-like coordination of various APs and scheduling

mechanisms to provide a certain degree of deterministic channel access in enterprise WLANs.

Mechanisms like TXOP in 802.11e [43] and packet aggregationin 802.11n also provide unin-

terrupted channel access to wireless transmitters for extended periods of time. However such

mechanisms are orthogonal ways for implementing epoch based scheduling.
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Chapter 3

Analysis of Interfering WLAN System Performance

In this chapter we provide a systematic analysis of the effect of inter-cell interference in un-

planned, high density WLANs through detailed experiments and simulations. The next section

explains our evaluation methodology and the details of the realistic traffic workload we have

used followed by our characterization of the effect of node density (both client and AP den-

sity), traffic variability, and client arrival pattern, on high-density WLAN system performance.

Then, performance evaluations are provided with large-scale realistic experiments on ORBIT

testbed [22] as well as evaluations of multimedia performance (esp. VoIP) through experiments

and simulations.

3.1 Experiment Setup and Traffic Models

We leverage the publicly accessible ORBIT testbed [22] to carry out systematic and controlled

experiments. In our evaluations, we use the network topology shown in Figure 3.1. The main

components of this integrated wired/wireless IP network are wired nodes hosting application

servers, wireless access points (AP) and stations (STA). Wefocus on application behavior in the

wireless access segment, which consists of multiple, interfering basic service sets (BSS) on the

same channel, in close proximity. All nodes remain in communication range emulating future

very high-density deployments. Evaluating the effect of hidden nodes is beyond the scope of

this thesis. Pairwise SNR profile of all nodes in our testbed allows communication using IEEE

802.11a at 54 Mbits/s rate with less that 1% packet error rate.

3.1.1 Experimental and Simulation Setup

Table 3.1 provides a list of the parameters we used on ORBIT testbed. To ensure that our

results are representative of real-world behavior, we firstcarried out calibration tests comparing

throughput of ORBIT machines configured as APs (that use the MadWifi driver [44]) with
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Figure 3.1: ORBIT testbed experiment setup with configurable number of access points and up
to 400 nodes

commercial Cisco (1200 series) and D-Link APs. We did not observe a significant difference

(less than 5%). We also configured the APs as bridges and used traffic sniffers (via tcpdump)

on both the wired and wireless segments. To allow other researchers to replicate, and build on

our experiments in the ORBIT environment, we have publishedrelevant traffic scripts, tools,

and frame dump traces through the CRAWDAD archive [2] asrutgers\ap densitytraceset [45].

For our simulations, we chose QualNet [23] (the commercial successor of GloMoSim) due

to its accurate physical layer interference model, which can affect higher layer performance

comparisons [46]. In particular, QualNet’s SINR calculation taking into account the cumula-

tive interference power from all concurrent senders is veryimportant for measuring the effect

of MAC collisions in our high-density simulations. Note that the default ns-2 model may un-

derestimate collisions, since it only keeps track of the strongest interferer, not the sum of all

interference signals.

Table 3.1: Attribute Summary for ORBIT Experiments
Attribute Value

Radio Nodes 1GHz VIA C3 Processor, 512MB RAM, 20GB HDD

Wireless Interfaces 2 X Atheros AR5212 based mini-PCI 802.11a/g

Wireless Output Power 18 dBm

PHY/MAC/Freq. Used IEEE 802.11a / Operating at UNII Band Channel 52

PHY Link Speed (Fixed) up to 54Mbits/s

MAC Payload Size 1300 bytes

MAC retries 10

O/S Used Linux 2.6.18

Driver Software MadWifi svn.21XX [44]
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Table 3.2: Attribute Summary for Simulations

Attribute Value

PHY 5.2GHz, Two Ray Ground, Tx. power of 18 dBm, Rx. Sensitivity of -78dBm (at 36Mbps)
MAC Basic access (RTS off), VariableCWmin (mostly 15),CWmax of 1023, 16µs SIFS, 34µs

DIFS, 9µs Slot time, 28 bytes MAC header, 14 bytes ACK frame size, 1300bytes MAC payload,
10 retries

NET IPv4, IP Queue size of 75000 bytes
TCP NewReno with RFC 1323, Max. segment size of 1300 bytes, Send/Rcv buffer size of 110KB,

Delayed ACK disabled

Before running our simulations, we made sure that two bugs inthe particular version of the

simulator: (i) losing slot synchronization when resuming backoff (already described in [47]),

and (ii) improper resetting of CW values for IEEE 802.11e EDCA [24] access queues, were

fixed. The parameters that we used in our simulations are outlined in Table 3.21.

Metrics: For performance evaluation, we choose to use application-specific metrics. Thus,

for the performance of TCP-based applications, we focus on system throughput and throughput

fairness (Jain’s fairness index [48]). For multimedia applications such as VoIP, we utilize both

quantitative metrics such as application-level packet drop rate, latency and jitter as well as a

standard subjective quality metric, namely mean opinion score (MOS)2.

The rationale behind conducting our experiments in a controlled laboratory setting (such as

ORBIT) rather than a real deployed WLAN is as follows. First,it allows detailed instrumenta-

tion to understand MAC-level behavior without the use of large numbers of sniffers. Second,

experiments are repeatable that is they are not dependent ontime-varying shadowing and inter-

ference patterns. These allow both easier investigation ofroot causes and directly comparing

alternative solutions. Finally, the high density placement of 400 nodes allows us to experi-

ment with densities that may be expected in future years rather than focusing solely on today’s

system performance.

3.1.2 Validation Experiment

Throughout the dissertation, we will use collision-dominated packet error rate (PER) and sys-

tem throughput measurements obtained from Bianchi’s IEEE 802.11 model that assumes that

all stations are backlogged [15], the QualNet simulator [23], and the ORBIT wireless testbed [22],

1Note that we used a modified MAC retry value of 10 to match thoseused in our ORBIT experiments.

2MOS is a subjective score (ranging from 0 to 5) used to evaluate voice quality as perceived by an average user
of the system. Details can be found in ITU G.107 and G.113.
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Table 3.3: Validation Experiment Results for Bianchi’s Model, QualNet Simulator and ORBIT
Testbed

Avg. PER (%) Avg. Throughput (Mbits/s)
Bianchi’s Model 10.17 23.14

QualNet Simulator 11.02 22.28
ORBIT Testbed 9.86 24.67

to compare the performance of the wireless networks of interest3. To be able to validate such

a comparison, we conduct a saturation data transfer experiment on an IEEE 802.11a network

of two active nodes using 36 Mbits/s fixed rate, sending 1500-byte UDP packets, for a dura-

tion of five minutes. Average PER and throughput results obtained from MATLAB simulations

of Bianchi’s model, the QualNet simulator and the ORBIT testbed for this configuration are

reported in Table 3.3. From this and other similar experiments, for the configurations tested,

we have repeatedly observed that results from all three methods are very close, validating their

potential comparability.

3.1.3 Traffic model

Workloads: Since inter-cell interference patterns are affected by end-user workloads, we de-

signed a synthetic office workload in addition to bulk TCP-only workloads. The office work-

load is based on several hours of sniffer traces obtained in our academic office/lab environment

from a single access point serving up to 50 students and faculty. These measurements indicate

that 97% of packets use the TCP protocol and about 75% of traffic is generated by web traf-

fic, as illustrated in Figure 3.2(a). In the figure, all percentages are based on the number of

bytes communicated in the WLAN and only application protocols with > 2% contribution are

individually referred. These measurements are reasonablyconsistent with, except for a 20%

increase in web traffic, with an earlier analysis of SIGCOMM 2001 conference traces covering

4 APs and 195 stations [19], which is also shown in the figure.

Thus, 75% of the synthetic workload consists of bursty web traffic, following the self-

similar ON-OFF traffic model described in [1]. We directly emulate the HTML transfer,

browser processing, and HTML object retrieval phases usingthe HTTP 1.1 compliantGNU

3Note that whenever Bianchi’s saturation model is used for comparisons, corresponding experiments on simula-
tor and the testbed will incur bulk transfer workloads to satisfy backlogged-station requirements of the model.
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(a) (b)

Figure 3.2: (a) WLAN application workload characterization. (b) ON-OFF model for emulat-
ing realistic WWW access [1].

wget page retrieval tool [49] to access a local webserver servingweb pages and objects ob-

tained from an academic web server. The model we used for thisemulation is illustrated in

Figure 3.2(b). The user’s thinking timeX (inactive time) between page accesses follows a

Pareto distribution:

Pr(X > x) = (
x

xm
)−k

with shape parameterk = 1.5 and lower boundxm = 1, as suggested in [1]. We concentrate

on TCP downlink traffic, since it represents typical access point usage for web browsing. Also,

earlier results [25] showed that the direction of TCP trafficis not significant. This is mostly due

to the equal frame flow-rate requirement of TCP in data segment and ACK directions.

The remaining share of the workload comprises a mix of VoIP traffic (over UDP/IP) using

the G.711 codec with H.323 signalling (3% of overall volume), and TCP packet transfers with

exponentially distributed interarrival times (21% of the overall volume on average) as back-

ground traffic. These flows are emulated through the D-ITG traffic generator v.2.4.3 [50]. In

the experiments, each station is assigned a traffic generation profile to satisfy the workload

distribution outlined above, and keeps this profile until the end of the experiment.

User Arrival Pattern: Another factor that might potentially affect system performance is

client association dynamics. To measure performance in a more realistic manner, we extracted

the user arrival patterns from WLAN traces of the 62nd IETF meeting [20]. In particular, we use

the arrival pattern of the users returning from lunch between 12:30pm to 1:00pm, as illustrated

in Figure 3.3. The IETF WLAN comprised over 150 APs and more than 700 users. Note the

significant variance in user associations, for example at 43minutes into the trace, the number of

users on channel 11 quickly increases from approximately 50to over 250 within a two minute

window.
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Figure 3.3: Dynamic client arrival patterns from traces of the62th IETF meeting [2] showing
rapid changes in number of associated users.

3.2 Analysis of the System Performance

In this section, we study the system performance of a multi-cell wireless network deployment,

where the cells interfere with each other. We systematically examine the effect of access point

density, traffic variability, user arrival pattern and station density to understand root causes of

performance problems. We begin with an experiment that emulates the characteristics of short-

term conference deployments [20, 21], with multiple APs, a web-dominated traffic workload,

and a dynamic station arrival pattern. Emulating such a scenario in a controlled environment

will allow us to isolate the effect of these factors on network throughput.

3.2.1 Multi-cell Network with Realistic Workload

This 11 minute experiment comprises four APs and 75 STAs, selected randomly from the 400-

node ORBIT main radio grid. Once APs are operational on UNII 5GHz Band Channel 52,

using IEEE 802.11a, stations start to associate with the network by following the dynamic client

arrival pattern described in Section 3.1.3. This arrival pattern is illustrated in Figure 3.4(a). All

APs use the same SSID, thus STAs select the AP with the highestReceived Signal Strength

Indication (RSSI) at their position. In this experiment, the four APs have 32, 13, 13, and 17

stations associated, respectively.

Figure 3.4(b) summarizes the system performance in terms ofthe cumulative system through-

put for the network. We attribute the throughput spikes, especially with about 30 STAs, to our
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(a) Station (STA) arrival dynamics

(b) ORBIT experiment for 4 APs, 75 STAs

Figure 3.4: System performance for the most general case:multi-cell with many clients using
realistic traffic and arrival patterns.

user model for web browsing traffic (i.e., thinking/perceiving phase vs. fetching/downloading

phase). As more STAs arrive, communication demands increase, and an averaging effect is

observed in the overall system throughput. Our observations from this experiment are:

• The steady state average system throughput,8.71 Mbits/s(calculated over the last three

minutes of the experiment after all 75 STAs arrived) is belowthe capacity of a 54Mbits/s

IEEE 802.11a network [51]. In fact, a one-AP/one-STA baseline experiment using TCP

bulk data transfer, we conducted, yielded24.02 Mbits/saverage steady state throughput

in the same experiment environment.

• Distribution of clients across access points is uneven. Oneof the APs in the experiment

serves more than twice the number of STAs of another AP. To investigate this further,

we conducted an experiment with 320 stations (STA) and 12 co-located (to the extend

ORBIT testbed’s fixed node placement allows) APs. We observea similar uneven distri-

bution as shown in Figure 3.5. At the stations, we have loggedRSSI measurements for
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(a) STA and AP Distributions

Figure 3.5: Experiment with 320 stations and 12 APs showing association patterns and distri-
bution to access points.

the co-located APs and found out that they differed likely due to a combination of multi-

path, antenna gains, RF frontend dynamics, connectors, andcabling. In summary, even a

high-density distribution of client positions with line-of-sight propagation does not nec-

essarily lead to an even distribution of associations over co-located access points. This

observation motivates the need for association control techniques in multi-channel/multi-

AP WLAN installations (e.g., [21]) aiming to create even load distribution within the

network.

To understand the root cause of threefold throughput change, we will study the effect of

access point density, traffic workload, dynamic user arrivals, and station density on this result.

3.2.2 The Effect of the Number of APs

To measure the effect ofthe number of APs, we repeat the previous experiment with one, two,

and three access points, while keeping the total number of STAs and their offered load the

same. Results from this experiment are illustrated in Figure 3.6, shown together with the prior

four AP experiment result to facilitate comparisons. Our observations follow:

• All four experiments show two distinct phases. During the first phase, lasting until about

75 STAs are associated, system behavior is comparable across all four cases. We attribute
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(a) ORBIT Experiment for 4 AP, 75 STAs (b) ORBIT Experiment for 3 AP, 75 STAs

(c) ORBIT Experiment for 2 AP, 75 STAs (d) ORBIT Experiment for 1 AP, 75 STAs

Figure 3.6: Investigating the effect of the number of APs to system performance. Everything
else is kept the same as the previous experiment in Section 3.2.1.

this to the very spiky offered load staying mostly below the capacity provided by the

system—throughput isoffered-load limited.

• In the following capacity-limitedsteady state phase (after all 75 STAs join), configura-

tions with fewer APs result in a significant increase in throughput. In particular, using

three APs increases the average throughput by 25.2% compared to four APs. Similarly,

reduction to two APs increases the average throughput an additional 53.8% compared to

three APs. Finally, a single AP network achieves an average system throughput of17.98

Mbits/s, which is about a106.4% performance improvementcompared to the four AP

network. Despite this improvement, the average system performance is still below our

24.02 Mbits/s baseline result.

3.2.3 The Effect of Traffic Workload, Dynamic Station Arriva l, and Number of

Stations

To analyze the remaining difference, we first repeat the previous single access point experiment

(using short-lived TCP sessions generated according to a web-dominated workload) with a bulk
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Figure 3.7: Results from the ORBIT experiments investigating the effects of three different
factors on system performance

TCP transfer workload. The bulk TCP workload is constructedby initiating a TCP session

from each STA upon arrival and downloading a large file (largeenough to not complete during

the experiment duration) from a server on the wired network.Results of this experiment are

illustrated in Figure 3.7(a). We observe that the bulk TCP workload results in an average system

throughput23.2 Mbits/s, an increase of 29% compared with the web-dominated workload. We

believe that the main cause for this throughput difference is TCP’s rate control mechanism not

adjusting quickly enough to the optimal TCP congestion window size when short lived TCP

sessions are dominant in the network.

While the throughput with bulk TCP is close to the baseline experiment, we will also show

the effect of dynamic station arrivals for the purpose of completeness. Figure 3.7(b) presents re-

sults from the 75 STA experiment with bulk TCP workload and all stations joining the network

simultaneously (i.e., without the dynamic arrival pattern). In steady state, only a negligible

difference of 0.2 Mbits/s can be observed between the two experiments. We also observed high
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throughput fairness at steady-state for both arrival patterns. Jain’s fairness index [48] is 0.96

with realistic arrivals and 0.94 otherwise.

We have also investigated the STA association performance,since it is the other major

system functionality likely to be affected by the type of thearrival pattern being used. In

the dynamic arrival case, new clients come into an already loaded WLAN, and associations are

frequently delayed. We observed that with dynamic arrivals, about 40% of the STA associations

take e 270ms, about 50% of them take 5.5s and a further 5% take up to 17s. In the case

where all STAs appear at the same time, we observed that 80% ofthe associations complete

within 270ms while the remaining 20% takes up to 5.5 seconds.This stepping behavior can

be explained by association disruptions, whereupon the driver enters an active scan cycle of all

23 IEEE 802.11a/g channels. Scanning takes approximately five seconds in the Madwifi [44]

driver implementation for Linux.

The final minor difference in throughput is due to the number of stations. Figure 3.7(c)

shows the same experiment repeated with 1, 50, and 127 stations4. Results show little depen-

dence on the number of stations.

From the experiments we have conducted so far, it is empirically observed that system per-

formance has the strongest dependence on thenumber of interfering APs. We will continue

with the investigation of this dependence in the following sections.

3.2.4 Discussion

The foregoing experiments show that (i) a single-AP networkperforms efficiently under TCP

workload irrespective of the number of stations it serves (up to 127 stations in our setup) and

that (ii) a multi-AP network serving the same number of clients on the same channel leads to

significant throughput degradation.

As a byproduct, secondary effects that have been observed inpractice such as inefficient

bit-rate adaptation [20] do not manifest themselves insingle-cell deploymentswith such traffic

characteristics no matter how many users actively use the system.

These results show that congested WLAN systems can not be fully understood through

traditional MAC-layer analysis. Models from neither Bianchi [15] nor Kumar et.al. [16] explain

these results. According to Bianchi’s model the efficiency of a WLAN depends primarily on

4127 STA limitation comes from the particular Madwifi driver version we have used on our APs.
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the number of active stations, regardless of their role as access points or clients.

The single-AP result confirms more recent theoretical and experimental work with a smaller

network setup [17,25] which have suggested that TCP flow control, when used in a single cell

network, operates the network efficiently and maintains robust system throughput regardless of

the number of STAs. The multi-AP result, to our knowledge, has not yet been reported and we

analyze it further in the following section.

3.3 TCP Analysis in Multi-Cell Networks

The reduction in cumulative throughput for multi-cell networks raises the following inter-

related questions:

• why is TCP Reno over WLAN robust against intra-cell congestion but not against inter-

cell congestion and interference?

• does TCP Reno adjust the flow rate to minimize collisions?

In this section, we will answer the above questions by identifying the applicability of Gong and

Marbach’s TCP [26] model to multi-cell networks, validate it through experiments and simu-

lation, and finalize by discussing TCP flow control’s abilityto identify the optimal operating

point.

3.3.1 Gong and Marbach’s Model for Multi-cell Networks

According to Gong and Marbach’s model [26] of TCP, in a singleBSS case, on average, two

stations will be backlogged, irrespective of the number of clients. Also, ifn additional flows,

in the form of Independent Basic Service Set (IBSS, a.k.a. anad hoc network) are added as

interferers, the expected number of active (i.e., backlogged) nodes in the network would be

2(1 + n).

While Gong and Marbach do not comment on the multi-AP case, all assumptions made

for IBSS flows also hold for BSS networks. Following the same steps, one can therefore also

derive the following proposition:

Consider multiple IEEE 802.11 infrastructure networks (BSS) with the following two char-

acteristics: (1) Each BSS consists of at least one station and a single AP. All BSS are within
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transmission range of each other.(2) There is a single TCP connection per client and applica-

tions using TCP connections always have data to send. For a network topology consisting ofi

BSSs, in steady state, the expected number of backlogged nodes then equals2i.

3.3.2 Verification via Experiments and Simulations

To verify the proposition in Section 3.3.1, we study the collision rate observed in the ORBIT

experiments5, where we use bulk TCP workload on six different network configurations (one

and two APs, four, eight and sixteen STAs). Using Bianchi’s model, we can then calculate the

collision rates for the number of backlogged stations predicted by Gong and Marbach’s model

and compare it with the measurement result. We use this indirect approach, since MAC queues

are maintained in hardware and we cannot directly determinewhether a station is backlogged.

We further approximate the collision rate with the overall packet error rate (PER) from these

experiments, since WLAN devices cannot distinguish collisions from other transmission errors

and thus do not allow direct collision measurements. This approximation is accurate, since

we operate in a high SNR environment where frame-errors due to pure channel bit-errors are

negligible (<1% in our tests). As additional validation, we also simulatethe same configuration

in QualNet where we can extract the exact collision rate.

Figures 3.8(a) and 3.8(b) show the mean collision rate as thenumber of STAs is increased

for one and two AP networks in the ORBIT testbed experiments and simulations, respectively.

In both cases, we observe that PER due to collisions is marginally affected by an increase

in the number of stations but is significantly affected by an increase in the number of APs—

an increase from 1 to 2 APs more than doubles the average PER from 11% to nearly 28%.

Near identical results from the simulations and the ORBIT experiments also indicate that the

collision rate approximation we used was reasonable.

The empirical collision rate with a single AP (for 4, 8, and 16STAs) matches the PER value

predicted by Bianchi’s saturation model [15] with two backlogged stations. Similarly, the em-

pirical collision rate with two APs (for 4, 8, and 16 STAs) matches the PER value predicted by

Bianchi’s model with four backlogged stations. Predictions of Bianchi’s model, obtained from

MATLAB simulations, for the same experiment configuration are provided in Figure 3.8(c).

To further verify the accuracy of this model, we conduct additional simulations with four and

5In these experiments, we do not consider dynamic STA arrivals and bit-rate adaptation in order to focus on
MAC contention in a baseline scenario
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Figure 3.8: (a) Empirical and (b) simulated collision-caused packet error rate (PER) with up to
16 clients and 2 APs. (c) Collision-PER predicted by Bianchi’s Model.

eight APs connecting up to 32 STAs and report the modeling error. Observed PER from model

predictions and simulations closely follow each other. Thepercentage modeling error is il-

lustrated in Figure 3.9(b)—the worst case error is only 11.76%. Moreover, modeling error

reduces with an increasing number of interfering APs. We also observed that these simulation

results exhibited negligible variance (a maximum PER variance of 0.12) across ten runs with

different random seeds. These results verify that each active cell increases the total number of

backlogged stations in the network bytwo, as stated by the proposition in Section 3.3.1. The

network efficiency in a TCP-dominated network, for this reason, is primarily a function of the

number of interfering APs.

3.3.3 Discussion

Incidentally, an IEEE 802.11a network running with two backlogged stations maximizes through-

put according to Bianchi’s model. Fewer backlogged stations lead to too much idle time, while

more backlogged stations lead to too much collision overhead. Thus, one may ask whether
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(a) PER (multiple APs)

(b) PER modeling error

Figure 3.9: Accuracy of the model relative to simulation results. All simulation results exhib-
ited very small variance characteristics, hence errorbarsare not shown here.

TCP’s flow control algorithm, designed for managing congestion in the Internet, can also con-

trol the flow rate to maximize throughput in congested wireless networks? And if so, why does

it not achieve this under co-channel interference from other access points?

To address these questions, we conducted simulations in which we change the MACCWmin

parameter, while keeping the number of stations constant (32) and using bulk TCP transfers to

saturate the channel. If TCP can identify the optimal operating point to maximize through-

put in single AP networks, it should respond to the changed MAC CWmin settings with a

corresponding change in the number of backlogged stations.Recall that to maximize 802.11

network throughput, the number of backlogged stations has to increase with an increase in

MAC CWmin, to balance collisions against idle overhead [15].

Figure 3.10 shows the MAC PER under TCP for the single AP case (with 32 STA) with

increasingCWmin. It also shows the expected packet error rate when only two stations are

backlogged (i.e., no TCP adjustment) labeled as “analytical PER prediction” and an optimal

PER curve, which corresponds to the PER at which the cumulative MAC throughput is maxi-

mized. Note that the observed (measured) MAC PER curve approaches the optimal value for
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Figure 3.10: Collision-rate behavior of TCP under varying CWmin values.

CWmin = 16, but does not follow the curve for higherCWmin settings. Instead it tracks the

PER for two backlogged stations, indicating thatin general, TCP’s flow control cannot identify

the MAC operating point at which throughput is maximized.

Instead the measured results can be explained through an interaction between flow control

and MAC layer channel access. A TCP workload leads to two backlogged stations for each

access point because TCP requires an equal packet flow rate both up- and downlink directions

(i.e., DATA and ACK). Regardless of the direction of the datatraffic, the flow is limited by the

AP’s MAC layer channel access probability. Two backlogged stations means that on average

the AP itself and one associate station are backlogged. If more associated stations were back-

logged, they together would have a higher channel access probability than the access points,

and the backlogged queues would empty. Similarly, adding more APs increases the cumulative

channel access probability for APs, hence they can excite more client stations (one per AP).

Note that this result is not a function of the downlink dominance of the traffic [25]. We

have also independently carried out simulations to comparea TCP-uplink dominated scenario

and observed that direction of data traffic did not change thethroughput or collision rates sig-

nificantly (<1%).

3.4 Effect of AP Density on Multimedia over WLAN

In this section, we evaluate the effect of inter-cell interference on multimedia traffic, with and

without Wireless Multimedia Extensions (WME).6 We place a special emphasis on voice-over-

IP (VoIP) application performance since most current videostreaming traffic is not interactive,

6WME is an interoperability standard from the WiFi Alliance based on the IEEE 802.11e standard [24].
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Table 3.4: Empirical VoIP Performance

No of
APs

VoIP Call #1 VoIP Call #2
Packet Drop

Rate(%)
Avg. Jitter

(ms)
Avg. Latency

(ms)
Avg. Drop
Rate(%)

Avg. Jitter
(ms)

Avg. Latency
(ms)

1 0.14 2.11 54 0.78 2.16 78
2 1.55 4.16 77 1.12 2.50 65
3 2.97 4.82 101 1.84 5.76 138
4 11.40 8.63 304 10.82 7.85 191

i.e. it can be buffered and transported over HTTP/TCP (e.g.,YouTubeTM video streaming). The

recent emergence of IEEE 802.11 in VoIP handsets and cell phones, however, can be expected

to lead to increased VoIP usage on access points.

3.4.1 Performance over Legacy IEEE 802.11a

We first characterize VoIP performance in environments withlegacy IEEE 802.11a stations

using our realistic workload mix. For this purpose, we conduct ORBIT experiments configured

as in Section 3.2.1 (IEEE 802.11a, 75 STAs with realistic arrivals, and up to 4 APs). We then

designate two of the stations randomly as VoIP devices and allow them to each initiate a VoIP

call towards our sink on the wired network of the testbed. VoIP sessions start at uniformly

distributed random times during the experiment and last for270 seconds. A VoIP call runs

over an RTP/UDP session using G.711 with one sample per packet as the codec (Voice Activity

Detection disabled). For each VoIP call, we measure packet error rate, mean jitter, and mean

latency. Table 3.4 summarizes results from these experiments.

As per ITU-T Recommendation G.114 [52], we consider 150ms asthe upper latency limit

for acceptable VoIP communications. Similarly, we consider 75ms and 3% the upper limits on

jitter and packet loss, respectively [53]. Our key observations follow:

• A single congested access point can support two VoIP calls with acceptable performance,

even without the use of WME quality of service differentiation.

• The two VoIP calls can be supported with adequate performance only in a congested

environment with no more than two interfering APs. With the addition of the third AP,

packet loss rate and latency values for both VoIP calls approach the limits described

above. For four APs, packet error rates and latency reach an unacceptable 11% and

300ms, respectively.

Overall, the addition of two VoIP flows has a negligible effect on the throughput of the other
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TCP flows, since each VoIP flow only generates an application layer load of 64 Kbits/s. We

do not observe unacceptable jitter in any repetition of the experiment, likely because the VoIP

receiver was placed only one hop away from the VoIP sources onour wired testbed network.

These results indicate that for WLAN-enabled hybrid phonesto work well in interference-

limited multi-AP deployments (e.g., apartments with many residents each using their own

WLAN) changes to legacy IEEE 802.11a/b/g are inevitable. Next, we investigate whether

the recent changes provided by WiFi Alliance’s WME address this problem.

3.4.2 Performance over IEEE 802.11e (WME)

For WME experiments, we relied on QualNet simulations, because MadWifi WME imple-

mentation [44] on Atheros WLAN hardware was in its early stages of development while we

conducted our experiments. We first conduct WME-enabled version of the VoIP experiments

we carried out in the ORBIT testbed with two VoIP devices, forthe purposes of facilitating

direct comparisons. Then, we also experiment with a higher number of VoIP sessions as well

as scenarios involving video streaming sessions. For the latter, we use the Mean Opinion Score

(MOS) metric to characterize user perceived audio quality of VoIP calls. For the video stream-

ing traffic, we configured the throughput mean and variance ofthe offered load to those captured

from a five minute long movie segment encoded from DVD using DivX 5.1. The mean data

rate of the stream used in the experiments presented here was382.5 Kbit/s.

We assign application traffic to the WME MAC access queues as follows: video stream-

ing to theVideoqueue (WME AC VI), and VoIP calls to theVoicequeue (WME AC VO) and

all other TCP data flows to theBest Effortqueue (WME AC BE). EDCA parameter-set val-

ues for all four access queues conform to the default values suggested by the IEEE 802.11e

standard [24].

Results from the WME-enabled simulations of one and four AP networks are given in

Table 3.5, and they can be compared to the ones reported in Table 3.4, obtained from the

experiments on the ORBIT testbed. Figure 3.11 presents the results from the second set of

Table 3.5: Simulated VoIP Performance

No of
APs

VoIP Call #1 VoIP Call #2
Packet Drop

Rate(%)
Avg. Jitter

(ms)
Avg. Latency

(ms)
Avg. Drop
Rate(%)

Avg. Jitter
(ms)

Avg. Latency
(ms)

1 0 1.01 30 0 1.21 34
4 4.11 6.86 117 6.20 7.24 126
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Figure 3.11: Simulated VoIP MOS results for varying intensities of multimedia traffic carried
over one and four AP networks using IEEE 802.11e (WME).

experiments where we report the subjective quality for eachof the VoIP calls in terms of MOS.

These experiments vary the number of VoIP and video streaming sessions and the number of

interfering access points. We observe that:

• Use of WME improves media quality in the multi-cell case. Average latency values of

the two VoIP calls in the four AP network remains acceptable,in contrast to the non-

WME case. With WME, up to 10 concurrent VoIP sessions can now be supported with

a MOS at the fair level, compared to 2 VoIP sessions with 2 interfering access points

without WME.

• With increasing amounts of media traffic, the MOS for VoIP sessions still indicate signif-

icant quality degradation. At 10 video and 10 concurrent VoIP sessions, average quality

approaches the poor rating.

• While not shown in the figure, we also observed a tenfold increase in video streaming

jitter for the four AP scenario. For non-interactive videosthis can likely be addressed

through application buffering. For video conferencing applications, however, this jitter

may be unacceptable.

As expected, we observed a throughput reduction for best effort traffic when more media
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Figure 3.12: Default value for AIFSN parameter of IEEE 802.11eBest Effortqueue results in
decreasing throughput for bulk data traffic, even in the absence of any multimedia traffic.

streams are added, demonstrating effective MAC layer prioritization of media traffic. Also

note that switching to WME reduces capacity even without media traffic, because the best

effort queue to which all regular traffic is assigned uses a larger interframe space than default

IEEE 802.11a/b/g (i.e., an AIFSN of 3). This increase in the interframe space by one slot

(9µs for IEEE 802.11a, and 20µs for IEEE 802.11b) results in an 14% reduction of best effort

throughput with 32 stations and 4 APs in IEEE 802.11a. We observed that up to 14% drop

in throughput was likely for 32 station 4 AP WME simulations,when compared to the results

from legacy IEEE 802.11a (see Figure 3.12).

Overall, WME provides an improvement in interference tolerance but not a complete so-

lution. Additional measures will be needed to make media traffic resilient against inter-cell

interference. We investigate such additional techniques next.
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Chapter 4

WiPhi: Improving Performance with CW Adaptation

We have seen that inter-cell interference reduces cumulative throughput in WLAN systems

with TCP-dominant workloads much more significantly than intra-cell contention. Also, the

detrimental effects of inter-cell interference are more severe on multimedia traffic.

We propose a contention window adaptation solution that addresses this challenge at the

MAC layer, namedWiPhi. We propose a MAC layer solution because the root cause of the

problems we observed was increasing contention due to addedinterference, and it could be

best addressed with a local solution at the wireless last hop. End-to-end approaches (e.g., TCP

tweaks) or network-wide solutions (e.g., IP tweaks) are undesirable due to changes that will

be required at millions of hosts all over the world. The otherPHY/MAC layer techniques

are complimentary to our proposal, they can increase overall capacity, but in chaotic dense

deployments several interfering access points might stillremain after applying these techniques.

Most relevant ones are visited in Chapter 2.

We first describe and evaluate the contention window adaptation approach, and then end

with a discussion that highlights other challenges that should be addressed for a complete sys-

tem solution.

4.1 CWmin Adaptation Using Active AP Count

It is well-known that IEEE 802.11 MAC performance can be improved by selecting aCWmin

appropriate for the current number of active clients in the network [28–30]. We propose

instead thatthe selection ofCWmin for a typical TCP dominated multi-cell WLAN system

should be based on the number of interfering access points, not the number of clients.This

method provides the following advantages:

• Knowing the number of access points allows more accurate selection ofCWmin under a

TCP workload than knowing the number of transmitting clients. As our earlier analysis
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has shown the collision rate under TCP is determined by the number of access points,

since TCP flow control regulates client activity.

• The number of active APs is easier to obtain than the number ofclients, since APs an-

nounce their presence through beacon packets and tend to remain active and stationary

over longer durations. Clients might also help determiningthe number of access points

by listening for AP beacon packets.

Given the number of active APsNb, the optimal contention window can be derived by

combining our insight regarding the number of backlogged stations under TCP workloads with

earlier contention window adaptation work. According to [30] bandwidth can be maximized

with a contention windowCW ∗

j =

√
2βT ′

D

rj
+ 1, whereβ = (ΣM

j=1Njrj)
2 − ΣM

j=1Njr
2
j and

Nj is the number of active users for each priority queue. Since we do not consider multiple

priority queues here,β reduces toN(N − 1). Also substitutingT ′

D = T
Ts

yields

CWmin =

√

2N(N − 1)
T

Ts
+ 1, (4.1)

whereT is the time required for the transmission of a MAC frame (excluding DIFS and backoff,

including ACK reception), andTs is the duration of a MAC time-slot. Using the insight from

Section 3.3 that the number of backlogged stations equals twice the number of active access

points, we can substituteN = 2Nb, which formulatesCWmin in terms of the number of active

access points as

CWmin = 2

√

Nb(2Nb − 1)
T

Ts
+ 1. (4.2)

4.2 Implementation ofCWmin Adaptation

This subsection describes an AP-centric algorithm for determining the number of active access

pointsNb and distributing theCWmin setting. While a client-centric or hybrid approaches are

also possible, we have chosen this approach because it minimizes the number of devices that

need to be modified to the access points.

The number of active access pointsNb should ideally only include access points that ac-

tively communicate with at least one client. Since APs transmit beacons even when none of

their clients are active, however, the proposed algorithm determines the expectedE[Nb], by

considering the percentage of the time neighboring APs consume channel resources. The IEEE
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// Accepts: CurrentChannel, tp, T, Ts

// Updates: (System Parameter) CWmin

1 for everytp secondsdo
2 NeighborAPList[] = doBackgroundScan(CurrentChannel);
3 for eachAPi in NeighborAPList[]do
4 sendFrame(80211HMEASR REQUEST,APi);
5 recvFrame = readFrame(80211HMEASR REPORT);
6 % Backlgi=parseFrame(recvFrame, BACKLOG FRACTION);
7 end
8 % Busyself = measure(CHANNELBUSY FRACTION, self);
9 E[Nb] = 1

100
· [% Busyself +

∑

∀i % Backlgi];

10 CWmin = ⌈2
√

E[Nb](2E[Nb]− 1) T
Ts

+ 1⌉;
11 updateEDCA ParamSet(CWmin);
12 end

Algorithm 1: CWmin update algorithm APs execute. It finds the effective number of
active APs in the vicinity and uses this to updateCWmin and propagate it further down
to its STAs with the next beacon.

802.11h standard [54], which defines spectrum and transmit power management extensions,

allows for channel-related measurement-exchange mechanisms that can be extended to support

E[Nb] calculation in a standards-compliant way.

The AP-centric approach for this purpose is outlined in Algorithm 1. The algorithm peri-

odically calculatesCWmin everytp seconds by requesting neighboring APs (visible through

their beacons) to report the percentage of the time their frame queues were not empty (i.e.

BACKLOG FRACTION ) during the lasttp seconds. This message exchange can be im-

plemented within the IEEE 802.11h measurement request/report framework by using one of

the reservedmeasurement type definitions. Querying AP sends an IEEE 802.11h measure-

ment request frame (80211H MEASR REQUEST ) to the AP of interest, and the receiving

AP responds to this with a measurement report frame (80211H MEASR REPORT ) in-

cluding itsBACKLOG FRACTION measurement (see lines 2-7 of the algorithm). These

reports from neighboring APs, when combined with the measuring access point’s own wireless

channel-busy percentage measurement (CHANNEL BUSY FRACTION ), allow deter-

mining E[Nb] more precisely; a neighboring AP which is backlogged 50% of the time for

example, increasesE[Nb] by 1
2 . E[Nb] calculated this way is used to updateCWmin (see line

10 of the algorithm), which in turn is included in the next AP beacon to be announced to the

STAs of this AP through IEEE 802.11e EDCA Parameter Set information element [24].
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(a) Collision-based PER (b) Throughput

Figure 4.1: Simulations with 32 STAs showing potential gains from incorporating AP-Count-
based CW adaptation into WLAN with inter-cell interference(in (b), throughput curves for
“Optimal CWmin” and “Nearest PracticalCWmin” almost overlap).

4.3 Simulation Results

We conduct fixed-bitrate simulations with 32 STAs to observethe potential improvement that

our CWmin selection can provide. The results assume that all stationsaccurately estimate the

number of active access points. Figure 4.1 shows that for both exactCWmin values suggested

by the Equation 4.2 above, and for the nearest power of two (which is a practical restriction

in today’s WLAN hardware),CWmin adaptation based on the number of APs reduced the

collision-based losses significantly, keeping them close to the residual collision losses of a

single AP scenario. Also, the granularity ofCWmin adaptation in powers of two does not have

a significant negative effect on performance. Note that reduction in PER not only improves

throughput but also reduces delay that affected multimediastreams as described in Section 3.4.

Note that the optimality of thisCWmin tuning strategy, in terms of achieving proportionally

fair bandwidth allocation and maximizing utilization has already been shown in [30]. Note

also that, in the trivial case of a single cell,Nb = 1 andCWmin is reduced to a constant,

consistent with the result that, in the case of a single cell,the number of backlogged stations

is constant. Finally, the proposedCWmin adaptation strategy is optimized for TCP-dominated

workloads (as compared to the earlier work which provides a solution for UDP-dominated

workloads [30]). In mixed traffic environments, where UDP accounts for a significant share

of network traffic and is used on many stations, the proposed solution would have to take into

account the increase in the number of active nodes due to thisadditional UDP traffic. Estimating
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Figure 4.2: Empirical IEEE 802.11 bitrate distribution with the Samplerate algorithm.

the exact number of active nodes in this case remains an interesting open topic for future work.

4.4 Discussion: Relationship to Collision-resilient Bit-rate Adaptation

Collision-aware rate adaptation is a further MAC layer technique to improve performance in

congested IEEE 802.11 networks. Prior work [20, 55, 56] has shown that many bitrate algo-

rithms choose low bit-rates in congested environments—short-term collision errors are misin-

terpreted as longer-term changes in path loss. The bitrate reduction further decreases available

capacity, leading to more collisions.

One might believe thatCWmin adaptation eliminates the need for collision-aware rate adap-

tation techniques because it substantially reduces collisions. From theCWmin adaptation re-

sults in Figure 4.1(a), we observe, however, that even at theoptimal operating point a residual

collision rate remains. We also observe from our multi-cellexperiments that bitrate adaptation

is responsible for a substantial fraction of throughput loss and that even with the residual col-

lision rate bitrate adaptation in the MadWifi driver does notchoose optimal rates. Figure 4.2

shows the bit-rate distribution of SampleRate [57], the default bit-rate adaptation scheme in

the MadWifi driver, for up to 10 access points and 50 clients. With more APs, an increasing

percentage of frames are transmitted at the lower bitrates,even though Signal-to-Noise Ratio

(SNR) at most receivers in our experiment environment is high enough for communication at

54 Mbits/s and the total number of clients remains constant.For example, 60% of frames use

6 Mbits/s for the 10 AP experiment. Even with the residual collision rate in the one AP case,
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however, less than 20% of frames are transmitted at the optimal bitrate of 54 Mbit/s.

Hence, we believe that improving the collision-resiliencyof bit-rate adaptation mechanisms

must be an integral part of the solution space. Based on the observations in [55, 56, 58], a

potential solution to achieving collision resiliency could be through the adaptive use of the

RTS/CTS mechanism. Rate adaptation algorithms could leverage this backwards-compatible

mechanism such that they ignore RTS losses, which could be due to collision, and react only

to data packet losses that occur after the channel is reserved. Packet losses that occur when the

channel is reserved are most likely because SNR at the receiver is not high enough to support

the current bit-rate. Thus, this mechanism could be used to distinguish between losses due to

collision and those due to poor channel conditions.

4.5 Conclusions

In this work, we have investigated the effect of inter-cell interference on unplanned WLAN

performance. While inter-cell interference should ideally be avoided through careful access

point placement, frequency selection, and transceiver parameter control, current chaotic wire-

less deployments and the limited number of available channels make inter-cell interference a

reality. Therefore, we have measured the effect of such interference both in a testbed with more

than one hundred nodes and through simulations. We have

• found that cumulative throughput degrades significantly, by 50% with four interfering

access points, while it remains remarkably robust with overone hundred clients in the

single cell case.

• verified that TCP’s flow control leads to an average of2i nodes concurrently backlogged

in the network, wherei is the number of actively interfering access points. Thus, the

collision rate increases with the number of access points. TCP does not adjust its flow

rate to optimize throughput for differentCWmin choices.

• showed that increased collision rate with inter-cell interference also affects media stream-

ing. With only two congested interfering access points, VoIP mean opinion score (MOS)

is unsatisfactory.

These findings underline the need to consider system performance in addition to studying

the MAC layer in isolation. They also lead to a practical recommendation that largely recovers
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cumulative throughput loss from inter-cell interference.TCP’s control over the number of ac-

tive nodes allows for a novel approach to selecting the appropriateCWmin based on the number

of active access points, not the number of active clients. Wealso point out the importance of

collision-resilient rate adaptation algorithms. Even with improvedCWmin selection, a 20%

cumulative throughput gain is possible through collision-resilient bit-rate adaptation.
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Chapter 5

HeedNet: Improving Performance with ISP Participation

This section describes the design and implementation ofHeedNet, an orthogonal solution for

unplanned high-density WLAN interference management, where an ISP actively participates

in Layer-2 interference management by scheduling Layer-3 routing to those APs having the

potential to interfere with others.

5.1 Overview

In previous chapters, we have analyzed how high-density WLANs performed under typical

workloads and showed that, if left unmanaged, the increasing collisions due to interfering cells

can bring the cumulative system performance to its knees. Asa solution, we have proposed

WiPhi to adapt IEEE 802.11 channel access mechanism to the number of active WLANs.

This solution, however, has an important drawback. If the large-scale adoption of a modified

MAC protocol is not feasible in the domain of application, then the utility ofWiPhi would

be severely limited. For example, it is very costly for an Internet Service Provider (ISP) to

ship new wireless access points (APs) to its subscribers with new MAC protocols installed.

Similarly, issuing firmware updates for all installed APs and requesting users to install these

updates are prohibitively costly1.

In this chapter, we introduceHeedNet – a backhaul network driven approach to interfer-

ence management.HeedNet lets the edge routers of the ISP network participate in residential

high-density WLAN interference management by scheduling outgoing bulk IP traffic towards

those APs that are determined to interfere with each other. SinceHeedNet only requires a util-

ity software on some of the WLAN clients, and no changes for the AP and the underlying MAC

protocol, it could be easily deployed, as most of the functionality of HeedNet is designed to

1Although automatic remote installation of firmware updatesare possible and used by some ISPs (e.g. BT in
United Kingdom), most ISPs avoid them due to reliability andsupport complications.
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Co−channel Interference

ISP Edge Router

AP 1 AP 2

(a) High-density Residential WLAN Interference

ISP Edge Router

AP 1 AP 2

(b) Reduced Interference with HeedNet Scheduling

Figure 5.1: (a) Interfering residential APs (b) Less interference after ISP router schedules out-
going packets.

be managed by a software agent on the ISP edge router.

HeedNet’s objective is to improve high-density WLAN system utilityby reducing the

amount of collision-induced interference by controlling the flow of IP packets due to bulk

traffic at the ISP edge router towards those access points determined to cause interference. The

information on the APs that have the potential to interfere are collected by a subset of the clients

in the domain of deployment (i.e., some of the client devicesof the subscribers) with the help

of an ISP-distributed utility software. These client surveys are reported back to theHeedNet

agent that runs on top of the ISP edge router. Using the information,HeedNet agent creates

a TDM-like schedule, and buffers the IP packets to delay routing to all but one AP. With the

right time-slot duration and AP schedule ordering, most of the overlapping transmissions could

be serialized, thus reducing the amount of destructive collisions in the air. Figure 5.1 illustrates

this fundamental concept behindHeedNet’s design. Such a management capability provides

an ISP a great opportunity to improve service for the subscribers having to deploy APs in

close proximities and to reuse limited spectrum due to the density of the neighboring APs.

HeedNet schedules packets at Layer-3, hence can work with virtuallyall wireless APs and all

IEEE 802.11 variants using DCF channel access mechanism.

Specifically,HeedNet aims to i) increase overall system capacity that is hamperedby

interfering access points in a high-density setting, and ii) improve fairness by preventing some

of the WLANs from experiencing a very low throughput share. The analysis in Chapter 3

provides an assessment of the significant degree of performance penalty even with a small

number of access points.
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Figure 5.2: System capacity with increasing APs. The same workload causes more collisions
thus reduced system throughput.

5.2 Severity of Interference

We start with an experimental demonstration of the detrimental inter-cell interference effects

on the system capacity using a WLAN deployment, emulating a small multi-family apartment

building. In our experimental setup, a fixed number of IEEE 802.11g clients can be served by a

varying number of access points (AP), all placed randomly ina building of 400 square meters

space and all operating on the same 2.4GHz ISM-band Channel 1. For each run, we increase

the number of APs that can serve the clients, while the trafficworkload from the clients are kept

constant. We make use of the same realistic traffic mix described in [12], with web browsing,

file transfers and VoIP traffic. Summary results from these experiments with 10 clients and up to

four APs are outlined in Figure 5.2. Throughput values are normalized to maximum achievable

TCP throughput by a single flow in a one-AP/one-client high SNR baseline configuration.

We observe that the system capacity shrinks about 40% when four APs are used instead

of one. This is because the number of collisions increase with more APs as TCP flow control

can not regulate the workload to keep the collisions down at the optimal level needed by the

underlying IEEE 802.11 MAC protocol, in agreement with Ergin et.al. [12]. Also, default rate

control algorithms (e.g., ARF or SampleRate) on WLAN devices worsen the performance as

they mistake increasing collisions as packet errors due to bit-errors on the channel [59].

5.2.1 Practical Densities and Interference

Having observed the significant reduction of system capacity due to the interference from only

four WLANs, we would like to quantify the number of strongly interfering WLANs typically
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Figure 5.3: Residential WLAN observation experiment we conducted in Manhattan, NY. Hun-
dreds of WLANs seen from a single location, with tens of them having the potential to strongly
interfere with each other.

observed in current residential environments. We have conducted passive data collection exper-

iments in six arbitrarily selected residential locations in Manhattan, NY, with many apartment

buildings. We have used three off-the-shelf IEEE 802.11g clients on three PCs, each observ-

ing one of the three orthogonal channels on 2.4GHz ISM-band (Channels 1, 6, and 11). Each

wireless client is equipped with a regular 3dBi rubber duck antenna, placed inside a passen-

ger vehicle, which is parked on the street to record channel activity for 20 minutes. Our data

post-processing marks unique WLANs asobserved, if 30% or more of its AP beacons were

successfully overheard during the experiment session. Also, WLANs whose APs overheard

with over 20dB SNR are classified understrong interfererscategory, indicating their potential

to create detrimental interference should there be enough traffic load on their respective net-

works. Results from our experiment are summarized in Figure5.3. We have observed that

hundreds of WLANs operate on the same channel in typical residential areas, and having tens

of those with the potential of strong interference should beconsidered today’s norm. Therefore,

we continue by outlining our high-density residential WLANscenarios that are likely in near

future, based on our observations from existing deployments.

5.2.2 Design of the High-Density Residential Scenarios

Typical urban high-density residential deployments take place in buildings that are used in

apartment settings, thus we first survey apartment buildings in a metropolitan city and charac-

terize them based on the number and distribution of floors/units. Our public dataset, obtained
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Table 5.1: Statistics from the apartment dataset
Number of Units Number of Floors
Mean Variance Mean Variance

Low-Rise 6 1 5 1
Mid-Rise 15 2 9 3
High-Rise 136 26 34 11

from [60] in August 2009, is composed of 1379 apartment buildings with rental units, located

in Manhattan, New York City. We have clustered the apartmentdata into three groups, similar

to the ones used in real-estate classification, as low-rise,mid-rise, and high-rise. The normal fit

statistics derived from the dataset for these groups, forming the basis for our scenario design,

are summarized in Table 5.1. The statistics are rounded to the closest integer values.

We create three representative apartment buildings for ourscenarios, using the statistics de-

rived. Thesmall-sizedapartment building is 5-storeys high with one-unit per floor, themedium-

sizedone is 9-storeys high with two-units per floor, and thelarge-sizedapartment building is

34-storeys high with four-units per floor, as illustrated inFigure 5.4. Each unit is assumed to

be approximately 700 sq.ft. with 8 ft. ceilings and 3 feet corridors between the units. We have

written a small utility software to lay these hypothetical floor-plans down and randomly place

one access point and two clients per unit’s 3-D space. Coordinate outputs from this utility is

written to a file, later to be used by our simulation software.Each WLAN (consisting of one

AP and two STAs) is assigned a channel according to the WiFi channel statistics published by

WiGLE.net [61], obtained from over 19 million real networks, as of August 2009. Based on

these data, about 35% of the APs in our scenarios are observedon 2.4GHz ISM Band Channel

6 and constitute the largest group of the WLANs that have the potential to interfere with each

other 2. Therefore, in each of the apartment scenarios, we randomlypick 35% of the units

and consider the WLANs in them for our simulations of interference evaluation. As the num-

ber of interfering WLANs (35% of five units) in the small-sized apartment scenario (SSA) is

not significant, we will report only on the experiments for the medium-sized apartment sce-

nario (MSA – seven interfering WLANs) and the large-sized apartment scenario (LSA – fifty

interfering WLANs).

2There is another 12% of WLANs that operate on adjacent channels partially overlapping with Channel 6.
However, we only consider the stronger co-channel interference case here.
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Figure 5.4: Residential setup used in simulation scenarioswith 5-units in the small (SSA), 18-
units in the medium (MSA), and 136-units in the large-sized apartment (LSA). One AP and
two clients are placed randomly in 3D space of each unit and 35% of the units are assumed to
have WLANs that are on the same channel.

5.2.3 Simulation Setup

The topologies of the described two scenarios are implemented as part of a QualNet v.4.5 [23]

simulation. Simulator software places all nodes accordingto the 3-D coordinate file, created

as described in the previous section. The network topology for the simulation is illustrated

in Figure 5.5. The APs are connected to an ISP edge router through broadband links that

behave similar to DSL or cable connections. We assume that the apartment building is served

by a single ISP. Clients in the units try to download a large file from one of the ten different

Internet servers using TCP as the transport protocol. The servers are reachable from the ISP via

high-capacity low-delay backbone links. For baseline experiments, we assume an unmodified

legacy IPv4 router at the ISP site. The other parameters usedin the simulation experiments are

described in Table 5.2.

IEEE 802.11g at 2.4GHz spectrum was used in the simulation experiments where each

experiment was run for 120-seconds and repeated 10-times with different seeds. First second

of all experiments is used as the warm-up period for client-to-AP association signaling, and

the following second is used by all clients to initiate theirdownloads from the servers. All

downloads are terminated with the 120th second of the experiment. The results are processed

to indicate 95-percentile of the variation. In addition to the two apartment scenarios (i.e., MSA
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Figure 5.5: Topology used for assessing the high-density residential scenarios. All WLANs
are assumed to be served by a single ISP router with packets toand from ten different Internet
servers.

and LSA), a single WLAN scenario was also simulated to facilitate comparisons. The single

WLAN experiment consists of one AP and two stations with the same workload described for

the larger scenarios. The collision rate (percentage), total system capacity (bytes transferred)

and per-WLAN capacity fairness (Jain’s index) are analyzedfrom the simulation traces and

presented in the next subsection.

5.2.4 Baseline Results

Results from our baseline simulation experiments are summarized in Figure 5.6. From Fig-

ure 5.6(a), we observe that the amount of collisions, in comparison to the single WLAN sce-

nario, increases almost four and six-times in MSA and LSA scenarios respectively. To verify if

these drastic increases in the amount of collisions are in agreement with earlier research on the

Table 5.2: Parameter Summary for Simulations

Attribute Value

PHY & MAC
(WLAN)

IEEE 802.11g @ 2.4GHz, Two Ray Ground, Tx. power of 18 dBm, DCFaccess in BSS mode
(RTS/CTS off) with 10 retries max., Auto Rate Fallback, Rx. Sensitivity of -69dBm (at 54Mbps)

PHY & MAC
(Broadband)

Abstract MAC with 1ms avg. propagation delay, 10Mbps capacity from APs to the ISP edge-
router. Then, 100Mbps capacity from ISP to the Internet servers

NET IPv4, IP Queue size of 75000 bytes
TCP NewReno with RFC 1323, Max. segment size of 1500 bytes, Send/Rcv buffer size of 110KB,

Delayed ACK disabled
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Figure 5.6: Severity of High-Density Residential WLAN Interference. Errorbars indicate 95-
percentiles of the resultsets.

subject, we do the following comparison. It is reported in [12] that the collision-rate would be

equivalent to a backlogged IEEE 802.11 network with nodes asmany as two-times the number

of WLANs involved. We plot, in Figure 5.6(b), the collision-rate results from the simulation

scenarios (star-shaped points) together with Bianchi’s model prediction (continuous line) [15]

for equivalent (i.e., two-times the number of WLANs) systems with backlogged stations. We

confirm that each new interfering WLAN increases the collision-rate of the high-density de-

ployment we simulate by an equivalent amount coming from twobacklogged IEEE 802.11

stations.

From Figure 5.6(c), we observe that increasing collisions result in system capacity re-

ductions of approximately one half and two thirds of the single WLAN system capacity, for

MSA and LSA scenarios respectively. Hence, for a large apartment complex, there exist a 3X

throughput improvement potential for an ISP deploying a solution that can bring the collision

rates down towards 10% (i.e. the collision rate observed in the single WLAN scenario).
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In addition to the total capacity loss, per-WLAN capacity fairness is considerably hampered

with increasing interference, as visible in Figure 5.6(d).LSA scenario, with its 50 WLANs,

has a Jain’s fairness index value [48] of 0.79, where an indexvalue of one indicates a perfectly-

balanced sharing (i.e., the single WLAN baseline scenario).

5.3 HeedNet Design and Algorithms

HeedNet aims to reduce the effect of destructive interference by scheduling the bulk traffic in

the downlink direction towards interfering APs. We start this section by outlining three most

relevant questions, answers of which shape the design of HeedNet. Then, we provide details

of the HeedNet design with its system components and algorithms. We finally evaluate the

algorithms on their performance.

How do we know which WLANs to schedule?Not all APs served by an ISP will interfere

with each other, and once they do, the level of interference would change from one AP to the

other. HeedNet incorporates a station-assisted interference assessment algorithm to determine

the subset of APs to be scheduled. The more WLANs HeedNet schedules together, the less

the amount each can be given for exclusive routing. For this reason, HeedNet tries to schedule

WLANs in as small interfering groups as possible without sacrificing interference reduction

gains significantly (§5.3.3).

What should be the scheduling interval for maximum benefit?The tradeoff between ex-

clusively serving an AP with a longer time-slot and introducing too much scheduling delay

for the rest of the APs is critical on HeedNet’s performance.HeedNet dynamically adjusts its

scheduling parameters based on its system performance measurements (§5.3.4).

In what order should the APs be scheduled?Due to the processing involved in forwarding

a packet from the ISP edge router to its destination AP, a non-trivial jitter exists in the time

interval after the scheduled packet is sent out from the ISP and before it is in the air. Therefore,

HeedNet needs to carefully manage the order in which the APs are scheduled, so that the

unwanted interference from back-to-back scheduled APs areminimized (§5.3.5).

5.3.1 HeedNet Components and Operation

We design HeedNet to be an efficient software agent that can run on any ISP edge router (IER).

Also, a small software utility complements the HeedNet agent, and makes an observer out of
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Figure 5.7: Overview of HeedNet Operation with Functional Units

the client it is installed onto. The functional units that constitute the HeedNet design and their

relationships are depicted in Figure 5.7.

In the IER, HeedNet agent intercepts the IP packets that are sent towards the APs (i.e.,

downlink) to see if the current scheduling policy applies for the particular packet type. If so,

the scheduling unit inspects the packet destination and uses theActive Scheduleto determine

whether the packet should immediately be released to the outgoing port or it should be stored

in the associated IP packet buffer until the scheduled time-slot for this WLAN becomes active.

HeedNet agent’s control loop is periodically invoked everyτp ms to re-assess the WLAN inter-

ference and construct an updated schedule for the WLANs served by this router. The control

loop uses the AP RSSI observations reported by a subset of thestations as its main ingredient.

Following our assumptions and the notation in the next subsection, we describe the details of

the algorithms to select the interfering WLANs and to determine the right scheduling parame-

ters.

5.3.2 Assumptions and Notation

We assume a network model where APs and stations are deployedin a high-density setting

and each station is associated with the access point in the same dwelling unit. The network

is composed of: (i) a set of APsai ∈ A, i = 1, . . . , N , and (ii) a set of stationssj ∈ S, j =

1, . . . ,M .

We also assume that a subset of the stations,sl ∈ Sl ⊆ S, l = 1, . . . ,M ′ ≤ M , provide

assistance to HeedNet by executing a small client software that records a list of observed APs
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Algorithm 1 pick interferers() [Interferer Selection]
—

Require: NormalizedRSSI(a, s) to [0, 1]

1: ℵ(Z) , {Cardinality of setZ}
2: Ak ← ∅ {To Be Scheduled}
3: Ae ← ∅ {To Be Excluded}
4: for each APai ∈ A do
5: r = R(i) = ℵl(RSSI(ai, sl) > 0)

6: Raug(i) = r.
∏

l,RSSI(ai,sl)>0

RSSI(ai, sl)

7: if Raug(i) < γth then
8: Ae ← Ak ∪ ai

9: else
10: Ak ← Ae ∪ ai

11: end if
12: end for
13: return Ak, Ae

and their average beacon signal strengths. These RSSI recordings are compiled and sent to

the HeedNet agent on the ISP edge router (IER) everyτs ms. The signaling cost of the client

monitoring utility is very low and the utility can be easily bundled with the software distribution

found in ISP welcome packages. The agent software on IER-side constructs and maintains a

matrix of RSSI values,RSSI(ai, sl), from these reports, wherelth column of the matrix has

information on all of the observed APs by the stationsl. The entries corresponding to the APs

that were not observed by a given station are populated with zero.

5.3.3 Selecting Potential Interferers

An ISP would maintain information on their subscriber addresses and circuit termination lo-

cations, however, we believe that this information is very course for determining a subset of

WLANs subject to interference management. Unnecessarily enlarging the set of APs to sched-

ule negatively affects the spatial re-use characteristic of the WLAN. Therefore, HeedNet uses

signal observations from participating clients to determine the WLANs that do not pose sig-

nificant potential threat of interference to all other WLANsand exclude them from further

scheduling. Specifically, the more and the stronger a given AP is reported by the observing sta-

tions, the higher the potential of interference due to this AP not being put on “to-be-scheduled”

list by HeedNet.

Selection process is given in Algorithm 1 and can be summarized as follows. We first
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Algorithm 2 pick interval() [Interval Selection]
—

Require: ∆, N ′, Y

1: δt = δts = min(∆, 25s)/N ′

2: stepSize = δts/5
3: for everyτp seconddo
4: repeat
5: wait(Y x τs) {till next observer updates come}
6: collDiff = E[collRatescur]− E[collRatesprev]
7: δt = δt − collDiff x stepSize {update schedule}
8: until collDiff < 0.05
9: end for

define an augmented rank operator to be used on the rows ofRSSI(ai, sl) after its entries are

normalized to[0, 1] interval. Augmented rank of a row,Raug, is obtained by multiplying the

rank of the row,R (i.e., the number of non-zero entries) with all of the non-zero elements of the

row. Thus,Raug(RSSI(ai, s)) ≡ Raug(i) is a scalar indicator of total potential interference

due to APai as seen by the observers, and it is always upper-bounded byM ′. Note that

the quality of this indicator in discriminating interfering APs is dependent on the number of

observing stations and their relative placements. Our algorithm eliminates those APsae ∈
Ae ⊂ A with Raug(e) < γth. All APs with Raug(e) below thisγth threshold are considered to

have insignificant potential for interference, and withdrawn from the list of APs to be scheduled,

which isak ∈ Ak ⊂ A, k = 1, . . . , N ′ ≤ N . We empirically determine that aγth value of

2 (i.e., an AP observed by two stations withmax RSSIor by more stations withless-than-max

RSSI) works fine for the network configurations we tested.

The scheduling scheme outlined in the following subsections operates only on the set of

APs in Ak. The interferer selection in Algorithm 1 is repeated everyτp seconds (i.e., refresh

period) to capture the possible changes in the WLAN deployment. Section 5.3.6 outlines the

evaluation of the performance of this algorithm.

5.3.4 Determining Schedule Intervals

HeedNet allocates an equal time-slot of durationδt ms to each of the scheduled APs inAk.

Therefore, IER routes IP packets exclusively toak ∈ Ak for a maximum ofδt ms before

moving onto the next AP inAk. If all of its awaiting IP packets are sent toak in less thenδt

ms, HeedNet immediately continues with the next AP on the scheduling list. Determining the
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appropriateδt value is critical to HeedNet’s performance, therefore, we use a low-duty-cycle

feedback-loop driven algorithm to tune this value.

The algorithm to determineδt exploits the beacon packets broadcast by the APs. For every

Y th RSSI observation report, HeedNet client utility will piggyback the number of successfully

received beaconsBs, and the number of missed beaconsBm from its own AP, tallied since the

last piggybacked report. IfY is selected large enough, the ratio ofBm/(Bm + Bs) provides

a reasonable and very low-cost estimate of collision rate, as observed by this station. These

collision estimates are then averaged across all observersby the HeedNet agent and used as the

search feedback parameter to assess current selection ofδt value.

The interval selection algorithm requires a configuration-time parameter∆, representing

the maximum scheduling tolerance of the network. This parameter allows HeedNet to deter-

mineδt such that wheneverN ′ APs are to be scheduled, the time interval between two rounds

of service to a given AP never exceeds∆, implying δt < ∆/N ′. Although not all IP traffic

flowing towards APs are scheduled by HeedNet, for the scheduled part, ISPs can still place an

upper-bound on the maximum amount of time an AP is left unserved by specifying∆ appropri-

ately. The local search, as given in Algorithm 2, navigates within this (0,∆/N ′) search-space,

starting at the pointδt = δts. After experimenting with different values, we found that aδts

value ofmin(∆, 25s)/N ′ provides a good start-up for various network topologies, shortening

the search iterations as opposed to a random starting point.After average collision estimates

become available forδt = δts initial value, we start a gradient descent search [62] to finda local

minimum of the observed collision rate. Each step of the search requires HeedNet to operate

with the newδt value until observing stations piggyback their current collision estimates (i.e.,

everyY th report). Algorithm stops if no more than 5% change in collision rate could be ob-

served, and restarts fromδts for everyτp refresh period. We explain validation of the algorithm

in Section 5.3.6.

5.3.5 Ordering APs for Scheduling

The time delay between when an IP packet is placed on the head of the hardware queue of an

IER outgoing port and when the last bit of the last IEEE 802.11frame for this IP packet is

transmitted on air towards the destination station varies alot depending on many factors. These

include wired network delays, router processing delays, and medium access delays. There-

fore, serializing wired transmissions out of IER withδt-long time-slots does not guarantee
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Algorithm 3 order APs() [Finding AP Scheduling Order]
—

Require: RSSI(a, s), α

1: for eachsl ∈ Sl do
2: for ∀ap, aq ∈ Ak do
3: if Rp > 0 andRq > 0 then
4: Dl(p, q) = |Rp −Rq|
5: else ifeitherRp = 0 or Rq = 0 then
6: Dl(p, q) = 0
7: else
8: Dl(p, q) = ∅
9: end if

10: end for
11: end for
12: D = El[Dl]
13: for eachap ∈ Ak do
14: D(ap−1, ap) = D(ap−2, ap) = 0
15: for i = 1 : N ′ do
16: j = argmaxj [αD(aj , ap+i−1) + (1− α)D(aj , ap+i−2)]
17: ap+i ← aj

18: end for
19: Qp = {ap, ap+1, . . . , ap+N ′

−1}
20: end for
21: pmax = argmaxp[distanceTraveled(Qp)]
22: return Qpmax

non-overlapping wireless transmissions from the scheduled APs. In order to minimize the in-

terference due to these out-of-schedule transmissions, HeedNet opportunistically orders APs

on the scheduling list based on their interference potential to each other.

Construction of the scheduling list is carried out via a search heuristic. The search process

is effective but not necessarily always optimum, and is shown in Algorithm 3. HeedNet agent

on IER first calculates a signal space distance matrixDl for each of the reporting stationssl.

Elements of thisN ′xN ′ symmetric matrix are absolute RSSI differentials for AP pairs ap and

aq as observed bysl. Specifically forRSSI(ap, sl) ≡ Rp, andRSSI(aq, sl) ≡ Rq, the

distance matrix element atpth row andqth column is calculated as

Dl(p, q) =



















|Rp −Rq| if both Rp > 0 andRq > 0

0 if either Rp = 0 or Rq = 0

∅ if both Rp = 0 andRq = 0

and∅ elements are not used in further calculations. HeedNet thenaveragesM ′ of theseDl
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matrices, asD = E[Dl]. Thus,D holds the average signal space distances between all ob-

served AP pairs. HeedNet agent usesD to extract the sequence of APs, starting withap and

maximizing the inter-AP signal-space distance at each step

Qp = {ap, ap+1, . . . , ap+N ′−1}

EachQp sequence orders allN ′ APs. The objective is to schedule the most contrasting APs

signal-strength wise back-to-back, in order to alleviate the effect of out-of-schedule transmis-

sions. Depending on the schedule time-slotδt, transmissions may even spill-over more than

one time-slot. For this reason, HeedNet uses a composite distance discriminant at each step,

factoring in both the distance to the previous AP as well as the AP before the previous. There-

fore, an APaj is selected as the(p+ i)th AP of Qp so that,j = argmaxj [ α D(aj , ap+i−1)+(1−

α) D(aj , ap+i−2) ], where initial distances are assumed to beD(ap−1, ap) = D(ap−2, ap) = 0.

The history constant0 ≤ α ≤ 1 determines the significance of the spill-overs in the decision

process. Once all suchQp sequences are calculated, one for each of theN ′ APs in Ak as

starter, HeedNet picks the sequence that travels the maximum cumulative distance in terms of

the signal-strength and adopts this as the current scheduling order of the APs.

5.3.6 Evaluation of Algorithms

Before proceeding with the presentation of the overall HeedNet system performance in recov-

ering the performance loss in high-density deployments, weevaluate the algorithms outlined

in the design section. Specifically, we ensure that the algorithms for determining the right

scheduling time-slot, and finding the scheduling order, perform well according to their defini-

tion.

Evaluation of thepick interval() algorithm uses the LSA scenario described in Section 5.2.2.

First, we conduct simulation experiments with HeedNet scheduling enabled for the LSA sce-

nario, using a number of predetermined timeslot values (δt) selected from[0, 500ms] interval.

Measured collision rates for theseδt values are plotted in Figure 5.8(a) and exhibit a parabolic

behavior. In the same figure, we also show collision rates forthe single WLAN baseline sce-

nario (lower dotted-line) and for the LSA scenario with no HeedNet scheduling (upper dotted-

line). Then, experiment is repeated one more time with thepick interval() algorithm enabled,

in order to see if the algorithm actually settles on to a desired value in the timeslot search space.

With the algorithm parameters given in Figure 5.8(b), we observed convergence to aδt value
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Figure 5.8: Evaluation ofpick interval()

of 161ms in 49s with 9 iterations. From Figure 5.8(a), we verify that thisδt value falls in the

desired-range of the timeslot values that reduce the observed average collision rate close to

those of the single WLAN scenario. We have also tested the MSAscenario and found similar

collision rate behavior and observed similar performance from the algorithm.

In order to evaluate our AP ordering scheme given in theorder APs() algorithm, we use

the LSA scenario and its 50 interfering APs to construct two different AP sequence datasets:

random sequenceandbest sequence. Both datasets have 50 different sequences in them, and

each sequence starts with a distinct AP from the list of to-be-scheduled APs. In the sequences

of therandom sequencedataset, the 49 APs to follow the first one are selected randomly. In the

best sequencedataset, the sequence to follow the first one is obtained using theorder APs()

algorithm, as described in Section 5.3.5. History constant, α, is used as 0.8. Creation of

these two datasets are illustrated in Figure 5.9(a). We thenrun one simulation experiment

per sequence, thus 50 per dataset, and report our collision rate findings in Figure 5.9(b) for

each dataset. The boxplot in the figure illustrates sample minimum/maximum (the handles),

lower/upper quartiles (the box), and the sample median (theline in the box). We observe that

HeedNet’s median collision rate reduces a further 5%, when APs are scheduled according to

theorder APs() algorithm, compared to a random selection of APs. Also, deviations from the
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Figure 5.9: Evaluation oforder APs()

mean are less significant (i.e., more consistent performance and less dependence on a particular

AP to start the sequence) when APs are ordered by HeedNet’sorder APs() algorithm. The

straight line in the figure indicates the average collision rate observed from the experiments

with the single WLAN baseline scenario.

5.4 Performance Evaluation

In this section, we evaluate the performance of a HeedNet adopting network by answering

the most relevant questions in the following subsections and by providing experimental data

to support the answers. In particular, we are interested in whether HeedNet can substantially

recover the lost throughput in high-density deployments, and how fairness and delay behaves

while HeedNet tries to recover the lost throughput.

For the evaluations in this section, we have re-used the MSA and LSA scenarios described

in Section 5.2.2. We have integrated the HeedNet implementation into the QualNet simulator

as a software module, residing in the Network Layer (IP) processing chain. Unless otherwise

noted, two-minute experiments are repeated at least ten times with different seeds and average

values are reported together with 95-percentiles. For all experiments, we assume that the inter-

ferer selection algorithm in Section 5.3.3 is already run and the list of APs to schedule include

all 7 and 50 APs in MSA and LSA scenarios, respectively.
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Figure 5.10: HeedNet’s Performance on High-Density Residential WLAN Interference Man-
agement. Errorbars indicate 95-percentiles of the resultsets.

5.4.1 Recovering Lost Performance

We have demonstrated significant performance loss for a high-density WLAN deployment in

Section 5.2.4. For the same two scenarios, we have run experiments with HeedNet deployed

and summarize the results in Figure 5.10.

From Figure 5.10(a), we observe that HeedNet successfully brings the collision rates down,

very close to the levels of a single WLAN baseline case. For MSA scenario, half of the col-

lisions were avoided, and for the LSA scenario, three quarters of the collisions were avoided

by using HeedNet. This reduction recovers the lost system capacity substantially, shown in

Figure 5.10(b) by the total number of bytes served from the ISP to the wireless clients. Specif-

ically, with HeedNet, the system throughput increases up to1.3 and 2.2 times of the legacy

system for MSA and LSA scenarios, respectively. This increase corresponds to 71% of the loss

being recovered for the MSA scenario, when compared to the single WLAN capacity baseline

reported in Section 5.2.4. We attribute the remaining 29% non-recovered capacity to imperfect
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Figure 5.11: HeedNet Under Microscope: Behavior of a TCP flowin Legacy (top) and HeedNet
(bottom) system.

serialization of frame transmissions out of APs due to ISP-to-AP and AP-to-air delay jitter, as

well as the overheads incurred in heuristics used to find scheduling order and slot duration.

We also take a closer look at how individual TCP flows change their behavior under Heed-

Net. For this purpose, in Figure 5.11, we plot TCP data and ACKsegment exchanges between

a randomly selected station in the LSA scenario and the Internet server it receives the content

from. Top plot in the figure is from the legacy network, whereas the bottom plot is observed

when HeedNet is enabled. Within each plot, black bars (top portion) are drawn per data seg-

ment in the downlink direction and gray bars (bottom portion) are drawn per ACK in the uplink

direction. The numbers in figure legend show the total numberof exchanged segments, and

agree with the system capacity gains described above. We observe that without HeedNet, there

is an inconsistent rate of flow with starving periods up to several seconds. Thinner black bars in

the bottom plot indicates that HeedNet scheduling regulates data flow much more consistently,

and allows higher-volume periodic bursts, resulting in a larger amount of data exchange. We

have observed similar behavior with other randomly selected source-destination pairs.

5.4.2 Effects on Fairness

We have analyzed the simulation experiment traces to see if HeedNet scheduling degraded

fairness that was provided to each WLAN in terms of the numberof bytes served to each

subscriber. With HeedNet, the ISP performed better in providing fairness to its WLANs, as

illustrated in Figure 5.10(c). For both scenarios, HeedNetallows the system to distribute to

each AP very close to a perfectly fair share, indicated by a Jain’s Fairness Index value of 1.
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5.4.3 Delay Behavior with HeedNet

HeedNet improves system capacity by doing selective buffering at ISP, therefore, it is vital to

check if delay characteristics of data flows are negatively affected. We analyzed the inter-packet

gaps for the TCP data segments, as they arrive at the stationsof the LSA scenario, and plotted

CDF for the delay in Figure 5.12. Although there is no scheduling for the legacy network,

the median time between two data segments are much larger (i.e., 10.19ms) compared to the

HeedNet enabled network (i.e., 0.78ms). Only the segments at scheduling boundaries have

larger delay in HeedNet, which is dependent on the scheduling timeslot and the number of APs

in the scheduling list.

We also inspect the distribution of delay to complete transmission of various size files with

and without HeedNet. Files in 10, 20, 50, and 100 KBytes sizesare transmitted back-to-

back from Internet servers to the clients as we record completion times. The statistics from

the experiments on the LSA scenario are given in Figure 5.13.We observe that file transfers

with HeedNet take about one-half of what legacy network can do, independent of the file size

chosen. Also, HeedNet reduces the variation of the transfertime (i.e., standard deviation).

From CDF plots for different file sizes, the effect of the HeedNet scheduling time slot and

the number of APs to schedule can be seen at around 5 seconds, for file sizes larger than 20

KBytes. Nonetheless, the legacy network exhibits heavier distribution tails for those file sizes,

making HeedNet still a better alternative for high-densitydeployments. The total number of

files completed in experiments for each case are given in CDF plot legends, which agree with

earlier system capacity improvement figures.
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5.4.4 Buffering Requirements

We have evaluated HeedNet in terms of the buffer space requirements for the IER, to be able

to store IP packets temporarily during scheduling. For our LSA scenario, we have probed

the occupancy of the network layer buffer of in our QualNet simulator implementation, and

observed it during a minute of the simulation. We observe, from Figure 5.14, that even for a

network with 50 interfering APs and saturated traffic, HeedNet’s maximum buffer occupancy

never exceeds 250KBytes, a RAM space of which is practicallyavailable in almost all of telco-

grade routers today. We also found out that the average buffer space occupancy is around

25KBytes for the scenario tested.

5.5 Implementation and Deployment

We have demonstrated the viability ofHeedNet for recovering interference-related perfor-

mance losses with the experiments reported in the previous section. For exploringHeedNet’s

performance on a real deployment, we have extended the ORBITwireless testbed [22], and
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Figure 5.14: Buffering requirement on IER

implementedHeedNet on the testbed using a programmable router, typical AP devices and

applications seen on today’s residential network clients.

5.5.1 Testbed and Design

Our testbed uses the ORBIT outdoor grid infrastructure and utilizes five IEEE 802.11g con-

sumer APs and ten wireless clients (i.e., two for each AP), all served by a programmable Click

router [63] for the Internet access. The APs are connected tothe router via their 100BaseT

Ethernet ports and operate on a quiet channel of 2.4GHz ISM Band. The testbed is located

in Rutgers University WINLAB facility, an indoor office space of approximately 10,000 sq.

feet. The placement of the nodes on the floorplan and the device specifications are given in

Figure 5.15.

We have emulated the ISP edge router by a general purpose rack-server with multiple 1

Gbps Ethernet ports. The server is installed with Ubuntu Linux version 9.10 and Click modular

router software version 1.7.0rc. As shown in Figure 5.16, the router is connected to the Internet

on one port and to the LAN switch, with all of the APs, on another port. These two ports are

exclusively managed by the Click kernel module and the packets to and from these ports are

not handed up to the Linux networking stack. HeedNet is implemented as a Click script that

maintain one queue per-destination AP. The scriptpaints incoming packets from the Internet

interface, based on the destination AP and source port (i.e.application). Painting is Click’s

internal tagging feature, which is used by HeedNet to allow certain APs and applications to

bypass scheduling, as well as to implement the right AP-to-queue mapping. The applications to

bypass scheduling are read fromconfigure-time parametersfile. The APs to bypass scheduling

are read fromrun-time parameterslist, updated by the interferer selection algorithm described
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in Section 5.3.3. Packets marked withto-be-scheduledcolors are filled into respective queues

according to their destination APs. Each queue is set-up to hold a maximum of 200 MTU-size

IP packets, based on the buffer-size observation made in Section 5.4.4. An efficient timer-

driven switch selects to serve only one queue at a time, and moves onto the next one after a

timeslot amount of time. The timeslotδt and the order in which the queues are served are

read fromrun-time parameterslist, updated by the algorithms described in Sections 5.3.4and

5.3.5. The output of the timer-driven switch feeds the packets directly onto the outgoing path

of the interface on the local network. In the uplink direction, from local network to the Internet,

packets are routed directly with no painting or extra queuing involved.

The clients are ORBIT testbed’s compact PC nodes installed with Ubuntu Linux version

9.04. Due to the placement of APs and clients in the testbed, interfering signal strength is at

considerable levels at all APs, thus the client agent software is inactive and we assume all APs
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should be scheduled at all times. The AP devices are arbitrarily selected from popular consumer

devices available in the market. There are no changes in the hardware or the software of the

APs and they are used with the default settings except for SSID and channel.

5.5.2 Scenarios Tested and Results

We use a very popular and communication-intensive application for testing HeedNet on our

testbed:YouTubestreaming. Having ranked third most visited website in the world with two

billion views per day, we believe YouTube represents today’s residential WLAN workload

the best [64]. Originally, YouTube streamed clips encoded in Flash Video format with an

average rate of 200Kbps, whereas today, users can receive a variety of quality levels, including

1080p HD videos with an average rate over 3500Kbps [65]. Whencombined with aggressive

buffering for a smooth playout buffer, not more than a few users are capable of saturating a

residential WLAN deployment with YouTube streaming. We arealso interested in exploring

how performance of VoIP communications is affected on a HeedNet deployed WLAN with

multiple clients streaming YouTube video clips.
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Figure 5.17: Results from the scenarios tested on the ORBIT testbed.

In our tests, all clients fire-up their browsers with the start of the experiment, and try to

watch the video clip of theState of the Union Address 2010at 720p encoding with an average

encoding rate of 2000Kbps. We observe that YouTube’s Adobe Flash-based player application

would try buffering well beyond average video rate to maintain a sufficiently-filled playout

buffer, whenever necessary. For the first scenario we tested, we observe cumulative system

throughput for a period of 10 minutes and report averages with legacy and HeedNet enabled

configurations. For the second scenario, we initiate a UDP-based G.711 VoIP call between one

of the wireless clients and an external client on the Internet, while the same YouTube streaming

session is taking place on all clients. The VoIP traffic is notsubject to scheduling by HeedNet,

and we report on how subjective mean opinion score (MOS) for the call audio quality changes

between legacy and HeedNet enabled tests. The results are summarized in Figure 5.17.
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We have repeated tests with both scenarios ten times and calculated the average and stan-

dard deviation before reporting. Figure 5.17(a) depicts the throughput vs. time behavior from

one of the runs of the first scenario, with and without HeedNet. In the plot, cumulative sys-

tem throughput measurements are averaged for every 12sec for the first 10 min period of the

experiment. Communication demands from the clients are observed to be very dynamic due to

YouTube’s buffering behavior and HeedNet increases the amount of system capacity available

to address this demand of streaming clients, from a maximum of 14.5 Mbits/s to a maximum of

21 Mbits/s at certain intervals. The average capacity improvement, as shown with the left-side

bars on Figure 5.17(b), is on the order of 68%. The capacity improvements are similar for the

second scenario, when VoIP call was added, as throughput demand for the VoIP session is quite

small and around 64Kbits/s. However, due to reduced-collision rates with the use of HeedNet,

the VoIP call quality significantly improves when HeedNet isenabled. From Figure 5.17(c),

we observe that mostfair grade calls get upgraded togoodgrade, when HeedNet is used for

the rest of the high-volume streaming traffic.

5.6 Discussion and Limitations

In this section, we discuss some of the factors that might potentially limit utility of HeedNet

and point towards possible solutions and future work neededto address those shortcomings.

Heterogeneity of the residential deployment environment would be one factor that could

reduce the gains that HeedNet can harvest. For example, a setof interfering APs being served

by more than one ISP requires will for cooperation and explicit mechanisms for coordination

on those ISPs’ side. Such cooperation is mutually beneficial, and if agreed upon by the ISPs,

an extended version of HeedNet can be designed and deployed for multiple ISPs with the help

of interfering AP-list message exchanges and scheduling space partitioning in time domain.

In fact, this is an area we are planning to work on in the future. Heterogeneity within the

management domain of a single ISP, i.e., interfering APs served by multiple edge routers of

the same ISP, is a much easier problem to solve. Low-delay fast backbone links between

edge routers can allow a single HeedNet agent to span across multiple IERs with the help

of inter-router message exchanges. Finally, some APs may never be managed by HeedNet

due to a variety of reasons, like some ISPs unwilling to cooperate, or an enterprise AP in the

same environment etc. For those cases, HeedNet can still improve the system performance



62

to a certain extent, dictated by the ratio of such unmanaged APs to the APs under HeedNet

management.

Another factor to consider for HeedNet’s success would be the amount of participation from

the clients of the ISP. HeedNet relies on its client agent software for selecting the right set of

interfering APs and the appropriate scheduling timeslot. Although not all clients are required

to participate, too low of an adoption would cause suboptimal scheduling to be enforced on

APs. Our preliminary tests indicate that HeedNet scheduling parameters change only by a

small amount when participation from clients are forced to drop from 100% to 50%, and by a

considerable amount when the participation falls below 25%. Nonetheless, many subscribers

use ISP provided software install kits for the ease of initial set-up and HeedNet can easily be

bundled with those software kits. Also, subscribers are usually open to opt in for later add-ons

as long as they are free and made to improve their Internet experience.

Determining which protocols and applications should be scheduled by HeedNet would also

need careful consideration. Delay intolerant applications that do not contribute to the overall

traffic volume, such as VoIP calls or DNS queries, should be always allowed to bypass HeedNet

scheduling. HTTP/FTP downloads, non-interactive video streaming, and torrent downloads

are good candidates for HeedNet scheduling as they constitute the bulk of the traffic on the

ISP network. Beyond static, and port based application identification, HeedNet needs to be

augmented with stateful packet inspection type classifiersto be used correctly on proxy-based

bulk traffic as well as for other types of new usage models thatconsume a lot of bandwidth. We

have been experimenting with a HeedNet prototype that can bypass TCP control traffic (i.e.,

for handshaking) and observed that occasional TCP connection establishment timeouts could

be prevented with this kind of a content-aware policy decision.
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Chapter 6

Conclusions

6.1 Conclusion

Ever growing deployment of residential WLANs have resultedin very high levels of co-channel

interference in dense settings like apartment buildings. The extent of performance degradation

due to such uncontrolled interference has not been studied thoroughly. In this thesis, we have

presented a systematic analysis of the effect of inter-cellinterference in such unplanned, high

density WLANs through detailed experiments and simulations. Our work complements previ-

ous real-world measurements through experimentation withhundreds of IEEE 802.11 enabled

nodes in repeatable settings with controlled interference. Thus, it allows in-depth analysis

through simulations and repeatable experiments, with precisely known configurations. The

insights we have presented on the relation between the number of APs and the interference-

driven collision enhances the existing IEEE 802.11 based performance models and allow for

performance modeling for high density WLAN deployments. Wethen have proposed two alter-

native solutions that can recover most of the losses demonstrated in this thesis. The following

paragraphs explain these contributions in more detail.

We have analyzed high-density Wi-Fi system performance using a realistic TCP dominated

workload in unplanned multi-cell WLANs by conducting experiments on ORBIT testbed [22]

as well as QualNet simulator [23]. Results show that a single-cell network remains remarkably

robust even with 125+ clients; the collision rate remains low. We have also shown that, in an

unplanned multi-cell network, however, the collision rateincreases significantly.

Attributed to to TCP flow control, the number of backlogged stations equals twice the num-

ber of active access points, meaning that network efficiencyis determined bythe number of

interfering access points, not the number of clients. In addition, we have shown that TCP can

not regulate the flows in the IEEE 802.11 network for optimal system operating point (i.e. max.
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throughput) across different contention window settings.Even with Wireless Multimedia Ex-

tensions based on the IEEE 802.11e standard [24], VoIP userscould still experience substantial

performance degradation in unplanned deployments. This deterioration starts to occur even

when the number of interfering APs isrelatively small(three). Video streaming in the network

makes the system performance worse for VoIP users.

As our first solution, we have proposedWiPhi as a practical distributed interference mit-

igation technique.WiPhi is a contention window adaptation method based on the numberof

active access points, not the number of clients in the network. We have shown thatWiPhi

could recover the lost throughput by its effective MAC layercontention window adaptation

approach. We have also shown that an additional 20% gain would be possible with collision-

resilient rate adaptation.

We have then designed realistic residential high-density WLAN scenarios for performance

evaluations with medium and large-sized apartment buildings, based on recent metro-area

apartment surveys. We have introducedHeedNet as an alternative to high-density residential

interference management.HeedNet provides ISPs with a powerful and easy-to-deploy inter-

ference management tool that is effective in recovering lost system capacity due to the increas-

ing number of APs operating and interfering on the limited number of available WLAN chan-

nels. Bulk traffic towards the interfering APs is scheduled by HeedNet, giving more exclusive

and deterministic access to channel for each AP, reducing the amount of collisions due to over-

lapping frame transmissions.HeedNet algorithms could be deployed on ISP edge routers,

with no changes required on the APs at subscriber premises orthe IEEE 802.11 MAC protocol

itself. HeedNet design aimed efficiency with simple algorithms consideringdeployment fea-

sibility. Our simulation experiments on these scenarios have revealed that use ofHeedNet can

improve system capacity up to 2.2X, while giving a more fair share of capacity to each WLAN

subscriber. We further have implementedHeedNet on actual devices and deployed a testbed

to validate our findings from the simulations. Our findings proved that gains observed from the

use ofHeedNet are practical and deployment ofHeedNet by ISPs is feasible. We have also

found out thatHeedNet is beneficial in improving performance of non-scheduled traffic, such

as VoIP, due to the reduced collision-rate environment it provides.
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