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ABSTRACT OF THE DISSERTATION

Building Information-Theoretic Confidentiality

and Traffic Privacy into Wireless Networks

by Suhas Mathur

Dissertation Directors: Professor Wade Trappe and

Professor Narayan B. Mandayam

This dissertation studies how information-theoretically secure mechanisms for

confidentiality and data-traffic privacy can be incorporated into existing and

emerging wireless systems.

The dissertation consists of three parts. In the first two parts, we study how

certain properties of wireless channels can be employed to enhance confidentiality

services that have traditionally been the responsibility of higher layers. We first

explore the use of the wireless medium for the extraction of secret keys at the two

ends of a wireless link, wherein the transceivers at either end are separated by a

rich multipath scattering environment. We build a low complexity algorithm that

allows two wireless devices to extract a common sequence of random secret bits,

by repeatedly probing and estimating a time-varying channel between themselves.

Further, we report on an implementation and evaluation of our algorithm on a

modified 802.11a system.
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Next, we study the problem of securely pairing wireless devices in proximity

of one another by establishing a shared secret key using a public source of RF

transmissions. We employ measurement data to characterize the rate at which

bits can be extracted and explore the simultaneous use of multiple transmitters

to increase rate. Finally, we study the case when the public transmitter itself is

under the arbitrary control of an adversary and we demonstrate a method that

can allow successful key-extraction even with such an active adversary.

In the final part of this dissertation, we introduce the problem of an unin-

tended information-leakage channel in data traffic consisting of varying packet

sizes. Packet sizes convey semantic information that can be related to their con-

tent, which can be used as a fingerprint for classification. We formally study

the packet-size side channel and explore obfuscation approaches to prevent infor-

mation leakage, while considering padded dummy traffic and delay as bounded

resources. We show that randomized algorithms for obfuscation can be studied as

well known information-theoretic constructs, such as discrete channels with and

without memory, and often lead to efficiently solvable constrained optimization

problems.
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Chapter 1

Introduction

1.1 Security challenges in wireless networks

The broad security challenges in existing wireless systems of today, and emerging

wireless networks, can be categorized as those of (i) confidentiality, (ii) authen-

tication and (iii) privacy. The wireless medium is markedly different from wired

networks in each of these three respects. The fact that securing wireless networks

is particular hard compared to their wired counterparts is evidenced by the fact

that although mechanisms are in place to address each of these challenges, new

and innovative attacks on these mechanisms are constantly reported [4, 5], forcing

security engineers to constantly produce more effective measures, and adminis-

trators to constantly upgrade their systems. Perhaps the most important reason

contributing to this challenge is that fact that while wired communications limits

all data to cables, the wireless medium is inherently a broadcast medium, implying

that data transmitted by a terminal A intended for a terminal B, is easily avail-

able to unintended terminals. Coupled with this is the fact that wireless systems

are relatively new compared to wired networks and over the course of evolution

of wired networks, security designs have been perfected for wired networks. The

designs do not carry over smoothly to wireless networks. In fact, the broadcast

nature of wireless affects all the three aspects enumerated above. While physically

limiting data bits to a cable travelling between a source terminal to a destina-

tion terminal may be considered to be secure in some sense, broadcasting data

definitely requires strong guarantees on confidentiality. That is, it is necessary to
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ensure that unintended recipients of the data being broadcasted cannot decipher

the intended messages. In today’s wireless systems, this problem has been ad-

dressed by encrypting the data. Of course, this requires terminals to subscribe to

a key distribution system, either based on public keys, or symmetric keys, and key

distribution can often be a non-trivial problem in itself. Similarly, the broadcast

nature of the medium also makes it necessary to have in place a mechanism to

allow the recipient of data to be able to make sure that claimed sender of the

data is in fact the true sender. This is the problem of authentication. Breaches

in authentication would allow one wireless device to spoof another device, or one

device to assume the identity of multiple devices. Finally, privacy is a problem

in ways than one - the mere presence of a transmission might reveal the physical

presence of a transmitter and it might be possible to assign an identity to the

transmitter through a number of possible means using identifiers or peculiarities

identifiable in the transmitted wireless signal [6, 7, 8]. This leads to a location

privacy problem [9]. Another problem, quite distinct from the problem if identity

is that even after encrypting data for the purpose of providing confidentiality, the

semantics of data transmission often reveal some information about the contents

of the data. For example, a particular timing pattern of packet transmissions

may be associated with web browsing traffic, and might be sufficiently distinct

from the traffic pattern generated by a VoIP call [10, 11] to allow automated ma-

chine classification. We will refer to this as the semantic privacy problem. In this

thesis, we will study the problems of providing confidentiality and traffic privacy

through the lens of information theory. We will then build upon our study and

design algorithms and protocols that can allow our findings to be incorporated

into real systems. We begin, below, by first reviewing the dominant notion of

secrecy today, namely computational secrecy, and then introducing the stronger

notion of information-theoretic, or unconditional secrecy.
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1.2 Two notions of secrecy

The vast majority of security mechanisms in use in communication systems and

networks today rely on a notion of security that implicitly assumes that the ad-

versary is computationally bounded. That is, the ability of the system to resist

attack depends critically on the validity of the fact that the adversary does not

possess unlimited computing power. The main reason behind this assumption is

that the field of modern cryptography has largely evolved centered around prob-

lems of mathematical intractability. The hardness of performing certain types of

computations form the basis of such cryptographic mechanisms, for e.g. factoring

the product of two large prime numbers which is employed as the basis in the

popular RSA public key cryptography algorithm or finding the discrete logarithm

of a number within a cyclic group, which forms the basis of the Diffie Hellman key

exchange protocol. What would happen if someone were to discover a mechanism

to solve these mathematical problems efficiently? Apart from the fact that this

would be a tremendous leap in progress in the fields of mathematics and com-

puter science, unlocking a massive set of problems of practical significance that

are considered to be hard1, this information would be so valuable by virtue of

the fact that it would defeat existing cryptographic mechanisms, that it would

probably be keep secret itself [12].

Fortunately, there is a more fundamental notion of secrecy, known as informa-

tion theoretic secrecy, wherein no assumptions about the computational ability of

the adversary need be made. Secrecy is achieved in this model by guaranteeing

that the information to be kept secret cannot be arrived at by the adversary no

matter what her computational ability. Shannon formalized this notion of secrecy

in his seminal paper [13] using the measure of entropy H(·). The entropy H(X)

1A number of problems in computing that fall in the class of ’hard’ problems have the char-
acteristic that they can be expressed in terms of another problem in the same class. Therefore
if an efficient solution to one were to be known, then all the problems in the class would become
solvable by a straightforward adaptation of this solution.
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of a random variable X represents the uncertainty about the value of X. There

is am implicit notion of an observer in the previous statement. If the observer is

the adversary, then H(X) is a measure of the average number of bits that the ad-

versary does not know about X if she does not know anything about X. Suppose

the adversary learns a related quantity Y that conveys some information about

X but doesn’t give away X completely (for e.g. X might be a random integer

between 1 and 10 and Y = X mod 2). The uncertainty of the adversary about

X is then reduced to a smaller quantity H(X|Y ), the conditional entropy of X

given Y . The reduction in the entropy of X, namely H(X)−H(X|Y ) , I(X; Y )

is called the mutual information and represents how much information Y reveals

about X. The field of information theoretic security is built around the idea that

if we can create a system in which the sum total of the observations of the adver-

sary Y reveal statistically nothing, about the secret X, i.e. H(X|Y ) = H(X) or

equivalently, I(X; Y ) = 0, then we have perfect secrecy, irrespective of the what

level of computing power is available to the adversary. It is important to note

that this is a significantly stronger notion of secrecy because it does not make any

assumptions about the adversary’s computing ability. For this reason, it is also

called unconditional secrecy.

Research in information theoretic secrecy has, with one notable exception,

been relegated to theoretical advances, largely because physical systems that

might provide the strong notion above do not seem to be commonplace. The

exception is quantum cryptography, which relies on a central principle of qua-

tum mechanics, namely that the act of measuring a quantum system (such as a

single photon), disturbs the system. Quantum cryptography is actually a tech-

nique to allow parties separated by a distance to share a common (symmetric)

key. The key itself can then be used as an input to any cryptographic algorithm

(which relies on computational secrecy) or as a one-time pad [14] which retains

the unconditional secrecy at the cost of having a fresh secret bit for every single
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data bit transmitted. The crucial property above that quantum key distribu-

tion (QKD) relies upon, allows the system to detect whenever an eavesdropper

is making observations on the quantum particles. Still quantum cryptography is

cumbersome, because it requires the controlled transmission of single photons, and

large expensive installations. Existing commercial ventures are aimed primarily

at governments and large corporations with stringent security requirements.

1.3 Key distribution using reciprocal wireless channels

It is intriguing therefore, that simple wireless channels should possess properties

that suggest that it might be possible to build an unconditionally secure key

distribution system using the wireless medium, without the need for any expensive

specialized equipment. One of the goals of the research outlined in this thesis is

to explore whether this is indeed possible, and to study the aspects of wireless

channels that can make this possible, if at all. Like quantum key distribution,

the possibility of unconditionally secure key agreement using wireless channels

is also based on fundamental principles of physics, albeit, very different from

those relied upon in QKD. The foundation of unconditionally secure secret key

distribution using wireless channels is that when a sufficient number of scaterrers

are present between are transmitter and receiver, the transmitted signal travels

over a large number of separate paths, bouncing off reflectors, before reaching the

receiver. The multiple paths add up at the receiver to produce a signal that is a

randomly distorted version of the transmit signal. The nature of the distortion

is a function of all the scaterrers encountered by the signal whilst travelling from

the transmitter to the receiver. The distortion is random, and most often, time

varying, because the precise locations of the scaterrers and their movements are

not known apriori. This provides users with a source of ’natural’ randomness

- they only need to estimate the channel in between themselves to sample this
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source of randomness. Indeed, if wireless channels could be tapped to provide

unconditionally secure secret keys, this would be very valuable to communications

security because it would mean that terminals, fixed or mobile, would be able to

form secure links with one another on the fly, without requiring any specialized

hardware beyond what is already present in most wireless systems for channel

estimation. In this thesis, we will explore how this can be achieved, what types

of algorithms and protocols are necessary to build a system that can exploit the

above-stated properties of wireless channels, and what are the limitations of this

method.

1.4 Key distribution using public sources

A second goal of this thesis is to study a problem that combines the notions

of confidentiality and authentication in a scenario that is becoming increasingly

common: secure communication between wireless devices that are in proximity of

one another. When two wireless devices that have never interacted before wish

to form a secure link, the exchange of information for generation of shared keys

is a very tricky problem. The lack of a common secret key to begin with, implies

that neither device can be sure that it is really forming a secure link with the

intended device. In other words, a man-in-the middle attack is easy. We should

point out here that the misguided belief that low power communications are good

for protecting against eavedroppers that are ’out of hearing range’ is a common

and potentially disastrous security design policy. For e.g. many users believe that

Bluetooth is a short range radio communication protocol and therefore provides

confidentiality with respect to potential eavesdroppers that are out of range. In

reality, the range of communication for a wireless link is not purely a function of

the transmitter, but also the receiver. In particular, it has been shown that by

using simple home-improvised directional antennas on the receiver, it is possible
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to vastly increase the range of Wifi and Bluetooth links [15]. To solve the problem

of securely paring two wireless devices, we consider the use of public sources of

airwaves, that are almost ubiquitously available, such as televisions signals, bea-

cons broadcast by cellular base stations and even public FM radio transmissions.

We postulate that transmissions from these sources can serve as public sources

of randomness - simply by virtue of the transmissions from a public source, it is

possible to estimate the channel between the public source and a passive receiver.

When two receivers are in physical proximity of one another, then the principles

of electromagnetic wave propagation suggest that the channels estimated by these

devices should be highly correlated, at least in theory. To be precise, theoretical

models for propagation suggest that if two receivers are within λ/2, where λ is the

carrier wavelength of the public transmissions, they should experience correlated

time-varying channels. As before, we postulate that the time-varying aspect of

the channels can serve as a source of fresh randomness. The resistance from pas-

sive attack in this case is spatial - an adversary who is more than λ away from the

legitimate receivers should not be able to observe the same stochastic processes as

the ones observed by the legitimate terminals. In this thesis we take a predomi-

nantly experimental approach to first verify the claims made by theory. Is it really

possible to gather common randomness at receivers when they are within λ/2?

At what separation does this correlation begin to degrade, and at what distance

does eavesdropping become useless? We gather measurements from a number of

public sources including TV towers, cellular base stations and FM radio stations

to understand the nature of the channels. Based on our observations, we design

and implement algorithms that will allow for secret key generation at device in

proximity without yielding any useful information to an adversary that is not co-

located with the legitimate terminals. Finally, we explore a strong active attack

on this system: one in which the adversary is granted control over the transmitter

and is free to design her own transmitted signal. Can she control the transmitted
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signal in way so as to influence the bits extracted by the legitimate terminals?

1.5 Semantic traffic privacy

In the third and final part of this thesis, we consider the semantic privacy problem.

While this is a general problem that applies equally well to wired networks, its

importance is all the more exacerbated in wireless networks because the broadcast

nature of the medium implies that the traffic on a link can be easily monitored

by an adversary. In particular, we consider the following question: How much

information about data traffic is leaked out by the size of data packets? Our work

is motivated by a number of recent attacks on semantic traffic privacy that utilize

some form of traffic intensity - packet sizes or packet sending rates. For e.g. in [10,

11], it has been successfully demonstrated that monitoring the stream of packet

sizes on a encrypted VoIP call can be sufficient to identify the language being

spoken, and even identify some phrases, using automated classification methods.

Again, we find that information theory can be used as a tool to address this

problem in a way that is practical and we believe, lends to system implementation.

We conduct a systematic study of how much information the size of a packet

really leaks. We propose the use of randomized packet padding and randomize

delaying as a cost-effective and tunable means to obfuscate the sizes of packets

in streams of data traffic, and purpose a way to adjust the trade-off between the

level of privacy desired and the amount of data and delay overheads that must be

paid for. In many cases, we find that optimal characterization of these tradeoffs

are possible. Finally, we propose the construction of an automated obfuscatory.

that can function as an independent layer in the protocol stack without any

side information from higher layers, and yet make decisions about how to best

obfuscate packet sizes to achieve a good trade-off between privacy and the costs

involved.
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1.6 Layout of the thesis

The remainder of this thesis is structured as follows. In chapter 2 we discuss the

general problem of treating the wireless channel as a source of randomness, from

which bits can be extracted for cryptographic use. We relate the randomness

available from the channel to the movement of scaterrers between the transmitter

and the receiver. In chapter 3 we study the problem of extracting secret random

bits from the wireless channel between two wireless terminals using an active

probing approach. In chapter 4, we elaborate on how we might exploit the pres-

ence of public sources of airwaves to produce a source of common randomness

for wireless devices in proximity that wish to establish a secure link. Finally,

in chapter 5, we define the semantic privacy problem and present our proposed

method for achieving a balance between privacy and cost. In each section, we

first define the problem clearly, we present a description of our system model

and assumptions, we present our main results and at the end we state important

research questions that we feel remain to be answered.
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Chapter 2

The Wireless Channel as a Source of

Randomness

Can the wireless channel be used as a source of randomness for cryptographic

primitives? Let us examine this question closely by listing the essential require-

ments that such a source must fulfill. We assume that the wireless channel in

consideration has a richly scattering environment. Physically, this means that

the signal from the transmitter travels through a large number of separate paths

in space, and encounters a large number of reflectors and scaterrers before reach-

ing either of the two legitimate devices. This is, in fact, the most common type

of physical channel encountered in terrestrial wireless communication systems

(e.g. cellular phone systems, TV broadcast systems, FM and AM radio broad-

cast systems). An important feature of such wireless channels is their stochastic

nature. Since reflectors, scaterrers and diffractors between the transmitter and

the receiver, as well as the transceivers themselves, does not remain completely

stationary, the phase and magnitude of the individual paths arriving at a receiver

vary with time. If the wavelength is small, then the temporal variation of phase

of any path at the receiver is large even for very small movements of reflectors

on the path As a result, the signals from the separate paths have random phases

and thereby add up to produce a signal of random phase and amplitude. For a

more detailed treatment of wireless propagation see [16].

The randomness in the behavior of the channel from the point of view of

the received signal arises from the fact that precise locations and velocities of all

the reflectors and scaterrers and their material properties are not known to the
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receiver. It is this randomness that we propose to closely examine as a source of

cryptographic keying material for receivers that are in close proximity.

Since the stochastic behavior of the wireless channel is a detriment to the com-

munication of information over the channel, the behavior of the wireless channel

has been well studied and mathematically modelled by engineers in order to design

systems that suitably mitigate its adverse effects. By far the most well understood

and best accepted model for the wireless channel is the Rayleigh fading model

[17]. This model has been shown to well fit the case when there is no line of sight

path between the transmitter and receiver. As per the Rayleigh fading model, the

complex baseband representation of the channel for a narrowband transmit signal

is a circularly symmetric complex Gaussian random variable h(t) = hr(t)+jhi(t).

The Gaussian nature of the channel follows from an application of the central limit

theorem and the fact that the received signal is a composite of a large number

of paths. The in-phase and quadrature components have the same variance σ2
h.

Suppose s̃(t) is a high frequency narrowband signal transmitted by a transmitter

such that s(t) is its complex baseband representation, then the received signal in

complex baseband form is given by

r(t) = s(t)h(t) + w(t),

where w(t) is an additive noise component with a circularly symmetric complex

Gaussian distribution, with power σ)N2/2 each in the in-phase and quadrature

components.

The search for good natural sources of randomness (as against pseudorandom-

ness) has been as old as the field of cryptography itself. Physicists have explored

the use of various sources of randomness including shot noise in electronic diodes,

temperature variations of components, etc. The key requirements of a natural

source of randomness are:

1. The source must truly be a random source. There is no formal way to verify
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if this is true for a given source, across arbitrary time scales. If very large

samples of the output of the source are available they can be examined for

statistical defects. Alternatively, a mathematical model for the source can

be used to study its degree of randomness. Each approach, however, is

limited - while the former cannot detect defects at very large time scales,

the latter is only as good as the model.

2. The output of the source must not be accessible to the adversary, the entity

that wishes to break the encryption system that uses the output of the

random source to generate keying material.

3. The attacker must not be able to control the output of the random source

without giving away his presence to the legitimate receiver. This is a re-

statement of the second condition above. However, it deserves special atten-

tion because a number of attacks have focussed on manipulating the output

of a supposedly random source so as to provide the adversary with complete

of partial information about the output of the source.

Let us examine the candidature of the wireless channel as a source of random-

ness with respect to each of the three conditions above. For this we will assume

a fixed transmitter that transmits a publicly known signal. Without loss of gen-

erality, for our discussion we will assume the the transmit signal is a narrowband

pilot tone at a known frequency. Any receiver can tune in to this frequency and

use the received signal to derive channel estimates which can then be used to

extract randomness. There may be multiple receivers utilizing the pilot signal

from the transmitter as a ’service’ - as long as they are sufficiently separated in

space (compared to the wavelength λ of the tone), they will each experience an

uncorrelated channel between the transmitter and themselves. Let us suppose

the signal transmitted by the transmitter takes N paths to reach the receiver an-

tenna, where N is usually a very large number in a richly scattering environment
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(in free space, N = 1). Since each path has a different time-varying path length,

the signal along these paths arrives at the receiver at different phases; moreover,

the movement of scaterrers and reflectors, even by time absolute amounts, causes

the signal at the receiver to have a time-varying phase. This is because at large

frequencies, the wavelength is so small, that even a tine movement of a scater-

rer changes length of the path involving that scaterrer by multiple wavelengths,

causing the received phase to change unpredictably. Hence the phase of the signal

obtained by adding the signals with similar path lengths is random. The signal

from each path can be thought of as a phasor with a random phase and an am-

plitude equal to the transmit amplitude multiplied by the path loss incurred over

that path. The sum of a large number of such phasors is a phasor with a random

phase and magnitude. In the Rayleigh fading channel model, this phase is in

fact uniformly distributed in the interval [0, 2π], and the magnitude has Rayleigh

distribution. If we denote the amplitude scaling of the ith path by Hi(t) and the

phase of the ith path by θi(t), then the received signal can be written as:

r(t) =

N∑

i=1

Hi(t).e
jθi(t)s(t− δi), (2.1)

where δi is the time delay of the ith path. The received signal can be written

as a convolution of the transmit signal and a time-varying quantity called the

impulse response of the channel. This allows us to view the channel as a time-

varying linear system. When the number of paths is large (as in a richly scattering

environment), the impulse response of the channel between the two points,

h(τ, t) =
n∑

i=1

Hi(t).e
jθi(t)δ(τ − δi) (2.2)

is, to a large extent, unpredictable in both, space and time because predicting it

would require precise knowledge of the locations and velocities of all scatterrers

in the environment as well as their reflectivities and absorption coefficients. If

the number of paths is very large, then by the central limit theorem, the in-phase
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and quadrature-phase components of the channel impulse response approach inde-

pendent Gaussian random variables with equal variance and zero mean (assuming

there is no line of sight path)1 and as a result, the magnitude of the channel im-

pulse response at any given time approaches a Rayleigh random variable and the

phase approaches a uniform random variable. The time varying nature of the

paths causes the impulse response to be time varying as well. Therefore, the

impulse response of the channel between the two points can be modelled as a

complex Gaussian stochastic process. Therefore, under the assumption that it is

not possible for an adversary to obtain precise information of all scatterrers and

instantaneous velocities of the transmitter and receiver, the first condition above

is met.

The channel response h(t, τ) also decorrelates rapidly in space. In fact, over

a distance of the order of half a wavelength λ, the channel impulse response is

completely statistically uncorrelated. For Gaussian distributed components of

the impulse response, such as the in phase and quadrature phase components of

the Rayleigh fading process, this implies statistical independence. The physical

reason behind this is that the individual paths along which the signal travels

between the transmitter and the receiver change their phases randomly as the

receiver moves from it’s original position, thereby resulting in a a sum that has

a random phase and magnitude. This implies that the output of the wireless

channel (in this case, the channel impulse response between the transmitter and

the receiver) will not available to an eavesdropper that a distance of at least λ/2

away from the receiver, thereby satisfying the second condition.

The question the arises as to whether an adversary can control the random

output of the wireless channel (requirement 3 above). Here, by ’output’ we mean

the estimate of the channel, made by a receiver that naively assumes that the

1A a direct line of sight path is present, the in-phase and quadrature phase components are
Gaussian distributed with non-zero means. The amplitude of the channel impulse response then
has a Ricean distribution.
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transmitter is not controlled by an adversary. In the remainder of this section, we

will attempt to address the question of what happens if Eve transmits the pilot

signal that a legitimate user is listening to? In particular, can she influence the

channel estimate made by the receiver (and thereby influence the bits obtained)?

We will stick to our assumption that the channel between the transmitter con-

trolled by Eve and a legitimate receiver is a richly scaterring environment.

We note first that the phase of the received signal is not controllable by Eve

because she does not have control over the positions of the scatterrers and their

temporal movements, as well as the positions. However, when multiple parties

are involved, as in the case when the channel is used as a source of common

randomness at Alice and Bob, accurate estimation of the phase of the channel

estimate is difficult because it is dependent upon the local oscillators (LO) at

Alice and Bob which are neither phase-synchronized synchronized not are they

guaranteed to have the same drift. However, if we focus on the change in phase

instead of the actual value of the phase, then we may still be able to design

a system in which secret bits can be extracted even when the adversary is the

transmitter and can modulate the transmit signal. Even if the LOs at Alice and

Bob have a slow drift (slow compared to the coherence time of the channel), it

is still possible for them to observe highly correlated phase changes between one

observation epoch and the next. Further, if the sampling rate is high (compared

to the maximum Doppler), we can use averaging to diminish the phase noise

in the observations and thereby improve the correlation between the differential

phase.

This idea can be extended to allow Alice and Bob to extract differential phase

information from any (modulated) signal by using a narrow band filter. The

signal observed by them has a phase component that is varying because of the

modulation, as well as because of the channel. However, if they only observe the

phase at time instants that are separated by a coherence time interval or more,
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then the difference in phase between successive observation epochs is uncorrelated

and the transmitter has no information about these phase differences.

Let us assume that the legitimate public source transmits a pilot tone s̃(t) =

A cos (2πfct) which is represented as a complex baseband equivalent in the com-

plex plane by s(t) = A such that its baseband representation is s̃(t) = Re{s(t) ·
ej2πfct}. Let the overall multipath fading channel be represented by a time vary-

ing phasor h(t) = H(t) · ejθ(t) in this complex plane The received signal at the

receiver can then be written as

r(t) = s(t) · h(t) + w(t) (2.3)

= AH(t)ej(2πfct+θ(t)) + w(t) (2.4)

The baseband equivalent of the above signal is obtained by the receiver by using a

sinusoid from the local oscillator at frequency fc to obtain the time varying phasor

AH(t)eθ(t) for the channel estimation at time t. Therefore, we may represent the

relationship between the received and transmit signals and the channel simply as

r = Ah + w

where A is the amplitude of the sinusoid transmitted at a phase of zero in the com-

plex plane, h ∼ CN (0, σ2) is the complex Gaussian channel and w ∼ CN (0, σ2
n)

is the complex Gaussian noise added at the receiver. The job of the channel esti-

mator at the receiver is to estimate h. The channel estimate ĥ = r/A = h + 1
A
w

is the ML as well as the MAP estimate of h.

Now, let us assume that the transmitter is controlled by an adversary who

modulates both the magnitude and the phase of the transmit signal, and instead of

transmitting s̃(t) = A cos (2πfct), decides to transmit s̃E(t) = A(t) cos (2πfct + φ(t))

with a complex representation sE(t) = A(t) · ejφ(t). As a result the channel esti-

mate made by the receiver is

ĥ(t) =
A(t)

A
h(t)ejφ(t) +

1

A
w
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Ignoring the noise term, we find that the adversary has inserted a multiplicative

factor of A(t)ejφ(t) in front of the true channel state h(t) = H(t)eθ(t). This causes

the channel to appear to have magnitude of A(t)H(t) and a phase of φ(t) + θ(t).

The question now arises whether the adversary can statistically influence the bits

that are extracted by Alice and Bob.

Limitations. While the wireless channel can serve as a useful source of

shared randomness, there are a few important limitations that are worth pointing

out. The randomness inherent in the wireless channel arises from multipath

propagation of RF waves. Waves arriving along a large number of separate paths

add up with random phases at the receiver, resulting in a signal with random

phase and magnitude. However, the amount of randomness in wireless channels

is not always the same. For example, if there is a clear line of sight path between

the transmitter and the receiver, then the channel behaves in a much less of

a random manner because the line of sight path dominates over all the other

paths arriving at the receiver. It is clear that different environments will provide

different amount of randomness. This leads to variations in both, the temporal

and the spatial decorrelation that wireless channels exhibit, depending on the

precise environment. One example of a real world system that relies on spatial

decorrelation of wireless channels is MIMO systems. If the channel were to not

decorrelate sufficiently between successive antennas in a MIMO antenna array,

then the system would not register gains from spatial diversity. Similarly, if the

channel does not doecorrelate sufficiently quickly, then it cannot be guaranteed

that an adversary more than λ/2 away from a legitimate user will experience

a completely uncorrelated channel. What is needed therefore, is a mechanism

to ascertain how quickly the channel decorerlates in space and in time, before

channel measurements are committed as inputs to a security protocol. The rate

of decorrelation in time can be measured by a receiver fairly directly, by computing

an estimate of the coherence time, which is empirically related to the level crossing



18

rate of the channel, and we incorporate this into our key extraction algorithms.

However, estimating the rate of spatial decorrelation at a legitimate user is far

more difficult – we do not attempt to address this problem in this thesis.

We begin by observing that the product of amplitudes A(t)H(t) behaves very

differently from the sum of the phases θ(t) + φ(t). In particular, while the adver-

sary can reduce the dynamic range of the amplitude by using a smaller transmit

amplitude A(t), this can affect both, the amount of entropy in the channel esti-

mates, as well as the signal to noise ratio. On the other hand, the phase cannot

be controlled by the adversary. If each legitimate user samples the phase once

per coherence time2, the resulting phases samples are both correlated at the two

users, as well as independent from one sample to the next, irrespective of the

function φ(t). We conclude that by using differential phase, it is possible to en-

force a fairly strong result, namely, that even when the adversary controls the

transmitter, then assuming that the environment is richly scattering, the output

of the channel remains random and cannot be influenced by the adversary.

In the following two sections, we will study a special way in which the channel

can be used as a source of randomness, namely, as a source of common ran-

domness, which brings in an additional requirement apart from the three above

- namely, that the channel must be able to provide random a random output

as before, but two (or more) terminals must have access to statistically corre-

lated versions of the channel’s random output. Section III deals with the case of

spatially separated terminals that exploit the reciprocity inherent in RF wireless

channels as a means to establish common randomness, Section IV explores the

use of public sources of RF waves to establish common randomness at terminals

that are in spatial proximity.

2Here, it is important that the estimate of a coherence time of the channel be based on an a
priori understanding of what the typical coherence time should be under the given conditions,
rather than based on the actual channel estimates. Otherwise, the attacker can employ a rapidly
varying A(t), φ(t) to fool the users into severely underestimating the coherence time.
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Chapter 3

Key extraction using reciprocal wireless

channels

In this chapter, we will explore how two wireless terminals can exploit reciprocal

fading wireless channels to establish a shared secret key. We will discuss the

systems need for such a provision for shared common randomness and we will

discuss some ways of incorporating our methods into existing wireless systems.

3.1 Introduction

Many of the risks associated with securing wireless systems stem from challenges

associated with operating in a mobile environment, such as the lack of a guaran-

teed infrastructure or the ease with which entities can eavesdrop on communica-

tions. Traditional network security mechanisms rely upon cryptographic keys to

support confidentiality and authentication services. However, in a dynamic mo-

bile wireless environment, with peer-to-peer associations being formed on-the-fly

between mobile entities, it is difficult to ensure availability of a certificate au-

thority or a key management center. Since such scenarios are likely to become

more prevalent, it is necessary to have alternatives for establishing keys between

wireless peers without resorting to a fixed infrastructure.

We explore an alternative for building cryptographic services by exploiting

an untapped resource – the wireless channel itself. The specificity of the radio

channel between two wireless devices, and its rapid decorrelation with distance,

provide a basis for the creation of shared secret information, such as cryptographic



20

keys, even in the presence of an eavesdropper. In typical multipath environments

(see Figure 3.1), the wireless channel between two users, Alice and Bob, pro-

duces a time-varying, stochastic mapping between the transmitted and received

signals. This mapping varies with time in a manner that is location-specific and

reciprocal, i.e., the mapping is the same whether Alice is the transmitter with

Bob as the receiver or vice-versa. The time-varying mapping, commonly termed

fading, decorrelates over distances of the order of half a wavelength, λ. Thus,

an adversary, Eve, who is more than λ/2 away from both Alice and Bob, ex-

periences fading channels to Alice and to Bob that are statistically independent

of the fading between Alice and Bob. These properties allow us to generate a

common, secret cryptographic key at Alice and Bob such that Eve gets no in-

formation about the generated key. For example, at 2.4 GHz, we only require

that Eve be roughly λ/2 = 6.25 cm away from Alice and Bob to ensure that she

gets no useful information. Thus, while fading is typically considered harmful, we

profitably exploit it to extract perfectly secret bits without leaking information

to an adversary.

The extraction of secret bits from the wireless channel can be viewed as a

‘black-box’ that can be advantageous in various ways, putting to good use infor-

mation that is already available from the channel. For example, in the current

802.11i standard, session keys for communication between a station and an AP

are derived by hashing together authentication credentials and nonces exchanged

in the clear. This ties the confidentiality of future messages to the authentica-

tion credentials, and if these credentials are ever compromised then an adversary

will be able to derive the session keys and decrypt past encrypted messages. If

the nonces can be derived in an information-theoretically secret manner from the

channel between two users, then a passive adversary has no means to derive the

session keys even if it learns the authentication credentials[18]. Further, session

keys can be updated using these secret bits derived from the channel, instead of
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relying on previously existing keys [18], thus ensuring that the confidentiality of

each new session is protected independently of earlier sessions.

Yet another vulnerability in 802.11i stems from the fact that during the es-

tablishment of a secure link between a station and an AP, all messages exchanged

over the air, including management frames, are sent unencrypted until both par-

ties have obtained the session key (c.f. the temporal key (TK) in 802.11) and are

therefore susceptible to eavesdropping and to spoofing by other users. While the

802.11w amendment seeks to protect some management frames from such attacks,

it too fails to protect messages exchanged before the the establishment of TKs.

Unfortunately, securing the initial exchanges between the parties requires them

to share a key that is not established until later. Our key extraction mechanism

provides a natural solution by allowing the parties to generate a temporary key

that protects the interim exchanges before the formal keys are in place.

Ad hoc or peer-to-peer networks present another avenue where our technique

can be useful. Alice may not care to establish Bob’s identity if she merely wishes

to employ his forwarding services. In such a scenario, she may nevertheless wish

to establish a confidential link with Bob by using the channel to form a key prior

to encrypting subsequent data, thereby preventing eavesdropping.

Prior work in information theory has noted the potential of using the wireless

channel for generating shared secret bits, but most of this work has been aimed

at computing theoretical limits and has not provided practical algorithms, nor a

demonstrable and quantifiable impact on security. In this chapter,

1. We translate prior information-theoretic ideas into a practical protocol ap-

plied to wireless channels;

2. We build a new algorithm for key extraction that, unlike the schemes in

prior literature, does not require an authenticated channel, and study per-

formance for typical fading;
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Figure 3.1: The multipath fading for a signal from Alice to Bob is different from
that for the signal reaching Eve.

3. We validate our algorithm using channel impulse responses measured using

the 802.11a packet preamble on a customized FPGA-based 802.11 develop-

ment platform and a second study that uses only coarse per-packet RSSI

information readily available to off-the-shelf 802.11 platforms.

Existing mobile radio platforms already provide the information we need, but such

data are normally discarded after physical layer processing and can be profitably

exploited to benefit security. The approach we present augments, rather than

replaces existing cryptographic security mechanisms– it provides a new approach

to establishing keys that is useful when there is no key management infrastructure.

3.2 Related work

Information-theoretic literature has explored the use of information from the phys-

ical layer in deriving security benefits. In [19, 20], the authors introduced the

problem of generating identical bits based on correlated information available to

two users such that a third eavesdropping user does not learn anything about the
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generated key. They showed, provided Alice and Bob already share an authen-

ticated public channel, that it is possible to generate identical keys at the two

users. The standard method for generating secret keys at Alice and Bob under

this assumption consists of three basic steps and has been utilized by a number

of proposed systems [21, 22, 23]. In advantage distillation [19, 24], the legiti-

mate users, Alice and Bob, obtain correlated information while Eve is allowed

to eavesdrop, so that Alice & Bob share greater information1 than that shared

between Alice & Eve or Bob & Eve. Alice and Bob then convert their information

into bits. In the information reconciliation stage [22], Alice and Bob exchange

error-correcting messages over an authenticated public channel that allow them

to agree on an identical string of bits. However, the publicly exchanged messages

reveal a certain amount of information about the bit strings to Eve. In privacy

amplification [26], Alice and Bob diminish the partial information revealed to Eve

by systematically discarding some of their common bits. Efficient protocols have

since been designed [22, 27]2 to allow key generation without leaking information

to an eavesdropping adversary.

A central assumption in this entire body of work is that Alice and Bob have an

authenticated channel available to them even before key generation begins. This is

an unrealistic assumption in practice because the availability of an authenticated

channel implies that Alice and Bob already share a secret key to begin with!

Therefore, the purpose of generating a common secret key is defeated.

In [29], Maurer and Wolf showed that secret key extraction without an au-

thenticated channel is possible only if Eve cannot possibly transmit a signal to

Bob that is statistically indistinguishable from signals coming from Alice (and

vice-versa). This provides an important insight that has not been translated into

1The amount of information between two observations X and Y is measured by the mutual

information I(X ; Y )[25].

2Much of this work was done in the context of quantum key distribution[28].
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a practical algorithm. Our work is the first to build upon this result: we use the

wireless channel to guarantee that Eve does not possess the required information

to prevent key generation.

More recently, [30] examined PHY-layer based authentication and confiden-

tiality in wireless systems. The work in [31, 32] looked at authentication using

channel signatures between the transmitter and receiver(s). Our work is per-

haps most closely related to[33], which proposes a scheme for generating secret

bits from correlated observations of deep fades by two users communicating via

a TDD link. This work focuses on the theoretical construction for extracting

randomness through universal hash families. However, they do not demonstrate

or evaluate the amenability of the wireless channel to detection of deep fades by

both users, nor the precision needed in the TDD process for their scheme. A

quantification of the secret key rate versus parameters associated with the under-

lying fading process or parameters involved in their algorithm was not provided.

Additionally, we note that their method focuses primarily on a passive adversary.

The reliance on deep fades may be exploited by an active adversary that pro-

duces greater interference power at one legitimate user than the other so that a

deep fade for one user may not be a deep fade for the other. In [34], a method

exploiting channel reciprocity using ultra-wideband (UWB) channels to generate

secret bits was presented. In [35], specialized electronically steerable antennas

were proposed for use in generating key bits by exploiting channel reciprocity.

The methods in [34, 33, 35] all rely on conventional reconciliation for correct-

ing bit-errors, and thus require an authenticated channel. In [36, 37], a method

for secret key generation based on phase reciprocity of frequency selective fading

channels was proposed. While this is attractive, it is difficult to implement as

accurate phase information is hard to harvest from existing platforms.

In contrast to prior work, the algorithm we propose transcends the require-

ment of an authenticated channel, does not require specialized hardware and
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is not limited to UWB channels. We provide a fundamental analysis between

the performance of our scheme and underlying parameters governing fading and

quantization. Further, we provide two real-world experimental implementations

of our scheme and show that existing mobile platforms already provide sufficient

information for producing secret bits. We evaluate the randomness of the bit-

sequences produced by our algorithm, a generally overlooked aspect in prior work

on secret key generation, and show that they are suitable for use as cryptographic

keys. Lastly, we note that our technique may be compared with classical key es-

tablishment techniques such as Diffie-Hellman, which also use message exchanges

to establish keys. However these rely upon unproven arguments of computational

hardness of problems such as inverting discrete logarithms or factoring a product

of large prime numbers. Our algorithm, on the other hand, provides information-

theoretic secrecy, does not assume bounded computation power at the adversary

and further, represents practical methods to achieve this type of security. The

cost of enabling unconditional security must be borne out in some form – in our

case this may take the form of collecting correlated information by probing – but

in fact, depending upon how our method is used, much of the required informa-

tion is already available in present day systems. In this way we provide a means

to realize in wireless networks the same benefits that quantum cryptography has

enabled using optical fiber links.

3.3 System model & Design issues

The crucial insight that allows the wireless channel to be amenable for generating

a secret key is that the received signal at the receiver is modified by the chan-

nel in a manner that is unique to the transmitter-receiver pair. This distortion

depends critically upon the location of the transmitter, the receiver, and scatter-

ers. Typically, such distortion is estimated at the physical layer of the receiver
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Figure 3.2: (a) A sample realization of a Rayleigh fading stochastic process. (b)
Successive channel estimates of the process by Alice and Bob showing excursions
above the q+ and below the q− levels on a magnified portion of (a).

and the associated distortion information dealt with for reliable physical layer

decoding. Since this information is always present and uniquely corresponds to

the transmitter-receiver pair, it also provides our transmitter (Alice) and receiver

(Bob) a means to privately establish secret bits associated with this distortion.

We now focus on the challenges of using the stochastic nature of the wireless

channel to secretly establish bits. We break down our discussion to include a de-

scription of: (1) the underlying channel model associated with multipath fading;

(2) the tools needed to obtain bits from the channel response; and (3) the design

goals that need to be addressed in order to reliably establish these bits. To assist

the reader, we provide notation in Table 3.1. Before we begin, we comment on

our adversary. We assume an attacker that can either act as an eavesdropper

or who may inject messages to impersonate Alice or Bob. We present further

considerations of adversarial actions in Section 3.7.
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Symbol Meaning

h Stochastic channel parameter of interest
h(t) Value of the stochastic process h at time t
s(t) Probe signal transmitted to estimate h(t)
fd Maximum Doppler frequency (Hz)
fs Rate at which each user sends probes (Hz)

q+, q− Quantizer bin boundaries (Upper and lower resp. )
m Reqd. min. # of estimates in a excursion
N Length of key in bits
Rk Rate of generation of secret bits (s-bits/sec)
pe Probability of a bit error
pk Probability of key mismatch = 1− (1− pe)

N

Table 3.1: A summary of the notation used

3.3.1 Channel model

Let h(t) be a stochastic process corresponding to a time-varying parameter that

describes the wireless channel between Alice and Bob. Although there are many

choices for h(t), for our discussion, we shall assume that h(t) is the magnitude

of the transfer function of the multipath fading channel between Alice and Bob

evaluated at a fixed test frequency, f0. Implicit in this formulation is the obser-

vation that the system transfer function of the channel is the same in the Alice

→Bob direction as in the Bob→Alice direction at a given instant of time. This

follows from reciprocity, which is a fundamental property of electromagnetic wave

propagation [17, 38] in a medium and must not be confused with additive noise

or interference, which may be different for different receivers. To distinguish be-

tween the channel parameter of interest, and its value at a given time, we denote

the parameter by h and refer to its value as h(t). To estimate the parameter h,

Alice and Bob must transmit known probe signals to one another. Each party can

then use the received signal along with the probe signal to compute an estimate

ĥ of h. Since practical radios are half duplex due to hardware constraints, Alice

must wait to receive a probe signal from Bob before she can transmit a probe to

him and vice-versa. In the time between the two successive probes, h(t) changes
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slightly in a manner that is modeled by an appropriate probability distribution.

The received signal at Alice and Bob due to successive probes may be written as

ra(t1) = s(t1)h(t1) + na(t1) (3.1)

rb(t2) = s(t2)h(t2) + nb(t2), (3.2)

where s(t) is the known probe signal, na & nb are the independent noise processes

at Alice and Bob and t1 & t2 are the time instants at which successive probes are

received by Alice and by Bob, respectively. Using the received signal, Alice and

Bob, each compute (noisy) estimates of h:

ĥa(t1) = h(t1) + za(t1) (3.3)

ĥb(t2) = h(t2) + zb(t2), (3.4)

where za and zb represent the noise terms due to na and nb after processing by the

function that estimates h. We refer the reader to [39] for designing good estima-

tors for h. The estimates ĥa and ĥb are in all likelihood unequal, due in part to

the independent noise terms and in part to the time lag τ . However they can be

highly correlated if Alice and Bob send probes to one another at a fast enough3

rate, i.e. if τ = t2 − t1 is small. By repeatedly sending probes in an alternating

manner over the time-varying channel, Alice and Bob can generate a sequence

of n estimates ĥa = {ĥa[1], ĥa[2], . . . , ĥa[n]} and ĥb = {ĥb[1], ĥb[2], . . . , ĥb[n]}, re-

spectively, that are highly correlated, as in Figure 3.2. Although Eve can overhear

the probe signals sent by each user, the signals received by Eve are completely

different:

rb
e(t1) = s(t1)hbe(t1) + ne(t1) (3.5)

ra
e(t2) = s(t2)hae(t2) + ne(t2), (3.6)

3‘Fast enough’ here is in relation to the coherence time of the channel, which is inversely
proportional to the maximum Doppler frequency fd.
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where hbe and hae denote the channel between Bob & Eve and between Alice

& Eve, respectively, and ne is the noise added at Eve. If Eve is more than

∼ λ/2 away from Alice and Bob, then hae and hbe are uncorrelated with h [40].

Therefore, despite possessing knowledge of the probe signal s(t), Eve cannot use

her received signals to compute meaningful estimates of the Alice-Bob channel,

h.

3.3.2 Converting the channel to bits

Alice and Bob must translate their respective sequences of channel estimates into

identical bit-strings suitable for use as cryptographic keys, thus requiring:

1. Suitably long: Keys of length 128 to 512 bits are commonly used in sym-

metric encryption algorithms. So they should be able to generate at least

these many bits in a reasonable amount of time.

2. Statistically random: The bits should be random with equal probability of a

‘0’ and a ‘1’. Also, the bit-sequences must not suffer from statistical defects

that could be exploited by an attacker.

The second requirement guarantees that the generated key has desirable security

properties. That is, an N -bit key must provide N bits of uncertainty to an

adversary who only knows the key generation algorithm and nothing else.

We now briefly describe how to obtain bits from the channel estimates ĥa

and ĥb, to provide the intuition behind our algorithm, while postponing a formal

description to Section 4. The sequence of channel estimates ĥa and ĥb are random

variables drawn from an underlying probability distribution that characterizes

the channel parameter h. We assume, for the sake of discussion, that h(t) is a

Gaussian random variable and the underlying stochastic process h is a stationary

Gaussian process. A Gaussian distribution for h may be obtained, for example,

by taking h to be the magnitude of the in-phase component of a Rayleigh fading
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process between Alice and Bob [17]. We note that the assumption of a Gaussian

distribution on h is for ease of discussion and our algorithm is equally valid in

the general case.

Since the channel estimates computed by Alice and Bob are continuous ran-

dom variables, it is necessary to quantize their estimates using a quantizer Q(·)
to obtain bits. However, a straightforward quantization of the vectors ĥa and ĥb

is not sufficient because it does not guarantee that an identical sequence of bits

will be generated at the two users. In our scheme, Alice and Bob use the channel

statistics to determine scalars, q+ and q− that serve as reference levels for the

quantizer Q(·) as follows:

Q(x) =







1 if x > q+

0 if x < q−

. (3.7)

Alice parses through her channel estimates ĥa to determine the locations of ex-

cursions of her channel estimates above q+ or below q− that are of a duration

≥ m estimates, i.e., m successive channel estimates in ĥa are > q+ or < q−, where

m is a protocol parameter. She sends Bob a message over the public channel

containing the locations of k such excursions in the form of an array of indexes

L = {l1, l2, . . . , lk}. Bob then checks his own sequence ĥb at the locations specified

in L to determine whether it contains an excursion above q+ or below q− for a du-

ration greater than or equal to ‘m−1’ samples, i.e. whether ĥa(li) is > q+ or < q−

for a duration that spans m−1 or more estimates, for i = 1, . . . , k. Bob identifies

‘good’ indexes by finding all index values l in L that produce such an excursion in

ĥb. He places these indexes into an array L̃ to be sent to Alice publicly. Indexes

in L but not in L̃ are dropped from consideration by each party. The indexes in

L̃ are used by each user to compute a sequence of bits by quantizing: Q(ĥa(L̃))

and Q(ĥb(L̃)). If the bit-vectors Q(ĥa(L̃)) and Q(ĥb(L̃)) are equal, then Alice

and Bob succeed in generating |L̃| identical bits. We show later that provided the

levels q+, q− and the parameter m are properly chosen, the bits generated by the
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two users are identicall with very high probability. A variation of the protocol

that copes with spoofing is detailed in Section 3.4.1.

3.3.3 Design goals

An important quantity of interest will be the rate of generation of secret bits, ex-

pressed in secret-bits per second or ‘s-bits/sec’. Naturally, it is desirable that Alice

and Bob achieve a high secret-bit rate. According to 802.1x recommendations,

it is generally desirable for master keys to be refreshed at one hour intervals[41].

Using these examples and AES key sizes of 128 bits as a guideline, a conservative

key rate of roughly 0.1 bits per second is needed, though it is desirable to achieve

higher secrecy rates. However, we are especially wary of bit errors. If the sequence

Q(ĥa(L̃)) is different from Q(ĥb(L̃)) even by a single bit, then the two bit-strings

cannot be used as cryptographic keys and consequently the entire batch of bits

must be discarded. Therefore, we would like the bit error probability pe to be

extremely low, so that the probability pk that the keys generated by the two users

do not match is acceptably small. For example, in order to have a key-mismatch

probability of pk = 10−6, assuming keys of length 128 bits, we must target a

bit-error probability of pe where

pk = 1− (1− pe)
128, (3.8)

which gives pe ∼ 10−8. A bit-error is defined as the event that Alice and Bob

agree to use a certain index li contained in the list L̃ for generating a bit, but

they end up generating different bits, i.e. ĥa and ĥb both lie in excursions at the

index li but the excursions are of opposite types.

The rate at which secret bits can be extracted from the channel is funda-

mentally limited by the rate of time-variation in the channel. We quantify this

variation by the maximum Doppler frequency, fd. In a fading channel, fd deter-

mines both the rate at which the channel varies and the magnitude of the swings
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produced. A simple measure of the maximum Doppler frequency in a given wire-

less environment is given by fd = v
λ
, where v is a measure of the effects of user

mobility and the dynamic environment around the users, expressed in meters/sec

and λ is the wavelength of the carrier wave. In our case λ = c
f0

, where c is the

speed of light. It can be seen that increasing the value m or the magnitudes of

the quantizer boundaries q+ & q− would not only result in a lower rate, but also

a lower probability of error. Intuitively, this is because larger magnitudes of q+

& q−, or a larger value of m makes it less likely that Alice’s and Bob’s chan-

nel estimates lie in opposite type of excursions, thereby reducing the error rate.

However, both types of excursions also become less frequent, thereby decreasing

the number of secret bits that can be generated per second. Thus, there is a

tradeoff between rate and probability of error, and the parameters q+, q− and m

provide convenient controls to select suitable operating points over this tradeoff.

Beyond rate and robustness, we also require the bits to be random and free from

statistical defects, as discussed in Section 3.5.3.

Finally, the correlated information obtained by Alice and Bob can be utilized

to build a secret key in a number of different ways and it is important to make

sure the method employed does not allow Eve to infer any useful information. An

alternative bit extraction scheme is to have each user estimate a statistical mea-

sure of the channel (e.g. the mean signal-strength, or variance in the estimates)

using ĥa and ĥb respectively. If the channel is stochastically stationary, then their

respective statistical measures would each converge to the true value with time. In

this way, Alice and Bob will each possess knowledge about a numerical quantity,

without having sent messages over the air containing this quantity. They could

then quantize their estimates of the statistical measure to generate bits. However,

the trouble with using a statistical measure is that knowledge of the locations of

Alice and Bob and their environment may allow Eve to infer the statistics of

the channel between them. Indeed, publicly available tools, such as the WISE
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ray-tracer [42], make it easy to predict the signal statistics at a receiver given

the knowledge of the locations of the transmitter and receiver and the building’s

layout. Thus, it is important to recognize that using a statistical measure for key

generation can be perilous. Our algorithm avoids statistical measures by relying

on specific instantiations of the fading process.

3.4 Level-crossing Algorithm

We now detail our level-crossing based key-extraction algorithm. It is assumed

that when the algorithm is run, Alice and Bob have collected a sufficiently large

number of channel estimates ĥa and ĥb, by alternately probing the channel be-

tween themselves. Further, it is assumed that the vectors ĥa and ĥb are of equal

length and their jth elements ĥa(j) and ĥb(j) correspond to successive probes

sent by Bob and Alice respectively, for each j = 1, . . . , length(ĥa). Algorithm 1

describes the procedure and consists of the following steps:

1. Alice parses the vector ĥa containing her channel estimates to find instances

where m or more successive estimates lie in an excursion above q+ or below

q−.

2. Alice selects a random subset of the excursions found in step 1 and for each

selected excursion, she sends Bob the index of the channel estimate lying in

the center of the excursion, as a list L. Therefore, if ĥa(i) > q+ or < q− for

some i = istart, . . . , iend, then she sends Bob the index icenter = ⌊ istart+iend

2
⌋.

3. For each index from Alice, Bob checks whether his vector of estimates ĥb

contains at least m− 1 channel estimates centered around that index in an

excursion above q+ or below q−, i.e. whether ĥa > q+ or < q− for each index
{
l − ⌊m−2

2
⌋, . . . , l + ⌈m−2

2
⌉
}
, for each l ∈ L.

4. For some of the indexes in L, Bob’s channel estimates do not lie in either
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excursion. Bob makes a list L̃ of all indexes that lie in excursions and sends

it to Alice.

5. Bob and Alice compute Q(ĥa) and Q(ĥb) respectively at each index in L̃,

thus generating a sequence of bits.

Algorithm 1: The basic level crossing algorithm

Input : ĥa and ĥb

Output: A cryptographic key Ka = Kb at Alice and Bob

Alice:

for i = 1 to length(ĥa)−m do

if Q(ĥa[i]) = Q(ĥa[i + 1]) . . . = Q(ĥa[i + m− 1]) then
iend ← last index in excursion
L′ ← [L′ ; ⌊ i+iend

2
⌋]

i← iend + 1
else

i← i + 1
end

end

L = Random subset of L′

Alice sends L to Bob on PUBLIC CHANNEL .

Bob:

for l ∈ L do

if Q
(

ĥb(l − ⌊m−2
2
⌋)

)

= . . . = Q
(

ĥb(l + ⌈m−2
2
⌉)

)

then

L̃← [L̃; l]
end

end

Kb = Q
(

ĥb(L̃)
)

Bob sends L̃ to Alice on PUBLIC CHANNEL.

Alice: Ka = Q(ĥa(L̃))

Since Eve’s observations from the channel probing do not provide her with any

useful information about ĥa and ĥb, the messages L and L̃ do not provide her

any useful information either. This is because they contain time indexes only

whereas the generated bits depend upon the values of the channel estimates at

those indexes. Further, the selection of a random subset in Step 2 from the set
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of eligible excursions found in Step 1, guarantees that Eve cannot use L and L̃ to

infer the values of the channel estimates of Alice or Bob at those time indexes.

3.4.1 Preventing a Spoofing Attack

Since Alice and Bob do not share an authenticated channel, Eve can impersonate

Alice in Step 2, or Bob in Step 4 above. Such an attack would allow Eve to insert

her own ‘fake’ L or L̃ messages, thus spoofing a legitimate user and disrupting

the protocol without revealing her presence. Therefore we require a form of

data-origin authentication, that assures each user that the L or L̃ message has

originated at the legitimate transmitter.

Our protocol can be made to detect the adversary in each of the two cases

above. We first focus on Eve inserting a fake L-message. Since Eve has no

information about the locations of channel excursions apart from L, she can only

make random guesses about which indexes to place into a fake L-message to Bob

(apart from the ones Eve learns from L). If Eve inserts a significant number of

random guesses into a fake L-message, Bob can detect her presence by computing

the proportion of indexes in L that lead to excursions in ĥb. Since Eve can only

make random guesses, this quantity would be much lower than one resulting from

a legitimate L-message from Alice. For each guess, she has a very low probability

of choosing an index that lies in an excursion spanning (m−1) or more estimates

at Bob. Of these, the indexes that do not lie in an excursion in ĥb are discarded by

Bob while those that do happen to lie in an excursion are considered eligible for

quantization and placed into the L̃-message sent to Alice. Thus, an unsuccessful

guess provides no benefit to Eve, while a successful guess, albeit improbable,

causes L̃ to contain an index that was not present in L, thereby alerting Alice.

Thus, Eve must also modify the message L̃ by deleting this index before it reaches
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Algorithm 2: Modified algorithm incorporating data-origin authentication
and resistance to an active attack.

Input : ĥa and ĥb

Output: A cryptographic key K̄a = K̄b at Alice and Bob

Alice:

for i = 1 to length(ĥa)−m do

if Q(ĥa[i]) = Q(ĥa[i + 1]) = . . . = Q(ĥa[i + m− 1]) then
iend ← last index in excursion
L′ ← [L′ ; ⌊ i+iend

2
⌋]

i← iend + 1
else

i← i + 1
end

end

L = Random subset of L′

Alice sends L to Bob on PUBLIC CHANNEL.

Bob:

for l ∈ L do

if Q
(

ĥb(l − ⌊m−2
2
⌋)

)

= . . . = Q
(

ĥb(l + ⌈m−2
2
⌉)

)

then

L̃← [L̃; l]
end

end

if
{

|L̃|
|L|

< 0.5 + ǫ
}

then

DECLARE ACTIVE ATTACK

else

Kb = Q
(

ĥb(L̃)
)

Kau = Kb(1, . . . , Nau)
K̄b = Kb(Nau + 1, . . . , N)

Package =
{

L̃, MAC
(

Kau, L̃
)}

Bob sends Package to Alice on PUBLIC CHANNEL.
end

Alice:

Ka = Q
(

ĥa(L̃)
)

Kau = Ka(1, . . . , Nau)
K̄a = Ka(Nau + 1, . . . , N)
if MAC validation using Kau fails then

DECLARE ACTIVE ATTACK

end
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Alice. Our protocol can be made to resist modification of the L̃-message using a

message authentication code (MAC), by the following additional steps:

1. To make sure the L-message received is from Alice, Bob computes the frac-

tion of indexes in L where ĥb lies in an excursion spanning (m − 1) or

more estimates. If this fraction is less than 1
2

+ ǫ, for some fixed parameter

0 < ǫ < 1
2
, Bob concludes that the message was not sent by Alice, implying

an adversary has injected a fake L-message.

2. If the check above passes, Bob replies to Alice with a message L̃ containing

those indexes in L at which ĥb lies in an excursion. Bob computes Kb =

Q(ĥb(L̃)) to obtain N bits. The first Nau bits are used as an authentication

key to compute a message authentication code (MAC) of L̃. The remaining

N −Nau bits are kept as the extracted secret key. The overall message sent

by Bob is
{

L̃, MAC
(

Kau, L̃
)}

.

Upon receiving this message from Bob, Alice uses L̃ to form the sequence

of bits Ka = Q(ĥa(L̃)). She uses the first Nau bits of Ka as the authentication

key Kau = Ka(1, . . . , Nau), and using Kau she verifies the MAC to confirm that

the package was indeed sent by Bob. Since Eve does not know the bits in Kau

generated by Bob, she cannot modify the L̃-message without failing the MAC

verification at Alice.

Even without an authenticated channel, Alice and Bob can successfully estab-

lish a common secret key despite an active adversary, provided there are no bit

errors. This explains why we insist on a very low probability of error in Section

3.3.3. Further, the reduction in the secret-bit rate is negligible over a long run of

the protocol because the Nau bits are a one-time expense that allow Alice and Bob

to bootstrap data-origin authentication. A modified algorithm that incorporates

the above ideas is presented as Algorithm 2 (see Figure 3.3).
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Figure 3.3: Timing diagram for the key-extraction protocol.

Another active attack involves Eve impersonating Alice or Bob during the

channel-probing stage, i.e. Eve may begin sending probes to Bob pretending to

be Alice or vice-versa. Such an attack can be detected using a hypothesis testing

approach on the recent history probes received at each legitimate user, and this

has been extensively studied in [31, 32]. The technique relies on the insight that

given a sufficiently fast probing rate, successive probes received by a user are most

likely to differ by a small amount. We provide further discussion related to the

security of our scheme in Section 3.7.

3.5 Performance evaluation

The central quantities of interest in our protocol are the rate of generation of

secret bits, the probability of error and the randomness of the generated bits.

The controls available to us are the parameters: q+, q−, m and the rate at which

Alice and Bob probe the channel between themselves, fs. We assume the channel

is not under our control, and as explained in Section 3.3.3, the rate at which

the channel varies can be represented by the maximum Doppler frequency, fd.

The typical Doppler frequency for indoor wireless environments at the carrier

frequency of 2.4 GHz is fd = v
λ
∼ 2.4×109

3×108 = 8 Hz, assuming a velocity v of 1
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m/s. We thus expect typical Doppler frequencies in indoor environments in the

2.4 GHz range to be roughly 10 Hz and 20 Hz in the 5 GHz range. For automobile

scenarios, we can expect a Doppler of ∼ 200 Hz in the 2.4 GHz range.

3.5.1 Probability of error

The probability of error, pe is critical to our protocol. In order to achieve a robust

key-mismatch probability pk, the bit-error probability pe must be much lower than

pk. A bit-error probability of pe = 10−7 ∼ 10−8 is desirable for keys of length

N = 128 bits. We have explained in Section 3.3.3 that there is a fundamental

trade-off in the selection of parameters m, q+ and q− that affects the rate and

probability of error in opposing ways.

The probability of bit-error, pe is the probability that a single bit generated

by Alice and Bob is different at the two users. The symmetry of the distribution

of h allows us to consider just one type of bit error in computing pe. Consider the

probability that Bob generates the bit “0” at an index given that Alice has chosen

this index but she has generated the bit “1”. As per our Gaussian assumption on

the parameter h and estimates ĥa and ĥb, this probability can be expanded as

P (B = 0|A = 1) =
P (B = 0, A = 1)

p(A = 1)
= (3.9)

∫ ∞

q+

∫ q−

−∞

. . .

∫ ∞

q+
︸ ︷︷ ︸

(2m−1) terms

(2π)(1−2m)/2

|K2m−1|1/2 exp
{
−1

2
xT K−1

2m−1x
}
d(2m−1)x

∫ ∞

q+

. . .

∫ ∞

q+
︸ ︷︷ ︸

(m) terms

(2π)−m/2

|Km|1/2 exp
{
−1

2
xT K−1

m x
}
d(m)x

,

where Km is the covariance matrix of m successive Gaussian channel estimates

of Alice and K2m−1 is the covariance matrix of the Gaussian vector

(ĥa[1], ĥb[1], ĥa[2], . . . , ĥb[m− 1], ĥa[m])

formed by the combining m channel estimates of Alice and the m − 1 estimates
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Figure 3.4: Probability of bit error pe for various values of m at different SNR
levels (q± = mean± 0.8σ)

of Bob in chronological order. The numerator in (3.9) is the probability that of

2m− 1 successive channel estimates (m belonging to Alice, and m− 1 for Bob),

all m of Alice’s estimates lie in an excursion above q+ while all m − 1 of Bob’s

estimates lie in an excursion below q−. The denominator is simply the probability

that all of Alice’s m estimates lie in an excursion above q+. We compute these

probabilities for various values of m and present the results of the probability of

error computations in Figure 3.4. The results confirm that a larger value of m

will result in a lower probability of error, as a larger m makes it less likely that

Alice’s and Bob’s estimates lie in opposite types of excursions. Note that if either

user’s estimates do not lie in an excursion at a given index, a bit error is avoided

because that index is discarded by both users.

3.5.2 Secret-bit rate

The correct way to address the tradeoff between probability of error and rate of

generation of secret bits is to upper bound the acceptable probability of error
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and then attempt to derive the greatest possible rate. How many s-bits/second

can we expect to derive from a time-varying channel? An approximate analysis

can be done using the level-crossing rate for a Rayleigh fading process, given by

LCR =
√

2πfdρe−ρ2
[17], where fd is the maximum Doppler frequency and ρ

is the threshold level, normalized to the root mean square signal level. Setting

ρ = 1, gives LCR ∼ fd.

The above calculation tells us that we cannot expect to obtain more s-bits

per second than the order of fd. In practice, the rate of s-bits/sec depends also

on the channel probing rate fs, i.e. how fast Alice and Bob are able to send

each other probe signals. In Figure 3.5 (a) and (b), we plot the rate in s-bits/sec

as a function of the channel probing rate for a wireless channel with maximum

Doppler frequencies of fd = 10 Hz and fd = 100 Hz respectively. As expected, the

number of s-bits the channel yields increases with the probing rate, but saturates

at a value on the order of fd. More precisely, the number of s-bits/sec is the
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number of s-bits per observation times the probing rate. Therefore

Rk = H(bins)× p(A = B)× fs

m
(3.10)

= 2
fs

m
× p(A = 1, B = 1) (3.11)

=2
fs

m
.

∫ ∞

q+

. . .

∫ ∞

q+
︸ ︷︷ ︸

(2m−1) terms

(2π)
1−2m

2

|K2m−1|1/2
e{− 1

2
xT K−1

2m−1x}d2m−1x, (3.12)

where H(bins) is the entropy of the random variable that determines which bin

(> q+ or < q−) of the quantizer the observation lies in, which in our case equals 1

assuming that the two bins are equally likely4. The probing rate fs is normalized

by a factor of m because a single ‘observation’ in our algorithm is a sequence of

m channel estimates. The expression in (3.12) is reminiscent of the probability

of error expression in (3.9) and has been evaluated in Figure 3.5.

Figure 3.5 confirms the intuition that the secret bit rate must fall with increas-

ing m, since the longer duration excursions required by a larger value of m are less

frequent. In Figure 3.6 (a), we investigate how the secret-bit rate Rk varies with

the maximum Doppler frequency fd, i.e. versus the channel time-variation. We

found that for a fixed channel probing rate (in this case, fs = 4000 probes/sec),

increasing fd results in a greater rate but only up to a point, after which the

secret-bit rate begins to fall. Thus, ‘running faster’ does not always help unless

we can increase the probing rate fs proportionally. This suggests that not only

does each channel have an optimal minimum probing rate for deriving the best

possible secret-bit rate, but each probing rate also corresponds to a most ‘useful’

maximum Doppler frequency. Figure 3.6(b) shows the expected decrease in rate

as the quantizer levels q+ and q− are increased in magnitude. In this figure, α

denotes the number of standard deviations from the mean at which the quantizer

levels are placed.

4The levels q+ and q
−

are chosen so as to maintain equal probabilities for the two bins.
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3.5.3 Randomness of generated bits

Guaranteeing that the generated bits are random is crucial because they are

intended for use as a cryptographic key. Since we have assumed the adversary

possesses complete knowledge of our algorithm, any non-random behavior in the

bit sequences can be exploited by the adversary to reduce the time-complexity

of cracking the key. For example, if the algorithm is known to produce a greater

proportion of ‘1’s than ‘0’s, then the effective search space for the adversary would

be reduced. Consequently, a variety of statistical tests have been devised to test

for various defects [43].

In evaluating the randomness of bit sequences generated by our algorithm, we

focus on Maurer’s universal statistical test [44], a widely accepted benchmark for

testing randomness. The test statistic relates closely to the per-bit entropy of the

sequence, and thus measures the actual cryptographic significance of a defect as

related to the running time of an adversary’s optimal key-search strategy [44].
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Test P-value

Maurer’s Test 0.8913
Monobit frequency 0.9910
Runs Test 0.1012
Approx. entropy 0.8721
Random excursions 0.5829
Lempel Ziv 1.0000

Table 3.2: Results from randomness tests on bit sequences (108 bits) produced
by our algorithm for fd = 10 Hz, fs = 30 Hz, m = 5 and q+, q− = mean ± 0.2σ.
In each test, a p-value > 0.01 indicates the sequence is random.

Additionally, we ran a few other tests using the NIST public-domain test

suite[45]. We refer the interested reader to [46] for a description of these tests and

the definitions of p − value for each test. The results for these are summarized

in Table 3.2. Subsequent runs produced comparable results and thus support

the conclusion that our algorithm provides random bits. In particular, Maurer’s

test showed the average entropy of our bit-sequences is very close to the value

expected for a truly random sequence. This can be possible only if successive

bits are almost independent, which in turn requires that they must be separated

in time by at least a ‘coherence time’ interval. Since the coherence time of a

channel is inversely proportional to the Doppler frequency, extracting bits from

a channel at a rate significantly greater than fd cannot possibly produce random

bits. We observed in Section 3.5.2 that the rate at which our algorithm generates

secret bits is bounded from above by approximately the maximum Doppler fd.

Therefore, our algorithm produces bits slow enough to be random. Finally, we

note that the selection of a random subset of excursions by Alice effectively allows

her some control on selecting the final key generated. Thus, even if a particular

run happens to produce excursions at Alice containing a statistical defect in the

resulting bit sequence, she can fix the defect to some extent by suitably choosing

L from among eligible excursions.
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3.6 Experimental validation on 802.11a hardware

We now describe our experimental validation efforts for typical indoor environ-

ments. Our experiments were divided in two parts. In the first study, we delved

into the structure of an 802.11 packet to access the preamble sequence [47] in

the received signal to compute a 64-point channel impulse response (CIR) that

showed one or more resolvable dominant paths as separate peaks. We used the

magnitude of the tallest peak in the CIR (the dominant multipath) as the channel

our parameter of interest. To access signal information at the sample level, we

used an 802.11 development platform with FPGA-based customized logic added

for processing CIR. Our results showed that our algorithm works very well for

both static and mobile scenarios, producing error-free secret bits at rates ∼ 1

s-bits/sec in the tested indoor environments.

Encouraged by the CIR results, we sought to determine whether unmodified

off-the-shelf 802.11 hardware could achieve comparable results. Therefore, for the

second study, we used coarse RSSI measurements reported in the Prism headers

of 802.11 packets exchanged between commercially available 802.11a radios, with

Alice configured as an access point (AP mode) and Bob as a client (station

mode), and a third user configured to listen (station mode) on transmissions

from both legitimate users.

3.6.1 CIR method using 802.11a

Experiment setup: Our experimental platform (Figure 3.7(a)) consisted of an

802.11 development board with commercial 802.11a/b/g modem IP, to which we

added custom logic to extract the channel impulse response from received packets.

This allowed us to pull out received signal information at a level not normally

accessible using commodity 802.11 hardware and drivers. Two such boards were

set up as Alice and Bob, while a third board was configured to be Eve. Alice
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(a)
(b)

Figure 3.7: (a) Our experimental platform - a development board for a com-
mercial 802.11a/b/g modem IP, to which we added custom logic to process CIR
information. (b) Timing diagram for collecting CIR information using PROBE
packets

was configured to be an access point (AP mode), and Bob was configured to be

a client (station mode). The experiment involved Bob sending PROBE request

messages to Alice, who then replied with a PROBE response message (Figure

3.7(b)). Limitations of our development boards allowed us to have Eve listen

on either Alice or Bob, but not both. In the results presented here, Eve has

been configured to listen in on Alice. In the first experiment, Alice and Eve were

placed in a laboratory, while Bob was placed in an office cubicle outside the lab,

see Figure 3.8. In the second experiment, Alice and Eve remained in the same

positions while Bob circled the cubicle area along the trajectory in Figure 3.8 in

a cart on wheels.

Figure 3.9 shows a 64-point CIR obtained from a single 802.11a PROBE request

packet received at Alice, along with the corresponding CIR computed from the

PROBE response packet received by Bob in reply. Also shown is the CIR as com-

puted by Eve, using the overheard PROBE response packet from Alice. For the

purpose of our algorithm, we use only the magnitude of the main peak in the

CIR.

Figure 3.10 shows the traces of the CIR’s main peak’s magnitude at Alice
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Figure 3.8: A layout of the experimental setup for the CIR method (distances in
cm)
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Figure 3.9: The 64-point CIR from a single 802.11 packet. For our key-extraction
algorithm, we use the magnitude of the main peak as the channel parameter of
interest.
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Figure 3.10: (a) Traces of Alice, Bob and Eve. Variation in avg. signal power
produces longs strings of 1s and 0s. (b) A magnified portion of the traces.

and Bob for our first experiment. While our experiment ran for ∼ 22 minutes,

in the interest of space and clarity we show 1000 CIRs collected over a duration

of ∼ 110 seconds. The traces show significant changes in average signal power,

ostensibly due to time-variations in the wireless environment between Alice and

Bob (see Figure 3.8). If each user simply uses this data as input to the level-

crossing bit-extraction algorithm, the generated key has long strings of 1s and

0s (see Figure 3.10). This is because we are attempting to include the effect of

shadow fading [17] (also called large-scale fading) that produces large but slow

swings in the average signal power into the key generation algorithm. In other

words, the channel in Figure 3.10 is not stationary. Each user locally computes

q+ and q− as:

qu
+ = mean(ĥu) + α · σ(ĥu) (3.13)

qu
− = mean(ĥu)− α · σ(ĥu), (3.14)

where u can be Alice or Bob, ĥu is the set of magnitudes of the CIR’s main

peak collected by user u, and σ(ĥu) represents the standard deviation of ĥu. The
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factor α can be selected to vary the quantizer levels. We chose α = 1
8

for the CIR-

method. The effect of the underlying shadow fading contained in the collected

data can be removed by subtracting a moving average of each trace from the

original trace. This leaves only the small scale fading that we wish to use in our

algorithm. The result is shown in Figure 3.11. In this way, not only do we do

away with the problem of long strings of 1s and 0s, we also prevent the average

signal power from affecting our key generation process. Using the small scale

fading traces, our algorithm generates N = 125 s-bits in 110 seconds (m = 4),

yielding a key rate of about 1.13 s-bits/sec.

Contrasting Eve’s attempts: Figures 3.10 shows a trace of Eve’s CIR peak

as overheard from Alice along with Alice’s and Bob’s traces. Figure 3.11 shows

the bits that Eve would generate if she carried through with the key-generation

procedure. The mutual information [25] (M.I.) between Eve’s data and Bob’s data

is a useful measure of the information learned by Eve about Bob’s measurements

ĥb and can be compared to the mutual information between Alice’s and Bob’s

estimates ĥa and ĥb. Table 4.1 gives these mutual information values computed

using the method in [2]. As a consequence of the data processing inequality [25],

any processing of the received signal by Eve would only reduce her information

about the Alice-Bob channel, and therefore, the M.I. values in Table 4.1 provide

upper bounds on the information about the Alice-Bob channel leaked out to Eve.

The results from our second experiment with a moving Bob are very similar to

the ones shown for the first experiment, although with fewer bits produced. Due

to space limits, we do not present plots for the mobile experiment but instead

summarize our results in Table 4.1. It is notable that in the static case the M.I.

between Eve and Bob is orders of magnitude smaller than that between Alice and

Bob and very close to zero, indicating that Eve is unable to derive any significant

information about the Alice-Bob channel. Further, the M.I. between Eve and Bob

is lower in the mobile case compared to the static case, indicating that mobility
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Figure 3.11: (a) Traces of Alice and Bob after subtracting average signal power.
Using m = 5, N = 59 bits were generated in 110 seconds (Rk = 0.54 s-bits/sec)
while m = 4 gives N = 125 bits (Rk = 1.13 s-bits/sec.) with no errors in each
case. (b) A magnified portion of (a)

actually helps strengthen the secrecy of generated keys.

3.6.2 Coarse measurements using RSSI

Experiment setup: The setup consisted of three off-the-shelf 802.11 radios.

Alice was configured in AP mode along with a virtual monitor interface to capture

received packets. Bob was a client, consisting of a laptop with a 802.11a card in

station mode, along with virtual monitor for capturing received packets. Eve was

a third 802.11a node, identical in configuration to Bob, but capable of receiving

packets from both Alice and Bob. In our experiment, Alice was stationary, while

Bob and Eve moved along fixed trajectories. Atheros [48] WiFi cards based

on the 5212 chipset were used at each end along with the Madwifi driver [49]

for Linux. The experiments were done in the 5.26 GHz channel. The AP-station

configuration ensured that MAC-layer clocks at the two nodes were synchronized.

Figure 3.12 (b) shows the layout of the office building along with the location of
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(a)
(b)

Figure 3.12: (a) Timing diagram for collecting RSSI information using PING
packets in the RSSI-method. (b) Experimental Layout for RSSI-based method
showing trajectories of Bob and Eve, while Alice (the AP) was kept stationary.

the fixed AP and path followed by the mobile client. ICMP PING packets were sent

from the AP to the client at a rate of 20 packets per second. Each PING request

packet received at the client generates a MAC-layer acknowledgment packet sent

back to the AP, followed by a PING response packet. Upon receiving the PING

response packet, the AP similarly replies with a MAC-layer ACK packet.

Figure 3.12 (a) shows the sequence in which these packets are sent. A tcpdump

[50] application running on both the AP and the client recorded and time-stamped

all packets received on the monitor interface of each user. The experiment con-

sisted of sending 8, 000 packets from Alice to Bob. The tcpdump traces at each

end were filtered using the MAC address to keep only the four types of pack-

ets described above. Further, RSSI and MAC-timestamps were pulled out of

each packet to generate a (timestamp, RSSI) trace. Modification to handle

timestamps: We note that since the precise time instants at which the PING

response and PING request messages are received by Alice and Bob respec-

tively cannot be controlled, there was no way to guarantee that successive PING
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Figure 3.13: RSSI traces of Alice and Bob and bits generated. This plot includes
the effect of shadow fading.

request messages received by Bob were separated in time by exactly one PING

response received in between by Alice. Therefore, MAC-layer timestamps were

essential to time-align RSSI information at Alice & Bob since we did not have in-

dex numbers with which to reference RSSI values. This required a slight variation

in our algorithm to handle MAC-timestamps instead of indexes in the messages

exchanged between Alice and Bob. Instead of sending index numbers to Bob,

Alice now sends MAC-timestamps in the message L (see Algorithm 1 in Section

3.4). For each MAC-timestamp sent by Alice, Bob finds the MAC-timestamp in

his own trace that is closest in time to the value of the timestamp sent by Alice.

Bob uses the packet determined in Step 2 above as if it were the index sent by

Alice. He checks for the presence of excursions above q+ or below q− centered at

this packer as in Algorithm 1.

The RSSI field in the Prism header of received 802.11 packets reports RSSI

as integers, thereby providing only coarse channel information. Moreover, the

802.11 cards at Alice and Bob may not be relatively calibrated and thus may
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Figure 3.14: RSSI traces of Alice & Bob after subtracting windowed mean. We
get 511 bits in 392 sec using m = 4 (Rk = 1.3 s-bits/sec.)

report different values of RSSI. We found in our experiments that although lacking

calibration, the temporal variations in RSSI are matched in Alice’s and Bob’s

traces. This problem was solved by subtracting out a moving average of the trace

to remove the effects of slowly varying average signal power, as in the CIR method.

Figure 3.13 shows the raw RSSI traces collected by Alice and Bob plotted against

their received MAC-timestamps. As in the CIR-method, the traces exhibit strong

variations in average signal power. We average out the large-scale variations and

keep only the small scale fading effect. The result is shown in Figure 3.14. Our

algorithm produces secret bits at a rate of almost 1.3 s-bits/sec using m = 4,

where q+ and q− were computed independently by each user as in (3.13)-(3.14)

with α = 1
2
.

Contrasting Eve’s attempts: We plot the RSSI traces captured by Eve

for both Alice’s and Bob’s signal in Figure 3.13. The traces from Alice and Bob

after considering only variations about a moving average, are shown in Figure

3.14. Even with coarse RSSI measurements that represent the average received
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CIR-based method

Value of m used 4
Choice of q+, q− mean ±0.125σ
Duration of experiments 1326 sec (∼ 22 min.)
Inter-probe duration 110 msec.
Static case:

Average secret-bit rate 1.28 s-bits/sec.
I(Alice; Bob) 3.294 bits
I(Bob; Eve) 0.0468 bits
Mobile case:

Average secret-bit rate 1.17 s-bits/sec.
I(Alice; Bob) 1.218 bits
I(Bob; Eve) 0.000 bits

RSSI-based method

Value of m used 4
Choice of q+, q− mean ±0.5σ
Average secret-bit rate 1.3 s-bits/sec
Inter-probe duration 50 msec.
Duration of experiment 400 sec.
I(Alice; Bob) 0.78 bits
I(Alice; Eve) 0.00 bits
I(Bob; Eve) 0.07 bits

Table 3.3: Summary of experimental results. I(u1; u2) denotes the mutual infor-
mation (M.I.) between the measurements of users u1 and u2.

signal power per-packet over the entire 802.11 channel bandwidth, Alice and Bob

can exploit reciprocity of their channel to successfully generate secret bits at a

fairly good rate. We compute the pair-wise M.I. between the traces of Eve, Alice

and Bob in Table 4.1. As in the CIR-method, we find that Eve gets almost no

information about the Alice-Bob channel.

3.7 Discussion and open problems

We now discuss insights related to our scheme, summarizing fundamental trade-

offs, and further discuss potential security threats. We showed in Section 5 that

the rate at which Alice and Bob derive secret bits from a time-varying channel is
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limited by the rate of variation in the channel. To maximize rate, we must probe

the channel rapidly. For the fastest probing rate, the parameters m, q+ and q−

can be tuned to keep the probability of error within an acceptable bound. In-

creasing m or the magnitudes of q+, q− decreases the error probability at the cost

of a decrease in the secret-bit rate. Increasing temporal variation in a channel

increases the secret-bit rate up to a point, after which further increase produces

a rate decrease, unless accompanied by a proportional increase in the channel

probing rate.

The natural decorrelative properties of fading provides our scheme security

against eavesdroppers. We confirmed this through our system implementation.

Standard randomness tests indicate that our algorithm is resilient to an eaves-

dropper exploiting randomness defects. However, it is worth noting that key rates

significantly greater than the maximum Doppler frequency cannot result in truly

random bits. Thus we recommend conservatively setting the probing rates rel-

ative to the dynamics of the fading environment. Beyond a passive adversary,

we have addressed the threat of an active adversary impersonating Alice or Bob.

Coping with spoofing of probes can be dealt with using techniques similar to

[32]. We have addressed spoofing of messages following probing by providing a

modified algorithm that uses some of the shared secret bits for data-origin authen-

tication. Thus, Eve cannot thwart the key-generation process by impersonating

either legitimate user without getting detected.

A further concern common to all key establishment schemes is the man-in-the-

middle attack. A man-in-the-middle attack against our algorithm is only possible

if Alice and Bob cannot hear each other’s probes (e.g. they are not within radio

range, or Eve talks to Alice and Bob separately), otherwise Eve’s attack causes

discrepancies that are easily detectable by Alice and Bob. If Alice and Bob do

fall victim to a man-in-the-middle attack, this can be detected by the following

identity-based authentication mechanism: Alice asks Bob to send her the keyed



56

hash of the answer to a specific question using their (supposed) shared key as

an input to a cryptographic hash function. If Eve relays this question to Bob,

then Bob’s answer will be useless to Eve (assuming only Alice and Bob know

the answer to the question). We note this method requires that Alice and Bob

share some secret information known only to them. This is necessary as each

user must authenticate the identity of the other in order to prevent a man-in-the-

middle attack, and is necessary even for classical key establishment schemes like

Diffie-Hellman.

One might inquire whether varying levels of interference at different locations

in the environment would affect our key generation process. We have provided

fundamental tradeoffs relating signal-to-interference levels to quantizer parameter

selection for an isotropic noise background. However, by conservatively selecting

protocol parameters (e.g. selecting a larger value of m (see Figure 3.4)), we

achieve improved robustness in the key generation process at the cost of lowering

the rate.

An important unsolved question is whether the secret key generation rate can

be improved significantly by using a vector quantizer instead of the excursions

based approach we have used in our algorithm. We conjecture that it is possible

to train a vector quantizer based on training data and that such a quantizer would

allow us to extract a sequence of bits such that the fraction of bits that are in

error between the sequences of Alice and Bob is low. This would in turn enable

the use of an error-correcting code based reconciliation algorithm of the type that

will be described in the next chapter. The problem with a reconciliation approach

based on error correcting codes is that the reconciliation message needs to be au-

thenticated in order for the protocol to be robust against an active attack. While

our algorithm achieves this using a two way message exchange between Alice and

Bob, it has the limitation that Eve can reduce the number of extracted bits (and

hence the secret bit rate in s-bits/sec) by replacing upto a constant fraction of
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the indices in L without going undetected. With a single-message reconciliation

protocol based on error correcting codes, this problem can be aliviated as we will

show in the next chapter; however, this requires a fairly low error rate between

the bits of Alice and those of Bob - otherwise the block codes that are needed

to correct the errors need to be of very long length, and this introduces a large

delay before Alice and Bob can get a key.
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Chapter 4

Proximity based extraction of shared secret keys

In this chapter, we explore another mechanism for harvesting common random-

ness from wireless channels that can have an important practical use: secure

pairing of wireless devices that are in physical proximity. We first introduce

the problem of why communication between wireless devices that are in physical

proximity is fraught with

4.1 Introduction

The density of devices with wireless interfaces is growing at an increasingly rapid

pace. With this growth in wireless interfaces, there will be a corresponding need

for devices to establish spontaneous communications as they move about and

come in proximity of each other. As an example, two people meeting for the first

time may wish to exchange data between their mobile devices, or a passenger

at a train station may wish to pay for a ticket by having his/her phone inter-

act with an electronic ticket booth. Securing such interactions is essential, but

is also a very challenging problem. Devices have varying user-interface compo-

nents (e.g they may or may not have a screen, buttons, or LEDs), which makes

it harder to design a uniform method to establish secure associations. Further, it

is unrealistic to expect these devices to maintain and update cryptographic ma-

terial, especially since back-end key management servers are not always available

in mobile environments. Thus, in order to allow wireless devices to communi-

cate securely, these devices must establish cryptographic keys on their own, as
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Figure 4.1: The wireless channel from a public source (Peter) of RF transmissions
can be used as a source of shared randomness by the legitimate parties (Alice and
Bob) who are in physical proximity compared to the adversary (Eve) to extract
a secret key. Here, λ is the wavelength of the public RF transmission.

and when needed. However, given the broadcast nature of the wireless medium

and in the absence of a prior relationship, how does one device know that it is

really setting up a secure link (say, using the Diffie-Hellman key establishment

protocol) with the device it intends to communicate with? As a result, setting

up a secure link between wireless devices in proximity is presently a surprisingly

cumbersome procedure and often requires significant human intervention in the

form of setting up a shared key. This trend is all the more problematic for devices

that are meant to communicate in a machine-to-machine manner, i.e., without

human involvement. In this chapter, we show that by employing the principle

of randomness inherent in radio propagation, one can securely establish shared

secrets between two wireless devices in physical proximity.

Clique is based on the observation that wireless devices in proximity have ac-

cess to a shared source of randomness – namely, small scale temporal variations in

their wireless channels with respect to a common RF source, known as small-scale

fading – which is not available to any other wireless device that is not in close

proximity of the legitimate devices (see Figure (4.1)). The fact that the wireless
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environment between a public transmitter (e.g. a television broadcast tower) and

receivers is typically multipath rich, implies that the small-scale fading relative to

the transmitter as witnessed by two receivers in proximity will intimately depend

on their separation. As long as these devices are located within close proximity,

the channel responses characterizing each device’s fading process to the public

source will be highly correlated, while the fading witnessed by any eavesdropper

that is not in proximity, will be uncorrelated, providing almost no utility to an

adversary. Hence, two devices in close proximity can listen to public RF trans-

missions to obtain correlated and hard-to-predict stochastic processes that can be

exploited to form keys. Here, proximity is defined relative to the wavelength of

the public RF source – devices are said to be in proximity, and capable of forming

a shared key, if they are within a separation of half the wavelength that they are

monitoring. Similarly, the minimum distance of an adversary from the legitimate

devices, for which the method is secure, is also half of this wavelength.

It is important to note here that the choice of wavelength (and thereby the type

of RF source) used by Clique depends on the application, e.g. for FM Radio and

TV broadcasts, available wavelengths range from ∼ 42 cm to 5.5 m. Applications

that require devices to pair at larger separations must use larger wavelengths.

Of course, this also proportionally increases the minimum safe distance for an

adversary. Figure 4.2 illustrates the fading phenomenon through the temporal

variations in the received power of an FM radio station, recorded at two receivers

in close proximity. It is the correlation between the temporal variations that

makes the extraction of a common key possible, and the decorrelation at larger

separations that makes this key secure from sufficiently distant adversaries (See

adversary model in Section 4.3.2). The formation of secret keys in Clique is

unconditionally secure, i.e. it does not rely on the computational boundedness of

an adversary to ensure the secrecy of the established key, unlike the Diffie-Hellman

protocol.
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Figure 4.2: A 30-second trace of the temporal channel variations observed at
two receivers tuned to a an FM radio broadcast frequency (98.7 MHz) when
the receivers are 0.1 × wavelength ∼ 30 cm apart. Clique exploits this spatial
correlation.

Our contributions can be summarized as follows:

1. We describe a simple algorithm that allows wireless receivers in physical

proximity to convert their correlated channel observations into identical

sequences of bits. This sequence can then be used as a shared encryption

key. We evaluate the performance of this algorithm, both analytically and

through measurements of real wireless channels.

2. To increase the rate at which secret bits can be extracted by Clique (and

reduce the time to form a key), we propose and evaluate the concurrent

monitoring of multiple public RF sources.

3. Finally, we examine whether an active adversary can influence the bits that

are extracted by the legitimate terminals if the adversary itself controls the

public wireless source. To deal with this case, we develop and experimentally

evaluate a method based on the differential phase of the received signals,

which allows secret bits to be extracted despite adversarial control of the

transmit signal.
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4.2 Related Work

Establishing secret bits without a third party is perhaps best exemplified by

the Diffie-Hellman key agreement protocol[51]. The security of Diffie-Hellman

and public key methods is tied to the assumption of a computationally bounded

adversary, and further, must also leverage some form of a priori shared information

(e.g. a bootstrap key, as in the case of the Station-to-Station Protocol[52]) to

prevent a man-in-the-middle attack. One approach to establishing secrets without

trusted third parties or computational assumptions is to take advantage of a a

physical resource that can facilitate the sharing of a key. The best known example

of this is in the area of quantum key distribution (QKD) [53, 54] which typically

relies on optic fiber links. Although Clique exploits a different type of channel, it

also extracts bits from a source of shared randomness and there is a vast body

of information-theoretic literature describing bounds and principles by which this

common randomness can be extracted[19, 20, 55].

More recently, the wireless channel itself has received attention as being a

resource for sharing keys[30, 56, 34, 35, 57, 58, 33, 59]. All these works explic-

itly make use of the reciprocity of the wireless channel between the legitimate

terminals and assume that they engage in active probing of the channel between

themselves in a time-division-dulpexed manner. Consequently, these methods:

(i) require the legitimate terminals to be sufficiently distant in space, so they

may utilize the fading process between themselves as a source of randomness1,

and (ii) cannot employ shared randomness as an authenticator of a shared con-

text (unlike Clique which implicitly employs proximity as the shared context).

In contrast, Clique requires proximity between the legitimate terminals, so as to

1Devices within spatial proximity, especially when in line-of-sight, do not offer an observable
fading channel between themselves because the line-of-sight path dominates over multipath
propagation.
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leverage a public RF source as shared, but private source of randomness. Fur-

ther, techniques based on channel-reciprocity are inherently limited in their key

establishment rates by the rate of temporal variation of their channel. However,

as there are numerous public RF sources (e.g. multiple FM radio stations), Clique

easily scales to higher key rates by merely monitoring a greater number of public

sources in parallel.

Earlier work on secure device pairing[60, 61, 62, 63, 64] has focused on build-

ing a common shared context unique to two mobile devices. [61, 62] propose a

technique to utilize shared movement to accomplish secure pairing. In [60], the

authors make use of Faraday cages to facilitate keying. Our work is perhaps most

similar to [64], in which a computationally secure technique is presented to au-

thenticate co-located devices using knowledge of their shared radio environment

as proof of physical proximity. Another related technique is near-field communi-

cation (NFC) for limiting the range of communications [65]. A specific example of

such work is [66], which uses LDPC codes to provide spatially bounded communi-

cation. Unfortunately, the security of near field and short-range communication

assumes a weak adversary, and fails should an eavesdropper employ a directional

antenna with even a modest amount of gain [15, 67].

4.3 System Model

We use Alice and Bob to refer to the two legitimate parties wishing to establish a

secret key, while Eve is the adversary, and Peter is a public source of radio waves.

Our constructions require a basic understanding of the stochastic behavior of

wireless channels. We briefly summarize the relevant properties that we employ,

and refer the interested reader to chapter 2 for a more detailed treatment of

wireless propagation.
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4.3.1 The wireless channel

We assume that a time-varying fading wireless channel exists between Peter and

Alice, Bob and Eve. This is typically true for terrestrial wireless systems such as

FM, TV or cellular networks. If two receivers are tuned to a common transmitter,

the fading channels experienced by them are correlated if the separation between

them is less than λ/2 but independent otherwise. The signal transmitted by

Peter excites the channels between Peter and the three users, allowing each to

make measurements of the channel’s random state. We will refer to the time

interval over which a channel decorrelates completely as the coherence time, Tc of

the channel. Whenever necessary for analysis, we will assume a Rayleigh fading

channel [68] from Peter.

4.3.2 Adversary Model

To start, we assume a passive adversary that can listen to the same public source

as Alice and Bob, but that for a given public source, Eve is located far from Alice

and Bob. The minimum distance that an adversary must be from Alice and Bob

in order to guarantee secrecy of the extracted key, can be thought of as a security

parameter that characterizes the quality of the overall system (the smaller, the

better). This value is proportional to the wavelength of the public source used

by Alice and Bob. We further assume that Eve is aware of all the parameters

of the key-generation algorithm and the protocol followed by Alice and Bob, and

that Eve only has ‘read access’ to messages exchanged between Alice and Bob

during the secret key generation phase, i.e. she cannot replace or modify any

such messages. The rationale for this assumption is the following: suppose Alice

sends a message to Bob as part of the key extraction protocol. On the wireless

medium, it is difficult for an active Eve to completely replace Alice’s message

or modify it en route to Bob without Bob receiving either a message garbled
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by the overlap of two signals, or two separate messages. This is especially true

when Alice and Bob are in close proximity. In other words, it is easy for Bob

to detect the presence of an active Eve. Finally, we assume that any messages

exchanged between Alice and Bob during the key-generation phase are error-free.

This can be ensured by employing appropriate modulation, error correcting code,

and transmit power. We will also consider an active attack, where Eve controls

the public source itself. We will present a modification to our basic algorithm

that allows the secret key generation to continue to work even when Eve controls

the transmitter (see Section 4.5.3).

The most important factors in our secret key generation system are the rela-

tionship between the distance between Alice & Bob and their ability to extract

a secret key, and the minimum distance at which a passive eavesdropper must

be relative to Alice and Bob in order to guarantee that she cannot generate the

same key as Alice and Bob. We will explore these relationships in the analysis in

the next section, with an emphasis on the resulting bit error rates (BER) in the

key extraction process. Our goal is to make the BER between the bit sequences

of Alice and Bob as small as possible, and as close as possible to 0.5 for Eve’s

sequence, with respect to the sequences of Alice and Bob. If this can be achieved,

then suitable error correcting codes can repair the errors in Alice’s and Bob’s bit

sequences without allowing Eve to derive the same sequence. Further, comple-

menting BER, we would also like Alice and Bob to extract these bits sufficiently

fast under the guarantee that Eve cannot estimate these bits. In our experimental

evaluation, we will make use of empirically computed mutual information [25] as

a metric to measure the inability of Eve to derive any useful information about

Alice’s and Bob’s channel estimates.
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Figure 4.3: Each user firsts operates on the sequence of channel estimates in
the signal space, the resulting extracted feature is then quantized to obtain bits,
and finally error correcting codes are used to correct differences between the bit
sequences of Alice and Bob.

4.4 Extracting secret bits

Our framework for extracting secret bits using the time-varying wireless channel

between Peter and Alice/Bob involves the following steps (see Figure 4.3):

1. Each user independently estimates the channel between the public source

and itself, periodically every T seconds (T ≪ Tc).

2. The sequence of channel estimates is used to estimate the coherence time

of the channel Tc.

3. The sequence of channel estimates is processed locally every Tc seconds to

extract a scalar quantity, which is quantized to obtain one or more bits at

each user.

4. The first three steps are repeated until a sufficient amount of bits are col-

lected.

5. Reconciliation[22]: Alice sends Bob a set of parity bits with respect to an

error correcting code, to repair, with high probability, the discrepancies

between the bits generated by Alice and Bob.

6. Privacy amplification [26]: Information leaked to Eve in step 5 is removed

by Alice and Bob, by shrinking the common sequence, such that Eve has

no information about the final sequence.



67

4.4.1 Basic signal processing functions

Each user locally computes a single threshold value q to build its own quantizer

Q(·). We use a single-bit quantizer since, at the typical distances between Alice

and Bob, we found that the channel estimates of Alice and Bob do not have

enough mutual information to reliably support more than one bit. For a Rayleigh

fading process, q is taken to be the median of all the channel estimates collected

by the user. This ensures that the ’0’ and ’1’ bits produced by the quantizer are

equiprobable.

The discrepancies between the bits produced by the quantizers at Alice and

Bob arise from three separate factors: (i) the fact that Alice and Bob are not at

identical locations implies that their channels to Peter are not identical but only

statistically correlated, (ii) independent noise in the channel estimates that cor-

rupts the true channel from Peter, and (iii) calibration differences in the hardware

at Alice and Bob. To extract identical bits we need to address these problems.

The noise can be largely eliminated using a very simple stochastic averaging tech-

nique, while appropriate quantization and coding involving a message exchange

between Alice and Bob will allow us to reconcile differences arising from channels

not being identical. Differences in hardware can be mitigated by considering only

variations in the channel estimates and normalizing the estimates to a common

mean and variance. Without loss of generality, in the rest of this chapter, we

assume Alice to be the protocol initiator and that she sends the error correcting

information to Bob.

Stochastic noise averaging

The temporal rate of variation of the channels from Peter to Alice & Bob (char-

acterized by the coherence time Tc) is typically much slower than the rate at

which Alice and Bob can obtain new channel estimates, especially when there
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is an always-on reference signal in Peter’s transmit signal. This is the case for

ATSC television signals that contain an always-on pilot tone, as well as for FM

radio broadcasts, for which the 200 kHz-wide signal has constant transmit ampli-

tude and, hence, any variations in received signal power are a consequence of the

wireless channel. While the coherence time of a channel is typically of the order

of hundreds of msec (if Alice and Bob are in a moving vehicle, this can be lower

by a factor of 10 − 100), the rate at which new channel estimates can be made

is essentially equal to the sampling rate, which we set to 250 kilosamples per

sec in all of our experiments. The ability to obtain new channel estimates more

rapidly than the channel varies is beneficial for reducing the noise in the channel

estimates: Each user computes a moving average of the channel estimates within

a short window and uses the average estimate as the input to the quantization

stage With frequent enough channel estimates, practical levels of noise can be

almost eliminated by averaging. We then continuously slide the window by one

sample to get new channel estimates.

Tc estimation, Normalization and Sampling

The coherence time Tc of a Rayleigh fading channel is related to the Doppler

spread fd, and hence can be estimated from the level crossing rate of the channel

[17], which for a Rayleigh fading channel is [17]

LCR =
√

2πfdρe−ρ2

(4.1)

where ρ the ratio of the level-crossing threshold considered and the root mean

square threshold. From this we can estimate Tc as:

T̂c ≈
3ρe−ρ2

2
√

2πLCR
. (4.2)

The set of channel estimates obtained by Alice and Bob form a discrete-time

stochastic process and, as noted earlier, to remove the influence of hardware dif-

ferences, Alice and Bob each normalize their respective processes to have zero
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mean and unit variance by subtracting and then multiplying by suitable con-

stants. The set of N noise-reduced channel estimates is then divided into blocks

of size ⌈(T̂c/T )⌉ estimates, where each block represents roughly one coherence

time interval. Finally, the element in the center of the block is picked and quan-

tized using the quantizer, Q(·).

4.4.2 Reconciliation using error control codes

We now summarize a known approach based on error correcting codes that allows

the reconciliation of correlated bits into identical bit sequences, with very high

probability[58]. We refer to this construction as a purely-code based construction

for reconciliation and provide a sketch of the steps involved (see Appendix A for

more detail).

Let w and w′ denote n-bit strings obtained by Alice and Bob respectively after

the quantization stage above. Since successive bits in each of these strings are

derived from independent channel estimates, the bits are independent. Discrep-

ancies between w and w′ can therefore be modeled by the relationship w = w′ + e

(mod 2), where e is an error sequence of n bits. Each bit in e is 1 with a proba-

bility ǫ < 0.5, independent of all other bits in e. In other words, we can think of

w′ as being the result of transmitting each bit of w through a memoryless binary

symmetric channel (BSC)[25] with a cross-over probability of ǫ. Accordingly, we

will say that the ’bit error rate’ between the bit string of Alice and that of Bob

is ǫ. Note that the capacity of a BSC with cross-over probability ǫ is given by

C = 1−Hb(ǫ), where Hb(x) = −x loge(x)− (1− x) loge(x) is the binary entropy

function. Therefore, if Alice’s and Bob’s bits differ in a fraction ǫ ∈ (0, 1
2
) of the

places, they can theoretically obtain a maximum of C < 1 bits per raw bit that

they possess.

The main reconciliation step involves considering w and w′ to be corrupted

versions of a codeword from an (n, k) linear block code, and the transmission
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Figure 4.4: (a) Fraction of bits in error at Alice & Bob as a function of the
distance between them, using a TV pilot signal at 584.31 MHz. Also shown is
the theoretical BER curve, and a suggested LDPC code (from [1]) that can fix an
error rate of 15% using large blocklengths. (b) Larger peaks & fades cause lower
values of error-rate at the cost of lower values of rate in bits/sec. σ is the mean
power. The error rate plot is for d = 0.1λ.

of (n − k) syndrome bits P (with respect to this code), from Alice to Bob in

cleartext. Alice initiates the exchange by sending Bob the syndrome P = Hw for

the parity check matrix H . For a given value of ǫ (which depends only on the

quantity d/λ), a code with a suitable error correcting ability can be chosen to

allow Bob to decode w using w′ and P . Since the n−k syndrome bits are sent by

Alice in the clear, Eve obtains partial information. At most Eve’s learns n−k bits

of information about Alice’s and Bob’s n-bit strings. Therefore, in the final step,

Alice and Bob reduce the size of their common bit-string by n− k bits to obtain

k-bit strings, about which Eve has absolutely no information. There are several

ways in which this reduction can be accomplished. One is to use a universal hash

function f : {0, 1}n 7→ {0, 1}k, another is to simply use the k-bit pre-image of the

n-bit codeword that the common n-bit string maps to with respect to the (n, k)

linear block code that Alice and Bob employed.

Problem with purely-code based construction. For typical values of
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d/λ in our problem, the error rate, ǫ is fairly large. When using an ATSC tele-

vision pilot at 584.31 MHz (channel 33) and when Alice and Bob are only 1.5

inches apart, we have e ≈ 0.15. Figure 4.4 shows error rates we measured for

various values of d/λ using a TV signal on channel 33, along with the theoreti-

cally predicted error rates. To repair such a high error rate between Alice’s and

Bob’s bits, we require either a very low rate code (i.e. we must pick n, k such

that n/k ≪ C), or a code with a very large block length n. The former results in

very few secret bits per second, while the latter entails an impractically long delay

before enough bits can be gathered to produce an output. It might be argued

that a larger value of λ would address the problem. However, picking a larger λ

also entails a proportional worsening of our security parameter by requiring an

increase in the minimum distance at which Eve must be from Alice and Bob. It is

possible to address this problem without worsening the security parameter, using

a better quantization approach.

In most prior work on reconciliation, applications of the code-based procedure

above typically assume a discrete time memoryless source that produces corre-

lated random variables (Xi, Yi) at Alice and Bob such that Xi, i = 1, . . . , n are

independent, and so are the Yi’s. Having Alice and Bob sample their respective

stochastic processes once per coherence time would convert their stochastic pro-

cesses to such a discrete time memoryless source, but would ignore the temporal

redundancy that the stochastic processes provide. It is this temporal redundancy

in Alice’s and Bob’s stochastic processes that we exploit to improve the quality

of the raw bits obtained by Alice and Bob.

List encoding. We now present a simple enhancement, which we term list

encoding, that significantly lowers the bit error rate between the bits of Alice and

Bob to a value suitable for error correcting codes with reasonably small block

lengths (not to be confused with list-decoding, a topic of much recent activity in

the theoretical computer science community).
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In list encoding, Alice sends a message to Bob to convey the time instances at

which the quantized versions of their channel estimates (using some appropriately

defined quantizer) are highly likely to agree, without revealing any additional

information to Eve. In our construction, Alice locates deep fades (mapped to bit

’0’) and sharp upward peaks (bit ’1’) in her stochastic process, and sends Bob

a list of time-indices of the corresponding minima and maxima respectively, in

her stochastic process. In order to keep the successive extrema picked by Alice

independent of one another, we require that Alice cannot choose any extrema that

are within Tc time of each other. As a result, even though the values of the channel

estimates at Alice and Bob are not necessarily better correlated at the location

of extrema in Alice’s process (i.e. quantizing the value at the extrema does

not significantly improve the error rate), the type of extrema (i.e. minimum or

maximum) at Alice and Bob at these locations have a much stronger correlation.

Upon receiving this list, Bob determines for each time-index the location of the

nearest extremum in his sequence of channel estimates. For a maximum, he

assigns the bit ’1’, and for a minimum, he assigns a ’0’. This set of rules forms

the basis of the list-encoding quantizer.

Having Alice send the indices of her extrema reduces the fraction of bits that

differ at Alice and Bob at the cost of the rate at which these bits are gathered

because Alice can only pick an extremum at a rate strictly less than once per

coherence time interval – once she picks an extremum, she must wait for an

interval of at least one coherence time before picking the next one in order to

maintain independence of extracted bits. However, the fraction of bits, ǫ2, that

differ at Alice and Bob using list encoding is much smaller than the error-rate

ǫ we observed for the sampling and quantization approach in the purely code-

based construction, and more than makes up for the drop in rate. More generally,

the error-rate for list encoding can be lowered even further if the maxima and

minima are chosen from peaks and fades that are larger than a certain threshold.
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Here by the size of a peak/fade, we mean the magnitude of the fall and rise in

amplitude involved in a single peak/fade. In Figure 4.4(b) we show how the error-

rate between Alice’s and Bob’s bits decreases as this threshold (expressed as a

multiple of the parameter σ of the Rayleigh distribution) is varied, at the cost of

a decreasing rate. For our experimental study in the following section, we adopt

a threshold of σ. For a more detailed comparison of the two approaches, with

respect to rate and error-rate, we refer the interested reader to Appendix B.

Errors between Alice’s and Bob’s bits can be repaired as before, using an ap-

propriate error correcting code. The lower incidence of errors ǫ2 between their

bits, however, implies that a greater number of identical secret bits can be gener-

ated by Alice and Bob per unit time without requiring impractically long block

lengths. We have chosen to use the (23, 12, 7) binary Golay code because it has

a short blocklength, efficient decoding algorithms, and a reasonably good error

correcting performance in the range of error-rates ǫ2 that list encoding produces

(see Figure 4.4(b)). For example, list encoding produces about 0.6 raw bits per

coherence time, which, at a distance of 0.1λ, results in an error rate of ǫ2 = 0.04

(see Figure 4.4(b)). After applying the Golay code, the bit error rate reduces to

about 2 × 10−3, providing about 12
23
× 0.6 = 0.31 secret bits per coherence time

to Alice and Bob. It is possible to improve the error performance by choosing a

code with a lower rate and/or a larger blocklength.

As a final comment, we have only presented the most basic form of list encod-

ing involving a binary quantizer. List encoding can be generalized by noting that

its enabling principle is that Alice chooses time-locations in her stochastic pro-

cesses where a more general (non-binary) quantizer at Bob would have a greater

chance of extracting the same symbols as Alice. Hence, we need not restrict our

attention to extrema in Alice’s and Bob’s stochastic processes, but instead can

generalize to other, longer temporal features, e.g. Alice and Bob can employ a set
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Figure 4.5: (a) Error rate between raw bits at Alice & Bob for a simple quantizer
and for list-encoding using extrema. (b) Distribution of the amplitude of the pilot
tone at 584.31 MHz in the ATSC television signal on channel 33. Amplitude, as
a percentage of the maximum observed amplitude.

of time-constrained waveforms as templates for matching portions of their pro-

cesses. While extrema provide a convenient and simple feature for matching, we

believe that there is room for optimization over the feature space in list encoding

and expect to study this in the future.

4.5 Evaluation

We now evaluate secret bit extraction at co-located receivers by first present-

ing simulation results illustrating the superior error performance of list encoding

compared to a simple quantization approach, and then present results from our

prototype implementation. We used Jakes model for Rayleigh fading channels[40]

to describe the effects of fading. According to the Jakes model, the spatial correla-

tion function for the in-phase (or equivalently, the quadrature-phase) component

of the channel response experienced by two receivers (i.e. Alice and Bob) is

J0(2πd/λ), where d is the receiver separation and λ is the carrier wavelength.
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Similarly, the correlation between the magnitudes of the channel fading processes

at Alice and Bob is J2
0 (2πd/λ). Using these relationships, it is straightforward to

generate complex Gaussian stochastic processes using autoregressive filters tuned

to the parameters of the fading channel and which will have specified correlation.

We conducted simulations where we generated two complex fading processes with

varying separation d between Alice and Bob, and evaluated the fraction of bits

where Alice and Bob differ after quantization using a simple scalar quantizer and

our list-encoding quantization procedure on the magnitude of the resulting fad-

ing processes (but prior to application of error correction coding). Figure 4.5(a)

shows the resulting error rate between Alice and Bob for the raw bits at different

separation distances. From this curve, it is clear that list encoding significantly

reduces the error rate, albeit at the cost of a reduced data rate. We show in Ap-

pendix B that the benefits that list encoding provides in terms of reduced error

rate are critical to achieving good rate performance in final output bit streams.

Since list-encoding is superior to a purely code-based construction, in the rest of

this section we only present results for list-encoding.

4.5.1 Experimental Validation

Experimental setup. We conducted several real-world experiments using a

software defined radio to validate our key generation procedure. In particular,

we used GNU Radio [69] on the Universal Software Radio Peripheral (USRP)

platform (see Figure 4.5(c)). GNU Radio is an open source software toolkit

that provides a library of signal processing blocks. A single USRP supports the

simultaneous transmission and reception of four real or two complex channels

in real-time. The USRP interfaces with RF daughterboard hardware modules

for RF transmission and reception. In our experiments, we used the TVRX

daughterboard, which supports reception in the 50-860 MHz frequency band.

It has a noise figure of 8 dB and thus provides adequate access to terrestrial
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broadcast television and radio transmissions. For each experiment, Alice, Bob,

and Eve were all outfitted with identical equipment (daughterboard, antenna,

etc.).

We focused our measurement study on two widely separated frequency bands:

(i) The television broadcast band between 512 and 608 MHz accommodating

channels 21-36 in the US, and (ii) the FM radio broadcasting band between 88

and 108 MHz. While ATSC television signals themselves have a bandwidth of 6

MHz per channel, each channel contains an always-on constant-amplitude pilot

tone. In our TV band measurements, we tune in to the frequency of the pilot tone

for a given TV channel and track its amplitude. FM radio broadcasts also contain

a pilot tone, but the pilot tone itself is FM modulated and therefore not useable

for our purpose. Instead, we make use of the fact that the FM radio signal itself

has a fairly narrow spectrum (200 kHz per channel) and is transmitted at constant

power by the transmitter. Thus, we track the total received power over the 200

KHz band for a given FM radio channel as our estimate of channel gain since

any temporal variations in the received power must be due to variations in the

channel alone. In the television band, we carried out most of our measurements

using the received signal from the ATSC channel 33, a 6 MHz wide channel, with

an always-on pilot tone at 584.31 MHz. In the FM band, most of our data came

from an FM radio station at 88.7 MHz. We also used multiple stations between

97.7 and 99.7 MHz to test whether multiple radio stations can scale up the amount

of common randomness available to Alice and Bob (c.f. Section 4.5.2). In all,

we collected close to 1.5 hours of data from the TV bands and 1 hour of data in

the FM bands, spread over 6 days of measurements. In each experiment using

TV signals, the receivers’ channel measurements were time-synchronized using

an external RF source as a reference trigger. For experiments with FM signals,

the FM radio signal itself was used for (offline) time-synchronization between

receivers. Since the two frequency bands differ by a factor of approximately 5
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Figure 4.6: (a) The error rate between the bits obtained by two receivers using
list encoding as the distance between the receivers is varied for a TV pilot at
584.31 MHz and an FM radio channel at 88.7 MHz. Each estimate is computed
using six traces of duration one minute each. Error bars indicate the min and max
estimates in each case. (b) A Universal Software Radio Peripheral (USRP) with
two daughterboards and two antennas connected to laptop running GNUradio.
Also shown are average estimates of the coherence time made using equation
4.2 for (c) TV (584.31 MHz) and (d) FM (98.7 MHz) signals. Each estimate is
computed using six traces of one minute each. Errorbars indicate the min and
the max estimates in each case.
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to 6, the distance separating Alice and Bob required for extracting secret bits

also differs by a similar factor. For example, 0.1λ is about 5 cm for a TV signal

at 584.31 MHz, and about 33 cm for an FM signal at 88.7 MHz. The different

requirements for the distance between Alice and Bob allow for different usage

scenarios of our key extraction procedure. It must be noted that while the FM

band, due to the larger wavelengths, allows key generation at larger distances

between Alice and Bob, it has a proportionally weaker security parameter as it

also requires eavesdroppers to be located farther from Alice and Bob.

We first verified that the amplitude of the fading process from our measure-

ments follows our Rayleigh assumption. Figure 4.5(b) shows a plot of a normal-

ized histogram of the amplitude of the pilot tone at 584.31 MHz on the ATSC

television signal on channel 33, along with the main lobe of an ideal Rayleigh

probability distribution. A similar agreement was observed on the FM band as

well.

Spatial correlation

We measured the channel estimates for two receivers versus their separation (in

terms of fraction of the wavelength λ). Figure 4.6 shows the error-rate between

bits quantized using list-encoding at the two receivers for the TV and FM bands.

As predicted by Figure 4.5(a), the error-rate between the bits obtained by Alice

and Bob approaches 0.5 as the distance between the receivers approaches 0.4λ.

Our results indicate that a practically ‘useable’ range of distances between le-

gitimate receivers for secret bit extraction is d < 0.1λ. Since the bit error rate

degrades to ∼ 0.5 at around 0.4λ, this puts the minimum ‘safe’ distance for an

adversary at four times the distance between the legitimate users.

Further, we conducted measurements with three time-synchronized USRP re-

ceivers: Alice, Bob and Eve, simultaneously tuned in to the same FM radio chan-

nel. Figure 4.7 illustrates the lack of correlation between the channel estimates
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(a) (b) (c)

Figure 4.7: Scatterplots of the channel estimates of (a) Alice Vs. Bob, (b) Alice
Vs. Eve and (c) Bob Vs. Eve, made using a three-user measurement on an
FM radio channel. Eve is at a distance of λ/2 from both Alice & Bob, who are
d = 0.05λ apart. Each plot also shows an estimate of the mutual information per
pair of channel estimates, computed using the algorithm in [2].

of Eve and those of Alice and Bob when Eve is at a distance of λ/2 from both

Alice and Bob. Eve’s low mutual information relative to Alice and Bob indicate

her inability to estimate their bit sequence.

Our results for the average rate at which secret bits were extracted from a

single RF source are summarized in Table 4.1 for the three types of environments

we have considered, for a distance between Alice and Bob of 5 cm for the TV

signal and 34 cm for the FM radio signal. We note that the rates reported here

are raw key rates from list encoding prior to reconciliation. Applying the Golay

(23,12,7) code on the bits obtained from the TV signal when Alice and Bob were

shaken together fast (see Table 4.1), results in a final secret bit rate of 1.84 bps,

with an error rate of 2.42× 10−3. In the remainder of this chapter, we report raw

secret key rates. The results in Table 4.1 indicate that the secret bit rate does

in fact increase proportionally to an increase in λ, and that physical shaking can

improve the rate by a factor of 3 ∼ 4. We also see that the error rate from list

encoding remains fairly constant irrespective of the frequency or the rate.
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Temporal correlation

Next, we estimate the temporal correlation in the fading processes using the

relationship between level crossing rate and the coherence time, given in (4.2).

Coherence time is an important parameter as it tells us how often the channel can

provide fresh secret random bits. While ambient scaterrers and reflectors between

a distant source and the receivers contribute to the natural rate of temporal

variation, it is possible to create an increased rate of random temporal variation

in the channels by moving or shaking Alice and Bob together. To investigate how

much of an increase in temporal variation physical movement can provide, we

collected channel measurements at Alice and Bob while shaking them together,

keeping the distance between them fixed. For each type of signal (TV and FM),

we physically waved Alice’s and Bob’s antennas together in the air, first slowly,

and then vigorously. Figures 4.6(c,d) show the coherence time for each case. We

find that waving the legitimate devices together vigorously can improve the rate

at which secret bits can be extracted by a factor or 2 to 2.5. An advantage of

our method over the shaking-based secure pairing proposed by [61, 62], is that an

onlooker cannot predict the channel estimates made by the legitimate devices.

4.5.2 Monitoring multiple sources

Our analysis thus far has only considered a single public source, Peter. However,

by simultaneously monitoring multiple RF sources, Alice and Bob can increase

the amount of common randomness available to them per unit time. In fact,

the number of achievable secret bits per second scales linearly with the number

of added sources, so long as the sources themselves are physically separated by

roughly λ/2 distance. We focus on FM broadcast transmissions, since the narrow

bandwidth of each FM radio station (200 KHz) allows us to use the USRP plat-

form to receive multiple FM stations simultaneously. In such a scenario, Alice
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and Bob can treat each signal source as an independent source of common ran-

domness and run parallel instances of our secret bit extraction algorithm. With a

bandwidth of 200 kHz per FM station, the maximum number of FM sources that

Alice and Bob can receive with a single USRP setup is 40 (due to throughput

limitations of USB2.0). While not all channels in the FM band carry an FM

radio station with a strong signal, there are few regions in the country without

adequate FM radio coverage. Using our GnuRadio/USRP platform, we sampled

the channel responses for five radio stations within 1 MHz of block of spectrum

(at 97.9, 98.3, 98.7, 99.1, and 99.5 MHz).

To test for independence of the fading processes from different FM stations,

we examine the correlation between Alice’s channel estimates at a given instant

of time, across three of these FM stations. Figure 4.8 illustrates this as pair-wise

scatter plots between Alice’s channel estimates for the three stations along with

corresponding correlation coefficients for each pair of stations. This is compared

with the correlation between the estimates of Alice and Bob on a given FM station.

Our results suggest that temporal variations in the channels from different FM

radio stations are in fact fairly independent. We ran our list-encoding algorithm

on the 5 FM channels taken as parallel, independent sources of randomness, and

observed a combined average secret bit rate of 1.08 bps, with an average error rate

of 0.039 when Alice and Bob were stationary and 0.1λ apart, and 4.27 bps with

an average error rate of 0.042 when Alice and Bob were waved together in unison.

When compared to the results of a single FM channel, it is clear that sampling the

abundance of public sources provides a simple means to more rapidly establish

secret bits.

4.5.3 Coping with an adversarial source

In this section, we consider an active Eve, controlling Peter’s transmitted signal in

an attempt to influence the key bit generated by Alice and Bob. We will assume
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Environment TV FM

Stationary (0.81, 0.037) (0.22, 0.029)
Moved slowly (2.4, 0.038) (0.60, 0.042)
Moved fast (3.5, 0.041) (0.83, 0.032)

Table 4.1: (Average secret-bits per sec., average error-rate) pairs for d = 0.1λ
using the TV signal at 584.31 MHz and a single FM radio station at 88.7 MHz
when employing list-encoding.

that the environment remains multipath rich. If Alice and Bob use temporal

variations in the amplitude of the channel variations to extract secret bits, then

Eve can modulate her transmit amplitude to create perceived fades in amplitude

and thus influence the bits extracted by Alice and Bob. However, Alice and Bob

have another option— changes in the channel’s phase as the source of common

randomness for extracting secret bits, which we left unexplored thus far. The

phase added by the channel, and hence the phase of the signal received at Alice

& Bob is not observable by Eve since she does not have control over the positions

or movements of the numerous scatterrers or those of Alice and Bob.

However, instantaneous phase alone, cannot be directly used for extracting

bits at Alice and Bob because the measurement of phase also depends upon the

phase of the local oscillators (LO) at both the transmitter and the receiver. Since

it is not pragmatic to assume phase synchronization between the LOs of Alice

and Bob, we use the change in phase instead of the actual value of the phase.

With this modification, we can still design a system in which secret bits can be

extracted, even when the adversary controls the transmitter and can modulate

the transmit signal arbitrarily, as we explain below.

Without loss of generality, let us assume that a public source transmits a

pilot tone s̃(t) = A cos (2πfct), represented as a baseband equivalent by s(t) = A.

That is, its bandpass representation is s̃(t) = Re{s(t) · ej2πfct}. Let the overall

multipath fading channel be represented by a time varying phasor h(t) = H(t) ·
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Figure 4.8: Top row: Channel measurements of Alice versus those of Bob on three
different FM radio stations. Bottom row: Measurements of Alice on the three FM
radio stations, taken two at a time. In each case the channel variations are nor-
malized by the maximum value of the channel estimate during the measurement,
and the linear correlation coefficient is provided.

ejθ(t). Ignoring noise, the received signal is

r(t) = s(t) · h(t) = AH(t)ej(2πfct+θ(t)). (4.3)

The baseband equivalent of the above signal is ideally obtained by the receiver

by using a sinusoid from the local oscillator at frequency fc, giving the phasor

AH(t)ejθ(t) at time t. In the baseband representation, we may represent the rela-

tionship (4.3) between the received and transmit signals and the channel simply

as r = Ah, where A is the amplitude of the transmitted sinusoid and h = H(t)eθ(t)

is the complex baseband channel. The channel estimate is then given simply by

ĥ = r/A.

Suppose the source is controlled by Eve, who modulates both the magnitude

and the phase, and thus transmits s̃E(t) = A(t) cos (2πfct + φ(t)) with a complex

representation sE(t) = A(t) · ejφ(t). The receiver’s channel estimate is

ĥ(t) = A(t)h(t)ejφ(t) (4.4)

The adversary has inserted a multiplicative factor of A(t)ejφ(t) in front of the true
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channel state h(t) = H(t)ejθ(t), causing the channel to appear to have magnitude

of A(t)H(t) and a phase of φ(t) + θ(t). Observe that the product of amplitudes

A(t)H(t) behaves very differently from the sum of the phases θ(t) + φ(t). In

particular, while Eve has non-trivial information about the magnitude A(t)H(t)

(i.e. mutual information I(A(t); A(t)H(t)) > 0) by virtue of being able to

control A(t), she has no information about the received phase θ(t) + φ(t) (i.e.

I(φ(t); [θ(t) + φ(t)]mod2π) ≈ 0) because the phase wraps around modulo 2π.

Therefore, while the adversary can affect the estimated amplitude of the channel

by using a smaller transmit amplitude A(t) and affect the resulting bits, the phase

of the received signal cannot be controlled by the adversary. Hence if each legiti-

mate user samples the phase once per coherence time2, the resulting phase samples

are both correlated at the two users, as well as independent from one sample to

the next, irrespective of the function φ(t) used by Eve. Thus, differential-phase,

measured across successive coherence times, can be used to extract secret bits,

even if the transmitter is controlled by the adversary.

We evaluated our differential phase method for extracting secret bits by cre-

ating our own FM source (Eve) using the USRP/GnuRadio platform. To avoid

interference from real radio stations, we transmitted our fake radio station in-

doors at 315MHz. In order to also show that our differential phase method can

be combined with physical movement, Alice and Bob were located in a different

room d = 0.04λ = 1.5 inches apart and vigorously shaken. Alice’s and Bob’s

USRP/GnuRadio platforms performed a standard frequency recovery algorithm

to track the carrier frequency for baseband shifting. The signal phase was es-

timated and used to calculate the differential phase. We compared Alice’s and

Bob’s differential phase against Eve’s known transmit signal’s differential phase.

2It is important that the estimate of channel coherence time be based on an a conservative
and a priori knowledge of a typical coherence time, rather than based on channel estimates, as
Eve can rapidly vary A(t), φ(t) to fool the users into severely underestimating the coherence
time.
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Figure 4.9: Differential phase measurements of Alice vs Bob (left), compared with
those of Alice vs Eve (right). The axes represent the interval [−π, π] radians. Each
plot shows a mutual information estimate between the differential phases of the
corresponding two users, computed using the algorithm in [2].

The change in phase from one measurement epoch (channel coherence time) to

the next served as the source of common randomness between Alice and Bob.

Figure 4.9 shows a scatter diagram of the differential phase of Alice’s received

signal versus Bob’s, and a scatter diagram of Alice’s differential phase versus

the differential phase in Eve’s transmit signal. The plot also shows an estimate

of the mutual information in bits per differential-phase measurement, for the

two comparisons. These results indicate that differential phase in the received

signals at Alice and Bob are highly correlated, while nearly independent of Eve’s

differential transmit phase. Therefore, Eve has no useful information about the

differential phases at Alice and Bob.

We then extracted secret bits by quantizing the differential phases at Alice

and Bob using an equiprobable one-bit quantizer, with a boundary at 0 radi-

ans. Alice and Bob thus obtain one bit per coherence time. We conservatively

chose a coherence time of 200msec. The actual coherence time was computed

to be 132msec, which is a consequence of using 315MHz and vigorously shaking

Alice and Bob. Ultimately, Alice and Bob had a secret bit rate of 5bps, with

an error rate of 0.090. Eve’s corresponding best estimate of Alice’s bits had a
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corresponding error rate of 0.4933 relative to Alice’s bits.

4.6 Security discussion

In this section we discuss the security aspects of Clique and examine limitations

of the technique.

Spatial security. Beyond theoretical models, our experimental evaluation

in Section 4.5.1 suggests that if an adversary is greater than 0.4λ away from

both Alice and Bob, then the fraction of bits produced by the adversary that

are different from those produced by Alice or Bob is very close to 0.5. For an

FM radio signal, 0.4λ corresponds to ∼ 1 − 1.3 m. Mutual information is a

particularly convenient metric that helps us upper bound the amount of relevant

information available to Eve about Alice’s & Bob’s measurements. Empirically

computed estimates of the mutual information between the measurements of each

pair of users (see for e.g. Figure 4.7) show that the information that a sufficiently

distant Eve has about Alice’s or Bob’s observations is more than an order of

magnitude lower than the information either legitimate user has about the other’s

observations. This implies that for each sequence of 100 bits generated by Alice

& Bob, Eve can guess at most 1 bit.

Further, an increasing number of attacks today are conducted via an adver-

sary placing a listening/reading device on or right next to a target (e.g. card

swipes/RFID readers, skimmers on ATM machines). An Eve that is within the

prescribed 0.4λ from Alice or Bob would be able to attack Clique easily. One ex-

ception to this is if Alice and Bob are mobile devices and can be shaken together

– this induces random temporal variations into the obsevations of Alice and Bob,

which cannot be matched by Eve unless she also moves in unision.

Active adversary. An active adversary may transmit a signal in an attempt

to influence Alice’s and Bob’s estimates of their channels from Peter. If Alice and
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Bob use only the magnitude of their received signal as a measure of the temporal

variation of their respective channels, this results in a valid attack. Such an attack

can be guarded against if Alice and Bob use differential-phase to generate a key,

as explained in Section 4.5.3. This is because, Eve cannot control the phase of

the resultant received signal at Alice & Bob, unless she has precise knowledge

of all the reflectors and scatterrers in the environment and the various paths

taken by the signal [68]. Precisely manipulating the phase characteristics of a

multipath-rich environment is very hard.

Passive manipulations and modeling. If an attacker can manipulate the

wireless environment by controlling the scatterrers and reflectors in the path of the

signal between the public source and Alice/Bob, she can (in principle) influence

the temporal variations observed by Alice and Bob. This is hard to accomplish

when the public source is distant, as is likely to be the case with public broadcast

sources, and would require a significantly powerful adversary. Second, the method

in Section 4.5.3 based on differential-phase, makes this attack implausible for the

same reason as the active attack above. What if a passive adversary that attempts

to model the temporal variation in the channels between the public source and

Alice/Bob by placing herself at the location of Alice/Bob, before or after the key

extraction protocol? Such an adversary cannot get any useful information about

the bits extracted by Alice and Bob because the wireless channel decorrelates

over time, and channel models are only a statistical description of the channel,

whereas Alice and Bob utilize features in a specific instantiation of the random

processes formed by the temporal channel variations. Indeed, a model of wireless

channel observed by Alice and Bob can in fact be given to the adversary a priori.

Statistical randomness of extracted bits. The generated key needs to

consist of statistically independent bits in order to be used as a cryptographic

key. This is ensured in Clique by having Alice wait for at least one coherence

time interval after extracting a bit, before attempting the next bit extraction.
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As explained in Section 4.3.1, the coherence time, is by definition, the amount of

time needed for the channel state to become random after an observation, and

is estimated in Clique by Alice using an empirical estimate of the level crossing

rate. It is interesting to note that in order to truly estimate the per-bit entropy

of a sequence of bits, a very large number of bits (& 107) is required, so that the

results of statistical tests such as those in [44, 46] can be meaningful.

4.7 Concluding remarks

This chapter shows how wireless devices in proximity can form secure associations

autonomously by monitoring public sources of airwaves and using their correlated

fading processes to form a shared cryptographic key. The speed with which users

can securely pair depends on their physical separation, and on the rate of tem-

poral variation in the observed fading processes. Pairing can be accelerated by

monitoring multiple public sources concurrently, or by manually shaking the legit-

imate devices together. Using differential-phase in place of amplitude variations

for extracting secret bits proves to be particularly robust against active attacks.

The key geenrated by Clique can also allow devices to authenticate each others’

proximity autonomously. By picking a public source of a suitable wavelength,

a device can ascertain whether a device that it is communicating with is really

within the physical distance it claims to be. We expect this will be immensely

useful in preventing some types of spoofing attacks, and in situations in which

devices need to communicate without human involvement.

Clique need not be restricted to two devices and can be easily extended to

allow multiple devices to establish a common secure association. We believe that

a number of useful optimizations of our system can improve its functionality and

performance even further. For example, if Alice and Bob do not end up with

identical bits after using an error correcting code, they do not need to discard
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their bits and start over, but can instead employ further rounds of error correction

in a manner similar to iterative reconciliation protocols used in quantum cryp-

tography. Another direction for improvement, noted earlier, would be to explore

the use of non-binary quantization for improved extraction rates.
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Chapter 5

Traffic privacy in packet-size side channels

In this chapter, we explore a specific type of data privacy problem in wireless

networks. By virtue of being a broadcast medium, data traffic on a wireless link

can be easily overheard by eavesdroppers, often from very large distances. Even

if the data being transmitted is encrypted, there are often traces of semantic

information that are present in the broadcast information, that are not entirely

independent of the encrypted data being transmitted. One such source of seman-

tic information is packet size. As we wll explain, the size of a packet can often

reveal quite a bit of information about the packet’s contents and its context, even

if the packet is completely encrypted. This is the case with ecryption algorithms

that preserve the length of a packet upon encryption. Packet size information

forms a type of side-channel, leaking unintended information to a passive adver-

sary. In the following sections, we first introduce this problem in greater detail

and then build a formal framework for building a mechanism that can stop infor-

mation from leaking out from packet sizes. We include our results to date about

the problem, and finally we list the open issues that remain to be addressed.

5.1 Introduction

The successful adoption of personal communication technologies is leading to

an increase in the amount of sensitive or private information being exchanged.

Sensitive information, such as a personal phone call or financial transactions,

cross our networks everyday and it is very easy for adversaries on the network
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Figure 5.1: We envision a Bit− Trap as a separate layer that modifies data traffic
handed down to it so that given a set of constraints on available resources, it
optimally destroys side-channels from leaking out any information.

to monitor this traffic, especially when a wireless link is involved. Although a

first line of defense to ensuring confidentiality involves encrypting the packets

prior to transmission and forwarding over a network, recent evidence has shown

that higher layer encryption alone is insufficient to providing the strict guarantees

of privacy that most users expect for their transactions. In numerous different

application scenarios, it has been shown that basic traffic analysis involving the

statistical analysis of packet sizes and inter-arrival times can identify significant

levels of contextual information in spite of the underlying session being properly

encrypted.

Adversaries armed with knowledge of the application and the underlying net-

work functions, yet no knowledge of the cryptographic material associated with

security primitives, have been able to identify a surprising amount of information,

including the language and specific phrases spoken in encrypted voice-over-IP calls

[11, 10], or the identity of a video clip [70], or even the number of participants

in an encrypted broadcast service [71]. The common confidentiality failure across

all of these examples extends from the fact that secrecy is reliant on more than

just protecting individual bits, but requires protecting the context of such bits.

Messages typically do not occur in isolation, but instead occur together as part of

a larger application. By analyzing the traffic in the context a specific application,

in all cases it was possible to identify an underlying correlative structure that had
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very little to do with the bits themselves, and which was able to reveal significant

(though not all) information about the actual messages being exchanged.

In order to prevent such traffic analysis attacks, it is necessary to re-examine

how the traffic is loaded onto the network prior to communication. Strategies,

such as the introduction of phantom users[71], padding messages to uniform size

[11], buffering[72, 73, 74] and re-encryption of packets[75] have been presented as

techniques to obfuscate the true traffic pattern associated with an application.

Although these methods represent a powerful set of tools for hiding the true

traffic, and hence enhancing confidentiality of encrypted packet streams, there

has been very little work in exploring the fundamental tradeoffs associated with

such tools.

In this chapter, we cast the problem of protecting the contextual privacy asso-

ciated with encrypted packet streams in an information theoretical setting, where

the objective is to obfuscate the meaning of these packet streams by randomly

padding packets or changing their sizes by buffering them. Starting from an

assumption that packets can be broken into smaller chunks (for the sake of dis-

cussion, we’ll assume the minimal indivisible unit is a bit), padded, and buffered,

we seek to minimize the mutual information [3] between an incoming packet

stream and an outgoing packet stream, while maintaining desirable constraints

(e.g. delay and average bits spent on padding). We assume that there is some

fixed cost (in bits per packet) for obfuscating packet sizes, perhaps in the form

of protocol bits that tells the destination how to re-assemble the original packets.

We do not deal with the details of this mechanism, so as to focus on the tradeoffs

between the level of obfuscation achieved and the amount of resources required.

We envision BIT− TRAP as a layer as depicted in Figure 5.1 that sanitizes pack-

etized traffic being handed down to it, so as to remove the existence of a leaking

side-channel as much as possible, given a set of user-specified constraints on the

available resources that BIT− TRAP can spend. This chapter ofthe thesis takes
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steps in this direction by quantifying the relationship between resources and the

amount of leakage possible.

Through our analysis, we uncover several useful insights that can guide prac-

tical traffic analysis countermeasures:

• In a single packet model, random padding of packets is the best way to

achieve privacy against traffic analysis, and given a fixed average padding

budget, an optimal method for random padding can be quickly found via

a convex program. We also prove that the space of padded packets need

not be different from the space of true packet sizes and that the trade-off

between the achieved obfuscation and the amount of padding allowed is a

convex rate-distortion type relationship.

• For streams of packets, it is the correlation between successive packet sizes,

rather than actual packet sizes, that is responsible for vulnerability to traf-

fic analysis. We formulate the problem of obfuscating the information in

correlated streams of packets as a queuing problem and show how a 2-

dimensional Markov chain can be used to relate the buffer delay and the

mutual information for various obfuscation policies.

5.2 Related Work

The subject of traffic privacy has a rich history and prior literature. These can

be broadly classified into attacks and defenses dealing with: (i) making inferences

about the source and/or origin of communications in a network, and (ii) gleaning

contextual information about the information content itself. It is the latter with

which we are concerned in this chapter of the thesis.

Privacy issues in the former model have been examined in general networks,

particularly through the methods of anonymous communications. Chaum pro-

posed a model to provide anonymity against an adversary conducting traffic
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analysis[73]. His solution employs a series of intermediate systems called mixes.

Each mix accepts fixed length messages from multiple sources and performs one or

more transformations on them, before forwarding them in a random order. Most

of the early mix related research was done on pool mixes [74], which wait until

a certain threshold number of packets arrive before taking any mixing action.

Kesdogan [76] proposed a new type of mix, SG-Mix, which delays an individ-

ual incoming message according to an exponential distribution before forwarding

them on. Later, Danezis proved in [77] using information theory that a SG-Mix is

the optimal mix strategy that maximizes anonymity. The objective of SG-Mixes,

however, is to decorrelate the input-output traffic relationships at an individual

node, and the methods employed do not extend to networks of queues.

Work in the latter model has focused much more heavily on attacks than on

defenses. Attacks have ranged from inferring the spoken language and specific

phrases in encrypted VoIP streams [11, 10] from the sizes of packets in a stream,

to inferring contextual information from key strokes in encrypted SSH sessions

[78] and the identity of video clips [70] from the variable timing of packets on

a network connection. One reason for the greater attention given to attacks is

that these works most often suggest a supposedly ‘simple’ guarding measure:

regularize the quantity that leaks out information. In the above examples, this

would translate to making all packets the same length and making intern-packet

durations the same for all packets. While expending sufficient resources on the

problem (extra bits, delay, etc.) can eliminate a known side-channel, the amount

of extra resources that might be needed to remove such side-channels may be non-

trivial. In this chapter of the thesis, we formally study the problem of side-channel

leaking out information, in the context of variable packet sizes. In particular, we

show that there often exist optimum solutions when resources to be expended are

limited. Finally, we note that our work has some connections with the study of

timing-capacity of queues [79], in which information is encoded in the intervals
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between packets arriving at a queue. However, variable packet sizes and inter

packet duration are separate sources of randomness - we specifically used a model

with one packet per slot (including zero-sized ’packets’) so as to focus on the

information contained in the packet sizes and not their timing.

5.3 Notation

We will denote the sizes of packets found in a network or a packet stream by

A = {A1, . . . , AM}, where A is the set of all packet sizes, and A1 < A2 < · · ·AM

are the possible sizes of the packets. We will denote the probabilities of occurrence

of the M possible packet sizes by the probability mass function P = {p1, . . . , pM},
where

∑

i pi = 1. The packet sizes, after being modified by an obfuscator are

denoted by D = {D1, . . . , DN}, where we will assume with loss of generality that

D1 < D2 . . . < DN , where N need not equal M . The letters A and D are chosen

to denote arrivals and departures respective, where the arrivals and departures

are with respect to an obfuscator, which may add extra bits and/or delay to the

packets. We will use the letters A and D to denote the random variable associated

with the true size of a packet and modified size of a packet respectively. We use

the notation y+ to denote max(y, 0).

We will use the terms obfuscator, obfuscation channel and obfuscation system

interchangeably, to refer to the operator that we are interested in designing, re-

sponsible for preventing the leakage of information through the packet-size side

channel.

With slight abuse of notation, in the section on packet streams, we will use

Ai and Di to denote the true and modified size of the ith packet in a packet

stream respectively, and An & Dn to denote the sequences A1, A2, . . . , An and

D1, D2, . . . , Dn. Lower case letters a and d denote the realization of a true packet

size and modified packet size respectively. Likewise, ai and di denote a specific
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realization of the true size and modified size of the ith packet in a sequence of

packets respectively. We will use {G} to represent the random process formed by

successive realizations of a random variable G.

5.4 Single packets

Consider a sensor network which monitors several types of events. As each type

of event is triggered or observed by a node in the network, it records or generates

data corresponding to that event and send it in the form of a messages towards

the sink. Let the set of all possible events in the network be denoted by E =

{E1, . . . , EM} with probabilities of occurrence P = {p1, . . . , pM} and message

sizes A = {A1, . . . , AM}. Consider an adversary observing traffic at an opportune

point in the network. The adversary can attempt to infer which event has occurred

simply by looking at the size of the message it intercepts over the air. We need

a formal metric to quantify the amount of uncertainty in the attackers inference,

given the observations available to her. If an adversary observes a packet of size

s, the amount of uncertainty in the adversary’s inference about the event in E
given her observation of s is captured by Shannon’s entropy function:

H(E|s) = −
∑

p(Ei|s) log p(Ei|s)

A network designer’s goal would be to maximize this conditional entropy by al-

tering the sizes of packets transmitted after each event. Let these altered packet

sizes be reflected as D = {D1, . . . , Dn}. The problem of providing traffic privacy

then becomes: Maximize
∑n

j=1 H(Ej|s) while minimizing the expected commu-

nication overhead due to the privacy protection methods. There are two broad

strategies to improve the privacy in this situation:

Constant packet size: The key idea is to attempt to make all packets in the

network have the same size. It requires padding all packet to the size of the

largest packet.
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Randomized packet sizes: This approach relies on randomizing the size of ev-

ery single packet to create an uncertainty about the type of packet and

underlying event.

Let us look at these two strategies in some detail.

Fixed vs. randomized obfuscation. The suggested solution for preventing

analysis of packet sizes in much of the prior work highlighting attacks, is padding

packets to all have the same size. This strategy, though, is only satisfactory

when the variation in sizes across packets is small. However, when the variation

is large, padding packets can significantly increase the usage of bandwidth. Fur-

thermore, for scenarios in which nodes have limited energy, such as wireless sensor

networks, this increase in traffic can lead to an unacceptable increase in energy

consumption. In general, we may obfuscate the size of a packet by making it larger

(padding bits), or by splitting it into multiple packets. This latter approach is

not beneficial for sporadic communication, when the network only infrequently

transmits a single packet, since an adversary can simply add up packet sizes and

subtract known header sizes to arrive at the true packet size. Hence, we believe

that padding packets is the most general and promising recourse for preventing

traffic analysis when dealing with single packets or a collection of a few packets

rather than a long stream.

To begin, we will investigate whether it is possible to achieve obfuscation

without having to pad all packet to the same size. Suppose that we have M

different types of packets traversing a network with packet sizes given by A above,

and a priori probabilities of occurrence given by P above. Further, suppose

we have an average padding budget of B bits. Our task is to pad the packets

randomly so as to achieve the greatest obfuscation of the true packet lengths

subject to our padding budget. Let A ∈ A be a random variable that denotes

the true packet size and D ∈ D denote the size of the packet after it has been
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padded. Then D = A + Z, where Z ∈ I+ denotes the number of padding bits

added. All packet sizes, A and D are integers. The following result declare that

there exists a uniquely optimal obfuscation strategy:

Theorem 1: Maximizing obfuscation using randomized packet padding of sin-

gle packets with a bound on the given average padding budget is a convex opti-

mization problem.

Proof: We assume that a maximum packet size of Dmax is allowable in the

network (where Dmax ≥ AM) and that the set D of packets that can be observed

after padding are D = {A1, A1 + 1, A1 + 2, . . . , Dmax}, with Dk being the kth

element of this ordered array. Let Pij denote the probability that a packet of size

Ai ∈ A is padded to a packet of size Dj and P denote the M × |D| matrix of

these probabilities, where |D| = Dmax − A1 + 1. Our objective may be stated to

be simply

maxP(D|A)H(A|D) (5.1)

where the variables of optimization are the the contents of the transition proba-

bility matrix (henceforth, TPM) P and H(A|D) denotes the average uncertainty

about A upon having observed D, averaged across all packets. Note that Pij = 0

whenever Ai > Dj . The constraints of the problem can be formally stated as

follows:

Cost = Ei[Z] =
M∑

i=1

|D|
∑

j=1

Pij(Dj − Ai)pi ≤ B (5.2)

∑

j

Pij = 1 for all i = 1, . . . , M (5.3)

Pij = 0 for all i, j such that Dj < Ai. (5.4)

This can be recognized as a type of discrete memoryless channel (DMC) with

input alphabet A and output alphabet D. The DMC probabilistically adds bits

to the input packets, transforming A to D and is represented by P, whose elements

Pij are the probabilities that a packet of size Ai is converted to a packet of size Dj.
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Figure 5.2: The discrete memoryless channel (DMC) [3] representing randomized
packet padding. Each input packet is mapped to a packet of equal or greater size
in accordance with a transition probability matrix p(D|A).

We wish to determine the worst possible DMC so that an adversary observing its

output learns as little as possible about the input, given an average constraint on

the additive noise, E[Z].

Observe that the a priori packet probabilities is fixed and that Pij are the

variables. Hence, maximizing H(A|D) is equivalent to minimizing the mutual

information I(A; D). This quantity is convex in the transition probabilities Pij

for a discrete memoryless channel, when the input distribution is fixed (Theorem

2.7.4 of [3]). Therefore, we have a convex objective function (5.1), with constraints

(5.2)-(5.4) that are linear in Pij. Thus, this is a convex optimization problem with

a unique solution that can be computed in time that is polynomial in the number

of variables using known convex programming algorithms (e.g. gradient search,

etc).

The optimization variables are the elements Pij of the matrix P. We note that

while the size of the input alphabet |A| is fixed, the size of the output alphabet

|D| is up to us as the system designer. Given that the problem above is convex, we

can re-frame the problem as follows to compute the complete trade-off boundary

between the bit padding budget B and the largest achievable obfuscation:

MaxPH(A|D) + λ





M∑

i=1

|D|
∑

j=1

Pij(Dj − Ai)pi − B



 (5.5)
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such that

∑

j

Pij = 1 for all i = 1, . . . , N (5.6)

Pij = 0 for all i, j for which Dj < Ai. (5.7)

Here λ is a Lagrange multiplier that controls the trade-off between the opposing

objectives of maximizing entropy and minimizing padding cost. A given value of

λ can be plugged into the problem and solved to compute the (entropy, cost) pair

and the transition probabilities required to achieve it. At the end of this section,

we show that the trade-off between obfuscation and the average bit-padding cost

can be interpreted as a rate-distortion function and that obfuscation is convex

and decreasing in the bit-padding budget B.

Algorithms for solving a convex optimization problem have running times

that are polynomial in the number of variables. Although we have shown that

the problem of finding the optimal random padding of packets is convex, the size

of the set of variables, namely P, can be very large if we allow for all integer

values between A1 and Dmax in the output alphabet D. We now show that in any

optimal solution, the output alphabet need not be larger than the input alphabet.

This result is significant because it shows that the problem is not only convex but

practically solvable since it can be simplified to have only a fairly limited number

of variables.

Theorem 2: The output alphabet D in the optimal allocation can be the same

as the input alphabet A.

Proof: The proof is based on the concavity of the entropy function and the

structure of our cost function. Let Dk be any letter in D with non zero probability

of occurrence such that Dk /∈ A and A1 < Ai < Dk < Ai+1, where A1, Ai and

Ai+1 are letters in the input alphabet A and have corresponding same-size letters

in the output alphabet D1 = A1, Di = Ai and Di+1 = Ai+1. Our objective is to
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maximize the equivocation

H(A|D) =
∑

d∈D

H(A|D = d)p(D = d) (5.8)

We will prove the above theorem by showing that the equivocation can only

increase when any letter of the type Dk /∈ A is eliminated, without increasing

the average cost. To begin, assume that the input distribution p(A) is fixed and

an optimal allocation of conditional probabilities p(D|A) has been found for the

chosen output alphabet containing Dk. Consider the effect of eliminating the

letter Dk from the output alphabet by diverting all the conditional probabilities

p(D = Dk|A) for all A < Di to the output letter Di which is the next letter in

D with packet-size smaller than Dk (i.e., if we initially allowed all integer sizes in

D, then Di = Dk − 1). That is

p′(Di|Am) = p(Di|Am) + p(Dk|Am) for all m ≤ i (5.9)

where the prime denotes the new conditional probabilities. This action can only

decrease the average cost

∑

a∈A

∑

d∈D

p(A = a)p(D = d|A = a)(d− a)

. Since this action only affects the terms in (5.8) pertaining to Di and Dk, it is

sufficient to prove that

H ′(A|D = Di) · p′(D = Di) ≥ (5.10)

H(A|D = Di) · p(D = Di) + H(A|D = Dk) · p(D = Dk)

where the primes denote the new value of conditional entropy and probability.

However, since we have p(D = d) =
∑

a∈A p(a)p(D = d|A = a), we have p′(D =

Di) = p(D = Di)+p(D = Dk). Dividing the inequality (5.10) by p′(D = Di) and

denoting α = p(D=Di)
p′(D=Di)

, (5.10) can be re-written as

H ′(A|D = Di) ≥ αH(A|D = Di) + (1− α)H(A|D = Dk) (5.11)
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Figure 5.3: All transitions going to the output letter yk /∈ A are diverted to the
next lower letter yi = xi ∈ A. In the above figure transitions to Ai+1 = Di+1 are
omitted for the sake of legibility.

The last inequality is the definition of a concave function. All that remains

is to show that p′(A|D = Di) for the entropy term on the left hand side is an

(α, 1 − α) linear combination of the conditional distributions p(A|D = Di) and

p(A|D = Dk) corresponding to the two terms on the right hand side. This can

be shown using Bayes’ rule:

p′(A = Aj |D = Di) = (5.12)

=
p(A = Aj) · [p(D = Di|A = Aj) + p(D = Dk|A = Ak)]

∑

m p′(D = Di|A = Am) · p(A = Am)

= p(A = Aj) ·





p(D=Di|A=Aj)

p(D=Di)
· α

+
p(D=Dk|A=Aj)

p(D=Dk)
· (1− α)



 (5.13)

α · p(A = Aj |D = Di) + (1− α) · p(A = Aj |D = Dk) (5.14)

which proves that the new conditional distribution of p′(A|D = Di) after redirect-

ing all the conditional probabilities from Dk to Di is a (α, 1−α) linear combination

of the distributions p(A|D = Di) and p(A|D = Dk). Since entropy is a concave

function of the conditional probabilities, this proves (5.10). Since this procedure

can be carried out for any such letter Dk /∈ A without increasing the average cost,

the result follows1.

1Note that any packet of the smallest packet size A1 ∈ A must either be padded to the next
larger packet A2 ∈ A or be left unchanged, because padding to a length between a1 and a2 does
not buy any equivocation but incurs a non-zero cost. Therefore the above proof is trivially true
for any Dk in the interval A1 < Dk < A2.
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Figure 5.4: The Z-channel (top right) can be obtained from the ǫ-erasure channel
(top left) by transferring the transitions to the erasure output in the erasure
channel to one of the other outputs. This results in a lower mutual information
across the the Z-channel for all combinations of the input distribution p and the
parameter ǫ as witnessed by the plot of Ierasure(A; D)− IZ(A; D).

The above result is of practical significance because it allows us to use a matrix

P of size M ×M , thereby limiting the number of variables to M(M+1)
2

.

Corollary 1: The smallest possible mutual information is achieved if the out-

put alphabet has size |D| = 1.

This follows from the fact that if |D| = 1, then output would have an entropy of

H(D) = 0 and the mutual information, which is non-negative, is upper bounded

by the output entropy. It also follows from the theorem above because the same

argument as the one in the proof above can be repeatedly applied to each letter

of the output alphabet, this time by transferring all conditional probabilities

arriving at a given output letter to the next larger letter. However, this increases

the padding overhead. In particular, if the constraint E[Z] ≤ B is not violated,

the optimal solution is to pad all packets to the size of the largest packet.

The problem of determining the smallest mutual information R that the obfus-

cation channel can allow for a given padding budget B can be thought of as finding
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Figure 5.5: The trade-off between the amount of dummy bits and obfuscation
achived is a convex rate-distortion function, with distortion being the amount
of extra traffic. Zero distortion corresponds to no obfuscation, i.e. the mutual
information equals the entropy of the packet sizes. At a certain value Bmax of the
padding budget, all packets can be padded to the size of the largest, providing
perfect obfuscation.

the rate distortion function R(B) with the allowable total average-padding B as

the distortion measure and R(B) being the smaller mutual information achievable

with distortion of B or less. The rate distortion function is convex and goes to

zero at a value of distortion Bmax that is large enough for all packets to be padded

to the size of the largest packet. The convexity of R(B) can be proved as fol-

lows. Consider two conditional probability distributions, p1(D|A) and p2(D|A).

For a given distribution of packet sizes, let these conditional distributions lead

to distortions and rates of B1, R1 and B2, R1 respectively. Consider a conditional

distribution pα(D|A) = αp1(D|A) + (1 − α)p2(D|A). This must lead to a dis-

tortion of Bα = αB1(y|x) + (1 − α)B2(y|x), since the distortion B = E[Z] is

a linear function of the conditional distribution. Since mutual information is a

convex function of the conditional distribution, Rα ≤ αR1 + (1 − α)R2, which

implies that the R(B) curve is convex. Further, in a padding-only obfuscation

channel, the only condition under which the mutual information can be brought

to zero is if all packets are padded to the size of the largest packet. Otherwise, the

occurrence of any packet at the output conveys the information that the input

packet was of equal or smaller size.
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Analytical solution to the padding problem. We will now try to solve

this convex program analytically. Using the Lagrange multiplier method, we can

form the Lagrange function

Λ(P, λ, γ) =
∑

l

∑

m

plPlm

{

λ(Am −Al)− log

[
plPlm

∑

k pkPkm

]}

−λB +
∑

i

γi

[
∑

j≥i

Pij − 1

]

(5.15)

where P is the matrix with elements Pij = p(D = Aj|A = Ai). Here λ is the

Lagrange multipliers associated with the equality constraints

∑

i

∑

j≥i

piPij(Am −Al) = B

and γi are the Lagrange multipliers associated with the equality constraints

∑

j≥i

Pij = 1 for all j = 1, . . . , M

The optimal solution can be found by using the conditions

∇Pij
Λ = 0 (5.16)

∇λΛ = 0 (5.17)

Differentiating the Lagrange function with respect to Pij , where i 6= j, the first

condition (5.16) gives the equation

piλ(Aj − Ai)− pi log

[
piPij

∑

k pkPkj

]

+ γi = 0 (5.18)

and differentiating with respect to Pii gives

γi = pi log

[
piPii

∑

k pkPki

]

(5.19)

Let us denote

αij =

[
piPij

∑

k pkPkj

]

= p(A = Ai|D = Aj)
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Since αij is a conditional probability measure, therefore we have
∑

i≤j αij = 1.

Eliminating γi using (5.19) in (5.18) gives

αij = αii · eλ(Aj−Ai) (5.20)

Applying the fact that
∑

i≤j αij = 1 for all j = 1, . . . , M to (5.20), we get the

relation

αij = eλ(Aj−Ai) − eλ(Aj−Ai−1) (5.21)

which provides a way to compute all Pij in terms of λ. We now have M(M+1)
2

equations in M(M+1)
2

+ 1 variables. We need only one more equation to eliminate

λ and this is provided by applying the second condition (5.17) which simply gives

the constraint
∑

i

∑

j

piPij(Aj −Ai) = B (5.22)

The constraint (5.22) can be used to eliminate λ as follows. From (5.20), we

have

log

{
αij

αii

}

= λ(Aj −Ai)

Multiplying both sides by piPij and summing over i and j gives

∑

i

∑

j

piPij log

{
αij

αii

}

= λ
∑

i

∑

j

piPij(Aj − Ai)

= λB

Therefore,

λ =
1

B

∑

i

∑

j

piPij log

{
αij

αii

}

We find that the solution to the problem of optimally allocating padding bits

randomly to packets does not quite lend itself to a water-filling interpretation.

Example: Web-browsing traffic. As an example, we now consider the

traffic produced by the HTTP protocol running on TCP/IP, while browsing web-

pages. A passive traffic analysis attack for identifying webpages based on the
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(a) (b)

Figure 5.6: (a) The distribution of the sizes of the 1000 most visited webpages
on the world wide web as of May 2010. (b) The rate-distortion function between
mutual information and bit-padding budget for obfuscating the sizes of the 1000
most visited webpages on the world wide web. The x-axis is in units of 103 bytes,
and the y-axis is normalized by 4.3 bits

number and sizes of packets sent by a web-server, has been considered in [80, 81].

When a browser requests a web-page from a webserver, the webpage’s content

is delivered through a sequence of packets that contain various objects in that

page. For example, some of the packets may contain individual jpeg files, some

may contain text and some others may contain a sound clip or a flash video clip.

Even if these packets are encrypted, the sizes and number of packets of each size

allow a way for a passive eavesdropper to fingerprint websites and later use this

information to infer which website is being accessed by a user on a network. In

some cases, the attacker may only be interested in narrowing down the set of

possible webpages being accessed by a user, rather than pinpointing it. Random

padding of packets, as studied in this section can make this task much harder for

such an adversary.

Suppose a web-server returns IP packets of sizes {a1, . . . , an} where multiple pack-

ets may have the same size. The order in which packets arrive cannot reliably

be used as a fingerprint because packets can be re-ordered by the network itself.
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This is neither a single packet, nor a long stream of packet, but rather an en-

semble of packets. How can we best limit the inference that a passive adversary

with a fingerprint database can make? the optimal solution involves considering

the entire ensemble as a single packet, adding a random number of bytes, and

re-fragmenting to produce packet of random sizes and numbers. In doing this

we force the adversary to treat the total size of the ensemble as the only fin-

gerprinting feature, because information about the sizes and numbers of packets

returned by the HTTP request is lost. The problem is thus reduced to one with a

single packet. As an example, we determine the total size of the HTTP response

from the 1000 most popular webpages on the World Wide Web [82]. The result

is shown in Figures 5.6(a). The long-tailed behavior exhibited by the PMF in

Figure 5.6(a) is typical of packet sizes in networks and points to the fact that

perfect obfuscation by padding all packets up to the size of the largest packet

would be very expensive. We find that if web-page sizes are rounded off to the

nearest 10, 000 bytes, then the sizes of these 1000 most popular webpages contains

∼ 4.3 bits of entropy. Figure 5.6(b) shows the rate distortion function that gives

the trade-off between the amount of extra bytes that must be added to achieve

a given level of obfuscation. We find that with an average of just 7, 343 bytes of

random padding, one can reduce the amount of entropy by a factor of 2, while

complete obfuscation costs 42, 070 bytes on average, almost 6 times as much!

Example: Cost of obfuscating distributions. Consider a problem in

which the adversary is interested in the distribution p(A) of A in order to perform

a classification task. What is the cost of transforming a distribution p1(A) to

another distribution p2(A) by padding packets. It is easy to see that by padding

packets alone, the distribution can only be changed to one whose mean packet

size is larger than the mean packet size of the original distribution, and the cost

is difference of the means E2[A]− E1[A]. Just like we have been obfuscating the

true size of a single packet, we can obfuscate the distribution by random padding,
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by randomly picking a distribution (with a larger mean) and transform the given

distribution to the chosen distribution. However, it is not possible to morph

any distribution p1(A) to any other distribution p2(A) by padding alone. This is

because the size of each packet is either increased or stays the same. Therefore,

in order to morph from p1(A) to p2(A), where p1(A) and p2(A) are vectors of

the same length, p1(A) must majorize p2(A). We will see that this condition is

not necessary for morphing if small amounts of delay are allowed in addition to

padding.

5.5 Packet streams

We now study a stream of variable sized packets. We will find that the insights we

have developed using the single packet model will prove to be useful in analyzing

streams. A number of recent attacks on encrypted data streams [11, 10] have

used machine classification techniques to infer useful information by employing

the variability in packet sizes. To defend against such traffic analysis, we will ex-

amine padding as well as splitting packets into smaller packets and fusing packets

together to form larger packets. We model a discrete time slotted stream of data

packets (one packet per slot) and the manipulations carried out on it using an

information-theoretic discrete channel as before. With slight abuse of notation

with respect to the previous section, we will denote the stream to be obfuscated

as a time ordered sequence AN of random variables Ai, with i = 1, . . . , N rep-

resenting time slots and Ai representing the size of the packet in the ith slot,

such that Ai ∈ A. Similarly, the output DN is a sequence of random variables

Di, i = 1, . . . , N , such that Di ∈ D for all i and A,D ∈ I+. We will use the

notation GN to refer to the sequence of random variables G1, . . . GN , and {G} to

mean the random process formed by successive realizations of G.

As before, we will use the mutual information as a metric to quantify how
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dissimilar the modified stream of packets {D} is, compared to the original stream

{A}. However, we will no longer be able to use the single-letter mutual informa-

tion metric that we have used in Section 5.4; instead, we will develop a mutual

information metric that is appropriate for streams, treating each stream as a

stationary, discrete-time stochastic process.

Mutual information provides a general upper bound on the performance of any

classification algorithm, and that it is one of the few metrics that can measure

non-linear relationships between sequences (though there are many measures that

quantify only linear relationships [83]). This is important for us as the redistri-

bution of bits across packets can easily create a non-linear relationship between

the input and output of an obfuscator with memory. This is the reason why

single-letter mutual information is not appropriate for measuring the dependence

between streams.

When the input stream AN has a finite memory (i.e., there exists some k such

that for all i, Ai and Ai+k are independent for all practical purposes), a data

stream can be treated as a sequence of independent vector inputs to a discrete

memoryless vector channel in a manner similar to that of Section 5.4. Obfuscating

information in the packet-size side channel could then be accomplished by the

following steps:

1. Collect k packets arriving sequentially and treat the sequence {A1, . . . , Ak}
as a single vector input to a vector discrete memoryless channel.

2. Map each input vector of length k to a vector of packets of lengths {D1, . . . , Dl},
where l may be different from k, such that

∑k
i=1 Ai =

∑l
i=1 Di (conservation

of total information bits).

Since the above approach employs a discrete memoryless channel, it can be con-

sidered to be a straightforward extension of the method of Section 5.4 using vector

inputs instead of scalars. However, it is not practical for two reasons. First, it
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Figure 5.7: Timeline showing the relationship between the variables associated
with a single slot.

requires the obfuscating vector-DMC to collect k packets from the stream be-

fore deciding the sequence of output packets, thereby introducing a fixed large

delay in the stream, which may not be suitable for delay-sensitive applications.

Secondly, it requires the computation of a large transition probability matrix to

characterizes the vector-DMC that is of size |A|k × |D|j.

An alternative approach that seeks to avoid the problems with a vector-DMC

is that of a discrete channel with memory. Here, the obfuscating channel is

defined in general by the conditional probability distribution p(Dn|An, Dn−1)

wherein the output of the channel is explicitly allowed to depend upon past inputs

and outputs. Since the input to the channel does not have a chance to observe

the output, we say that the channel is used without feedback, i.e. therefore,

p(An|An−1, Dn−1) = p(An|An−1). Our objective can be now be stated as

min
p(Dn|An,Dn−1)

I{(A}; {D}) (5.23)

where I{(A}; {D}) is the mutual information rate between the discrete time pro-

cesses {A} and {D}, defined as

I{(A}; {D}) , lim
n→∞

1

n
I(An; Dn)

= lim
n→∞

1

n
(H(An)−H(An|Dn))

= lim
n→∞

(H(An|An−1)−H(An|An−1, Dn))

The idea of splitting and fusing packets can be generalized by considering a buffer

that allows us to store the remaining bits of a packet that has been split (thereby
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allowing Dn < An) as a first-in-first-out queue. The queue is modeled using an

internal state variable whose value Yn at time instant n denotes the number of

bits contained in the buffer just before the nth arrival, An. Thus, delay can be

used as a resource for obfuscating the stream {A}. It can now be seen why mutual

information rate is an appropriate metric - the non-linearity introduced by the

queue cannot be captured by a metric that only measures linear relationships.

Note that in general, a packet stream (non necessarily discrete-time) may contain

information in the packet sizes as well as in the inter-packet timing. This is true for

discrete-time streams as well. For example, variable periods of silence between

spoken words (zero-sized packets) can convey information about the language

being spoken. We accommodate this phenomenon in our model by including

zero-sized packets in the input and output alphabets A and D, respectively.

We can augment the use of a buffer with randomized padding to create further

randomization between input and output streams. While the padding resource

is limited by the average number of padding bits available for random padding,

the delay resource is limited by the (average) delay that is introduced into the

stream. Therefore, we now have two separate constraints that have to do with

average delay and average padding bits:

E[Y ] ≤ Q (5.24)

E[Z] ≤ B (5.25)

where Q denotes the largest mean delay that can be tolerated by the stream, and

B denotes the bit-padding budget as in Section 5.4.

In the following subsections, we will develop, step-by-step, a framework for

studying the obfuscation of streams of variable sized packet as constrained opti-

mization problems, using padding bits and delay as separate resources.
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Figure 5.8: The general model for a discrete channel with memory in which
packets can be split up and combined. The memory of the channel is manifest in
the form of a buffer Yn that hold bits that have not been sent out yet. In addition,
a random amount of bits Zn can also be used for padding each departing packet.

5.5.1 Obfuscation by Padding only

In this model, packets are altered only by adding padding-bits, as in Section 5.4.

Successive packets are allowed to have correlated sizes. Since the output of the

channel Dn at time n can, in general be arbitrarily dependent on the set of all

past inputs An and past outputs Dn−1, we may write our objective in its most

general form as:

min
p(Dn|An,Dn−1)

I({A}; {D})

We will refer to the variable p(Dn|Dn−1, An) as the obfuscation channel. How

should we design this channel? Notice that in communications engineering we are

never faced with the problem of designing a channel with memory to minimize

mutual information. Indeed, this is just the opposite of the usual goal of designing

a coding scheme for a given channel with memory (e.g. a fading channel). As a

first step we will consider what the output alphabet D should be, when padding

a stream of packets with possibly correlated sizes.

Theorem 3: The output alphabet D in the obfuscation of a stream of packet

sizes by padding only can be the same as the input alphabet of packet sizes A.

Proof: The proof is similar to the proof of Theorem 2 and therefore we

will only provide a sketch here. The proof is trivially true for an iid stream {A}
because such a stream can be treated as independent repeated occurrences of
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a single packet, and we have already proved the result for a single packet. Let

us consider the case of a correlated stream {A}. Instead of considering a single

letter characterization of the obfuscation channel, p(D|A) as depicted in Figure

5.2 and described in Section 5.4, one may treat the obfuscation channel as if

it were operating on a sequence of packets An at once, and one may therefore

characterize the channel as p(Dn|An), with the understanding that there is no

delay introduced and p(Dn|An) = 0 if Di < Ai for any i = 1, . . . , n. With this

characterization, we can now treat the obfuscation channel as a DMC with vector

inputs and outputs. We wish to prove that the output of this DMC need only

consist of vectors whose elements belong to A.

Consider an output of this DMC DN
(k), where the superscript N denotes the

length of the vector and the subscript (k) simply denotes the index of this vector in

a lexicographic ordering of the output vectors. Let DN
(k) contain elements that do

not belong to A. Let DN
(i) denote the output vector in which each element belongs

toA and is such that each element of DN
(k) that is not inA is replaced by the largest

element in A smaller than it. With respect to the proof of theorem 2, DN
(k) plays

the role of Dk and DN
(i) plays the role of Di. Similarly, p(DN = DN

(k)), p(DN = DN
(i))

and p′(DN = DN
(i)) = p(DN = DN

(k)) + p(DN = DN
(i)) play roles analogous to

p(D = Dk), p(D = Di) and p′(D = Di) = p(D = Di) + p(D = Dk) respectively.

With this equivalence, it can be shown, using the set of arguments identical to

the ones in the proof of theorem 2, that

H ′
[
AN |DN

(i)

]
· p′

[
DN = DN

(i)

]
≥ (5.26)

H
[
AN |DN

(i)

]
· p

[
DN = DN

(i)

]
+

H
[
AN |DN

(k)

]
· p

[
DN = DN

(k)

]

which in turn, using an argument based on the concavity of the the entropy

function, identical to the one used in the proof of Theorem 2 proves that the

output need only consists of elements from the input alphabet A.
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Can the construction of the padding-only obfuscator be simplified from the

cumbersome form p(Dn|An, Dn−1)? Yes, it can be reduced to the form p(Dn|An);

that is, the output Dn at time n need not depend upon the previous outputs

given the previous inputs. This can further be reduced to the form p(Dn|An
n−k)

if the input stream {A} is known to have a memory of k or less packets. We will

now show how this simplification in the form of the padding-only obfuscator is

possible.

Lemma 1: The following is a Markov Chain:

An ↔ An−1 ↔ Dn−1

Proof: This can be proved by a simple constructive proof that utilizes

the vector-DMC characterization above. Let us assume that An−1 is the input

to a vector-DMC and Dn−1 is the corresponding output. The DMC is therefore

characterized by the conditional distribution p(Dn−1|An−1). The key observation

is that even though in reality our obfuscation channel does not observe the entire

vector An−1 before producing Dn−1, we can still construct the conditional dis-

tribution p(Dn−1|An−1) because each Di only depends upon past inputs Ai and

outputs Di−i. Similarly, consider another DMC which takes An−1 as input and

produces An as output. We now have two DMCs, both taking An−1 as input and

producing Dn−1 and An as their respective outputs. From this construction, it

follows that An ↔ An−1 ↔ Dn−1 is a Markov Chain.
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Let us now focus on the objective function:

min
p(Dn|An,Dn−1)

I({A}; {D})

= min
p(Dn|An,Dn−1)

H({A})−H({A}|{D})

= H({A})− max
p(Dn|An,Dn−1)

H({A}|{D})

= H({A})− max
p(Dn|An,Dn−1)

lim
n→∞

H(An|An−1, Dn)

= H({A})− max
p(Dn|An,Dn−1)

lim
n→∞

H(An|An−1, Dn) (5.27)

= min
p(Dn|An,Dn−1)

lim
n→∞

I(An; Dn|An−1) (5.28)

= min
p(Dn|An,Dn−1)

lim
n→∞

H(Dn|An−1)−H(Dn|An) (5.29)

= min
p(Dn|An)

lim
n→∞

H(Dn|An−1)−H(Dn|An) (5.30)

where (5.27) follows from Lemma 1 and (5.30) follows from (5.29) because

the argument of (5.29) does not require Dn to depend upon Dn−1 but only upon

An. We have therefore shown that the general obfuscator p(Dn|An, Dn−1) can be

simplified to p(Dn|An). The obfuscator can be further simplified if it is known

that the input stream {A} has a known finite memory or is Markovian.

Corollary 2: If the input stream is Markovian such that p(An|An−1) = p(An|An−1
n−k)

then the obfuscator can be simplified from p(Dn|An) to p(Dn|An
n−k).

Proof: If the input stream is kth order Markovian, then An ↔ An−1
n−k ←

An−k−1
1 is a Markov chain. Therefore, we have

min
p(Dn|An)

lim
n→∞

H(An|An−1)−H(An|An−1, Dn)

= min
p(Dn|An)

lim
n→∞

H(An|An−1
n−k)−H(An|An−1

n−k, D
n
n−k)

= min
p(Dn|An)

lim
n→∞

H(An|An−1
n−k)−H(An|An−1

n−k, Dn)

= min
p(Dn|An)

lim
n→∞

I(An; Dn|An−1
n−k)

= min
p(Dn|An)

lim
n→∞

H(Dn|An−1
n−k)−H(Dn|An

n−k)

= min
p(Dn|An

n−k)
lim

n→∞
H(Dn|An−1

n−k)−H(Dn|An
n−k) (5.31)
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where (5.31) follows because the argument to be maximized in the last equation

does not require Dn to depend upon inputs prior to An−k; therefore the obfuscator

can be simplified to p(Dn|An
n−k).

Note that the simplified objective function

max
p(Dn|An)

H(An|An−1, Dn)

is convex in the variable of optimization p(Dn|An). This can be seen as follows.

H(An|An−1, Dn) is concave in the distribution p(An−1, Dn|An), which in turn

can be expressed as p(Dn|An) × p(An−1|An), implying that p(An−1, Dn|An) is

affine in p(Dn|An). Therefore, H(An|An−1, Dn) must be concave in p(Dn|An).

Further, if we use a memoryless channel, i.e. we use the simplified variable

p(Dn|An) instead of the more cumbersome p(Dn|An), the objective function con-

tinues to be a convex function of p(Dn|An), although the optimal value may be

smaller. This can be seen as follows. H(An|An−1, Dn) is concave in the distribu-

tion p(An−1, Dn|An). Now, if we use a memoryless channel p(Dn|An), then Dn

is independent of An−1 given An and therefore, the following is a Markov Chain:

Dn ↔ An ↔ An−1. Using this fact, p(An−1, Dn|An) simplifies to the product form

p(An−1|An)×p(Dn|An). Since the first term in this product is a constant, we find

that p(An−1, Dn|An) is affine in p(Dn|An), and therefore, H(An|An−1, Dn) must

be concave in p(Dn|An).

Finally, it must be noted that the rate at which information leaks out through

the obfuscation channel - in bits per packet - is lower for a correlated stream {A}
than for an iid stream, as one would intuitively expect. This is true even if one

picks the possibly suboptimal padding rule p(Dn|An) – that is, a rule where the

output is conditionally independent of previous packet sizes, given the present

packet size. This can be shown as follows, starting with the objective function in
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(5.28):

min
p(Dn|An)

I(An; Dn|An−1)

≤ inf
p(Dn|An)

I(An; Dn|An−1) (5.32)

= min
p(Dn|An)

I(An; Dn|An−1) (5.33)

≤ min
p(Dn|An)

I(An; Dn) (5.34)

where (5.32) follows from the fact that using an obfuscator p(Dn|An) where the

output of the obfuscator is conditionally independent of past inputs given the

most recent input Dn can only worsen the optimal mutual information achieved

by the more general obfuscator p(Dn|An). The equality in (5.33) follows from the

fact that inf can be replaced by min because replacing p(Dn|An) by p(Dn|An) as

the variables of optimization preserves the convexity of the variable set and hence

I({A}; {D}) remains convex in the new variable. The inequality in (5.34) follows

from the fact that when the obfuscator is p(Dn|An) rather than p(Dn|An), then

Dn ↔ An ↔ An−1

is a Markov Chain and this implies that

I(An; Dn) ≥ I(An; Dn|An−1)

(see for e.g. [3], Section 2.8).

5.5.2 Obfuscation by buffering only

In this subsection, we will develop a mechanism to obfuscate a stream of packets

using buffering only. We will find that this problem translates to the analysis of

a queue as an information-theoretic channel, which proves to be a hard problem.

However, the insights we develop in this section serve us greatly in understanding

how an obfuscation system that combines buffering and padding will work.
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When using buffering alone, the obfuscator is a queue of bits. In the ith slot, a

packet of size Ai arrives at the queue and a packet of size Di departs from the head

of the queue. There are no padding bits added to the stream as a whole. After the

(n− 1)th departure Dn−1, the buffer contains the set of bits Yn =
∑n−1

j=1 (Aj −Dj)

that have arrived at the queue but have not departed yet. We use Xn = Yn + An

to denote the buffer contents just after the nth arrival An (see Figure 5.7). Let us

begin by stating the objective in its most general form:

min
p(Dn|An,Dn−1)

I({A}; {D})

Without any bound on the delay, the above optimization problem might cause an

infinite delay (for eg. corresponding to buffering all packets and then releasing

them in arbitrary sizes). In practice we cannot tolerate large delays and therefore

need to model this as a constraint on some measure of delay. Some possible

measures of delay we might consider are:

• Average queue length

• Maximum delay per bit

• Buffer overflow probability

The intuition is that the larger the queuing delay that we are willing to toler-

ate (say, average delay ≤ Q), the more unrelated the output of the obfuscation

channel can be to the sequence of arrivals at the queue. If the queue is long

enough, the output of the channel Dn at time n can be chosen to be completely

independent of the sequence of arrivals An. However, given, say a bounded mean

queue length, the queue would reduce in size sometimes and may even be empty

at times, invariable forcing Dn to have some dependence on the size of the queue

and hence on the arrival process. In such a situation it is not possible to choose

the output of the obfuscation channel independent of the queue size. We are
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interested in studying the trade-off between the mutual information between {A}
and {D} and an appropriate measure of delay.

It is difficult to attack the problem in its complete generality, for all possible

types of channels with memory and all types of correlation in {A}. Therefore,

using the intuition given above, we will restrict our attention to the class of queues

for which p(Dn|Dn−1, An) = p(Dn|Xn). That is, the class in which the departure

Dn in any slot depends only on the size of the queue Xn = Yn+An at that instant,

i.e. after the arrival An. This will allow the construction and analysis of simple

queue control strategies which can make decisions based only on the present

state of the buffer. The great advantage of a simplification to p(Dn|Xn) is the

vastly reduced search space for the control variables p(Dn|Dn−1, An). A number

of interesting models can be formed using this class of queues, comprising both

stochastic and deterministic control policies:

1. Di = min(Xi, Si) where S is a random variable, independent of {A} with a

fixed distribution p(S), chosen by us.

2. Di = min(Xi, c) for some constant c..

3. Di = c if Xi ≥ C and 0 otherwise, for a constant c.

4. Di = c if Xi ≥ c and Xi otherwise, for a constant c.

Model 1 above is a random queue control policy, while the other are deterministic

queue controllers (i.e. D is deterministic given X). We will use model 1 above

in the sequel. Model 2 is a specific case of Model 1, when the distribution p(S)

converges to a delta function. Further, we will stick to considering average delay2)

as a measure of the queuing delay. Throughout, we will consider a discrete random

variable S, with pmf p(S = i), i ∈ S to be the variables of our problem, assuming

2By an application of Little’s law, mean queue length (in bits) is proportional to the mean
delay in the discrete-time queue we are using
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that a support S for S has been fixed. Finally, we will assume that the input

process {A} has a first order Markov correlation, i.e p(An|An−1) = p(An|An−1).

The justification for this comes from a result in [84] Chapter 6, which explains

that a source with arbitrary correlation structure can be approximated by an

M th-order Markov chain with arbitrary precision. For analytical ease, we have

chosen M = 1 - however, it is possible to model higher order Markov chains as a

first order Markov chain, by a simple re-definition of the state to include multiple

outputs.

The average queue length (or average delay) is convex with respect to the

distribution p(S). To establish this, we will make use of a result from [85]. First,

observe that µ = E[S] is linear in p(S); therefore, if the average queue length is

convex in µ, then it must be convex in p(S). [85] studies the trade-off between

average queue length and the minimum required µ = E[S] as a rate distortion

problem using average queue length as a measure of distortion. It has been shown

that the minimum required µ needed to keep the mean queue length under a fixed

constant Q, is decreasing and convex in Q. We use this result by observing that it

implies that given a µ, the average queue length must be decreasing and convex in

µ. Now, E[S] =
∑

i∈S i ·p(S = i) is a linear function of the distribution p(S), and

by a convexity preserving argument [86], if a function f(·) : R→ R is convex and

non-increasing and another function g(·) : R
n → R is concave, then the composite

function f(g(x)) is convex in x ∈ R
n. Here, the distribution p(S) plays the role

of x ∈ R
n.

Conjecture 1: The mutual information rate I({A}; {D}) is convex in the dis-

tribution p(s).

While we have been unable to conclusively prove this conjecture analytically,

our conjecture is based on the observation that mutual information I(AN ; DN)

is convex in the conditional distribution p(DN |AN), which can be expressed in

terms of p(S) via p(D|X). Therefore, controlling p(S) provides a way to simply
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control p(DN |AN), and thus it is intuitive that mutual information I(AN ; DN)

would be a convex function of p(S). We believe the hardness of proving this result

conclusively arises from the infinite memory in the queue that forms the obfus-

cation channel. In the following subsection, we will find that the intractability

of analyzing the use of buffering as a means for obfuscation can be alleviated if

small amounts of padding are also allowed.

In order to fully formulate (and solve, using a computer program) a convex

optimization problem for the minimization of mutual information with the pmf

p(S) as the set of variables, we need to specify a way of computing the value of

the objective function and constraints, for every feasible value of the variables.

The usual method of specifying this relationship is via a closed form expression.

However, closed form expression for the mutual information and average queue

length are very hard to find. Indeed, the analysis of queues with correlated

arrivals is cumbersome and usually involves finding the zeros of polynomials in a

transform domain [87]. However, as we show below, it is possible to compute both

these quantities in terms of known quantities and relations using a 2-dimensional

imbedded Markov chain for the queue. In the rest of this subsection, we will

derive computable expressions for mutual information and mean queue length,

with the 2-D Markov chain as the link between the two.

2-D Markov chain

If the input process {A} were iid, then it easy to see that the queue length in

successive slots, {X} forms an imbedded Markov chain - given the buffer contents

at time n, its distribution at time (n + 1) is fully determined because we know

p(D|X) and p(A). However, when {A} is correlated and is itself Markovian, then

{X} is no longer a Markov chain as can be seen from the relation:

Xk+1 = (Xk − Sk)
+ + Ak (5.35)
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Both Xk and Ak depend upon Ak−1. We get around this problem by the ob-

servation that the combination (Xk, Ak), of the queue length just after the (k)th

arrival, and size of the (k)th arrival has the Markov property, and therefore form a

2-dimensional imbedded Markov chain. Indeed, the knowledge of Ak is sufficient

to characterize the distribution of Ak+1, while Ak+1 and Xk together determine

the probability distribution of Xk+1.

Buffer Analysis

We now derive the steady state distribution of the 2-dimensional Markov chain

formed by (Xk, Ak). We will assume that we have a finite buffer of size L bytes. If

a packet arrives when the buffer is almost full and there is no room for the packet,

the entire packet is dropped by the queue. This obviously incurs some loss in the

data stream and we must model this loss somehow. We will avoid modeling

this loss by choosing the buffer size L to be a very large number compared to

the average queue size that we wish to operate under (L >> Q). This will

make the loss of packets an event rare enough to be neglected. The advantage

analyzing the buffer using a finite size buffer is that it allows us to create a

finite-sized transition probability matrix for the 2-dimensional Markov chain, in

turn allowing us to compute the steady state distribution of this Markov chain.

Let q[n, l|i, j] = Prob[Xk+1 = n, Ak+1 = l|Xk = i, Ak = j] denote the one-step

transition probabilities for the 2-D Markov chain formed by (Xk, Ak). Note that

n ≥ l, i ≥ j because the queue Xk cannot contain less bits than the most recent

arrival Ak. If we can specify each of the probabilities in the chain, then the

first left eigenvector of this matrix can be computed to yield the steady state

distribution. We will now show how the transition probabilities can be computed

for the general class of queue control policies of the type D = min(X, S) where
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S is a random number with a chosen support S and distribution p(S). We have:

q[n, l|i, j] =




P [Ak+1 = l|Ak = j]×

P [Xk+1 = n|Xk = i, Ak = j, Ak+1 = l]





We only need to compute the second term in the product as the source transition

probabilities P [Ak+1 = l|Ak = j] are known. However, since we have a random-

sized departure, we now have Xk+1 =







(Xk − Sk)
+ + Ak+1, for (Xk − Sk)

+ + Ak+1 ≤ L

(Xk − Sk)
+, for (Xk − Sk)

+ + Ak+1 > L

and therefore

P (Xk+1 = n|Xk = i, Ak = j, Ak+1 = l)

=







P (n = i−D + l|i, l) = p1, if i−D + l ≤ L

P (n = i−D|i, l) = p2, if i−D + l > L

Let us further denote p3 = P (i− D + l ≤ L|i, l). Then the required probability

P (Xk+1 = n|Xk = i, Ak = j, Ak+1 = l) can be written as p1p3 + p2(1 − p3). The

probabilities p1, p2 and p3 can be written as p1 = P (D = i + l − n|i, l), p2 = p2 =

P (D = i − n|i, l) and p3 = P (D ≥ i + l − L|i, l) and can all be computed by

substituting the appropriate values in the conditional distribution:

P (D = β|X = γ) =







∑∞
t=γ P (S = t), for β = γ

P (S = β), for β < γ

Therefore, we have all the information necessary to specify the transition proba-

bility matrix P2D for the 2-D Markov chain formed by (Xk, Ak), from which the

steady state distribution x of the chain’s states can be found by solving a set of

linear equations of the form x · P2D = x or by finding the left eigenvector of P2D

for the eigenvalue 1. Finally, the steady state queue length can be computed from

the steady state distribution of (Yk, Ak−1) by summing over Ak−1, allowing us to

compute the mean queue length.
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Computing Mutual Information

We will show that the mutual information rate between the streams {A} and

{D} can be computed for any obfuscation model, provided we have the following

information:

• The transition probabilities for the source

• The obfuscation function (e.g. Di = min(Xi, Si) with iid Si and given p(S))

• The steady state distribution of the two-dimensional Markov chain (Yk+1, Ak).

Note that the steady state probabilities of (Yk+1, Ak) can be easily found from

those of the (Xk, Ak) chain, by noting that Yk+1 = Xk−Dk. Therefore, p(Yk+1 =

i, Ak = j) =

=
∑

n,l




p(Yk+1 = i, Ak = j|Xk = n, Ak = l)

×p(Xk = n, Ak = l)





=
∑

n

p(Dk = Xk − i|Xk = n) · p(Xk = n, Ak = j)

where the quantity p(Dk = Xk−i|Xk = n) can be computed from the known con-

ditional distribution p(D|X) which is specified by the obfuscation model chosen.

We write

I({A}; {D}) = H({A})−H({A}|{D})

= H(An|An−1)− lim
n→∞

H(An|An−1, Dn)

The entropy H(An|An−1) can be easily computed using the known transition

probabilities of the Markov process {A}. We will focus on computing the second

term limn→∞ H(An|An−1, Dn). Assuming that steady state has been reached, the

limit can be dropped. Using the fact that {A} is first-order Markov and that

p(Dj|Dj−i, Aj) = p(Dj|Xj) for any j, we have the Markov chain

Dn, An−1 ↔ An−1, Yn, Dn ↔ An
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where Yj =
∑j−1

i=1 (Ai−Di). This simplifies H(An|An−1, Dn) to H(An|An−1, Yn, Dn).

An important point to note here is that the queue length Yk is not Markovian,

as it would have been, had the input stream been iid. We can now expand

H(An|Yn, An−1, Dn) as:

∑

i,j,k




H(An|Yn = i, An−1 = j, Dn = k)

×p(Yn = i, An−1 = j, Dn = k)





where p(Yn = i, An−1 = j, Dn = k) can be evaluated as follows

p(Yn = i, An−1 = j, Dn = k)

=
∑

l

p(Yn = i, An−1 = j, An = l, Dn = k)

and to evaluate p(Yn = i, An−1 = j, An = l, Dn = k), we note that we have the

Markov chain

Yn, An−1 ↔ Yn, An ↔ Dn,

allowing us to expand p(Yn = i, An−1 = j, An = l, Dn = m) as:




p(yn = i, An−1 = j)× p(An = l|An−1 = j)

×p(Dn = m|An = l, Yn = i)



 (5.36)

which in turn allows us to express p(Yn = i, An−1 = j, Dn = m) as:

p(yn = i, An−1 = j)× (5.37)
∑

l

p(An = l|An−1 = j) · p(Dn = m|An = l, Yn = i)

which can be computed by a computer for all values of i, j, m if it is provided with

the stationary distribution for (Yn, An−1), and the queue control strategy (rela-

tionship between D and X = Y +A). Further, the conditional entropy H(An|Yn =

i, An−1 = j, Dn = k) is simply given by −∑

q p(r|i, j, k) log(p(r|i, j, k)), where

p(r|i, j, k) = p(An = r|Yn = i, An−1 = j, Dn = k). These conditional probabilities

can be computed as follows:

=
p(An = r, Yn = i, An−1 = j, Dn = k)

p(Yn = i, An−1 = j, Dn = k)
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Both, the numerator and the denominator of the above expression have been com-

puted in (5.36)-(5.37). Therefore, we have shown that given the three quantities

listed above, the mutual information between the input and output streams can

be easily computed.

5.5.3 Using a combination of buffering & padding

The use of buffering and padding to obfuscate packet streams is complemen-

tary and amenable to much simpler analysis than the preceding case of a purely

buffering-based obfuscation system.

First, let us focus on the use of buffering and padding to achieve perfect

obfuscation, i.e. I({A}; {D}) = 0. In this case, the obfuscated stream {D} gives

absolutely no information about the true stream {A}. This is achieved by making

the size of each departing packet Di, completely unrelated to the sequence Ai.

Theorem 4: Given the class of queue control strategies Dn = min(Xn, Sn) the

trade-off between delay and padding in the I({A}; {D}) = 0 plane for different

choices of p(S) is obtained by using an average padding of E[S]−E[A] = µ−λA.

Proof: The critical observations are that (i) {D} is completely independent

of {A} if Di = Si, and (ii) utilizing padding bits when the buffer is not empty is

counter-productive. Therefore, padding bits only need to be added when Si > Xi,

in the amount of Si−Xi. The departing packet is made up of bits from the buffer,

and if needed, some padding bits, but the size of the departing packet is always

indepedent of the arrival process. Therefore, we have

Di = min(Xi, Si) + Zi

= min(Xi, Si) + (Si −Xi, 0)+

= Si

In the I({A}; {D}) = 0 plane, the output sequence is {D} = {S} and therefore

E[D] = µ = E[S] > λ. Since the queue is stable (i.e. queue length does not blow
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up to infinity), by conservation of flow, we must have E[A] + E[Z] = E[S], and

therefore, the rate of addition of padding bits to be E[Z] = E[S]−E[A] = µ−λA.

Corollary 3: The trade-off curve between delay and average bit padding in

the I({A}; {D}) = 0 plane is convex.

Proof: The amount of average bit padding used is a linear function of the

distribution p(S) because by Theorem 4, it depends only on µ = E[S]. Refer

to figure 5.9 which attempts to construct the tradeoff between the amount of

padding and the amount of mean delay in the I = 0 plane. Now, consider two

service distributions p1(S) and p2(S). Let pα(S) = αp1(S)+(1−α)p(S) be a linear

combination of p1(S) and p2(S) for some α ∈ (0, 1). The linearity of the amount of

average bit padding in p(S) implies that Zα = αZ1 + (1− α)Z2 ∈ (Z1, Z2) where

Z1 and Z2 correspond to the average bit padding used when p1(S) and p2(S)

are used, respectively and Zα is the amount of bit-padding used when pα(S) is

the distribution of S used. Since mean queue length, Q, is a convex function

of p(S), therefore we have Qα ≤ αQ1 + (1 − α)Q2. Combining the facts that

Zα = αZ1 + (1− α)Z2 ∈ (Z1, Z2) and Qα ≤ αQ1 + (1− α)Q2, we get the desired

result, namely that the delay - padding curve (Q vs. Z curve) is convex. Note

that the convexity of the Q vs Z curve in the I = 0 plane does not depend upon

the convexity of mutual information with respect to P (S).

Now, let us analyze the general problem of using padding and buffering to

obfuscate the stream {A}.

Theorem 5: The obfuscation of a stream of packet sizes with constraints on the

average bit-padding (5.25) and the average-delay (5.24) is a convex optimization

problem.
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Figure 5.9: The relationship between the amount of average bit padding needed
and the amount of average buffering delay is a convex relationship, for any given
level of obfuscation (i.e. in the I({A}; {D}) = constant plane).

Proof: We wish to prove that the following problem is a convex optimiza-

tion problem.

min
P

I({A}; {D}) (5.38)

such that

∑

j

Pij = 1 ∀ i = 1, . . . , N (5.39)

E[X] ≤ Q (5.40)

E[Z] ≤ B (5.41)

Pij ∈ [0, 1] (5.42)

Let us construct a discrete channel, with input alphabet A and output alphabet

D = A, such that the channel is defined by the transition probability matrix P ,

whose (i, j)th element Pij = pr(D = Aj |A = Ai). Unlike the channel defined in

Section 5.4 however, here Pij need not be zero for j < i. We will allow a packet

of size Ai to be transformed to a smaller packet Aj < Ai by keeping the left over

bits Ai − Aj stored in the buffer. The number of bits in the buffer is therefore

updated as

Xi+1 = Xi + (Ai −Aj)
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When a packet Ai is transformed to a larger packet Aj > Ai, the extra Aj − Ai

bits are obtained from the bits held by the buffer at that time, and if the bits in

the buffer are not sufficient to make a packet of size Aj , then the required number

of dummy bits are padded. Therefore for both the cases Aj > Ai and Aj < Ai,

we may write

Zi = ((Aj − Ai)−Xi)
+

and

Xi+1 = (Xi + (Ai − Aj))
+

The proof is based on the fact that an obfuscator that uses a combination of

padding and buffering delay can in fact be modeled as a discrete memoryless

channel with a queue inside it (see Figure 5.10), rather than a pure queue that

we have dealt with in the previous subsection, which is a channel with infinite

memory. In order to show that the problem is a convex optimization problem, we

need to show that the quantities E[Z], E[X] and I({A}; {D}) are convex in the

variable of optimization, namely P . From the flow conservation argument used

in the proof of Theorem 4, it can be seen that we have the relationship

E[Z] = E[D]− E[A]

=
∑

i

∑

j

piPij(Ai − Aj),

which makes E[Z] a linear function of P . Further, the fact that E[X] is a convex

function of p(S) in the previous model can be used to show that it is also a convex

function of P . This can be shown as follows. In the previous model, the random

variable S represented the amount of bits requested from the buffer in order to

form a departing packet in each time slot. In the present model, the number

of bits requested from the buffer in each time slot is given by the output (with

alphabet A) of the discrete channel we have constructed. The distribution of this

quantity is given by p(D = Aj) =
∑

i piPij , or in vector form,

pD = pT P
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Figure 5.10: The joint use of padding and delay for obfuscation can be modeled as
a discrete memoryless channel, even though it has a queue inside it, because the
output of the channel need not depend upon the infinite memory in the queue.

Therefore, the distribution of the quantity requested from the buffer is linear in

the variable P . Since E[X] is convex in this quantity, E[X] must therefore also

be convex in P . Finally, I({A}; {D}) is also convex in P . Mutual information

rate may be expanded as

I({A}; {D}) = lim
n→∞

H(An|An−1)−H(An|An−1, Dn)

and therefore we simply need to show that H(An|An−1, Dn) is concave in P . But

this has already been shown in Section 5.4, both for a channel with memory, when

P is p(Dn|An) as well as for a DMC, when P is p(Dn|An).

If we plot every single combination of padding-budget B, mean buffering delay

budget Q and the mutual information corresponding to this pair, we would get a

surface such as the one in Figure 5.11. Various points on this surface correspond

to different choices of P .

Corollary 4: The surface formed by mutual-information rate corresponding

to various combinations of padding and buffering delay (Figure 5.11) is a convex
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Figure 5.11: The surface formed by the mutual information rate achieved for
any combination of average bit-padding and average buffering delay is a convex
surface. Therefore, adding a small amount of delay to a bit-padding budget,
allows for much better obfuscation (point 1 → point 2 in the figure). All points
under this surface are not achievable.

surface. Consequently, the mutual-information rate is a convex function of the

amount of padding when delay is fixed, and it is a convex function of the mean

delay when the amount of padding is fixed.

Proof: This is simply a consequence of the fact that mutual information

rate I({A}; {D}) is convex in P . Consider two different matrices P1 and P2 and

let these correspond to the points (B1, Q1, I1) and (B2, Q2, I1) in Figure 5.11.

From the convexity of I({A}; {D}) with respect to P , we know that the mutual

information rate Iα corresponding to Pα = αP + (1 − α)P is such that Iα ≤
αI1 + (1− α)I2. This proves that the three-dimensional surface in Figure 5.11 is

convex. Points in the region under the surface cannot be achieved, while points

on the surface and above it, can. The achievable region is therefore an epigraph

of the convex function.

Further since I(B, Q) : R
2 7→ R is a convex of (B, Q), it must be a convex

function in each dimension B and Q separately. This follows from the fact that

a convex function f : R
n 7→ R is convex if and only if it is convex along any line

padding through R
n [86].
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An important interpretation of the convexity of the surface is the observation

that obfuscating using one of the resources (delay or padding) becomes much

more effective when some amount of the other resource is thrown in. This is

depicted in Figure 5.11.

5.6 Conclusions

Although streams of packets may be encrypted, such mechanisms are not suffi-

cient to ensuring the secrecy of the content contained within the packets. Recent

evidence has shown that traffic analysis of encrypted packets can reveal significant

information, and consequently in order to achieve heightened levels of confiden-

tiality, it is necessary to employ appropriate countermeasures to prevent traffic

analysis. In this chapter, we have examined the problem of padding and delaying

packets of a communication flow as a defense against traffic analysis. We started

by examining the problem of protecting the size of a single packet transmission,

where we sought to minimize mutual information between the original and outgo-

ing packet size. We showed that maximizing the obfuscation level with a bound

on the padding budget is a convex optimization problem and further that the

output sizes should be chosen from the same set as the original packet sizes. We

then examined the more general case involving a stream of packets, where the ob-

jective becomes minimizing the mutual information rate. For the packet stream

case, we show how it is possible to split and fuse packets by using a buffer that

stores the remaining bits of a packet that has been split earlier. We separately

analyze the strategies of only padding packets, and only delaying packets before

presenting a general traffic-obfuscation queue control strategy that jointly com-

bines delay and padding. As in the single packet case, we show that there is an

underlying tradeoff between delay and padding, and ultimately culminate in the

observation that delay and padding are synergistic: a strategy involving small
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amounts of delay and padding can create far more obfuscation that a strategy

involving only delay or only padding.



135

Appendix A

Key reconciliation using an error correcting code

During reconciliation, Alice and Bob utilize a publicly known (n, k) error correct-

ing linear block code C. Let Enc(·) : {0, 1}k 7→ {0, 1}n be the function that maps a

given k-bit string to an n-bit codeword in the code C and Dec(·) : {0, 1}n 7→ {0, 1}n

be the function that maps a given n bit string to the codeword that it is decoded

to. Let us assume that the code C is capable of correcting upto t errors.

Alice first computes the helper string P = w−Dec(w) (mod 2). She then sends

P in the clear to Bob. Bob computes c′ = w′ − P and then computes Dec(c′).

If w and w′ have a Hamming distance of d(w, w′) < t, then Dec(c′) = Dec(w),

giving both parties the value Dec(w) which is a codeword from the (n, k) code.

Since there are only 2k such codewords, the per bit entropy of each codeword is

only k/n < 1 bit. Therefore, in order to obtain a bit sequence with completely

random bits, each user computes Enc−1(Dec(w)) to arrive at a k-bit key, about

which Eve has no information.

It is useful to visualize above set of steps geometrically (see Figure A.1). P can

be thought of as a vector pointing from Dec(w) to w. P leaks partial information

about w to Eve because knowledge of P narrows down the possible values of w to

all those n-bit strings which are of the form c + P , where c is any codeword ∈ C.
Suppose C = Dec(w) is the codeword corresponding to w. While P doesn’t reveal

any information to Eve about C, it does helps Bob, who possesses w′ to deduce

C. Also, it is easy to see using the geometric interpretation, that if d(w, w′) < t,

then d(w′ − P, Dec(w)) < t.
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Figure A.1: A geometric visualization of Hamming space when the helper string
P is the error between w and the codeword it decodes to Dec(w) , c. Here,
d(w, w′) is the Hamming distance between w and w′.

The constructions above assumes that the helper string P is communicated

by Alice to Bob without suffering any errors or modifications, which is possible

through proper modulation and coding.
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Appendix B

List encoding vs. a purely-code based

construction

In a purely code-based construction, Alice and Bob obtain bit sequences w and

w′ respectively, at the rate of 1 bit per coherence time, which on average differ

at a fraction ǫ of the bits. This is equivalent to Alice sending her bits to Bob

through a Binary Symmetric Channel (BSC1) of capacity C = 1−Hb(ǫ). Using

list encoding, Alice and Bob obtain x < 1 bit per coherence time, and Alice’s and

Bob’s bits differ, on average, at a fraction ǫ2 of the bit positions. This situation

can also be modeled as a BSC (BSC2) with a cross-over probability ǫ2 < ǫ.

If it is possible to use a rate x code on BSC1 to lower the error rate from ǫ

to a value ≤ ǫ2, (allowing the use of infinitely long blocklengths), then BSC1 can

achieve the same combination of rate and error-ratio as BSC2. From Shannon’s

coding theorem, if x > C then the probability of error cannot be lowered to zero

even if the codeword length tends to infinity. Using a well-known result from

rate-distortion theory (see for e.g. section 10.4 in [88]), the lowest the probability

of error can go (allowing blocklength to approach infinity) when the rate x is

larger than the capacity C, is H−1
b (1− C

x
). Therefore, if we have

x(1−Hb(ǫ2)) > C, (A-1)

then BSC1 cannot achieve BSC2’s performance of x bits per coherence time at

an error rate of ǫ2, and hence list-encoding is better in this regime. We note that

the bound above does not invoke the requirement that the block length must be

less than a maximum tolerable N . When this requirement is invoked, then even
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if x < C, there are a range of values of x and ǫ2 for which BSC1 cannot achieve

the performance of BSC2 for any given finite blocklength ≤ N . For this range

of values also, list encoding is better. Thus the bound expressed above is loose

as it allows blocklengths to approach infinity. The exact range of values of x

and ǫ2 that can be achieved by BSC1 for a given maximum block length can be

determined using a lower bound on the probability of block decoding error for

linear block codes, such as the sphere packing bound. We do not develop this

bound further here.

Example. For the purely code-base construction, we observe an error rate

of ǫ ∼ 0.15 at a distance of d = 0.1λ between Alice and Bob. This induces a

BSC1 of capacity C = 1−Hb(0.15) ∼ 0.27 bits per coherence time. For the same

distance between Alice and Bob, list encoding extracts bits at the rate of x = 0.55

bits per coherence time with an error rate of ǫ2 = 0.034. Plugging these numbers

into (A-1), we see that list-encoding performs better than the purely code-based

method.
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