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ABSTRACT

Shootings and Cime Places:
An Analysis of the Determinants and Distributions of Violent Events

By Jie Xu

Dissertation Director: Dr. Leslie Kennedy

This dissertation presents a systematic approach to identify the determinants of
gun shooting and forecast the distributioh gun shooting. Using frameworks of
opportunities theories and social disorganization theories, this study examines the
influences of urban features, including public housing, bus stops, liquor stores and bars,
and schools, and neighborhood charactedston variations of rates of gun shooting in
Newark and Irvington, NJ. A crime forecasting model is built based on the results of the
determinants analyses in order to predict future shooting distributions.

This study introduces a spatial statistics mdih&Conditional Locational
Interdependence (CLI), to identify crime generators. CLI overcomes the limitations of
current common method that requires arbitrarily determining the polygon size. In
addition, this study utilizes several data analyses to adihespatial interdependence of
the data. Besides, to address the-G@ussian and spatial dependence of the data,
poisson regression and negative binomial regression are employed and compared by
adding spatial lag as one of the predictors. Further, snmgpthethod is used to convert
census data to smaller units. Finally, risk terrain modeling is used to build a forecasting
model to predict the distributions of gun shooting.

The results show that gun shooting is not randomly distributed throughout the
study area but rather is concentrated in a statistically significant way around major
facilities: public housing, bus stops, liquor stores and bars, and middle and high schools.
Also, shooting is clustered in poor neighborhoods with high single parents cate, |
ethnic heterogeneity, and high jobless rate. This research provides another tool in
establishing how risk clusters emerge and influence the distribution of crime. The
clustering that takes place relates not only to the interrelationship between crime
incidents but also to interdependence established between crime behavior, facilities, and
neighborhoods.This study also has its implications in theory and police practice. This
study supports social disorganization theory and opportunities theories. tlidis s
demonstrates a systematic methtm identify the determinants and forecast the
distribution of criminal events, which can help the police to allocate their limited
resources more effectively and efficiently.
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Chapter 1. Introduction

Places are important in crime prevention and crime control. Crime is not spread
evenly across city lastapes; rather, crime clusters in very small places that generate a
disproportionate amount of criminal ever{ierce et al., 1988; Sherman, Gartin, and
Buerger, 1989; Weisburd et al., 1992; Braga et al. 20CO)npared to people who
commit crime, placesvhere crime occurs are far more predictal8le, if crime control

policies respond to places with concentrated crime, crime can be reduced more efficiently.

This dissertation contribuseto current scholarship on the role of places in the
generation of vient crime.This study focuses on gun shooting and platis. purposes
of this dissertation are to identify the determinants of gun shooting and to predict the

distributions of shootings in urban areas.

The study areas are Newark and Irvington, New yerseo neighboring highly
disorganized cities. The two communities have become particular cofeelmsal and
state police in recent years due to their serious probathsgun shootings. The local
police are unable to deal with the violence problera tb their limited resources. Since
2005, a special force of state and federal agents has been assigned to the communities and
the heavy lifting in law enforcement has been delivered by this special force. However,
their numbers are limited. The taskrménaging these areas is still dang and demands

careful consideration of how to manage and distribute police effort.

Where and how to deploy limited resources to maximally control crime is an

important task facing police executives. This task calls nfimre proactive policing



strategies to identify areas of concern and develop resource allocation. Since all things
cannot be protected at all times, a systematic approach should be utilized to spatially and
temporally determine priorities (Van Brunschot dtehnedy, 2007). This study uses a
systematic approach to identify the risk factors from both m@nd macrelevels and to
predict risky areas based on the risk assessntleattsan be of use to police leaders in

developing plans for crime control imgi crime areas

This studydraws on opportunity theories and social disorganization theories in
explaining and identifying the crime potential of place. Criminal opportunity theories
subsume a number of perspectives tiamte been used to understand distribution of
crime and violence in spac€he Rational choice perspective provides the basic rationale
for defining place as important, since it suggests that offenders will select targets and
define means to achieve their goals in a manner that cartibelated in terms of gains
and lossesThe routine activity perspective emerged as a vehicle to understand how the
confluence of circumstances surrounding the victim, offender, and place come together to
create the opportunity for crime. Environmentahtnology is particularly important in
developing an understanding of crime and place because it combines rational choice and
routine activity theory to help explain the distribution of crime across places.
Environmental criminology links places with degile targets and the context within
which they are found by focusing on how places come to the attention of potential
offenders.Looked at in this wayattributes of places are the key in explaining crime

concentrations (Brantingham and Brantingham, 1993)



Environmental criminologists divide locations into two types: crime generators and
crime attractorsCrime generators produce crime by creating particular times and places
that provide appropriate concentrations of people and other targets in setahgseth
conducive to particular types of criminal actrime attractors are places that bring
people to come to commit crimBoth crime generators and crime attractans spread

across the environmental backcloth of cities (Brantingham and Brantingl8gn 19

In identifying crime generators, this study introduces a method called Conditional
Locational Interdependence (CLI). CLI overcomes the limitationsaditional method
in two ways Firstly, CLI does not require creating any quadfidte raditionalmethod
relies on quadrats creation and regression analysis. A region is divided into a number of
guadrats, and the number of crime points in each quadrat is regressed on variables related
to infrastructural elements. However, this method suffers fronptbblem of size: the
result may dramatically change according to the size of a qu&saindly, CLI does not
aggregate data. patial relations between crime points and infrastructural elements
become ambiguous because the configuration of crime poiatemquadrat is neglected
by aggregation. CLlon the other hands based on nearest neighbor analysis to test
whether the mean minimal distance from the hypothetically crime distribution to the
infrastructural distribution is significantly less thanttfrmm a spatially random pattern

of crime.

Social disorganization theagryvhich we consider along with opportunity theory,
suggests that communities characterized by weak interpersonal networks (both ties

between persons and ties between persons atiaitioss) are less able to regulate the



behavior of their residents through the communication of shared values and standards for
behavior (Shaw and McKay 1942). Three structural factors, low economic status, ethnic
heterogeneity, and residential mobilitigad to the disruption of community social
organization, which, in turn, account for variations in crime and delinquency (Shaw and

McKay 1942; Sampson and Groves 1989; Veysey and Messner 1999).

The study of crime generators andhe neighborhood analysesrqvide the
foundation for crime forecasting. The underlying factors of violence are embedded in
certain features of the environment. When the environmental conditions become ripe,
violence occurs. The results of crime generators analysis and neighborfadygisahelp

to predict future violence distribution.

This study buills a forecasting model of violence based on the results from crime
generators and neighborhood analyses. Crime forecasting did not become relevant until
two things occurred. Firsthe mportance oplace was established based on theories such
as rational choice theory, routine activity theory, environmental criminology, and hot
spots of crime. Second, in the past decade, police began regularly mapping crimes using
geographic informatiosystems. The focus of crime prevention and law enforcement is
on places where crimie most likely totake place. The use ofeBgraphiclnformation
Systemsin law enforcement has increased significantly. However, most applications are
retrospective- that is, they examine criminal phenomena and related factors that have
already occurred. While such retrospective mapping efforts are useful, the true promise of
crime mapping lies in its ability to identify early warning signs in places and inform a

proactiveapproach to police problem solving and crime prevention.



This studyhasthree parts. The first part is designed to identify crime generators for
shooting. The second part examines neighborhood influence on shooting. The third part
builds a forecasting medito predict shooting distribution. The first two parts \aithk
for underlying risk factors that generate violence. The third part will use the risk factors
found in the first two parts to forecasting future violence. Also, in order to test the
predicability of this model, a logistic regression will be conducted to test how well this

model can predict subsequent time period shooting locations.

The literature reviews are covered from Chapter 2 to Ch&p€hapter 2 presents
an overview of the theoreal framework on crime and place. Chapter 3 goes through
social ecology theories about crinaed the proactive policing in response to social
disorganization Chapter 4focuses specially on shootings and plackapter5 reviews
intelligenceled policing ad place risk assessme@hapter 6introduces the design of

this study.

Understanding the spatial effects of certain factors on crirtieeisey to assessing
and valuing crime risk. Chapt@rexamines whether certain factors are crime generators
of shootngs. ChapteB tests whether the predictability of forecasting models varies by
using different factors with different levels of crime generating effects. These two

chapters belong to the first part.

Chapter9 examines the neighborhood influences on shgsti Based on social
disorganization theory, concentrated disadvantage, ethnic heterogeneity, and residential

instability are the three structural factors that account for the variations of crime. This



chapter looks to the effects of these three strulctactors on shootings. Also, the results

give the most important neighborhood factors that influence shooting rates.

Based on the results from crime generator analysis and neighborhood analysis,
chapterl10 builds a forecasting model using risk factoratthave been identified in the
first two parts. The approach of building this model is Risk Terrain Modé€RIgV)
(Caplan, Kenndy and Miller 2010). Before building the RTM model, the units of all the
risk factors are standardized. To disaggregate cerdassimoothing methods in GIS are
used. The result of this chapter is a composite map that contains all the information of all
the risk factors. This composite map shows places with different risk values. The places
with higher risk values are the most darous places that the police should deploy more
resources in. Finally, statistical tests are conducted to test the validity of this forecasting

method. Chapterllpresents the conclusions, discussions, and implications of this study.



Chapter 2 Haces are important

1. The Concentration of Crimes

Crimes are highly concentrated. A few offenders commit a great many crimes;
those who have been victims once are more likely to be victims again than are nonvictims
likely to be firsttime victims; and mangrimes occur in a few locatio@si h o t spotso
Many crime problems can be reduced more efficiently if crime control policy responds to
these concentrations of criminal offending. John Eck (2001) observes that 10% of the
offenders committing the most crimase involved in about 50% of the offenses; that
10% of the most victimized people are involved in about 40% of the crimes; and that
10% of the places with the most crime accounts for about 60% of crime. As a result,

repeat address incidents dominate poloek.

A relatively small number of offenders commit most crimes. Sherman (1992) found
that only 2.7% of the estimated 500000 individuals in Kansas city were arrested twice or
more in 1990. They produced over 60% of all arrests that year. The most figquen
arrested 642 persons produced over 10% of
event of taking a person into custody regardless of the number of charges, victims, or co
offenders. One hundred persons were arrested fifteen or more times thangeéen

persons were arrested thitiyo times or more.



Repeat victimization is the recurrence of crime in the same places and/or against the
same people. A major finding of the research on repeat victimization is that people and
places that have been tioized in the past have a higher likelihood of being victimized
again than do people and places that have never been victimized (Farrell and Pease 1993,
Pease and Laycock 1996). The phenomenon of repeat victimization facilitates the
identification of pattrns of opportunities and provides a focus for prevention, in that
those who have been victimized in the past should be at the top of the list for the targeting

of prevention measures.

Not only offenders and victims are higldjustered but the time otriminal events
is highly concentrated. Even within hot crime locations, of all the crimes, fully half or
about onehird of the total violent crimes were reported to have occurred between
midnight and 3:00am (Sherman 1992). A gmear analysis of all calfor service in 100
Minneapolis hot spot address clusters found that they were all quite inactive between

3:00am and 11:00am(Sherman 1992).

Wolfgang (1958) in his classic work in Phladelphia demonstrated that offending
clustered in a small portion of thgeneral youth populatiorSix percentof the 1945
cohort he studied had committed five or more offenses and accounted for more than half
of all offenses committed by the cohort. Similarly, Sherman showed that over 60% of
crimes are committed at only 3%the places within communities (Sherman 1987). Only
5% of 115000 street addresses and intersections in the city produced 100% of the calls
for those usually stranger offenses in Minneapolis. These findings have subsequently

been replicated in Kansas Citfsherman et al. 1991). Analyses of taverns and



surrounding areas in Milwaukee and Kansas City shows that 4% of homicides, 5% of
aggravated assaults, 3% of robberies, and 3% of all serious violent offenses combined
occurred in taverns constituted only 0.8%all places in the city (Sherman et al. 1991).

Even within the worst neighborhoods, crime clusters at a few locations (Sherman et al.
1989; Weisburd et al. 1992). Certain areas are more likely to attract crime than are

others (Eck et al. 2005).

2. The Criminology of Places

1) Hot Spots Perspective

In the recent decades, there has been a renewed theoretical interest in the correlation
between crime and place; in particular, in explaining differential rates across areas. In this
domain, a series of pegmactives and theories related to crime and place have been
developed, tested, and appli€gtime is not randomly distributed in space; rather, it is
concentrated in relatively small places. Over half of all crimes in a city are committed at
a few discretdocations and other areas are relatively crime free (Sherman et al 1989).
Even within the most crimadden neighborhoods, crime clusters at a few discrete

locations and other areas are relatively crime free (Sherman et al I'®98%ihneapolis,

ony3pecent of the citybdés addresses accounted
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police (Sherman, Gartin, and Buerger, 1989). In Jersey City, about 4 percent of streets
and intersection areas generated neée4&rly ha
percent of the disorder arrests (Weisburd and Green Mazerolle, 2000). In Seattle, only 4.5
percent of street segments accounted for 50 percent of crime in 14 years (Weisburd et al.
2004). In Boston, only 5 percent of street segments and interseat®mnasponsible for

74 percent of serious gun assault incidents even when controlling for prior levels of gun
violence and existing linear and nonlinear trends (Braga et.al. 2010). Even in the most
crime-ridden neighborhoods, crime clusters in a few disclecations, while other areas

are relatively crime free (Sherman, Gartin, and Buerger, 1989).

Studies on crime clustering have confirmed that places are important in the
distribution of violent street crime across the city landscape. In the-kn@in
Minneapolis hot spots research, all robbery calls for service were concentrated at only
2.2% of all places and all assault calls were concentrated in 7% of all places (Sherman et
al 1989). The clustering of violent crime at places suggests that there argainip
features or dynamics at these locations that give rise to violent situations; focused crime

prevention efforts could modify these criminogenic conditions and reduce violence.

Scholars have argued that many crime problems can be reduced moratbffitie
officers systematically focus their attentions on these deviant places (Sherman and

Weisburd 1995; Weisburd and Green 1995)
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2) Rational Choice Perspective

In making sense of this crime concentration, we draw on theories that address how
people oprate in spacelhe rational choice perspective draws heavily on classical theory
and economic theories of crime, and argues that crimes are broadly the result of rational
choices based on analyses of anticipated costs and benefits (Cornish and Clayke 1986
Individuals choose to engage in crime in an effort to maximize their benefits and

minimize their costs.

This choice process occurs in two stages: first, individuals decide whether they are
willing to become involved in crime to satisfy their needs. Waethey decide to engage
in crime is heavily influenced by their previous learning and experience, including their
moral code, view of themselves, personal experience of crime, and the degree to which
they can plan and exercise foresight. In turn, thevipus learning and experience are
heavily influenced by a range of background factors, including individual traits, their

upbringing, and their social and demographic characteristics such as sex and class.

Second, once individuals decide to engage ine&ritney must decide to commit a
particular offense. This decision is heavily influenced by the immediate situation of the
individual. The individual may have a desperate need for money or may be out with
friends who suggest engaging in crime. The individinen selects a target for the
offense based on a consideration of costs and benefits. For example, the individual selects
a home to burglarize based on considerations of whether the home is occupied, whether

the home is easily accessible; whether thes is reason to believe that it contains
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valuable items. The factors that individuals consider may differ dramatically from one
type of crime to another, which is why rational choice theorists argue thatspmodic
models must be employed. Different netsl of decision making are necessary for

different types of crime. This is one of the leading contributions of rational choice theory.

This perspective is often combined with routine activity theory to explain criminal
behavior during the criminal event l&tke and Felson 1993). The theoretical focus of
rational choice theory has important policy implications on how best to reduce crime:

situational crime prevention.

3) Routine Activity Perspective

According to Cohen and Felson (1979), a crime can oaalyribthere is someone
who intends to commit a crime (motivated offender), something or someone to be
victimized (a suitable target), and no other person present to prevent or observe the crime
(the absence of a capable guardian). When a suitable taajeistunguarded comes

together in time and space with a motivated offender, the potential for a crime is there.

Routineactivities theories are mainly based on two central assumptions (Miethe
and Meier 1990). First, patterns of routine activities arstifies are assumed to create a
criminalopportunity structure by enhancing the contact between potential offenders and
victims. Second, the subjective value of a target and its level of guardianship are assumed

to determine the choice of the particulaima victim.
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Routineactivities theories generally acknowledge four risk factors in explaining the
i ndividual 6s risk of falling victim to cri
criminal opportunities, target attractiveness, and guardianship r(iee Miethe 1993).
Physical proximity to high crime areas is a major factor that increases victim risk. Living
in or near an area with large populations of potential offenders increases the likelihood of
frequent contacts with these offenders and thusea@sesthe risks of victimization.
Relatively high rates of crime should occur in larger cities. Exposure to criminal
opportunities is an additional factor that increases the risk of victimization. Visiting
certain places, using public transportation, emteracting with a large number of persons
may be assumed to increase the frequency with which a person comes into the vicinity of
potenti al of fenders and consequentially ir
engaging in delinquent conduct caa Biewed as an important feature of a specific
lifestyle that greatly enlarges the risk of being a victim. People who engage in offending
more frequently put themselves into higék situations and associate with other

offenders, thus enlarging their owisk of victimization.

An individual dés risk of wvictimization i
attractiveness of that individual and/or his or her belongings. The higher the economic or
symbolic valueis, the more attractive the target, and thhe higher the risk of
victimization. Therefore, persons with higher income, status, and education, who
probably own more valuable properties, are more attractive to crimimaky are
assumedtherefore to have a higher risk of victimization, espegiadf property crimes.

Finally, the risk of victimization is presumed to be related to the availability of capable
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guar di ans. Leaving oned6s house wunattended
help is unavailable decrease the level of guardianshg consequentially increase the

victimization risk.

4) Environmental Criminology

Environmentalc i mi nol ogy 6 s hesais itsccall doo anchange bnuthei o n
unit of analysis from persons to places. The attributes of a place are viewed as key in

explaining clusters of criminal events.

Environmental criminology, also known as crime pattern theory, explores the
distribution and interaction of targets, offenders, and opportunities across time and space
(Brantingham and Brantingham 1991). Brantinghamad Brantingham suggest that the
criminal event is comprised of four elements: the law, offender, target, and place. Their
Environmental Criminology proposes the following (Brantingham and Brantingham 1978,

1993):

Individuals exist who are motivated toramit specific offenses;

Given criminal motivation, the actual commission of an offense is the end result

of a multistage decision process in which an offender seeks out and identifies a target

within the general environment.
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The fAacti viftaywasrpeanceessso sapnadc e s o0 t hat compr

cues about its physical, spatial, cultural, legal and psychological characteristics.

The motivated individual uses cues from the environment to locate and identify

targets or victims.

Thus, the enviroment, or place, provides the structural backcloth against which
criminal events may be played out. But place may similarly establish what has been

dubbed an fAactivity backclotho as well

According to Eck and Weisburd (1995), it does so because offerdgegie in
routine activities. Just like other, naffending individuals, offenders move between
home, school, work, shopping, and recreation. As they conduct their normal legitimate
activities, they become aware of criminal opportunities. Thus, crimp@drunities that
are not near areas offenders routinely move through are unlikely to come to the attention
of offenders. Criminal opportunities found at places that come to the attention of

offenders have an increased risk of becoming targets.

5) Crime Attractors and Crime Generators

As crimes are clustered in a few locations, the locations where offenders commit
crimes are one of the focal interests for researchers. Brantingham and Brantingham (1995)
divided the locations into two groups: crime genamatand crime attractors. Crime

generators are places to which large numbers of people are attracted for reasons unrelated
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to criminal motivation. Providing large numbers of opportunities for offenders and targets
to come together in time and place producesie or disorder. Examples of generators
include shopping areas, transportation hubs, festivals, and sporting events. The large
number of crime or disorder evenits these locationss due principally to the large
number of place users and targets. Cratteactors are places affording many criminal
opportunities that are well known to offenders. People with criminal motivation are
drawn to such locales. In the short run, offenders may come from outside the area, but
over longer time periods, and undenmscircumstances, offenders may relocate to these
areas. Prostitution and drug areas are examples. Some entertainment spots are also well
known for allowing deviant activity. Such places might start off being known only to
locals, but as their reputatiopreads increasing numbers of offenders are drawn in, thus

increasing the number of crime and disorder events (Clarke and Eck 2005)

6) Characteristics of Places

Taylor and Gottfredson (1986) suggest characteristics of neighborhood, street
blocks and spefic sites determine whether an offense will be committed. For potential
offenders, the first level of at which physical environment comes into play is the selection
of a neighborhood where an offense may be carried out. Five classes of factors are likely
to influence the content and clarity of the neighborhood image held by an offender:

physical environment features, resident sociodemographic characteristics and behavior
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patterns, policing patterns, of fenderso c

knowledge and disposition of the individual offender (Taylor and Gottfredson 1986).

The physical characteristics of the locale can influence neighborhood images by
shaping offendersdéd perceptions of the cha
charateristics of the resident population, and by setting the salient features of the crime
activity space (Taylor and Gottfredson 1986). A neighborhood with more streets leading
into it, adjoining a main artery, close to an exit off a major highway, adjdoeat
commercial center, having many vacant houses, littered playgrounds, abandoned cars,
graffiti, etc, is more likely to be targeted by potential offenders (Taylor and Gottfredson

1986).

Wilson and Kelling (1982) suggested that offenders from adjoiniegsawill move

i nto a neighborhood if they see physical ¢
environment, cagesidents, and street activities. Physical incivilities act as such cues.
Skogan (1990prgled that disorder, both social and phgsicacts as an instrument of
destabilization and decline. Disorder initiates an iterative process that results in
community change and spiral decay. Ultimately, disorder adversely affects a
communityodos ability t o exerci séar andf ect i \
demoralization, and, more importantly, have the further contagious effect of breeding

more and more serious crime.

Physical and social characteristics of particular blocks are the second level

consideration by potential offenders. A range oftdex determines block images:
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housing quality, routine activity patterns of residents, the degree of observable social
cohesion among neighbors, and physical characteristics of the street (Taylor and

Gottfredson 1986).

Al so, pot ent i alreferdndeg kevtls of mrdiliantye and expergehce p
with similar types of blocks play a role in shaping taifigleck images (Taylor and

Gottfredson 1986).

7) Facilities

Extensive research has shown that crime tends to cluster in certain areas. Some

facilities may have inherent characteristics that generate or attract certain types of crime.

Understanding the characteristics of places, such as facilities, is important because
these attributes give rise to the opportunities that rational offenders willelecauring

their routine activities.

Facilities, such as bars, churches, and apartment buildings, have been found to
affect crime rates in their immediate environment depending on the type of people
attracted, the way the space is managed, or the possiilme controllers present, such as
owners, security, or police. Spelman (1993) found the presence of unsecured, abandoned

buildings on city blocks was positively associated with criminal activity. Much research
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points to the relationship between barsl @nime in proximate areas (Block and Block

1995; Roncek and Meier 1991).

The variety of physical and social characteristics known as site features can
enhance or diminish the attractiveness of a place to offenders (Taylor 1997). Eck (1994)
revealed evidece suggesting that cocaine sellers favor small apartment buildings because
they tend to be owned by people who cannot afford to control drug selling and because
dealers also tend to prefer housing complexes that have secure access points. Likewise,
the pesence of attendants (Laycock and Austin 1992) and closmdt television
(Poyner 1991) have been found to reduce the number of auto thefts in parking lots. In
short, features such as easy access, lack of guardians, inept or improper management, and
the presence of valuable items influence the decisions offenders make about the places

they choose to commit their crimes (Eck and Weisburd 1995).

A specific location or an area may be a preferred target for potential offenders.
Some sorts of place may haughérent characteristics that generate or attract certain
types of crime, for example, bus stops (Newton 2004; Louk&iderisa 1999), an
abandoned building (Spelman, 1993), public housing (Roncek etal., 1981), or a public

school (Roncek and Lobosco, B3&oncek and Faggiani, 1985).
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3. Controlling Violence at Problem Places

1) Situational Crime Prevention

Situational crime prevention measures seek to reduce opportunities for specific
categories of crime by increasing the associated risks and difficatteéseducing the
rewards (Clarke 1992). Different from traditional criminology in its orientation,
situational crime prevention introduces environmental change to reduce the opportunity
for crimes to occur. Crime is prevented not by changing offendenathar by changing
aspects of the situations in which offenses occur. The focus is on making crime more
difficult to commit or less profitable so that it becomes a less attractive choice. It is
difficult to rehabilitate offenders or eliminate the root @& of crime. However, the
components of situations are easier to manipulate. The key in doing this situational

intervention effectively is to make the choice of crime more difficult or less appealing.

Clarke (1992) provided a useful way of understandiogy crime opportunities can
be blocked or made less attractive. First, there are strategies that seek to increase the
effort needed to commit a crime. These might include using more effective physical
barriers to crime. Second, there are strategies taaser the risks of attempting to
commit a crime. These might include ways of increasing the chances of detection. Third,
there are strategies to reduce the rewards of crime. These might include limiting the cash

kept in a store. Fourth, there are stratetpagduce excuses such as set rules, signs.
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2) Broken Windows

Research suggests that the best way to prevent violent crimes such as robbery and
stranger assault may be to prevent di sor de
wi ndows 0 an and Kelieg (1982) argue that social incivilities (loitering,
public drinking, prostitution) and physical incivilities (vacant lots, trash, and abandoned
buildings) cause residents and workers in a neighborhood to be fearful. Fear causes many
stable fanlies to move out of the neighborhood and the remaining residents isolate
themselves and avoid others. Anonymity increases and the level of informal social
control decreases. The lack of control and the escalating disorder attract more potential

offenders ¢ the area and this increases serious criminal behavior.

Alt hough some have <criticized the dAbrolk
Tayl or 1988) , Skoganods (1990) survey rese
correlated with perceived crime problemsineighborhood even after controlling for the
popul ationbés poverty, stability, and racia
of robbery victimization data from 30 neighborhoods found that the links between
economic and social factors and crimere indirect and mediated through disorder. In
their closer look at crime in Minneapolis hot spots, Weisburd and his colleagues (1992)
reportedthat calls for service for assault and for robbery of persons were significantly

correlated wohéd ddrFruskktor pgsesvice at .46 a

Experimentation with policing tactics has further illuminated the connection

between crime and disorder. Research evidence from numerous community policing
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projects suggests that serious crime and featbeaaffected by reducing disorder (Pate et

al 1986; Police Foundation 1981; Reiss 1985; Skogan 1990; Trojanowicz ). An analysis
of robbery rates in 156 American cities revealed that aggressive policing of disorderly
conduct and driving under the influenceduces robbery (Sampson and Cohen 1988).
Sherman and Weisburd (1995) found that substantial increases in police patrol in hot
spots can cause modest reductions in crime and impressive reductions in disorder. Further,
a traditional crackdown on a disortjestreetlevel heroin market in Lynn, Massachusetts,

not only reduced drug sales, but also reduced violent crimes and property crimes and

improved the quality of life in the area (Kleiman 1988).

4. Summary

Places have recently gained new prominence bgnioilogists. Scholars are
attempting to develop appropriate theoretical and methodological tools for understanding
spatial and temporal distributions of crintéot spots perspective has generated not only

scholarly interest in crime at place but also grpalicy and practitioner interest.

Opportunity theories are important in providing a theoretical framework for why
examining crime at places is critical to furthering our understanding of crime events.
Rational choice theory and routine activity thesmggestthat offenders are influenced
by situational and environmental features that provide desirable offending opportunities.

Thus Clarke (1992) suggests using situational crime prevention methocisatme the
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environment to reduce the opportunities fome to occur.Environmental criminology
emphasizes how micro level places can play different roles in stimulating crimee.

theory maintains that criminal events occur in persistent, identifiable patterns in time and
space These patterns are temporadiyuctured by routine human social and economic
activities and are spatially structured by physical and social nodes, paths, and edges that
constrain physical activity. They are shaped more deeply by the cultural, social,
economic, and physical backclotthat underlies any place of human habitation

(Brantingham and Brantingham 1993).

Characteristics of places have their effects on crime and viol@hcee levels of
characteristicsof places determine whether an offense will be committed or not, in
partiaular, the characteristicsf amneighborhood, street blocks and specific sit€be
physical and social disordeesults in community decagnd thusattractsserious crime

Therefore, a good way to prevent violent crime is to control disorder.

In sum, placesf concentrated crime are predictable, which helps formulating crime
prevention strategieS.he environmental conditions play a key role in the variations of

crime rates.
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Chapter 3. Social Ecology of Crime

1. Social Disorganization Theory

Social disoganization theory grew out of the research conducted in the early 1930s
in Chicago by Shaw and McKg§942) Upon studying Chicagods
over a period of several decades, Shaw and McKay noted that rates of crime were not
evenly dispersg across time and space in the city. Rather, crime tended to be
concentrated in particular areas of the ¢iyamely, slum neighborhoods. Further, crime
rates were highest in these neighborhoods regardless of which racial or ethnic group
happened to residbere at any particular time; and, as the previously epro@e groups
moved to other lowecrime areas of the city, their rate of criminal activity decreased
accordingly. These observations led Shaw and McKay to the conclusion that crime was
likely a function of neighborhood dynamics and not necessarily a function of the
individuals within such neighborhoods. To identify the characteristics of thechigle
neighborhoods that set them apart from-loaome neighborhoods, Shaw and McKay
focused on the ban areas experiencing rapid changes in their social and economic
structur e, called fnzone of transitiono. Th
low socioeconomic status, high rates of residential mobility, and high degrees of racial
heterogenigy. These structural factors were held to produce neighborhoods that were

socially disorganized.
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In sum, social disorganization theory argues that communities characterized by
weak interpersonal networks (both ties between persons and ties betweers paon
institutions) are less able to regulate the behavior of their residents through the
communication of shared values and standards for behavior (Bursik and Grasmick 1993;
Shaw and McKay 1942). This lack of shared behavioral standards results in an
environment of disorder in which traditional social repressors of criminal behavior do not
function. An excess of disorder results in an increased likelihood of criminal events.
Socioeconomic disadvantage, residential instability, and ethnic heterogeneitys fa
often cited in disorganization research, are not specified to be directly related to rates of
crime. Instead they are thought to be factors that affect the prevalence of networks among
community members, which provide the framework for communicatibrcommon

values and standards for behavior.

The social environment and its influence on human behavior has been the primary
focus of criminology since the early twentieth century, when sociologists Robert E. Park
and Earnest W. Burgess (1925) developexti@ts that could be superimposed o social
behavior. The most important of the applications focused on the development of what the
ecologists referred to as fdAnatur al areaso
backgrounds congregated and pursued comnmberests. These natural areas were
defined by boundaries that changed over time and developed as a function of competition
that led to selection processes that sorted groups from one another and allowed certain

communities to win over others in the cahtbof urban space.
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While human ecologists outlined the first piece of the social disorganization
perspectiveds path toward crime Ahow c¢commu
Shaw and McKay (1942) |l aid the ftrhappensvor k f
once communities are disorganized?0 Shaw ¢
differences in rates of juvenile crime. Shaw and McKay (1942) discovered that high
delinquency rates persisted in certain Chicago neighborhoods for long periade of t
despite changes in the racial and ethnic composition of these communities and concluded
that neighborhood ecological conditions shape crime rates over and above the
characteristics of individual residents. They found that the highest rates of detigquen
were concentrated in the zone of transition. This finding held regardless of whieh first
generation immigrants were residing in the zone. Three structural factdos/
economic status, ethnic heterogeneity, and residential mobilégt to the disrugon of
community social organization, which, in turn, accounted for variations in crime and
delinquency (Shaw and McKay 1942; Sampson and Groves 1989; Veysey and Messner

1999).

2. Criticisms to social disorganization theory

Shaw and Mc Kargahizatios theory &ds not besnowithout criticism.
Bursik (1988) outlined and addressed five general criticisms leveled against the theory.

First, soci al di sorgani zation theoryods fin
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individual behavior. Bur&i (1988) countered the claim that the perspective is therefore
meaningless, offering that individulglvel and communityevel perspectives provide the

two pieces that comprise the whole puzzle. Although they constitute explanations at
different levels ofaggregation, they are integral to the full explanation of crime. While
individual theories may focus on individual motivation or inhibition, commuleitAz|
perspectives offer the other side of the story, providing insight into the manner in which a
communt yds processes and characteristics mit
Recent research is beginning to combine individual and contextual perspectives. These
recent multilevel analyses posit that individual risks of victimization are deterrined
some extent by social forces in their wider environment, and the social disorganization
theory provides a basis for identifying these criminogenic conditions (Rountree, Land,
and Meithe, 1994). Rountee et al. (1994), in an analysis of Seattle victimidata that
placed victims in their sociological context, found support for the independent effects of

social disorganization factors, controlling for individual crime opportunity measures.

The second criticism is that social disorganization thémya hazydefinition of
neighborhood andhere is nodirect measure of disadvantage. While Bursik does not
clarify the definition of neighborhood in this article, he offers that population variables
now collected through the census do offer some insight tiltomany indicators of

disadvantage.

The third criticism of social disorganization theory addressed by Bursik (1988)
concerned Shaw and McKaybés reliance on of

official measures may reflect policing practice morenthetual juvenile behavior.
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A fourth criticism stated by Bursik (1988) is that social disorganization perspectives
assume stability in ecological structures, an assumption that might not be as tenable now
as when the theory was developed. Bursik asskatsas longitudinal studies are more
widely employed in communitievel research, the degree to which ecological instability

affects research findings will become clearer.

A final criticism of social disorganization theory leveled by some scholars #rat th
is an assumption of value consensus at the community level that may not be accurate,
brought about by the natural groupings of people hypothesized by Burgess (1925). Bursik
(1988) responds by asserting that only one consensus is truly necessary.\he on
necessary consensus is that the community values an existence free of serious predatory

crime.

3. Systemic model of social disorganization

Bursik and Grasmick (1993, 1995) further extended the social disorganization
theory and built their theory: the&ystemic model of social disorganization. The theory
emphasizes ongoing patterns of information exchange, similar to the ties and networks of
a system that provide the vehicles and pathways over which the control and regulation
take place. Bursik and Grasnt k 6s approach expands fneighb
networks, beyond the flat single layer of contiguous areas specified by Shaw and McKay

(1942).
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In this hierarchical conception of networks, Bursik and Grasmick (1993) envision
three levels of sociatontrol. As the most basic level, communities control the behavior
of their residents through a system of private controls based on the close interpersonal
relationships between families and intimates. Beyond this private level of control are
parochial ontrols, the influences exercised by the institutions anérozgtions of a
community 6chools, churches, storekeepers, and the like). The third level of controls is
where Bursik and Grasmick bring the most new material to the original theory of social
disorganization. Because their notions of neighborhood and community are network
based, their third level of control capitalizes on the interplay between levels of
aggregation. Roughly, they define a neighborhood as a small physical area embedded
within a lager area. This third level of controisthe public controlsi reflects the
communitydés ability to secure goods and
community. These goods and services are of two types. First is a general ability to secure
financial support for community organizations from government and other external actors.
Second is a more specific application of the first: the ability of the smaller area to achieve

and maintain a successful relationship with local law enforcement agencies.
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4. Reciprocal effects

Most soci al di sorganization models inclu
consider reciprocal effects between crime and neighborhood structure. Rose and Clear
(1998) posit that social organization is affected by crimé @sscrime is affected by
organization. They argue for a reciprocal or sneaursive model, accommodating the
effects of crime on social organization. Neighborhood structure influences crime and
crime and violence shape neighborhood conditions. Rose aat Glso argue that the
controls exercised by a community through private and parochial channels and those
exercised by extraommunity forces through the public channel are not independent of
one another. The implicit relationship between these levedddgivei public controls
are applied in addition to those applied at the private and parochial level. Rose and Clear
argue that controls at one level may supplant those at another. Arebaace on public
controls may diminish the capacity of privated parochial controls as communities learn

to rely on outsiders (Rose and Clear 1998).

5. Collective Efficacy

In between the undesirable structural conditions and crime, certain variables
mediate the relationship and make people break the law at aat@hThese variables
have been identified by Sampson, Raudenbush, and Earls (1997). They argued that there
are two separate contextual factors that would explain what went on between the

structural conditions (concentrated disadvantage) and crime rates.fdotor was
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Ai nfor mal soci al control o or the willingn

wrongdoing going on. The second factor was

people in an area were tied to and supported each other. Neighborhopdis treeir

ability to activate informal social control. Informal social control involves residents
behaving proactively when they see wayward behavior such as by calling the police,
rescuing someone in trouble, and telling unruly teenagers to quiet doWbehave. The
likelihood that residents will take such steps is contingent on whether there is mutual trust
and solidarity among neighbors. As a result, in neighborhoods where the social cohesion
and trust prevails, residents can depend on one anothefaices rules of civility and

good behavior. Such places have collective efficacy. Collective efficacy is social
cohesion among neighbors combined with their willingness to intervene on behalf of the

common good.

When neighborhoods are racked by conedetl disadvantage (e.g. poverty,
disrupted families), residential instability, and large populations of immigrants, the
residents are less able to forge close ties, to trust one another, and to exercise informal
social control. In short, lacking collecéwefficacy causes disorder and crime to emerge

and to spiral out of control.

Sampson et.al (1997) also argued that collective efficacy is not evenly distributed
across neighborhoods. Rather, in communities marked by a concentration of immigrants,
residenial instability, and concentrated disadvantage, collective efficacy is weak and the
communities will not have the social capital to assert informal social controls and to keep

the streets safe.
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6. Dynamic Models

The changing spatial distribution of crima a city is the product of larger
economic and social processes characterizing the history and growth of the city and of the
local communities which comprise it (Shaw and McKay 1969, Kubrin 2003). But social
disorganization researchers have not adequagslamined change and lotgrm
processes of urban development (Bursik 1988). As Kubrin (2003) pointed out, the full
set of dynamics that may lead to disorganization can only be discerned whegriong
processes of urban development are considerechgebajority of studies that test social

disorganization theory are cressctional.

The methods used to model change have hampered research on neighborhood
change (Kubrin 2003). Most studies employ residual change scores or théagoeshs
correlation aproach. The most notable limitation of these approaches is that the
information provided in these models centers on the betwaeable relations rather
than changes in the neighborhood over time (Bursik and Grasmick 1992, Kubrin 2003).
An attractive metbd for modeling change is the hierarchical growtinve model
(Kubrin 2003). This model offers a number of advantages. First, a major strength of
growthrcurve model is the ability to model first level regression coefficients as random
variables at the send level. Second, this method is able to examine the effects of

nonlinear trends (Kubrin 2003).
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7. Modeling Spatial Dynamics

Spatial interdependence is important as geographic units are seldom spatially
independent and levels of crime in one neighbodhlikely influence levels of crime in
adjacent neighborhoods. A related issue is the potential clustering of neighborhood
characteristics linked to crime, such as poverty or residential mobility, that crosscut
geographic areas (Baller et al. 2001, Kul2@93). These patterns are formally indicated
by the concept of spatial autocorrelation, or the coincidence of similarity in value with
similarity in location (Anselin et al. 2000). As Messner et al (1999) suggested, in
analyses using spatial data, estiesaand inferences from regression analyses must
include an adjustment for spatial autocorrelation; ignoring spatial dependence in the
model may lead to false indications of significance, biased parameter estimates, and

misleading suggestions of fit.

Therasons that spatial i nterdependence i
article (2003). First, spatial dependence is expected as a result of the inexact
correspondence between census tract boundaries and the ecological factors that shape
social interation. Residents who live across the street from one another are likely to
identify themselves as living in the same neighborhood, yet if they reside in different
census tracts, they are not counted as neighbors. Spatial models address this problem by

recoqnizing the possible interdependence of neighborhoods. Second, spatial dependence
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Is implicated by the fact that many interpersonal crimes such as assault and homicide are
based on social interactions that may cross neighborhood boundaries. Acts ofeviolenc
can generate a sequence of events that lead to further violence in a spatially diffused way.
Interpersonal crimes that are subject to diffusion processes are likely to exhibit spatial

dependence (Kubrin 2003).

Spatial dependence can be controlled fongigither a spatial lag or spatial error
model (Baller et al. 2001, Kubrin 2003). The spatial error model evaluates the extent to
which the clustering of crime rates not explained by independent variables can be
accounted for with reference to the clustgrof error terms. In this sense, it captures the
spatial influence of unmeasured independent variables. In contrast, the spatial lag model
incorporates the spatial influence of unmeasured independent variables but also stipulates
an additional effectohei ghbor sdé cri me rates, i . e. t he
the model most compatible with notions of diffusion processes because it implies an
i nfluence of neighborsd <c¢crime rates that
unmeasured independenfariables. Rather, crime in one place may increase the

likelihood of crime in nearby locales (Kubrin 2003).

For both models, the first step in the process involves determining whether spatial
autocorrelation exists. A number of tests have been develtpednost common of
whi ch i s 1Moo arossprédsict doefficient similar to a Pearson correlation
coefficient and scaled to be less than 1 in absolute value. Significant positive values for
Mor ands | i ndicate posit i ngeAssumirgtthataspatiah ut o c «

dependence is observed, researchers then include spatial lag or error variables in the
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regression analyses. These variables capture the spatial dependence of crime in a given
area on crime in surrounding areas, and the signifecarictheir coefficients in the

regressions provides a test for spatial autocorrelation (Baller et al 2001, Kubrin 2003).

8. Measuring Disorganization, Instability, and Racial Heterogeneity
1) Selecting appropriate level of aggregation

Most previous resarch on the structural correlates of crime has been conducted at
the macro level, typically states or cities. Bailey (1984) advocated the need to shift to
city-level analyses for three reasons. First, cities are more homogeneous than larger levels.
Secondl vy , cities have | ong been the center of
cities may be more enlightening because of the greater degree of heterogeneity between
cities than larger levels. Messner and Tardiff (1986) argue for even small levels of the
uni t of analysis such as neighborhoods. i |
analysis for studying inequality and homicide than are larger political and statistical units
because neighborhoods are more likely to constitute meaningful framesreincef for
soci al compari sono. Bursi k and Grasmick
physical area embedded within a larger area inhabited by people who perceive that they

have a common interest in the area, with some tradition of identity amthwdtnover

time.
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Much of previous research on social disorganization has used the census tract as a
proxy for neighborhood. The census is the most widely used source of demographic data
in social disorganization analyses and its units of geographiegafgn tend to be used

often as proxies for communities and neighborhoods.

The basic unit of aggregation for the census is the census block. The blocks are then
aggregated to block groups, the lowest level of aggregation generally available without
restiction to researchers. These block groups are then aggregated into census tracts that
are wholly contained within counties and do not cross county boundaries (Bureau of the

Census).

The establishment of census tracts and smaller units is guided by adosalk
tract committee, comprised of five or more local community members (Bureau of the
Census). The boundary requirements for census tracts would match those commonly used
when residents perceive boundaries. The directions passed on to the local committe
when establishing a census tract should generally follow permanent, visible features, such
as streets, roads, highways, rivers, canals, railroads, andemgjbn power lines. The
most important attribute of census tract/BNA boundaries is that theysidey that is,

readily identifiable in the field (Bureau of the Census).

The committee is obliged to follow similar requirements for socioeconomic
characteristics. It is requested that when first delineated, the census tract contain a
population whose hesing and socioeconomic characteristics are similar (Bureau of the

Census).
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2) Measuring disadvantage and instability

The most prevalent indicator of socioeconomic disadvantage for a given spatial
aggregation (tract, city, county, state) used to datédas poverty (Blau and Blau 1982;
Elliott et al 1996; Krivo and Peterson 1996; Messner and Tardiff 1986; Shihadeh and
Maume 1997; Warner and Pierce 1993). Although the definition of poverty is often
varied, it is generally some measure involving earnednre. The application of income
poverty as a measurement of disadvantage varies in its operationalization. Krivo and
Peterson (1996) and Elliott et al (1996) employed an absolute measure of poverty: the
percent of unit population receiving income below tkeasusestablished poverty level.

Blau and Blau (1982) and Messner and Tardiff (1986) employed both the absolute
measure and a relative measure of income inequality known as Gini coefficient. It is not
only absolute income deprivation but also income atigp within or across communities

that drives disorganization (Rosenfeld 1989).

Sampson (1995) reports that in general previous research at the community level
has observed a relationship between poverty and crime. However, Blau and Blau (1982)
found thatthe relationship between absolute poverty and crime is not significant when
controlling for income inequality. Messner and Tardiff (1986) found that when looking at
Manhattan neighborhoods, a significant effect for absolute poverty with a negligible
effed for relative poverty. Sampson et al (1997) found that high socioeconomic status

contribute to high Ilevels of collective
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systemic model, stronger private and parochial controls, which strengthen the

c o mmu nabilityytaddregulate the behavior of its residents, will result in lower crime.

Another widely used indicator of socioeconomic disadvantage is employment
(Heitgerd and Bursik 1987; Krivo and Peterson 1996; Sampson et al 1997; Shihadeh and
Maume 1997). As wh poverty, the use of employment measures generally follows one
of two tracks. The first is the traditional construct of unemployment: the percent of
persons age 16 and over in the labor force and unemployed. In the study of predictors of
collective effcacy, Sampson et al (1997) found a negative relationship between their
measure of disadvantage, based in part on unemployment and their measure of collective
efficacy. Krivo and Peterson (1996) and Shihadeh and Maume (1997) employed a
different concept ofemployment information responding to a common criticism of
unemployment measures: the traditional unemployment measure is limited to those who
are unemployed but seeking work, discounting those who are not seeking work. They did
not restrict only to those the labor force because that can underestimate the extent of
black joblessness due to the significant numbers of blacks who exit the labor force as
discouraged workers. They employed the percent jobless; the percent jobless corrects for
the underestimain of the truly unemployed by adding the percentage of adult population

unemployed to the percentage not in the labor force.

Residential instability is the second major predictor. Instability has been
operationalized through a concentrated set of vasablhe most widely used are
measures of housing tenure (Sampson and Groves 1989; Sampson et al 1997; Elliott 1996)

and home ownership and occupancy patterns (Krivo and Peterson 1996). Housing tenure
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refers to the percent of the population ages five amd msiding in the same house five
years ago. Elliott et al (1996) found that disadvantage was negatively associated with
informal social controls. Sampson et al (1997) found that residential stability was

positively associated with collective efficacy.

Sampson and Groves (1989) employed a more direct application of housing tenure
with survey data from British Crime Survey. They found that residential stability
(measured as percent of people brought up within a 15 minute walk of their current
residence) ttha positive effect on local friendship networks. This increase in friendship
networks, in turn, let to a decrease in crime. Morenoff and Sampson (1997) reminded
researchers of the totality of this system. They found a relationship between a
nei g hbospdtia prdxondy to homicide events and subsequent population loss.
They pointed out that proximity to homicide was associated with black population gain,

while similar proximity was associated with white population loss.

The second alternative in assagsresidential instability involves patterns of home
ownership and occupancy. Heitgerd and Bursik (1987) included a measure of owner
occupancy among their neighborhood characteristics for the Chicago neighborhoods they
analyzed. They found that a giveninghbor hoodds residenti al
effect of changes in racial composition on changes in delinquency, concluding that these
changes in racial composition were only significant to the extent that they disrupted
existing networks of relationgbs. Krivo and Peterson (1996) adopted a slightly different
measure for instability: housing vacancy. Their results indicate that after controlling for

the effects of residential stability, disadvantage remains significantly related to crime.
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Based on prawus research, this dissertation takes advantage of several measures of
disadvantage and instability and employs a data reduction method to provide insight

regarding the core variation in disadvantage and instability across multiple indicators.

3) Including racial components

Ethnic heterogeneity was considered as a key ingredient for social disorganization.
Heterogeneity was understood to undermine community cohesiveness, value consensus,
and communication. Recent research on the demography of urban cantsas
implications for some of the most common indicators of heterogeneity, especially racial
composition indicators such as percent black (Massey, Condran and Denton 1987,
Massey and Denton 1988, Massey, Gross and Shibuya 1994, Peterson and Krivo 1993,
Shihadeh and Maume 1997, Wilson 1987). Massey (1998) argued that race and

disadvantage are not conceptually identical and should not be considered as proxies.

4) Linking context to control

Attachment and community organization and cohesion connect conymunit
contextual factors and levels of crime. Attachment, the community attribute that is
affected by disadvantage, instability, and heterogeneity, is often treated as a latent

construct and not directly measured as a contributor to rates of crime.
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8. Summary

Communities and crime have been an important perspective studying crime and
pl ace. The theoretical rational ed0sShavnms fr o
and McKay noted that delinquency has its roots in the dynamic life of the community.
Structual conditions lead to higher levels of social disorganization, especially of weak
social controls, in innecity neighborhoods, which in turn results in high rates of crime.
The structural conditions include concentrated disadvantage, ethnic heterogameity,
residential mobility. These social conditions promote crime and violence. Social

disorganization theory suggests the importance of macro level area effects on crime.

In the 1980s, interests in social disorganization theory reemerged. Robert Sampson
et al. (1997)arguethat social cohesion within communities and shared expectations of
community members combine to affect both crime and social disoBlgsik and
Grasmick (1993) built the systemic model of social disorganizabiothis hierarchical
corception of networks, Bursik and Grasmick (1993) envidibree levels of social
control: private control from families and intimat@srochial controls by the institutions
and organizationsandthe public controlsRose and Clear (199&)oked at theredprocal
effects between crime and neighborhood structlreey posits that eighborhood

structure influences crime and crime and violence shape neighborhood conditions.
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Chapter 4. Proactive Policing

Policing isfacing increasing obstacles. Unstoppaidenomic,social and political
forces are having a profound effect, not only uponvibeld in which we function but
also upon the manner in which each avery one of us does his or her job. And while
we may be able to take sonsemfort from the fact thacriminals do not change
appreciably over time, theesources and opportunities available to them have increased
exponentiallyalong with the magnitude of their potential profits. Police forces are now
dealing wih crime that would be unrecogaizale to tle police officers of @eneration ago
and must do so with a rapidly shrinking resource base.olthenodels of policing no
longer apply. We can no longer afford simplyréact to each new situation, nor can we
rely upon our traditional notions afime aml criminal behaviorProactivepolicing may

hold the key taur survival.

Intelligence led policing isa collaborative lawenforcement approach combining
problemsolving policing, information sharingnd police accountability, with enhanced
intelligence @erations The collection and analysis of information related to crime and
conditions thatcontribute to crime, resulting in an actionable intelligence product
intended to aidlaw enforcement in developing tactical responses to threats and/or

strategic planingrelated to emerging or changing threats.

An essential part of the intelligenpeocess is collecting raw information that may

be used in the analysi€ollection should be focused to identify and understand threats
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that emerge withira jurisdiction.This focus is often determined by an analyst, who will
define intelligencerequirements, and it is based on information received from both
officers andcitizens in the form of suspicious activity reporiie key point to note is
that collection seeks raimformation within defined threat parameters that is esseutial

effective analysis

Intelligence led policing can be conceptually defined as a proactive, -futerged
management philosophy and business model for collection and enforcement activities
As such, the integration of an intelligence function should assist police administrators in
determining how to strategically prioritize and manage competing demands facing the
organization and how to allocate resources to best achieve their goats@peevention,

disruption and reduction.

As Ratcliffe explains, it he application
objective decisiofmaking tool in order to facilitate crime reduction and prevention
through effective policing strategies and exétrpartnership projects drawn from an
evidential baseo (2003). Ratcliffe empha
policingi the interpretation of intelligence, the influence that this has on degisiders,
and the ultimate impact that this l@sthe criminal environmeritall contribute to crime
prevention. Intelligence is a constant process of data collection, analysis, distribution, and
assessment and. It can be done by specialized groups, crime analysts or the police
members themselves. i proactive rather than reactive and continuously changes as

each of three elements (intelligence, decision makers and criminal environment) change.
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While traditional, reactive policing will not be wholly replaced, nor should it,
intelligence led policig advocates a proactive orientation to crime control. Rather than
policing activities be largely ad hoc and postident interventions, the police should
investigate and intervene potential problems before they occur. Moreover, they should
try to undergand who the major criminal players are, how said actors are connected to
one another, how series of criminal activities are linked, and how to strategically
implement enforcement strategies based on the combination and understanding of these

factors.

Risk-based policing has grown from a larger movement of the conceptual risk
based society (Ericson and Haggerty, 1997; Beck, 1992). The rise of the risk society
refers to a movement towards increasing institutional social control via regulation and
rules whee various social institutions collect and broker information via various
technological channels to provide socigtigle governance and security. Crime control
strategies have traditionally focused on deviance, control and order; however, discourse
on crime control is becoming couched in concepts of defining deviance in terms of risk
(rather than morality), arguing that security professionals can collect information on risk
from a number of sources, process it and further communicate the information between
various social institutions to produce knowledge. Security professionals then use this
knowledge to make strategic decisions about how to distribute limited resources most

efficiently and effectively.

Public security was once perceived to primarily be tésponsibility of public law

enforcement. However, security demands increased as cities became larger, technology
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developed, globalization flourished, and society became progressively more complex.
Out of this complexity, a number of social instituspmoth public and private, provide

risk assessment, mitigation and governance, and thus various forms of security.

Policing by risks is a probabiltpased approach that seeks to balance the
possibility of an event occurring to the costs of the acttaken to managing that risk
(Van Brunschot and Kennedy, 2007). It is a strategic, futtuented and targeted
approach that relies on the identification, analysis and management of problems, which
may be people, places, or activities, to cost effectivelguce and prevent crime
(Maguire, 2000). Since all things cannot be protected at all times, a systematic approach
should be utilized to spatially and temporally determine priorities (Van Brunscot and
Kennedy, 2007; Leson, 2005). Problem identificatiod response plans are not random;
rather, these perspectives are theoretical approaches that purposefully employ targeted
strategies to achieve a desired outcome. In essence, security professionals attempt to
predict future threats, vulnerabilities an@énsequences in order to make strategic

decisions about how to allocate limited resources so they may have the greatest impact.
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Summary

An i mportant task facing police execut.
determining where and how best topls/ limited resources. With increased demands
for effective policing and resource allocation, coupled with increased volumes of data,
improved technology to process and manage such data, and an evolving criminal
environment, the police are expected amdsped to use improved decisioraking

strategies.

As proactive policing focuses on threats, it becomes essential to identify variables
that support the generation and maturation of cri@gportunities theories and social
ecology theories provide theoicztl framework foranalysis As crime patterns anthe
effects of social disorganization are predictable, the police can use the knowledge to
forecast crime distributions andake strategic decisions about how to distribute limited
resources most efficielgtand effectively Policing by risks is a proactive, rather than
reactive, approach that seeks to balance the possibility of a criminal event and the costs of

actions taken to manage the risk.
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Chapter 5 The Spatial Nature of Shooting

1. Social and EEonomic Structure

According to Moore and Tonr§1998) social and economic structure, drugs, gangs,
and guns are the main risk factors for the epidemic of violent crimes. Why did violent
crimes become epidemic in the last two decades? Moore and Tonry (k89&led their
reasoning as follows: In the late seventies and early eighties, changes in structural factors
produced conditions in innaity minority communities that were ripe for an epidemic.

The social and economic structure of many urban neighbdeh@ollapsed under a
variety of social and economic pressures. Employment opportunities disappeared and
small businesses moved away from the inner city. Under these economic pressures,
families broke apart and children grew up under increasingly adversditions. In
response to these conditions, some youth joined gangs in search of affiliation and security.
Gangs produced fear and rivalries and caused other gangs to form and more youth to join
gangs. An epidemic of crack cocaine hit these troubled coitiggidluring the mid to

late eighties. Some existing youth gangs and other youth not involved in gangs
participated in stredevel drug markets and armed themselves with guns to protect
themselves and resolve business disputes. The arming of youthpadirigiin street

drug sales produced both dangerous conditions on the street and a cultural style that
encouraged other youth to acquire guns in response. A large supply of available guns

made it possible for other youth to acquire guns out ofsetiecton, style, and status
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concerns. The widespread arming of youth in these disadvantaged neighborhoods made

conflicts much more lethal (Moore and Tonry 1998; Braga 2003).

2. Drugs

Back to the 1980s, the most popular explanation for the explosion of viokence i
drug problem, especially crack. Crack was so propitious an issue in the prevailing
conservative political climate so that politicians and the media chose to proffer drug war.
Reinarman and Levine (1989) argue tohat al
essentially served a scapegoating function, as crack came to dominate discourse relating
to almost all social ills. Typical of drug scares, response policies were driven not by
empirical research, but by media portrayals, political considerations, #fid pressure

(Fagan 1990).

The usual set of issues with regard to drugs and crime has to do with whether drug
use causes violent and other criminal behavior. Generally speaking, there are three types
of explanations. First, reflecting the long held sugifgon that doing drugs makes people
excitable, irrational, and more violent, pharmacological effects are those associated with
drug use. Second, economic compulsive violence refers to the crimes that users engage in
to sustain their expensive addictiofi$ird, systemic violence is that attributable to the
drug distribution system. As Jacobs (1909¢

violence in drug distribution system. Transactions are highly vulnerable to exploitation.
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Duplicity on the part of custoens and sellers is so common as to be institutionalized.

Overall, instability reigns, and predatory

Empirical support for pharmacological violence is sparse. No research has
concluded that drugs account fa substantial proportion of druglated violence. In a
study of adolescent drug users in Miami, Inciardi (1990) reported that only 5.4% had
participated in pharmacological violence. Some studies have affirmedirgtuced
violence, but they have been med by methodological weaknesses ranging from small,
specialized samples to a lack of relevant control variables. When adequates@etrol
introduced, direct relationstspbetween drug use and violence are attenuated or

eliminated completely (Collins 89).

Explanations based orc@nomic compulsive violence has tended to gain more
support. Individuals addicted to costly drugs such as cocaine and heroin occasionally
resort to violent crime, typically robbery, to generate money (Ball et al 1981; Chaiken
ard Chaiken 1982; Johnson et al 1985). Inciardi (1990) found that 59.1% of the
adolescent drug users had engaged in robberies, and that the majority did so for the
purpose of purchasing more drugs. However, Inciardi also revealed that in the overall
venue offinancing drug activities, robbery paled in comparison to shoplifting, stolen
goods offenses, and burglary. Drug users do commit violent crime to feed their habit, but

they are significantly more likely to resort to nonviolent property crime.

Systemic vitence has gained much more genuine concern. Although available

evidence asserts that the natural history of crack use differed little from that of previous
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drug epidemics, selling patterns for crack were distinct (Fagan and Chin 1989). Prior to
crack, orgaized crime groups and networks controlled the drug trade. This domination in
turn produced a reasonably stable marketplace. Violence existed, but as an instrument of
internal control. The crack manufacturing process, cheaper and more efficient thdn that o
freebase cocaine, helped loose the reigns of this sovereignty. Fagan and Chin (1990)
argued that ncrack was mar keted at a | ow
concealed and ingested. Its crystalline appearance conveyed an image of purity. The
ingenious production and marketing strategy for crack gave it the appearance of a

cheaper 6highd from a purer form of cocain

The introduction of this new highly popular product created unprecedented levels of
demand. The expansion of the drug economgnially outstripped the capacity of
established distribution networks and engendered new opportunities forleteatrug
selling for new groups and individuals. Stag costs were removed as an impediment, as
entry-levels roles now required only mastecapital investment (Fagan 1992). But all of
this entrepreneurial spirit was purchased at the cost of stability. With the decentralization
of drug markets, peaceful enterprise quickly devolved into normative violence (Hamid
1990; Goldstein et al 1989).oGpetition between rival drug sellers led to defensive
clashes over territory. Transactions became more tense and unpredictable: by carrying
both drugs and cash, sellers were also prime robbery targets. Deregulation similarly
served to embolden employe#®reby escalating violence as a means of disciplining the

rank and file. Given the dangers of the crack trade, it was more appealing to those
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individuals willing to be exposed to risk and use violence. Thisssddfction process

more or less ensured tperpetuation of violence.

Kennedy et al (1996) argued that although crack markets may have sparked the
youth violence, crack was no longer the main driver of youth violence. Rather, the youth
violence has became more importantly tied to a complex mieaf gangs, guns, and

subcultural norms guiding appropriate responses to resolving interpersonal disputes.

3. Gangs

Conflicts between street gangs have long been noted to fuel much of the youth
violence in major cities. Citjevel studies in Pittsburgh (Comeand Tita, 1999) and St.
Louis (Rosenfeld et al., 1999), using midevel data on the circumstances of youth
homicides, suggest that youth gangs were the dominant factor in the growth of youth
homicides. These studies found that crack markets did prebedepidemic of youth
homicide and gang members were involved in the skeset drug trade. However, the
increase in youth homicide in both Pittsburgh and St. Louis was linked to the emergence

of intergang conflicts that spread from gang youth to nogganth.

No empirical supporéxiststying street gangs to systematic drug trafficking. Gangs,
with their low levels of cohesiveness, were far from taifmde for crack distribution;
they were poorly suited to control street level distribution. Gangsuadeniably
aggressive, but their violence has always been mostly expressive, as opposed to the

instrumental violence of drug trade. The two are not readily or easily interchangeable.
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Gangs did not exported their crack structures across the country, andlaave
enforcement has come to question the existence of drug gangs. Some research
demonstrated that crack thrived without gangs in New York (Fagan and Chin 1989),

Miami (Inciardi 1990), and Detroit (Mieczkowski 1990).

4. Guns

While studies may not agreendhe specifics of the trajectory of gangs, crack
markets, and increases in violence, there seems to be a general consensus that guns are
the explanation for escalating drug and gang violence. Evidence indicates that the
primary factor in the increase iroyth homicides in the midto late80s was greater
access to handguns by youth. The juvenile age bracket is significant because the dramatic
rise in overall homicide rates is wholly attributable to this group. During the period in
guestion, the number obmicides committed by older offenders actually declined. Thus,
discussions of gun violence invariably turn on younger offenders, as they were
disproportionately affected by increases in homicide. Blumstein and Cork (1996)
identified the drug market recraoient of juveniles as the probable cause of emergent
homicide trends. The dangerous nature of drug enterprise makes weapons, specifically
guns, a prerequisite for doing business. The drug trade precipitated neighborhood arms
races, as other youth in conregttnetworks felt compelled to follow suit. Whether the

guns were acquired for protection or as a status symbol, their presence elevated the
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games, as confrontational situations escalated into homicide. Lethal violence was
facilitated by the seeming recktagess with which male teenagers appeared ready to use

guns (Blumstein and Cork 1996).

The convergence of gangs and guns further compounded the spiral of violence.
Ultimately, the escalation in violence could not be reduced to the effects of drugs, or
gangs or even to guns. Rather, it was the symbiosis of guns with both gangs and drug
trade that drove up violent rates. Drug market and gangs contributed both directly,
through the behavior of their participants, and indirectly, by serving as key conduits for
the diffusion of guns (Cohen and Tita 1999). The guns diffused to gangs, which dispersed

guns further.

The gun violence problem was a gang problem, at least insofar as the worst
offenders driving a large cycle of fear, gun acquisition, and gun use wegerganbers;
most victims and offenders were gang members, known to authorities, and had been

formally courtinvolved.

Kennedy et al (1996) discussed the structurthefllicit gun market. This market
appeared to be primarily composed of many small, iffadieted operations rather than
large, dedicated ones. The large dedicated gun market did exist and seemed most often
organized to move large quantities of weapons from states with few restrictions on gun
purchases to states with strict ones. Howeverthifermost part, both the multiplicity of
sources for illegal weaporisthefts from homes, thefts from gun dealers, improper sales

from licensed dealers, private dealers, and diversion of guns obtained through legal
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purchasei and the ease and conveniendedealing them alongside other contraband
eliminated the need for powerful organizations to acquire and distribute-rnkatiet

guns. Sources for illegal weapons are mudtighefts from homes, thefts from gun
dealers, improper sales from licensed dealprivate dealers, and diversions of guns
obtained through legal purchases. Since many stolen firearms are taken from private
residences, and since there are estimated to be some 200 million guns in private hands,
the pool of available weapons, even if etlsupplies could be interrupted, is enormous

(Kennedy et al 1996).

5. Public Housing

Public housing is perceived a breeding ground for crime especially violence. Rates
of violent crimes are generally higher at public housing sites than other areasc Publi
housing is consistently evoked as a metaphor for dangers of urban living. Roncek et al.
(1981) studied t he relationshinp o f publ i c
residential city blocks and found that proximity to public housing projects has § smal
but statistically significant, effect on the incidence of violent crime, even controlling for
the size of the population of all the blocks in the city. Concentrating public housing
results in more crime on the blocks where the projects are located. didsance has
moderate negative correlations with crime. This suggests that public housing projects

affect crime in their surroundings.
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For violent crimes, when rates of violence in public housing differ from rates of
violence elsewhere, the rates of leiace are higher and sometimes dramatically higher
(Fagan and Davies 2000). Studies by Poplin et al (2000) and Sullivan (1989) show the
most troubled public housing projects house at least someigariged residents who
are involved in violent and aggsege behavior, drug use and sales, and other criminal
activities. It indicates that violent offenders may be particularly likely to reside in public

housing.

Studies on victimization experiences of public housing residents illustrate that they
experience greater vulnerability than do their ngublic housing counterparts
(DeKeseredy et al 2003). Also, a much larger proportion of public housing residents
indicate that crime is a problem in their neighborhood and they are markedly more likely

to report thatt is so objectionable that they wish to move.

The presence of public housing in a neighborhood has a strong effect in
concentrating poverty within that community (Massey and Kanaiaupuni 1993). Public
housing may contribute to social disorganization amtlin violence. By design, public
housing is inhabited by persons in poverty, especially the poorest segments of the
impoverished, thereby necessarily increasing the poverty rate within neighborhoods
where such housing is located. In addition, public mmusommonly was built in already
poor neighborhoods because of substantial mobilization against locating the poor in
middle-class areas (Bickford and Massey 1991). As such, communities in which there are
public housing projects frequently have high poyemrtes. Residential turnover also

tends to be high in neighborhoods where housing projects are located (Bur8jk 198
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Sampson 180). Under conditions of high poverty and population turnover, residents of
communities with housing projects are less abletmfnetworks of formal and informal
social control, and hence have more difficulty controlling crime. Thus, public housing
policies that have led to the development of projects that concentrate deprivation may

have inadvertently contributed to the crimelgem of neighborhoods.

6. Bus Stops

Bus stops are common settings for transit crime. Bus stops provide a cover for
criminals who can hang out waiting for potential victims without arousing suspicion. Bus
stops are populated by anonymous riders who reptesasy targets under specific

circumstances.

Scholars found that the environmental factors play a key role in crime rates around
bus stops. Levine et al. (1986) found thiae percent of the respondents had experienced
a serious (Part 1) crime in Losngeles sometime in their lives, and 19 percent had
witnessed a bueelated crime; 43 percent had some contact with bus crime in Los
Angeles. Fiftyfour percent of the crimes reported occurred at or on the way to and from
bus stops. Other research has shtivah most bus crimes in Los Angeles occur in the late

afternoon and early evening. At one of the higime bus stops, the probable existence
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of a drug trade fosters crime, and at a second corner, sidewalk crowding encourages pick
pocketing and purse sighiing. At a third corner, crime is influenced by the presence of a

high school in the midst of a sizeable elderly residential population.

LoukaitouSideris (1999) loo&d at the connection between criminal activity at bus
stops and environmental factors é&adson empirical observations, mapping and survey
research. Ten high c¢crime bus stops were a
stops in Los Angeles. Across the whole system incidents were rare (there were fewer than
5 crimes per 100,000 passengef®n high crime bus stoeccounted for 18 percent of
the total crimes reported out of 19,650 stops. Although passenger levels at these stops
were high, other nearby high patronage stops exhibited little or no crime. By examining
the physical and social ntext of the surveyed bus stofisgere appearedn abundance of
Anegativeod environmental factors and a gen
stops, whereas the four comparative low crime rate stops lacked negative environmental
factors and offred better surveillance opportunities. These negative factors (within 300
feet of a stop) included Aliquor stores, b
pawn shops, vacant | ots/ buildings and adul
Sideris 1999).This empirical research indicates that environmental attributes and site
conditions at bus stops do have an impact on crime levels. This finding is supported by
Newton (2004) who examined criminal damage to bus shelters in Merseyside (UK), and
found damage was related in a systematic and predictable way to known attributes of a

shelterdéds | ocation.
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7. Liquor Stores and Bars

The alcohol establishments such as liquor stores and bars are notorious for their
roles in producing crimes. Interpersonadlence appears to occur in and around these
alcohol establishments more often than others. Alcohol outlets are places that attract
clientele more likely to be involved in violent acts (e.g. young males). Bars and liquor
stores are often located in comniyrareas with less guardianship (e.g. retail areas), offer
opportunities for social interactions that may lead to violence (Haines & Graham 2005),
and provide an intoxicating substance that appears to disinhibit aggression among males
(Pihl, Lau & Assaad 997; Giancola, Saucier & GussBurkhardt 2003). Indeed, across
repeated empirical studies over the past 14 years the locations of bars and taverns
(Roncek & Maier 1991; Scribner, MacKinnon & Dwyer 1995; Gorman et al. 2001;
Lipton & Gruenewald 2002) andales through alcohol outlets (Stevenson, Lind &
Weatherburn 1999) have been correlated with higher rates of violence. These studies
suggest consistently that violence amongiskt populations may be greater in areas in
which alcohol is more available. @dhol outlets may be selected by social groups at risk
for violence. Notably, similar arguments have been put forward to support empirically
observed crossectional relationships between rates of violence and locations -of off

premise establishments (eliguor or grocery stores, Scribner et al. 1995). These effects,
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however, may be related to other problems associated with these environments (e.g.

illegal drug activity and prostitution: Alaniz et al. 1998).

Although evidence exists connecting alcoholstanption to levels of violence, a
limited number of studies have been conducted examining the specific relationship
between alcohol availability, as defined by alcohol establishment density, and violence.
Scribner (1995) conducted the first of these recdtntlies, examining the risk of
assaultive violence and alcohol availability in cities within Los Angeles County (Scribner
et al., 1995)He discovered that after adjusting for sedemographic factors, higher
levels of alcohol outlet density were sigodntly associated with higher rates of
assaultive violence (i.e., criminal homicide, forcible rape, robbery, aggravated assault and
domestic violence) within a geographic unit. A subsequent replication study, examining
the same relationship in New Jerseuwncipalities, however, did not find that higher
alcohol outlet density was associated with elevated rates of violence (Gorman et al.,
1998), nor did a followup study focusing only on domestic violence (Gorman et al.,

1998).

In an attempt to clarify thenconsistency regarding the relationship of density to
violence, researchers in New Jersey decided to focus on one city, Newark, and to
geographically link violence rates to outlet density in census tracts and census block
groups, rather than using largdatycor municipality definitions of geographic areas. In
doing so, the regression models revealed that alcohol outlet densities were significant
predictors of rates of violent crime at both the census tract level and the census block

group level (Speer etl.a1998). Similar analyses conducted on census tracts in New
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Orleans, block groups in California and Camden, New Jersey, and census tracts in Kansas
City, Missouri, revealed that outlet density (whether defined as outlets per square mile or
outlets per peson) was strongly associated with rates of various types of assaultive

violence (Alaniz et al., 1998; Scribner et al., 1999; Gorman et al., 2001; Reid et al., 2003).

8. Schools

Research has linked large and impersonal school settings with violence (Alexande
and Curtis 1995; Olweus 1993; Newmann 1981). Roncek et al. (1983, 1985) found that
residential areas in San Diego that were adjacent to public high schools had more crime
than areas that were more than one city block away from these schools. Thisvaffect
both statistically significant and substantively meaningful even after controlling for
demographi c, soci al, and housing <characte
examining violence in high schools found that all of the 166 reported violemtsev
occurred in locations where there were students but few or no adults (Astor, Meyer, and
Behre 1999). Other school violence studies examining school structural characteristics
found large school size and high studerdcher ratios to be predictive ofime and

disorder in schools (Duke 1989; Gottfredson and Gottfredson 1985).

Social disorganization theory makes provision for the location and nature of schools.
Powerful communities can influence the location and nature of schools. Schools with
ample rsources are less likely to be overcrowded and will have adequate supervision

provided by ample staff (Gottfredson and Gottfredson 1985; Felson 1994). Thus, schools
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that are organized will be less likely to promote contexts conducive to victimization in
neighborhoods around or nearby organized schools. In other words, schools constitute a
layer of influence regarding crime on blocks. Schools may be risky places because they
bring large numbers of youth into contact with each other. Furthermore, violenscrime
can increase if the same number of offenders can find more targets for crime in the
absence of a guardian or guardians. In Crime and Everyday Life (1994), Felson discusses
dangerous places, risky routes and unassigned space as having the chemising fior cr
occur. Although each crime has its particular chemistry, crimes also have a common
chemistry, such as the situation in which clusters of young males with no adults present
implies a risk of higher crime of all types (Felson 1994). A key argumentFeiaon

makes is that opportunity for crime will arise not only in and on school grounds, but

nearby and over a larger area.

9. Concentration and Stability of Shooting

Braga et al (2010) uses -3@ar shooting data in Boston to uncover distinctive
developmetal trends at street segments and intersections. They find that Boston gun
violence is intensely concentrated at a small number of street segments and intersections
rather than spread evenly across the urban landscape between 1980 and 2008. Gun
violence tends at these higdictivity micro places follow two general trajectories: stable
concentrations of gun assaults incidents over time and volatile concentrations of gun

assault incidents over time. Micro places with volatile trajectories represent le$¥than
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of street segments and intersections, generate more than half of all gun violence incidents,

and seem to be the primary drivers of overall gun violence trends in Boston.

10. Near Repeat Patterns of Shooting

The near repeat pattern states that if a ionat the target of a crime, the homes
within a relatively short distance have an increased chance of being victimized for a
limited number of weeks. This communicability of risk to nearby locations for a short
amount of time raises the possibility thaher crime types may also suffer from a near
repeat spatidemporal pattern of behavior (Ratcliffe and Rengert 2008). In the study of
shooting in Philadelphia, Ratcliffe and Rengert (2008) found that there are elevated
patterns of nearepeat shootings wiin 2 weeks and one city block of previous incidents.
The elevated risk of a shooting during this period is found to be 33% greater than

expected.

11. Summary

Gun shootings are highly clustered. small number of street segments and
intersectionsaccount fo the majority of gun shootind8raga et al. 2010Also, there are
nearrepeat patterns in shooting. Locations within one city block of previous shooting

incidents have an increased chance to have shootings again within two weeks.
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The ®cial and econoristructurs of urban settings account for violence epidemic.
The economic and social turmoil in neighborhoods with the highest concentration of
urban underclass population make the environmental conditions ripe for viokEree.
mechanisms of gangs, drygsnd guns escalate the violendde adverse conditions
turnedsomeyouths into gangdrugs attract gangs and other youths participating in drug
market. A large supply of guns made it possible for youths to acquire guns fer self

protection, style, and a&tus concerns.

There are otheland useghat have been fountb be at the center of clusters of
violence For examplepublic housing, alcohol establishments, bus stops, and s¢chools
are found to bethe main risk factors fasome crimesPublic housingaffects crime in the
surroundings. Perhaps it is because public housing has a strong effect in concentrating
poverty within the community and in turn violendgus stops are found to influence
crimes in their surroundings. Loukait@ideris found that thenvironmental factors

around bus stops play a key role in crime rates.

Empirical research shows that locations of bars and liquor stores are correlated with
higher rates of violencét-risk populations may be greater in the areas of bars and liquor
storesand thus promote the crime rates. Also, these effects may be related to other
problems such as drugs and prostitutisnterms of schools, research shows that areas
adjacent to high schools have more crime than areas farther away from high schools.
Schods are risky places which may be because schools bririgkgbopulation together

and thus create opportunities for crime.
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Chapter 6 Research Design and Methodology

Based on the theoretical framework on crime and place, this study is designed
three p@rts: the first part will focus on crime generator analysis to identify crime
generators of shootings; the second part will examine the influences of neighborhood
characteristics on shootings; and the last part will build a forecasting model using place
based risk assessment approaches. Also, in order to test the predictability of this model, a
logistic regression will be conducted to test how well this model can predict subsequent

time period shooting locations.
1. Study Areas

The study areas are Newark andrigton, New Jersey. Newark is the largest city in
New Jersey, United States, and the county seat of Essex County. Newark has a
population of 278,154, making it the largest municipality in New Jersey and8the 6

largest city in the U.S.

Newark is locaté in the heart of New Jersey's Gateway Region. It is approximately
8 miles (13 km) west of Manhattan (New York City). Its location near the Atlantic Ocean
on Newark Bay has helped make its port facility, Port Newark, the major container
shipping facility br the New York metropolitan area (Port of New York and New Jersey),
and the largest on the East Coast. It is the home of Newark Liberty International Airport,
one of the first major, and now one of the busiest, airports in the United States. This
ethnicaly diverse city is divided into five wards, and contains a variety of neighborhoods

ranging in character from bustling urban districts to quiet suburban enclaves.
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Newark is surrounded by residential suburbs to the west (on the slope of the
Watchung Mountans), the Passaic River and Newark Bay to the east, dense urban areas
to the south and southwest, and middkss residential suburbs and industrial areas to

the north. The city is the center of New Jersey's Gateway Region.

Newark has over 300 types of mmsss. These include 1,800 retail, 540 wholesale
establishments, eight major bank headquarters (including those of New Jersey's three
largest banks), and twelve savings and loan association headquarters. Deposits in

Newarkbased banks are over $20 billion.

Newark is the thirdargest insurance center in United States, after New York City
and Hartford. The Prudential Financial and Mutual Benefit Life companies originated in
Newark. The former, one of the largest insurance companies in the world, is still
healquartered in Newark. Many other companies are headquartered in the city, including
International Discount Telecommunications, New Jersey Transit, Public Service

Enterprise Group (PSEG), and Horizon Blue Cross and Blue Shield of New Jersey.

Though Newark g not the industrial colossus of the past, the city does have a
considerable amount of industry. The southern portion of the Ironbound, also known as
the Industrial Meadowlands, has seen many factories built since World War 1, including
a large AnheuseBusch brewery. The service industry is also growing rapidly, replacing
those in the manufacturing industry, which was once Newark's primary economy. In
addition, transportation has become a growing business in Newark, accounting for 24,000

jobs in 1996.
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In the 2006 Morgan Quitno survey, Newark was ranked as the 22nd most dangerous
city in the United Sites out of 371 municipalitietn the 2007 rankings, now performed
by CQ Press, Newark was the 20th most dangerous city in America of 378 cities
surveyed. 1”008, Newark was ranked as the 24th most dangerous city, and as of 2010,
stands at 23rdn March, 2010, Newark enjoyed its first month without a homicide since
1966 In 1996, TIME Magazine ranked Newark "The Md3angerous City in the
Nation." By 2007, haevever, the city recorded a total of 99 homicides for the year,
representing a significant drop from the record of 161 murders set in 1981.The number of
murders in 2008 dropped to 65, a decline of 30% from the previous year and the lowest in

the city since2002 wherthere were also 65 murders.

Irvington, a small yet populous town bordering Newark, had gained a reputation as
New Jersey's crime capitdtvington experienced the crack epidemic of the 1980s and
the city still struggles with the aftermath toddye city still has a violent crime rate six
times higher than New Jersey overall and a murder rate eight times higher than statewide
statisticsl n 200 7, |l rvingtondés violent crime rat
nation. The community hadrawn great attention of local and state law enforcement as it
has become extremely violent community with a large number of gun shootings and other
crimes. Recent improvements in policing have reduced the crime incidents in Irvington

but problems remain.

The nature of the southeast land in Newark makes this heavy industrial area
dramatically different from other areas in Newark. The southeast area contains Newark

Liberty International Airport and Port Newark neighborhoods. There is no residential
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area herand the road network is very poor. Our data show that few crimes occur in this
area. Thus, this heavy industrial area is masked out from our study area. Land use data

and census data were included to develop a study area.

Because this is a study indating interdependency, we need to take account of
facilities that fall outside of the study area of Newark and Irvington, as they produce an
edge effects that may corrupt this study. The Passaic River and the Newark Bay bound
Newark on the east, for threason cities that border Newark on the north, west and south
were selected. These additional cities are Belleville, Bloomfield, East Orange,

Maplewood, Hillside, and Elizabeth.

If a calculated interpoint distance is greater than the distance betiweepnoint and
its nearest plot boundary, part of the spatial neighborhood of this point lies outside the
plot and cannot be evaluated without a certain bias. Hence, edge effects are usually
considered in spatial pattern analydibe first part of this sty is about spatial pattern
analysis which may be affected by edge effects. In order to solve this edge effects issue, a
1500 feet buffer zone is created along the study drea.relevant points in the buffer

zone are included in the analysis.

Figure 1 sbws the two cities, Newark and Irvington. Figure 2 displays shooting
locations from Jan. 2007 till Aug 2010 in these two citiigure 3 shows the study area

Figure 4 displays buffer zone along the study area.
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Figure 1. Newark and Irvington, NJ
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Figure 2. Shooting Distributions, 20@D10
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Figure 3. Study Area
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Figure 4. Buffer
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2. Data

The data used for this study come from different sou®egeral agency data were
used for the addresses of bus stdiggior stores, barsmiddle and hgh schools, and
public housing. As the edge effects were considered, the data include not only Newark
and Irvington, but also their surrounding cities. The New Jersey Transit provided the
addresses of bus stops in NJ. In order to do RTM, 2008 bus stapwetat used in this
paper.The operational definition of bus stops in this stiglthe geographical locations
of bus stops, excluding train stations, light rail stations, and subway stations, operated by

NJ Transit in the study area and the buffer arez008.

Newark Police Department provided the addresses of liquor stores and bars in
Newark in 2008. The Irvington data of liquor stores and bars in 2008 were from the State
Police databaseélhe operational definition of liquor stores and bars in thisystsdhe
geographical locations of liquor stores and bars known to the police in the study area and

the buffer area in 2008.

The middle and high schools were downloaded from New Jersey Geographic
Information Network. The data were originally derived frohe tpublic school, non
public school, and district tables published by the New Jersey Department of Education;
the records were addresmtched and cases were checked against orthophotography.

This data cover the period from 2008 till 2009. The addresssshobls teaching grades
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5 and higher were used for this studye operational definition of middle and high
schools is the geographical locations of public schools angpuablic schools teaching

grades 5 and higher in the study area and the buffe ira2€®8.

The public housing data were drawn from several different local agencies. The
Newark Police Department provided the Newark public housing data. Public housing
data from 2008 were used in this paper. Irvington public housing addresses weralobtaine
from Irvington Housing Authority. All other public housing addresses in the surrounding
areas were obtained from local Housing Authoritiie operational definition of public
housing is the geographical area locations of public housing in the studgratehe

buffer area in 2008.

The gun shooting da in Newark and Irvington arfom the New Jersey State
Police. The shooting data include nonfatal shooting cases, including aggravated assault
and armed robbery; the data do not include shoetisgged hontide. The data range
from Jan. 2008 untilAug.2010 The operational definition of gun shootings is the
geographical locations of nonfatal shooting incidents including aggravated assault and
armed robbery, but not including shootirgjated homicide, thare known to the police

in the study area from January 2008 to August 2010.

For the CLI analyses, shooting dé&tam Jan.2008 till Aug. 201@ereused But, in
testing predictability oRTM modeling, only 2009 shooting data were ydsetause the

RTM modds are built on 2008 risk factors dat8treet addresses with zipcodes are
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recorded in the data. These incidents are geocoded to a local street file, a procedure

whereby the locations of these crimes are derived from street addresses.

AKnown toothe polsiigemi ficant measur e
reported to the police may be not accur&t®. example, tie real shooting locations may
be different fromwi t nessesd statements based on

several shootings may be omgported as one incident.

3. Analyses Plans

Part I: Crime Generator Analysis

The purpose of the first part, crime generators analysis, is to identify crime
generators of gun shootings. The method used is Conditional Locational Interdependence
(CLI). The detailed explanations of CLI are introduced chapter 7. Based on the
literature review, five types of facilities were considered to be risky: public housing,
schools, bus stops, liquor stores and bars, and hospitals. This study will test whether these

facilities are crime generators for shootings.

The results of crime generator analysis are used to build crime forecasting models.
The crime forecasting models in this study are Risk Terrain Modeling (RTM). The

description of RTM is introduced in chapter 8.

In order to test whether crime generator analysis can improve the predictability of

crime forecasting, three experiments eoaducted. The first model is a base forecasting

t
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model incorporating three crime generators with midele! crime generating r&ngth.
The second model is an improved forecasting model that adds a stronger risk factor into
the base model. If the validity of the second model is increased, we can conclude that the
predictability of crime forecasting can be improved by using stromg&r factors

identified by crime generator analysis.

The third model is a forecasting model that adds a wealo effectrisk factor into
the base model. If the validity of crime forecasting is reduced, we can conclude that
crime generator analysis canprove forecasting models; if the validity of the forecasting
is not reducedywe cannot get the conclusion. The validity test of the crime forecasting is

logistic regression.

Part II: Neighborhood Analysis

Facilities do not stand alone; rather, thes mested within the broader demographic
fabric of surrounding community. It is also important to take community demographic
factors into account. Actually, in the medaalysis study by Pratt and Cullen (Pratt and
Cullen 2005), they found that across stilidies, social disorganization theory receives
strongest empirical support, and indicators of concentrated disadvantage are among the

strongest and most stable predictors. This part is based on social disorganization theory



76

and its related studies. Socidisorganization theory suggests three structural factors
account for the variations of crime rates: low economic status, ethnic heterogeneity, and
residential instability. This study examines the influences of neighborhood characteristics

on shootings iMNewark and Irvington, NJ, taking spatial interdependence into account.

The unit of analysis is census block group. There are three different units in census
data: census tract, block group, and block. There are two reasons to use block group as
the unit:first, smaller unit allows more homogeneity than larger unit. Second, there is no

demographic data at block level; the smallest unit that contains demographic data is block

group.

The study area is the same as the area in Part |. Before doing the afiedy$sn
the census demographic data onto the census block group shapefile in ArcMap. Then
spatial join the census block group shapefile and the shapefile of the study area. In this

way, we can get demographic data in each block group within the atealy

Measures

Dependent Variable

The dependent variable is the number of shootings in each census block group
within the study area from Jan.2007 till Aug.2010. The shooting data in Newark and
Irvington is from NJ state police. The data are the locatmfishooting incidents. After

geocoding the addresses of shooting locations, the distribution of shootings is shown on
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the map of Newark and Irvington. Then use clip function under the Analysis Tools in the
ArcToolBox to get the distribution of shootingsthin the study area. Finally, spatial join

the clipped shooting shapefile with spatial joined block group shapefile. In this way, we
get a shapefile in the study area with both shooting locations and demographic

information in each block group.

Explanabry Variables

According to social disorganization theory and previous research, three structural
latent factors are needed to measure: disadvantage, heterogeneity, and instability. Five
explanatory variables in census data are used to measure disadvaheafpest variable
is the percent of family households with children under age 18 who have a female
householder and no male presehhis is a measure of femalteaded households,
indexing family disruption. The second variable is the percent of familids 1999
income below the poverty level. This variable is a measure of family poverty. The third
variable is the percent of households receiving public assistance income (public
assistance). The fourth variable is the percent of males age 16 and thestaibor force
who are unemployed (male unemployment). The fifth variable is the percent of all males
age 16 and over who are either unemployed or not in the labor force (male joblessness).

To measure ethnic heterogeneity, we use the percent of Africanicem.

To measure instability, three variables are utieelpercent of housing units that are

vacant (Housing vacancy), the percent of occupied housing units that are renter occupied
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(Renter occupancypandthe percent of persons age 5 and older whandidreside in the

same hous (Population turnovér

Control Variables

Besides the dependent variable and explanatory variables, we have two control
variables: population and spatial lag. The reason to add spatial lag is that we need to take

spatial patten into account.

Modeling spatial nature of the data is important for a couple of reasons: first, most
statistics are based on the assumption that the values of observations in each sample are
independent of one another. Positive spatial autocorrelai@mates this assumption.
Ignoring spatial dependence in the model may lead to false indications of significance,
biased parameter estimates, and misleading suggestions of fit. Second, spatial data
contain information on locations, but traditional statstito not use spatial information

for analysis.

The modeling of spatial processes will begin with a visual inspection of the data,
followed by diagnostics designed to determine the nature of the spatial processes
operating. Some types of observed spatialtao cor r el ati on suggest
process, in which the geographic patterning in the data is concentrated in the error terms,
and is attributed to geographic patterning in unmeasured predictor variables. Others
suggest a fispat imayindicatg dffusppm ar digplacement wrbcesses

in that the observed spatial patterning is attributed to more than the patterning of the
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predictor variables, and is assumed to be in part due to some substantive contribution of
the phenomenon of interest one location to the occurrence at another (Baller et al

2001).

Spatial lag model is used when there is spatial autocorrelation in dependent variable.
Spatial error model is used when there is spatial autocorrelation in error term. In spatial
lag model,the spatial dependence is added as an additional variable. In spatial error
model, the ordinary least squares is considered to be inefficient in its estimation but

unbiased. For this study, spatial lag model will be used.

The first step is to determine ether spatial autocorrelation exists. The most

commonapproaches argpatial autocorrelation test and calculatMg@ r an 6 s | (Bal
al 2000) . Mo rparnoddsu clt icsoed feccoent . When t he
positive, it indicates clusteringr posi ti ve spatial autocorre

negative, it indicates dispersion or negative spatial autocorrelafitve. spatial
autocorrelationtest, Morads | calculation, and spatial lag calculation will all be

conducted in GeoDa.

Data br independent variables are drawn from census 2000 data. It is the most
recent census data that are availallensus 2000 presents counts and information on
basic demographic and socioeconomic data, for example, age, sex, race, housing, social,

and econmic characteristics of the household.
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Analytic Strategies

The analysis starts from spatial autocorrelation test. Spatial autocorrelation is
essentially the nature of geography and consequentiwigys present in spatial data.
Events or phenomena afft eachother more when they are closer together than when
they are farther apart. Griffith (1987) explained the impacts of spatial autocorrelation.
Analyses without considering spatial autocorrelation may cause incorrect conclusions
regarding whether theelationships between variables are true or mbis is because if
observations are dependent on each other, that is essentially the same as having duplicate
observationsHowever, most statistics are based on the assumption that the values of
observatios in each sample are independent of one anothkr large number of
observations indicate the relationship, that \Wathd us to believe that there is a strong
relationship between the variablddowever, if we have duplicate or autocorrelated
observaibns, the actual relationship should be weaker. Therefore it is important to

examine spatial autocorrelation first.

Spatial autocorrelation refers to the degree of similarity between points or events
occurring at these points and points or events in geladations.If significant positive
spatial autocorrelation exists, points with similar characteristics tend to be near each other.
If spatial autocorrelation is weak or nonexistent, nearby points do not exhibit nay similar

or dissimilar pattern or a raath pattern exists.

A good measure for spatial autocorrelation is M&dn Moraris | uses the mean

of the attributé data values as the benchmark for comparison when neighboring values
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are evaluatedThe value of Morags | ranges froml for an extremg negative spatial
autocorrelation to 1 for an extremely positive spatial autocorrelaBositive spatial
autocorrelation means that nearby areas have similar rates, indicating global spatial
clustering. Nearby areas have similar rates when their pgagmgaand exposures are

alike. When rates in nearby areas are similar, Moran's | will be large and positive. When

rates are dissimilar, Moran's | will be negatitwhen t he Morands | IS
positive, it indicates clustering or positive spatial auc or r el at i on; when t

negative, it indicates dispersion or negative spatial autocorrelation.

The modeling of spatial processes will begin with a visual inspection of the data,
followed by diagnostics designed to determine the nature of phaéak processes
operating. Some types of observed spatial
process, in which the geographic patterning in the data is concentrated in the error terms,
and is attributed to geographic patterning in unmeasured foediariables. Others
suggest a fdAspatial |l agdo process, whi ch may
in that the observed spatial patterning is attributed to more than the patterning of the
predictor variables, and is assumed to be in part dgsert® substantive contribution of
the phenomenon of interest in one location to the occurrence at another (Baller et al

2001).

Spatial lag model is used when there is spatial autocorrelation in dependent variable.
Spatial error model is used when therspsatial autocorrelation in error term. In spatial
lag model, the spatial dependence is added as an additional variable. In spatial error

model, the ordinary least squares is considered to be inefficient in its estimation but
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unbiased. For this studgpatal lag values will be calculated in GeoDa and then be added

into our model as a control variable if spatial autocorrelation exists in this study.

To select a regression method for the neighborhood analysiseed to examine
the distribution of this depelent variable first. If it follows normal distribution, we can
use the common regression method, Ordinary Least Squares, to do the analysis. If it is
highly skewed, we may have to use poisbased regression, eg. poisson regression or

negative binomialegression.

To analye aggregate crime rates that solves problems arising from small
populationsand low baseates poissorbased regression is a better method to use than
OLS. Crime rates based on small counts of crimes present two serious prédrdesst
squares analysidgsirst, because the precision of the estimateidhe rate depends on
population sizeyvariation in population sizes acrofise aggregate units will lead to
violating the assumption of homogeneityasfor variance. We must expect largrrors
of prediction for per capitarime rates based on small populations than for rates based on
large populationsSecond, normal or even symmetrical error distributions of crates
cannot be assumed when crime counts are small. The lowest @ossil@ count is zero,
so the error distribution must become increasirgigwed (as well as more decidedly
discrete) as crime rates approach thiger bound. As populations decrease, an offense
rate of zero will beobserved for a larger and larger pramor of cases. Thus, there is an
effective censoring at zero that is dependent on sample size, which has considerable

potential for biasing the resulting regression coeffici¢@sgood 2000).
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Poissorbasedregression analysis explicitly addresses therbgeneougesidual
variance that presented a problem for OLS regression analysisnoé rates. The
standard form for a poissdrased regression model is that the outcome measure is a
count of events, and its mean is expected to be the natural logafithiimear model, eg,
the sum of a set of explanatory variables each multiplied by a regression coeffitient.
this study, both poisson regression and negative binomial regression will be conducted.
Then a comparison test will be used to test which misdeétter, poisson regression or

negative binomial regression.

Part Ill: Forecasting Future Shooting Areas

The first two parts provide the basis for building a forecasting model to predict
future shooting risk areas. From the analyses in the firstpavts, we will find risk
factors that increase shooting opportunities. These risk factors will be used to build our
forecasting model. The forecasting method that will be used is Risk Terrain Modeling
(RTM) (Caplan, Kennedy and Miller 2010). RTM ®n appoach to spatial risk
assessment to aid in event forecasting by incorporating underlying causes of crimes and
standardizing all of those factors to common geographic units over a continuous. surface
A final composite risk map is produced by combining sk rmap layers that represent

the presence,baence, or intensity of each risk factor at every place. This composite map
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accounts for all risk factors at every location throughout the geography and shows the

level of future crime risk for each place.

To dandardize all factors to common geographic unit, we need to first set a unit for
all the risk maps. The unit used in this study is 140 feet grid Bimereason to use 140
feet is because this ®lf of the average block length in the city.idtbelieved thathalf
block is a reasonable area withivhich crime events can happandis small enough for

targeted interventions should risk in these areas be found to be high.

One problemthat needs to beleat with before building the forecasting model is
how to disaggregate census data to our unit. As we know, there are only two units in
census data that contain demographic information: census tract and block group. But both
units are larger than our unit 140 feSb we have to first disaggregate censuta diato
our unit and the disaggregated data still contain the demographic information. The
method of disaggregating census data is smootl8ngpothing is a process by which
data points are averaged with their neighbors in a séiesresults of smoothnin this
study should give us risk layers of neighborhood risk factors that have the same unit 140

feet as other risk layers.

After doing smoothing to census data, the units of all the risk layers have been
standardized to 140 feet grid siaéow these isk layers are ready for RTM processes.
We can create distance map or density map based on the calculations in CLI part. Then

reclassify the values of the gridts the raster mapsg:inally we can combine all the risk
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layers to create a composite map. Tdusposite map shows us places with different risk

values.

Finally, the predictability of this model will be tested using statistics mettaa.
first test whether spatial autocorrelation exists. If there is spatial autocorretgiaiig|
lag valuesneed to be calculated and included into the mobtleén conduct a logistic
regression witlfpresence or absence of shooting, yesa®the dependent variable, and

risk value and spatial lag #se covariates.

4. Summary

Based on opportunities theoriesdasocial disorganization theories, this study
examines the determinants of gun shootings from two perspectives: crime generators
analysis and neighborhood analy€isime generators analysis focuses on the influences
of urban features on gun shootingecording the literature review, four urban features
are selected for testing: public housing, bars and liquor stores, bus stops, and schools.
Another feature, hospital, is also included for testing in order to evahmateinction of
crime generator analigsin forecastingThree experiments are designedorder to test

whether crime generator analysis can improve the predictability of forecasting models.
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Neighborhood analysis focuses on the effects of neighborhood conditions on gun
shootings. According to social disorganization theory, three structural factors are
measured using 2000 census data: concentrated disadvantage, ethnic heterogeneity, and
residential mobiltyThe anal ysis starts from spatial
calculation. If spaal autocorrelation exists in this study, spatial lag will be computed and
included in regression analysis. Due to the count nature of the dependent variable, two
poissonrbased regression analyses will be conducted: poisson regression and negative

binomid regression. A comparison test will be used to find a better method.

The results otrime generator analysis and neighborhood analysis are used to build
a forecasing model to predicshooting distributionsSmoothing method will be used to
disaggrega census data. Straight line distance maps will be built for each risk factors
identified in crime generator analysis and neighborhood analysis. The values of grids in
raster maps will be reclassified to binary values. A final composite risk map willibe bu
combining all the risk layers. In order to test the validity of this forecasting spapial

autocorrelation tests amdlogistic regression will be used.
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Chapter 7. Crime Generator Analysis

This chapter looks at identifying crime generatofsshootings.The kst chapter
concluded that the demographic characteristics of neighborhoods create broader fabrics
for crimes to occur. However, certain types of facilities also generate crime concentration.
Eck, Clarke and Guerette (2007) name thesglities as risky facilities. Asmall
proportion of therisky facility group accounts for the majority of crinexperienced by

the entire group.

The analytic method to identify crime generators is Conditional Locational
Interdependence (CLI). CLI is atber method to identify crime generatdr&n current
common method such as thiessen polygon methloel reason to use this new method is
because there are limitations in the current common methgdadrat method. This
method requires creating polygonach as thiessen polygons, and then doing regression
analysis to examine correlations between factors. This quadrat method suffers from two

biggest problems.

First, the polygon size is arbitrarily determined by researcher. The researcher can
set the polygo size as 50 feet, or 5000 feet. However, results will change dramatically if
we use different polygon sizes. Second, the quadrat method requires data aggregation.
However, data aggregation maskgortant variations in smaller ecological areakso,
this polygon method suffers fromodifiable areal unit problem (MAUPYThemodiiable

areal unit problem is source of statistical bias from data aggregation that can radically



88

affect the results of statistical hypothesis tests. MAUP can cause the corretation
association, between two variables to range frf0r@9 to +0.99. Even if X is generated

as a function of Y (where we would expect cor(X,Y) = 1.000) alternate aggregations of
the same two variables can lead to wide variance of theggeegated assotian
(cor(X,Y) = 0 +£ 0.99).However, to create thiessen polygons, we have to aggregate data,

and hence, we always have MAUP problem.

However, CLI does not have these limitations. The computation of CLI is

straightforward. The calculations are based @ouwating minimum distances.

Conditional Locational Interdependence

The crime analyst may be able to address the temporal problem by selecting out
crime events according to time of day or day of week of a particular incident (e.g.
burglary in residentianeighborhoods occurring during the daytime or assaults occurring
in bars in the evening). The crime generator problem is much more difficult to solve
because it requires a complicated set of analytical assumptions about the spatial
relationship betweearime generators and crime events. This concept was introduced in
geographical literature as conditional locational interdependence (CLI) by Okabe and
Miki (1984). The underlying concept is simple. Locational interdependence occurs where
the locational ptherns of two types of entity depend on each othttie locations of each
entity are neither random nor independent of each other. Tcaton of auto body

and auto parts shops is an example of locational interdependence. In this case, a
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symbiotic retionship is recognized through which the location of each type of entity is
influenced by the other. Conditional locational interdependence occurs where the
locational patterns of one type of entity are dependent on the other and in which the
dependenceaks not extend in the other direction. Thelammation of crimes and bars is

an example of CLI. It is recognized that the locations of crimes would be dependent on
the locations of bars, whereas locations of bars are not affected by the location af crimes
So, if we are to consider certain facilities as crime generators, we need to establish the

locational interdependence of these to the distribution of crime incidents.

Visual inspection cannot accurately identify CLI: an objective procedure is required
to assess the degree and statistical significance of the conditionally interdependent
relationship. The theoretical underpinnings of such procedures are also quite simple. If
the mean distance from the hypothetically dependent distribution (crimes) to the
independent distribution (e.g. bus stops) is significantly less than that from a spatially
random pattern of crime, then CLI is established. This statement is predicated on the
knowledge that independent distribution is truly uninfluenced by the depenithent (

locations of bus stops are not influenced by the locations of crimes).

The distribution of two types of points, calledp®dints and Bpoints, on a plane are
considered. The locations of thephints are fixed and known. The null hypothesis is
that B-points are distributed randomly in relation tep&ints. Distances from-points to
the nearest Aoints define the distributional state ofp®ints in relation to Apoints. If
B-points are distributed randomly over the plane, then their distribution ipandent of

the distribution of Apoints. If B-points are significantly closer than random tgaints,



90

they are implied to be dependent on th@dint locations conditional interdependence

exists. Okabe and Miki define a conditional nearesghbor spaal-association statistic:

-

where:

r= observed mean distance from the actugldihts to their nearest-points.
m=  expected mean distance from randomly distributegpoBits to their

nearest Apoints.

The CLI statistic,R. , compares the mean value of r in an empirical distribution to
its expected value in a random, independent, distribution. Okabe and Miki deemed the
task of deriving the frequency distributonof ro be Ahopel ess, 0 but
Limit Theorem to assess the statistical significance of the comparison of the actual and
theoretical mean distances with the Z statistic:

-m
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where:
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N =the number of randomly distributed@ints

The aim of CLI analysis is to determine if an empirical distribution -gioBts is
closer than random to the nearest set of facilities -guofats. The null hypothesis is that
the empirical distributios random, that the empiricals not significantly
the research hypothesis is that it is smaller. Calculating the statrsliassessing its
statistical significance requires the empirical mean distance from acfu@hi to their
nearest Apoints, , the expected mean distance from randomly distribuedirs to
their nearest A oi nt s, e, t he var iolrandoely distributeed B and t
points. Okabe and Mi kids (1984) computatio
are based on computational geometry. Its practical achievement is, like many of the tools
of spatial analysis, beyond the reach of most iegibns researchers. Here we use
different computational methods Nearest Neighbor Analysis and Monte Carlo
Simulation- to generate randomly distributed@®ints and to obtain the expected mean
distance from randomly distributedints to their nearéf\-points. Such randomness
implies that every location has an equal probability of containing a giveoirB. The

computational methods will be discussed below.
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Spatial Analysis

The objective determination of spatial distributions is a problemhémsurfaced in
many fields, such as physical cosmology (Peebles 1980), archaeology (Donnelly 1978),
and ecology (Clark and Evans 1954). Several methods have been used to analyze spatial
patterns. Perhaps the best known is that of quadrat analysis (#hift@75). By this
approach, the space is divided into quadrats of equal area, and the number of points
falling within each quadrat is determined. The distribution of points per quadrat is
compared to the distribution that would be expected for a randa@y af points. This
approach is limited because it is sedépendent: changing the size of the quadrat

changes the apparent degree of clustering of points (Davis 1986).

Several approaches are based on the distances among points. For example, the
autocorrdation function of physical cosmology (Peebles 1980) compares the number of
points within a certain distance of a given point to that which would be expected for a
random distribution of points. The autocorrelation function is continuous and varies with
distance from the point. Therefore, it is possible to determine the different scales at which

there is clustering.

The method of tessellation, used in mineralogy to determine the coordination
number of solids (David and David 1982), has been applied inadea@logical studies.

An fAarea polygono (in two di mensions) i s
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proximity of each of its neighbors. Smaller polygons reflect relatively close neighbors,

l.e., relative clustering of points (e.g. Vincent etl8l76).

Nearestneighbor analysis compares the distance of each point to its closest
neighbor to the distance that would be expected for a random distribution of points (Clark
and Evans 1954). If the average observed neasghbor distance is less thaxpected,
there is clustering among the points. This approach is attractive in that it is conceptually
straightforward and computationally simple. It is therefore the method adopted here. No

claim is made that this represents a generally superior approach.

Conventional nearesteighbor analysis involves the determination of the point
density, which requires that the bounds of the space be known. Even if there are known
bounds, the problem of edge effects does not vanish. It is well known that the expected
nearestneighbor distance is greater near the periphery of a space than in the interior
(Clark and Evans 1954). Several approaches have been used to circumvent edge effects.
One approach involves discarding points near the periphery of the space, cresting a
called guard region (Kenkel et.al. 1989). This solution is undesirable because it may
cause a large proportion of the data to be discarded. Furthermore, there may be something
special about the points near the edge so that we would especially nabvelsitard
them. (for example, if trees near the periphery of a forest receive more sunlight they may
be able to utilize more energy and encroach upon their neighbors.) Another solution is to
make the space toroidal (Ripley 1988: p 24). By this approhehiight edge of a two
dimensional map, for example, would be made to abut the left edge of that map. While

this may work technically, it is questionable whether points that are in reality quite
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distant from each other should be brought into close proxifoit the sake of analysis.
Furthermore, Ripley (1988:p.24) points out that this method eliminates edges, but not
edge effects. Many sophisticated mathematical corrections have also been discussed

(Ripley 1988).

Donnelly (1978) applied computer simulatiminvestigate edge effects on nearest
neighbor analysis. The simulation procedure has the advantages that it is straightforward,
determines directly the expected nearesghbor distance, and does not entail discarding
dat a. Donnel | y o6 serate @ famity afcsblutionsase that the gyreilation
procedure would not be needed for every analysis. However, the intensity of edge effects
can in general be expected to vary with the details of the point distribution. Therefore,
this study adopts Donnglld s approach of simulation but d
neighbor distances separately for each case, rather than assuming that a single solution

will apply universally.

Monte Carlo Simulation

Monte Carlo Simulation is one of the largest and miogbortant classes of
numerical method for computer simulations or computer experiments. Monte Carlo
simulation can be defined as a method to generate random sample data based on some
known distribution for numerical experiments. In shortsighted view, Mdbégelo

Simulation always involves random number (though actually not all methods that involve
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random number can be categorized as Monte Carlo Simulation, they may be better
described as part of Monte Carlo Method). Generation of pseudo random riatiizer
distributed uniformly over intervad<R<1is the heart of any Monte Carlo simulation.

The random number generated must be independent (no correlation to other random

number)

A simulation model allow usto examine system behavior under different scesario
in virtual computational world. It can be used to identify bottlenecks in a process, provide
a safe, and relatively very cheap (in term of both cost and time) testbed to evaluate the
side effects and to optize the performance of the system before feaniag them to

real world.

Monte Carlo Simulation has three characteristics: random sample generation,
known input distribution, and numerical ExperimentBlumerical experiments
characteristic of Monte Carlo simulation lead us to run many samples bedoranrget
the result. Monte Carlo Algorithm works based on the Law of Large Numbers. It says
that if you generate large number of samples, eventually you will get the approximate

desire distribution.
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Applying CLI to Crime Generators

The purpose of tki chapter is to identify crime generators of shootings using
conditional locational interdependence method. Also, in order to do risk terrain modeling
in the next chapter, the coff values of maximum distances are calculated in this chapter

based on CLtalculations.

Five variables are selected to test whether they are crime generators of shootings:
liquor stores and bars, bus stops, middle and high schools, public housing, and hospitals.
The first four variables are selected based on literature revidwslast variable hospital
is included in the analysis for two reasons: first, to test whether hospitals are crime
generators of shootings. No study has ever examined this variable as crime generators.
Second, to test the predictability of RTM by usingICL | f hospitals do
effects, the RTM model that includes hospital as one of the risk factors is predicted to

decrease its predictability.

For each of the five variables, the following computational procedures are

conducted to analyze their CLifects:
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Boundary and Edge Effects

Nearestneighbor procedure requires that the boundary be known. Actually, for

simulating spatially random points, the boundary is a required parameter.

If a calculated interpoint distance is greater than the disthetween the point and
its nearest plot boundary, part of the spatial neighborhood of this point lies outside the
plot and cannot be evaluated without a certain bias. Hence, edge effects are usually
considered in spatial pattern analysis. CLI analysis atsty be affected by edge effects.
The most common method to account for edge effects is the addition of a buffer zone

around the ecumene. The relevant points in the buffer zone are included in the analysis.

Observed man distancefrom actual Bpoints totheir nearest Apoints

If a projected coordinate system is used for map projections, Euclidean distance is
the method to measure the observed distances. If a geographic coordinate system is used
for map projections, the following formula should be usedcalculate the distance
between points. As thearth isa spherenot a plangthe following cosine formulas
proposedo calculate the distance between two points P1(longl,latl) and P2(long2,lat2)
on earthwhich is a sphere

D(PL, P2)=r Zacos(sinlat 1) sirlat 2) eolst 1) é&ds( 2) doslg [bng-)
€ € . Fornfula Q)
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where r is 6371km, the radius of the earth. That is, we obtain the distance between
two points on earth by assuming that the earth is a perfect sphere and calculating the
shortest distance between two points on a sphere.

For each Bpoint, use formula (1) to gehe distances from all the -foints. We
compare all the distances to each@int and determine the minimum distance to each
B-point. The average of all the minimum distances is the observed mean distance from

actual Bpointsto their nearest 4ooints.

Monte Carlo Simulatiof NearestNeighbor Distance

Monte Carlo simulation isisedto generate random sample data based on some
known distribution of the population to resemble the real worttblpm In our study,
Monte Card Simulationrandomly generats B-points that are uniformly distributed
within the ecumeneéoundary. For each randomly generatedpBint, calculatethe
distances from each observedpAint to this random pointThe minimum of these
distances is the neatawighbor distance. The minimum distance varies from one run of
the computer simulation to the neXthus, the procedures of randomly generating B
points and determining the minimum distance from the observpdis to the random
points are repeated matimes. The average of the minimum distance over all the runs is

the minimum expected mean distafican simulated Bpoints to their nearest-points.
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Satistical significance

To test statistical significance, we need to get four statistics beforettzand
observed mean distance from actugbdnts to their nearest-points; 1, the expected
mean distancdrom randomly distributed Boints to their nearest Avoints €, the
variance ofe, Va r ( € }the nuambedof randomly distribed B-points. Now we can
assume thatB-points are randomly distributed in théounded areaand have no
correlation with the locations @&-points This is our null hypothesis. Based on this null
hypothesis and Central Limit Theorem, we know thaiwould satisfy the normal
distribution with mean equal t® and standard deviation equaldo( esipnce the sample
size is large.

We cantest the above null hypothesis by computing the folloveggations

_r-m
s(
where, s( ¥ = %(n)

We can then aopute the pvalueof Z and see whether the null hypothesan be

rejectedor not.The following are the detailed computation steps to test CLI.
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ANALYSIS AND RESULTS

Edge Effects

As stated, lte results of CLI analysis may be affected by edge effetiese occur
when data in a bounded area may be affected by phenomena outbidaada. In order
to solve for this, the independent variable®wsd stopsschools,and public housingvere
selected for both the study area, and in the regions outsmdstudy area. A buffer of
1,500 feet was created outside of gtady areaand all facilities from the surrounding
communities that fell within that buffewere included in the analysisThis buffer is
displayed in Figuret in the last chapterFigure 5-9 display the distributions of public

housing, bus stops, liquor stores and bars, middle and high schools, and hospitals.
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Figure 5. The Distribution of Public Houses
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Figure 6. The Distribution of Bus Stops
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Figure 7. The Distributionfd_iquor Stores and Bars
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Figure 8. The Distribution of Middle and High Schools
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Figure 9. The Distribution of Hospitals
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Observed man distance$rom actualshootingpoints to their nearestisk factors

points

A projected coordinate systesused for map projectioms this paper.Euclidean
distance is a good method to measure the observed distances between two points.
Calculatethe observed mean distance from the actual shooting locations to their nearest
bus stop locationsThen exporall the gun shooting points into R by using ArcGIS to get
the coordinates of all the shooting points. Similarly, export all the bus stops points both in
the ecumene and buffer areas into R. Then, calculate the distances between each bus stop
and each shoatg point based on Euclidean distani€er each shooting s(izompareall
the distances d(s(i), byjfor all j (bus stop) and finthe smallest onelhis was @notel
by dsb(i), the shortest distance from the shooting s(i) to all bus stdys. processvas
repeated to get all the shortest distances between shootingsuargtops. Finally,
computethe observed mean distance from the actual bus stops to their nearest shooting
locations. To get the observed mean distance, takaviiage of sli), i.e., 7 = sum
dsk(i)/Ns, where & is the total number ofhooting. The observedmean minimal

distance to bus stops=482.6 feet.

Similarly, compute the observed mean of minimal distance to liquor stores and bars

(663.80), public housing (997.12), schodl822.02, and hospitals (4485.65).
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Monte Carlo Simulation of NeareBleighbor Distance

The Monte Carlo Simulation method was employed to generate randomly
uniformly distributed points in the ecumeria. this sudy, the programming engine to
generate the Monte Carlo process wamtStat Spatstatuses a rejection method to
generate uniformly randomly distributed points in a polygéefore doing Monte Carlo
Simulation, use ArcGIS to get the coordinates of thereme boundary points and then
export the boundary coordinates into R. Then, generate random, uniformly distributed
shooting pointsn the boundaryusing Spatstat in R. Thirdly, use the Euclidean distance
method to calculate the distance between each aietllshooting points and each bus
stop. Fourthly, determine the minimum distances from simulated shootings to their

nearest bus stops.

The minimum distance varies from one run of the Monte Carlo Simulation to the
next. Monte Carlo Simulation relies onpeated trials to produce sufficient output for
generalization. Although a large number of trials is recommended, earlier research found
that averages taken over 20 repetitions vary very little (Foote 1989). Therefore, the
procedure of generating simulatgliboting points and determining the minimum distance

from simulated shooting points to their nearest bus stops was repeated 20 times.
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Finally, calculate theexpected mean distance from simulated shootings to the

near est ,buand ttohpes set andar,/d%(@eT\hée&pedednaanof €,

mi ni mal de0B 7 eaett heecstandar d 2038.vi ati on of €

In sum, we calculatkthe following statistics for bus stops:

The observed mean distance to the nearest bus iStof82.65

The expected mean distance to the neares

The standard deviation of ¢, ((e) = 20.

Theconditional nearesteighbor spatiahssociation statistic

482.65
Ro=— =

= =0.80
606.97

3

This value indicates that there is some concentration of gun shootings around bus
stops. If the number had been 1, then there would have been complete masslovith

regard to the location of the gun shootings to the bus stops.

Similarly, we can obtain the following statistics for liquor stores and bars:

The observed mean distance to the nearest liquor stores arid=#3,80

Theexpet ed mean distance to the nearest |
The standard deviation of ¢, a(e) = 23.

Theconditional nearesteighbor spatiahssociation statistic

R.=— =0.81

3
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This value indicates that there is some conceotraif gun shootings around liquor

stores and bars.

The statistics for public housing:

The observed mean distance to the nearest public hotisigg§7.12

The expected mean distance to the neares
Thestandr d deviation of e, G(e) = 44.78

Theconditional nearesteighbor spatiahssociation statistic

R.=— =0.66

3

This value indicates that there is concentration of gun shootings around public

housing.

The statistics for middle and highhemls:

The observed mean distance to the nearest schedl822.02

The expected mean distance to the neares
The standard deviation of ¢, G(e) = 50. 4

Theconditional nearesteighbor spatiahssociation statistic

=0.82

3

R =
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This value indicates that there is some concentration of gun shootings around

schools.

The statistics for hospitals:

The observed mean distance to the nearest hospit1435.65

The expected meanstance totheneae st hospitals, € = 4290.
The standard deviation of e, G(e¢) = 96. 3

Theconditional nearesteighbor spatiahssociation statistic

R.=— =1.04

3

This value of 1.04 indicates that there is randomness with regard to the location of

shootirgs to the hospitals. There is no CLI effect.

Testfor statistical significance

Now if we assume that th&hooting are randomly distributed in th@®undaryand
have no correlation with the locations bfis stopsthent would saisfy the normal

distribution with mean equal te and standard deviation equal @io(¢). This is true
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according to the weknown central limit theorem in statistics since the sample s&ze N

(total number of actuahooting) is large.

We test the above null hypothesis by computing the followtaggic:

T-m

s(
Z satisfesthe standard normal distribution N(O,1).
The observed mean distance to the nearest bus iStof82.65
The expected mean distance to the neares
The standard deviatio of &, G(e) = 20. 33

So, Z =-6.11

We can therrompute the yvalues of Zand see whether the null hypothesas be
rejectedor not. The pvalue issmaller than 0.001, indicating that the null hypothesis, that
the shootings are uniformly randomly distriéd in the whole region and have no
relation with the locations of bus stops rejected. Therefore, we can conclude that there

is conditional locational interdependence of gun shootings around bus stops.

Repeat all the above steps, tegtCLI for liquor stores and bars, public housing,

middle and high schoqlandhospitals The results aras follows:

For liquor stores and bars:

The observed mean distance to the nearest liquor stores ard=663,80
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The expected mean distaricd t he nearest bus stops, ¢
The standard deviation of ¢, G(e) = 23.6
z ="~ 72with p<0.001

s(

These results indicate théte null hypothesis, thathe shootings are uniformly
randomly distributed in the whole region and/éano relation with the locations tduor
stores and bars, is rejected. Therefore, we can conclude that there is conditional locational

interdependence of gun shootings around liquor stores and bars.

For public housing:
The observed mean distance to tlearest public housing=997.12

The expected mean distance to the neares

The standard deviation of ¢, G(e) = 44.7
z=""""-11.70 with p<0.001
s(

These results indicate th#tte null hypothesis, thate shootings are uniformly
randomly distibuted in the whole region and have no relation with the locatiopsalic
housing, is rejected. Therefore, we can conclude that there is conditional locational

interdependence of gun shootings around public housing.

For middle and high schools:
The obsrved mean distance to the nearest schbets322.02

The expected mean distance to the neares
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The standard deviation of ¢, d(e) = 50. 4
These results indicate théte null hypothesis, thathe shootings are uniformly

randomly distributed in the whole region and have no relation wehldbations of

middle and high schools, is rejected. Therefore, we can conclude that there is conditional

locational interdependence of gun shootings around middle and high schools.

T-m

Z=
s(

=-5.67 with p<0.001

For hospitals:

The obsergd mean distance to the nearest liquor stores and ba14385.65

The expected mean distance totheredre bus st ops, € = 4290. 6
The standard deviation of ¢, a(e) = 96. 3
z=""""-5 02 with p=0.99

s(

These results indicate th#tte null hypothesis, thate shootings are uniformly
randomly distributed in the whole region and have no relandgh the locations of
hospitals, cannot be rejected. Therefore, we can conclude that there is no conditional
locational interdependence of gun shootings around hospitatde 1 displays all the

CLI analyses results.
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Statistic Public Bus Stops Liquor Middle and Hospitals
Housing Stores and | High Schools
Bars
€ 1520.90 606.97 822.87 1608.03 4290.67
F 997.12 482.65 663.80 1322.02 4485.65
G(e) 44.78 20.33 23.67 50.45 96.38
e 0.66 0.80 0.81 0.82 1.05
Z -11.70 -6.11 -6.71 -5.67 2.02
p <.001 <.001 <.001 <.001 0.98
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Therefore, we can conclude thatrid@re conditional locational interdependence for
gun shootings around bus stops, liquor stores and bars, public housing, and middle and
high schools. But there is no conditional locational interdependence for gun shootings
around hospitals. With regard gmun shootings, public housing has the higher degree of
CLlI, then liquor stores and bars, bus stops, and finally middle and high schools.

In order to create the RTM model, the cutoff values of maximum distance for
distance maps are calculated. The cutafties are chosen empirically from the real data.
Specifically, we compute the distance of each shooting to the nearest bus stop. We then
obtain an empirical distribution of distances of all collected shootings to the nearest bus
stops. We set the cutofiue to be within which 80% of real shootings occurred inside
the disk of radius bounded by the cutoff value centered around a bus stop (i.e., the nearest
bus stop to that shooting). In other words, the buffer bounded by the cutoff value covers
80% of realshootings. In this study, the cutoff value for bus stops distance map is 652
feet. Similarly, we calculated the cutoff values for schob®50.73feet) and the cutoff

value for public housinglG47.84feet).
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Summary and Conclusions

This chapteruses CLI to docrime generator analysdser shooting.Five urban
featuresare tested for rame generator®f shooting: public housing, bus stops, liquor
stores and bars, middle and high schools, and hospitals. The results show that only four of
them are dme generators for shooting: public housing, bus stops, liquor stores and bars,
and middle and high schools. But hospital is not a crime generator for shooting. Among
the four crime generators, public housing has the highest risk in attracting shootings,

followed by bus stops, then liquor stores and bars, and finally middle and high schools.
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Chapter 8 Improving Predictive Efficacy of Risk Terrain

Modeling

The kst chapter identifies four risk facilities as crime generators of shootings:
public howing, liquor stores and bars, bus stops, and middle and high schools. Based on
these results, this chapter looks to the forecasting of future shootings locations by
combining all the map layers of crime generators. The method used here is called Risk

Terran Modeling (RTM), originally proposed by Caplan, Kennedy and Miller (2010).

Risk Terrain Modeling

Risk Terrain Modeling (RTM) is an approach to risk assessment that standardizes
risk factors to common geographic units over a continuous surface. Sepatayers
representing the presenceysance, or intensity of each risk factor at every place is
created in a Geographic Information System (GIS), and then all risk map layers are
combined to produce a composite risk terrain map that accounts foskafiagtors at
every location throughout the geography. Risk terrain maps aid in strategic decision
making and tactical action by showing where conditions are ripe for events to occur in

the future (Caplan and Kennedy 2010).

Risk Terrain Modeling was origally proposed byCaplan, Kennedy and Miller

(2010) This isa way of looking at the coincidence of segibysical factors that enhance
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risk of crime. RTM offers a way of looking at criminality as less determined by previous
events and more a function afdynamic interaction between characteristics of places.
The ways in which these variables combine can be studied to reveal consistent patterns of
interaction that can facilitate and enhance the risk of crime. The computation of the
conditions that undesdi these patterns is a key component of RTM, with the ability to
weigh the importance of different factors at different geographic points in enabling crime
events to occur. These attributes themselves do not create theTdreyesimply point to
locationswhere, if the conditions are right, the probability of crime or victimization will

go up. This offers an approach that provides a means of testing for the most appropriate
gualities of space (i.e. risk factors) that contribute to these outcomes through a
statistically valid selection process. It also promotes the idea of the concentration of risk
|l eading to these probl ems, i n a way that
future crime and direct interventions, such as police patrols, to thasations. This
strategy can also be used to support the resiliency and expansion of the mitigating

attributesthat are in the low risk areas (Kennedy, Caplan and Piza 2011).

The technical approach to risk terrain modeling raightforward (Caplan etl.a
2010) identify, through metanalysis or other empirical methods, literature review,
professionakxperience, and practitioner knowledge (Ratcliffe & McCullagh, 2001), all
factors thatare related to a particular outcome for which risk is being asse$isen
operationalize each ridlactor to a common geography. Essentially, RTM assigns a value
signifying the presencebsence or intensity of each risk factor at every place throughout

a given geography. Each facierrepresented by a separate ter(esk map layer) of the
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same geography. When all map layars combined in a GIS, they produce a composite
ma a risk terrain ma@ where every placeéhroughout the geography is assigned a
composite risk value that accounts for all factassociated withhe particular crime
outcome. The higher the risk value the greater the likelilmd@dcrime event occurring at
that location. Risk terrain modeling of crimes produces mapsstimav places with the
greatest risk or likelihood of becoming spots for crim@d¢cur in thduture. This occurs

not just because policgtatistics showed that reported crimes occurred there yesterday,
but because the environmentanditions are ripe for crime to occur there tomorrow

(Kennedy, Caplan and Piza 2011).

Risk terrain mdeling uses a grid of cells to represent a continuous surface, so
aggregations to "arbitrary” geopolitical boundaries, police sectors, ZIP codes, census
tracts, etc.are not necessary and the modifiable aerial unit problem (MAUP) is less of an
issue (Haries, 1999). RTM will only be of value, however, if it can be shown to be more
accurate, completeand flexible in its application than current analytical strategies
adopted in policing. Risk idefined as the likelihood of an event occurring given what is
known about the correlates of tletent, and it can be quantified with positive, negative,
low or high ordinal values. A terrain isgaid of the study area made up of equally sized
cells that represent a continuous surface of pladese values of riskxist. Raster data
is used to represent terrains in RTM. Places are definedelbly of size x2 (e.g.
100ftx100ft). Modeling broadly refers to the abstraction of the real woddréin places.
Specifically within the context of RTM, modeling refers teetacts of attributinghe

presence, absence, or intensity of qualities of the real world to places within a terrain, and
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combining multiple terrains together using map algebra (Tomlin, 1994) to produce a
single composite map where the new derived valueeath place represents the
aggregated synthesized or collinedrqualities of those places irrespective of all other

places within theerrain (Kennedy, Caplan and Piza 2011).

Risk terrain modeling (RTM) is an approach to spatial risk assessment to aid in
event forecasting by incorporating underlying causdsevents, such as crimes, and
standardizing all othose factors to common geographic units over a continuous surface
(Caplan et al., in press). ¢an be seen as a variation of conventional offebdsel risk
assessment whose principles westablished many decades ago as research began to
demonstrate that the characteristicsoffenders were correlated with their subsequent
behavior (Burgess, 1928; Glueck & Glued@50 ). Except, RTM is plaeeased ad
combines actuarial risk prediction with environmemaminology to assign risk values

to places according their particular attributes (Kennedy, Caplan and Piza 2011).

In developing risk layers, Caplan et al have suggested using different components
of the environmental backcloth as a series of screens that would identify risks at specific
locations. In combining these layers, Kennedy, Caplan, and Rizareg3 have shown
that the risk clusters created by this approach improve on the predegigeity of hot
spot analysis in crime analysis. To date, however, RTM has relied on averaging the
effects of risk layers and could be enhanced using an approach that incorporates the
assessment of the influence odnercatiango femr

extending the analysis beyond correlation to causation.
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Methodology

To do RTM, the very first step is to select risk factors. This stapbe completed
by CLI analysis introduced in the last chapter. By using CLI, we understand which
variables have high degrees of CLI effects and should be selected into RTM model and
which variables dondét have CLI effect and
last chapter, we have proved there are CLI effects for shootings around public
housing, liquor stores and bars, bus stops, and middle and high schools. But there is no

CLI effect for shootings around hospitals.

In this chapter, we will build three RTM modeThe first RTM model will include
three risk factors: liquor stores and fiabus stops, and middle and high schools. All
these three factors are proved to have statistically significant effects of CLI. This first

RTM model is the base model for the latter two RTM models.

The second RTM model will include four risk factors. Blesi the three risk factors
in the first model or the base model, a fourth risk factpublic housing will be added.
The CLI results show that public housing has the highest degree of CLI. The purpose to
add this factor into the model is to test whettier predictability of RTM model can be

improved by adding risk factors that have stronger CLI effect.
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The third RTM model will add the variable hospital into the base model. So in this
model, four variables are included: liquor stores and bars, bus shagiie and high
schools, and hospitals. The purpose to build this RTM model is to test whether the

validity of RTM will be reduced by including variables that have no CLI effect.

Besides risk factor selection, we need to decide on a study area andpaimae
The study area is the same as in the last chapter. The time period for the RTM models
covers the entire year 2008, from January 1, 2008 till December 31, 2008. Thus, the
shooting data cover the entire year 2009. In this way, we can use 2008 Rd&l tao
predict 2009 shooting risks and then compare the predicted risk areas and the real 2009

shooting areas.

To operationalize risk factors to risk map layers, we need to create separate raster
map for each risk factors. Each raster map representsiftaence of each risk factor.
Each of the vector shapefiles was convert
Spatial Analyst Extension. Eacha st er map contains equally
reflect the average street length in Newark and Irvingdorell size of 140 feet was used
on all the three distance maps. The reason to use 140 feet is because thisal§ the
medianblock length in tle city. It was believed that abobalf block was a reasonable
area within which crime events can happen and was small enough for targeted

interventions should risk in these areas be found to be high.

The spatial influence of liquor stores and barspisrationalized as: The distance of

929 feet from a liquor store or bar poses the greatest risk of shootings because victims are
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often targeted when arriving at or leaving the facility. 929 feet is the result we compute
from CLI analysis. This is the maximudistance cutoff value. A straight line distance

map up to 929 feet from the points of liquor stores or bars is created. Similarly, the
spatial influence of bus stops is operationalized as: The distance of 652 feet from a bus
stop poses the greatest rskshootings. A straight line distance map up to 652 feet from
the points of bus stops is created. The spatial influence of schools is operationalized as:
the distance of 1770 feet from a middle or high school poses the greatest risk of shootings.

A straight line distance map up to 1770 feet from the points of schools is created.

In model I, a fourth variablgublic housing is added into the model. The spatial
influence of public housing is operationalized as: The distance of 1648 feet from a public
housihg poses the greatest risk of shootings. A straight line distance map up to 1648 feet

from the points of public housing is created.

In model Ill, hospital is added as the fourth variable. The spatial influence of
hospitals is operationalized as: areadwgteater concentrations of hospitals will increase
the risk of those places having shootings. A density map is created from the points of
hospitals. Each cell receives a count of points falling within its boundaries, with those
falling near the center dhe cell being weighted more heavily than those near the edges.

The fnal density values represents the total concentration of points.

We use a simple binary system for the risk values of each terrain. Cells are then
reclassified into two groups. 8\asgjn risk value 1 for the interior of the buffer bounded

by the maximum distance cutoff val929 feet centered at kquor store and 0 for its
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exterior domain. We treat thaus stopsschools and public housing similarly, but with

different cutoff valuesfor bus stops 65%choolsl770,and for public housing 1648.

For the density map layer of hospitals, cells are classifiedwa@roups according
to standard deviational breaks. The reason standard deviation is used as a classification
scheme is becaest is not affected by positively skewed distributions or outliers and it is
statistically meaningful. Places with density values greater thetandard deviation are

assigned values of 1, and all other places are assigned O.

For Model I, we now have the risk map layers, operationalized from three risk
factors: liquor store and bars, bus stops, and middle and high schools. Each cell within
each risk map layer is designated with a value of 1 or O according to whether the
influence of the risk factor othat place makes it high risk or not high risk. Since the
cells of different map layers are the same size and were classified in a consistent way, the

risk map layers can be summed together to form a composite risk terrain map.

The threerisk map layers & combi ned wusing fAraster cal
extension. The end result is a composite risk terrain map with each cell exhibiting the
summed risk value of all risk map layers. Risk values for cells range from 0 to 3 with
value of 3 the highestisk. Figure10 displays the result. Figuté overlaps the RTM

result layer and 2009 real shootings layer.
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Figure10. RTM Mapof Model 1

The Risk Terrain of Shootings
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and Middle and High Schools
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Figurell RTM (2008) and Shootings (2009), Model 1




