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ABSTRACT OF THE DISSERTATION

Stratospheric Geoengineering with Black Carbon Aerosols

By BENJAMIN S. KRAVITZ

Dissertation Director:
Professor Alan Robock

I use a general circulation model of Earth's climate to simulate stratospheric 

geoengineering with black carbon aerosols, varying the altitude of injection, 

initial particle size, and whether the deposited black carbon modifies ground 

albedo.  1 Tg of black carbon aerosols injected into the stratosphere each year will 

cause significant enough surface cooling to negate anthropogenic warming if the 

aerosols are small (r=0.03 µm) or if the aerosols are injected into the middle 

stratosphere, although using small aerosols causes large regional cooling effects 

that would be catastrophic to agriculture.  The aerosols cause significant 

stratospheric heating, resulting in stratospheric ozone destruction and circulation 

changes, most notably an increase in the Northern Hemisphere polar jet, which 

forms an Arctic ozone hole and forces a positive mode of the Arctic Oscillation.  

The hydrologic cycle is perturbed, specifically the summer monsoon system of 

India, Africa, and East Asia, resulting in monsoon precipitation collapse.  Global 

primary productivity is decreased by 35.5% for the small particle case.  Surface 

cooling causes some sea ice regrowth, but not at statistically significant levels.  

All of these climate impacts are exacerbated for small particle geoengineering, 
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with high altitude geoengineering with the default particle size (r=0.08 µm) 

causing a reasonable amount of cooling, and large particle (r=0.15 µm) 

geoengineering or particle injection into the lower stratosphere causing few of 

these effects.  The modification of ground albedo by the soot particles slightly 

perturbs the radiative budget but does not cause any distinguishable climate 

effects.  The cheapest means we investigated for placing 1 Tg of black carbon 

aerosols into the stratosphere by diesel fuel combustion would cost $1.4 trillion 

initially and $541 billion annual, or 2.0% and 0.8% of GDP, respectively.  The 

additional carbon dioxide released from combusting diesel to produce these 

aerosols is about 1% of current emissions, but the additional NOx would be 17% 

of current sources and could further reduce the total ozone column by up to 10%.  

Geoengineering with carbon black, if technically feasible, would be much 

cheaper, costing approximately $1 billion initially and $1.3 billion annually, with 

few troublesome emissions factors.
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CHAPTER 1:  INTRODUCTION

 The large amount of attention given to the climate effects of anthropogenic 

greenhouse gases in recent years [e.g., Solomon et al., 2007] has prompted a flurry 

of study on potential means of ameliorating dangerous levels of climate change.  

Due to the very long lifetime of atmospheric carbon dioxide [Solomon et al., 2009], 

which is the primary driver of climate change, the only permanent solution to 

this intimidating problem is mitigation of greenhouse gas emissions.

 However, much attention has been given to alternate means of alleviating 

dangerous climate consequences, especially in recent years with the publication 

by Crutzen [2006], who bravely asserted a lack of confidence in humanity’s ability 

to properly react to the changing climate in time.  Although the idea of 

geoengineering is not new, as we describe in Section 2.1, Crutzen gave it 

legitimate scientific credibility and thrust it forward into mainstream climate 

research.

1.1  WHAT IS GEOENGINEERING?

 Perhaps the most satisfying definition of geoengineering is "the deliberate 

modification of the climate to counteract anthropogenic global warming."  Use of 

the term “global warming” is no longer in vogue due to the adoption of the 

phrase “climate change,” but in this case, use of the original term is more apt for 

geoengineering.  The purpose of geoengineering, when viewed at its most 

simplistic level, is not to reverse climate change due to increasing greenhouse gas 
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concentrations, although some particular schemes classified as Carbon Dioxide 

Removal (CDR), which we address in Section 2.2, would indeed cause this 

reversal.  The vast majority of geoengineering schemes have as their primary 

goal a reduction of globally averaged surface air temperature, and most other 

consequences are treated as side effects.  Therefore, when discussing 

geoengineering, we prefer the term “global warming.”

1.2  WHY RESEARCH GEOENGINEERING?

 The debate regarding how to research geoengineering is ongoing, but an 

even more basic question is why one would research geoengineering.  Perhaps 

the most revealing answer comes from a short exchange1 between David Keith, 

who is one of the foremost researchers in geoengineering [e.g., Keith, 2000], and 

Paul Crutzen, the Nobel Prize winner who reignited the study of geoengineering 

after a long stagnancy and gave it formal legitimacy in the scientific community 

[Crutzen, 2006]:

     Keith:  Do you think we’ll ever have to do it?
     Crutzen:  I’m afraid, yes.

One of the most compelling reasons to research geoengineering is out of possible 

necessity.  Lawrence [2006] argues that society may someday need geoengineering 

as a last resort.  Dickinson [1996] asserts that as anthropogenic climate change 

becomes more prevalent in the public eye, calls for geoengineering solutions will 

become increasingly persistent.  Should society need to quickly and temporarily 

2

1 Exchange took place at Governing Climate Engineering ‑ A Transdisciplinary Summer School, 
Max Planck Institute for Comparative Law, Heidelberg, Germany, 16 July 2010.



reduce global surface temperatures to prevent dire consequences from 

anthropogenic climate change, geoengineering can serve that purpose.2  Indeed, 

Washington et al. [2009] argue that, in some circumstances, mitigation alone is not 

enough for society to avoid all future climate change.  Therefore, reason dictates 

society should invest in a strong geoengineering research program, allowing us 

to investigate, evaluate, and resolve as many potential untoward negative effects 

as possible.  Although some of the potential negative effects have been addressed 

[e.g., Robock, 2008], further research is greatly needed.

 Bunzl [2009], as well as others, addresses some of the problems with 

researching geoengineering.  These include that researching geoengineering 

detracts from the real problem of mitigating greenhouse gas emissions, it does 

not actually fix the problem of climate change due to these anthropogenic 

greenhouse gases and would have to be conducted indefinitely, and it could 

actually discourage people from addressing the issue of mitigation, believing 

they have a "quick fix" for the problem of climate change.  Therefore, 

geoengineering research invites many interesting ethical arguments which also 

need to be resolved, if possible.

 Strangely, a seldom mentioned reason to research geoengineering is that it 

provides a clear, replicable way of perturbing the climate system to study its 

response.  However, this addresses the point that climate model experiments are 

the only means by which large scale geoengineering research can be conducted 

safely.  In order to perturb the climate enough to measure effects that emerge 

3

2 From J. Shepherd and S. Rayner, untitled figure presented at Asilomar International Conference 
on Climate Intervention Technologies, 22‑26 March 2010, Pacific Grove, CA.



from the noise of natural variability, geoengineering must be performed at scale 

and for a sufficient length of time [Robock et al., 2009, 2010].  Although one small 

field experiment has been conducted [Izrael et al., 2009], it was performed at such 

a small scale, both in the amount of aerosols created and over a small space, that 

the conclusions which can be drawn from it are unclear.  However, this 

experiment does detail some of the measures a geoengineering campaign would 

need to take should actual implementation be desired.
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CHAPTER 2:  LITERATURE REVIEW

 Restricting a literature review to geoengineering with stratospheric black 

carbon aerosols would be overly simplistic, as there has been only one study 

performed on this topic, which has not been published [Lacis et al., unpublished], 

even though using black carbon aerosols has been repeatedly mentioned 

throughout the geoengineering literature [e.g., Crutzen, 2006; Teller et al., 1997, 

2002; Lane et al., 2007].  Despite this lack of direct study, we can discuss 

geoengineering research in general, with a specific focus on geoengineering with 

stratospheric aerosols, on which a great deal of work has been done.  Despite 

being a relatively new field, Fleming [2007, 2010] has compiled a large amount of 

material on the history of geoengineering.  There have also been several 

summary papers of the state of geoengineering knowledge [e.g., NAS, 1992; 

Keith, 2000; Shepherd et al., 2009], and even a review paper [Rasch et al., 2008b].  

Simulations of geoengineering with black carbon are sparse, but we do have 

some analogues which are helpful in illustrating why this means of climate 

modification is likely to be successful in reducing surface temperatures, albeit 

with side effects.

 The question of how one could geoengineer has been of great concern in 

the past [e.g., NAS, 1992; Keith, 2000; Robock et al., 2009].  However, as we wish to 

maintain our focus on physical science, we do not delve into discussions of 

feasibility and logistics in this chapter.  Chapter 6 is devoted to a study of the 

practicality of geoengineering specifically with black carbon aerosols.  We also 
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exclude, except in brief mentions, discussions of legality, politics, economics, or 

ethics of geoengineering.  Although such discussions are interesting, not only are 

they covered in other works [e.g., Keith, 2000; Fleming, 2006; Barrett, 2008; Bunzl, 

2008, 2009; Turco, unpublished], but they are tangent to our central purpose.

2.1  HISTORY OF GEOENGINEERING

 The first mention of deliberate climate modification in modern literature 

was by von Neumann [1955] in Fortune magazine as an opinion piece.  The idea 

then received sporadic attention until mention by Budkyo [1974], who performed 

detailed scientific calculations as to how much hypothetical intervention would 

be required for a specific amount of deliberate climate change.  Budyko's 

thoughts were later summarized in a book [Budyko, 1977] which devotes an entire 

section to the subject of "climate modification."  Demonstrating great foresight, 

Budyko predicted that a need for geoengineering, specifically with stratospheric 

sulfate aerosols, would arise in the 21st century when human economic activity 

and an increase in anthropogenic greenhouse gases would warrant a 

counteraction, and he made a broad call for research into this topic to determine 

any possible untoward consequences.

 The term geoengineering was introduced soon after by Marchetti [1977], a 

paper which also mentioned dissolving carbon dioxide in the ocean as a means 

of counteracting anthropogenic climate change.  The field progressed slowly with 

small studies conducted sporadically, resulting in no more than a handful of 

papers in any given year.  Of particular note is NAS [1992], which outlined all of 
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the means of geoengineering which had been proposed up to that point, but little 

action was taken regarding actual scientific analysis of impacts.  This was 

followed by the second assessment report by the IPCC, which included a 

mention of geoengineering [Leemans et al., 1995].  A subsequent summary was 

written by Flannery et al. [1997], and a similar report was produced by Khan et al. 

[2001], which included Dickinson's [1996] primitive estimates as to the magnitude 

of geoengineering that would be required to cool the planet, based on the 

eruption of Pinatubo in 1991.  It also included the work of Teller et al. [1999], in 

which some of the preliminary ideas were presented for future study.  The first 

model simulations of geoengineering were conducted by Govindasamy and 

Caldeira [2000], in which they reduced the solar constant by a prescribed amount.  

Khan et al. [2001] published concurrently with a survey report by Schneider and 

Keith [2001], which included a diagram containing many of the proposed 

geoengineering means that had been proposed up to that point.

 The idea of geoengineering only recently gained large amounts of 

attention with Crutzen's [2006] reintroduction of it.  Since then, there has been a 

great deal of study by multiple modeling groups and several reports [e.g., Lane et 

al., 2007; Shepherd et al., 2009].  Robock et al. [2008] was the first paper written 

under an NSF‑funded geoengineering grant and the first set of simulations of 

geoengineering to use a fully coupled atmosphere‑ocean general circulation 

model.  There is also work on a coordinated geoengineering research project 

called The Geoenginering Model Intercomparison Project (GeoMIP) which is 

already underway [Kravitz et al., 2011b].
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2.2  CLASSIFICATION OF GEOENGINEERING SCHEMES

 As the myriad ways of geoengineering have been increasingly mentioned, 

there has been some attempt to classify the various schemes [e.g., Keith, 2000; 

Lenton and Vaughan, 2009; Shepherd et al., 2009].  Recently, two categories have 

been accepted by the mainstream scientific community researching 

geoengineering:  Solar Radiation Management (SRM) and Carbon Dioxide 

Removal (CDR).

2.2.1  SOLAR RADIATION MANAGEMENT

 SRM is the term broadly applied to any means of geoengineering that 

seeks to reduce the amount of incident solar radiation at the surface, which 

ultimately makes it a modification of shortwave radiation.  This can be 

accomplished by either extraterrestrial or terrestrial means.

 Despite the large amount of work done on this idea, there is essentially 

only one suggested means of extraterrestrial SRM.  First proposed by Early 

[1989], the solar constant would be reduced by placing reflectors at the Lagrange 

L1 point so they would be orbitally stable.  This idea was repeated by NAS 

[1992], which was succeeded by a small amount of later work [e.g., Angel, 2006; 

Pearson et al., 2006].  Due to its relative simplicity, the earliest climate model 

simulations of geoengineering were of this particular scenario [e.g., Govindasamy 

and Caldeira, 2000; Govindasamy et al., 2002, 2003; Bala et al., 2008; Caldeira and 

Wood, 2008].  The Geoengineering Model Intercomparison Project (GeoMIP) also 

has two scenarios which replicate this idea [Kravitz et al., 2011b].
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 Terrestrial SRM is significantly more complicated, involving numerous 

possibilities, all of which generally seek to increase the planetary albedo.  Due to 

the nature of these schemes, all of them involve direct interaction with the 

climate system in some form, which has the potential to increase side effects.  For 

example, Rasch et al. [2008b] have shown that geoengineering with stratospheric 

aerosols, a terrestrial SRM scheme, will result in stratospheric heating due to 

absorption of solar radiation by the aerosols, which in turn can cause 

stratospheric ozone depletion.

 This subcategory contains the two most viable [Lenton and Vaughan, 2009] 

and most studied geoengineering schemes:  stratospheric aerosols and marine 

cloud brightening.  We discuss stratospheric aerosols in much greater detail in 

Section 2.3, as it has direct bearing on this project.

 Marine stratocumulus clouds cover approximately 25% of the ocean 

surface [Charlson et al., 1987], and they have an albedo of between 0.3 and 0.7 

[Schwartz and Slingo, 1996].  Therefore, modifying the albedo of these clouds, 

especially those which have an albedo on the lower end of the range reported by 

Schwartz and Slingo, could certainly have a strong impact on the radiative budget 

of the planet.  Salter et al. [2008] state that a global albedo increase of 1.1% will 

produce a sufficient radiative forcing to counteract the forcing that would result 

from a doubling of carbon dioxide concentrations.

 Due to the first indirect effect as originally described by Twomey [1977], it 

has been postulated that the albedo of marine stratocumulus clouds can be 

increased by seeding the clouds with aerosols that can serve as cloud 
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condensation nuclei [Stevens and Feingold, 2009].  The first mention of this idea 

was by Wigley [1989] and Latham [1990], concurrent with a study by Slingo [1990] 

reporting on the sensitivity of these marine stratocumulus clouds to changes in 

albedo.

 Various aspects of this idea were investigated in later years [e.g., Charlson 

et al., 1992; Latham, 2002; Ackerman et al., 2004; Bower et al., 2006], including an 

appearance in NAS [1992].  Preliminary simulations with a general circulation 

model showed that this scheme can result in a reduction of globally averaged 

surface air temperature which would counteract the warming due to 

anthropogenic climate change [Latham et al., 2008].  Additional simulations by 

Jones et al. [2009] showed that up to 35% of the radiative forcing due to current 

levels of greenhouse gases could be offset by marine stratocumulus brightening, 

which would result in a delay of global warming by about 25 years.  However, 

Jones et al. also found that seeding marine stratocumulus clouds would result in a 

catastrophic decrease in precipitation over the Amazon.  Despite this strong 

drawback, this scheme does have the advantage that should it cease, the climate 

system would be restored to its previous state within a few days [Latham et al., 

2008].

 One additional postulated means is enhancing ocean production of 

dimethyl sulfide, which is a natural product of marine phytoplankton [e.g., Niki 

et al., 2000; Simó et al., 2002].  Dimethyl sulfide is a major source of cloud 

condensation nuclei over the oceans [Charlson et al., 1987].  Wingenter et al. [2007] 

have proposed a means by which ocean iron fertilization (see Section 2.2.2 below) 
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will enhance phytoplankton production of dimethyl sulfide, which would serve 

as additional cloud condensation nuclei.  The theory says that this, in turn, 

would brighten marine stratocumulus clouds via the aerosol indirect effect 

[Twomey, 1977], thus increasing the planetary albedo.

 Other possible techniques of reducing the amount of insolation that is 

absorbed by Earth's surface can involve increasing the albedo of the surface.  

Such methods include, for example, albedo modification of deserts and 

grasslands [e.g., Hamwey, 2007], croplands [Ridgwell et al., 2009], and urban areas 

[Akbari et al., 2009], including the somewhat notorious idea of painting roofs 

white.  NAS [1992] also provided the suggestion of lofting a large number of 

aluminized balloons to provide a reflection screen.

2.2.2  CARBON DIOXIDE REMOVAL

 CDR aims to modify the climate by removing carbon dioxide from the 

atmosphere and sequestering it.  Unlike some of the potential negative 

consequences of SRM, CDR would actually reverse anthropogenic climate 

change.  Since greenhouse gases increase the residence time of outgoing 

longwave radiation in the atmosphere, CDR is effectively a longwave 

geoengineering solution.

 One of the most commonly discussed means of conducting CDR is ocean 

iron fertilization (OIF).  The idea, as discussed by Falkowski [1997], is to 

supplement certain regions of the ocean that are nutrient limited in order to spur 

phytoplankton blooms.  These nutrients can be in the form of fixed nitrogen 
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[Falkowski, 1997; Lampitt et al., 2008], phosphorus [Lampitt et al., 2008], or, in the 

case of OIF, iron.  NAS [1992] and Shepherd et al. [2009], both reviews of existing 

work, also discussed OIF as a means of geoengineering.  Boyd et al. [2005] 

conducted a field experiment in which they managed to induce a phytoplankton 

bloom.  However, this does not seem a particularly attractive solution, since 

conducting fertilization across the global ocean for 100 years would reduce CO2 

concentrations by approximately 33 ppm [Aumont and Bopp, 2006], which is 

insufficient for a permanent solution to the climate change problem and would 

have disastrous ecological consequences.

 Another idea which has recently gained attention is ambient capture of 

carbon dioxide from the air, with implied sequestration of the carbon from the 

atmosphere.  Some of the earliest work on this was done by Lackner et al. [1996] 

and Keith [2000].  Work on this idea has continued [e.g., Zeman and Lackner, 2004; 

Keith et al., 2006; Zeman, 2007], including an actual prototype capture module 

[Lackner, 2009].  Much of the work on carbon capture was included in a special 

report by the IPCC on carbon dioxide capture and storage [IPCC, 2005].

 Generally, carbon sequestration sites are assumed to be underground [e.g., 

Ehlig‑Economides and Economides, 2010].  However, another place to sequester CO2 

is in the ocean, as the ocean will naturally dissolve atmospheric CO2.  Enhancing 

ocean upwelling to accelerate this natural process has been mentioned in the past 

[e.g., Salter, 2009].  However, this will actually worsen the problem of ocean 

acidification that is already occurring under climate change [e.g., Raven et al., 

2005; Matthews et al., 2009].
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 The summary report by Shepherd et al. [2009] included several other carbon 

dioxide removal schemes.  One such option is afforestation, which was 

mentioned by NAS [1992] and is treated as a mitigation option in the IPCC 

Fourth Assessment Report [Solomon et al., 2007].  Ornstein et al. [2009] used GISS 

ModelE, a general circulation model of Earth's atmosphere and ocean developed 

by the NASA Goddard Institute for Space Studies [Schmidt et al., 2006], and the 

same one we use for our simulations (Section 3.3), to investigate afforestation of 

deserts to sequester carbon dioxide.  They found that afforestation of the Sahara 

and the Australian outback could more than offset CO2 emissions from current 

fossil fuel burning.  However, if the trees used in afforestation are later harvested, 

the only true CO2 offset is the carbon stored below ground or in long‑lived 

lumber products.

 Another technology mentioned by NAS [1992] is accelerating the 

carbonation of rock minerals [e.g., Lackner, 2003].  Peridotite naturally absorbs 

carbon dioxide from the atmosphere and converts it to carbonates, so this process 

could be amenable to carbon capture and sequestration if the time scale over 

which it operates could be reduced [Kelemen and Matter, 2008].  Additionally, 

implementation of biochar can offset fossil fuel emissions and serve as a carbon 

sink [Lehmann et al., 2006; Lehmann, 2007].

2.3  GEOENGINEERING WITH STRATOSPHERIC AEROSOLS

 Geoengineering with stratospheric aerosols, which falls under the 

category of SRM, is likely the most famous geoengineering scheme, and it has 
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also received the most attention by climate researchers.  Indeed, when 

researchers discuss SRM, or geoengineering in general, they are most often 

referring to geoengineering with stratospheric sulfate aerosols.  The future of 

geoengineering research is likely to continue with this scheme, due to its relative 

ease of simulation and feasibility of implementation [Kravitz et al., 2011b].

 Geoengineering with stratospheric aerosols was first suggested by Budyko 

[1974, 1977], using volcanic eruptions as an analogue.  During the year following 

the eruption of Mount Pinatubo in 1991, the stratospheric sulfate aerosols created 

resulted in a reduction of globally averaged surface air temperature by 

approximately 0.5°C [Lacis and Mishchenko, 1995].  Hansen et al. [2005] found that 

the radiative forcing at the tropopause (in units of W m‑2) due to a large tropical 

volcanic eruption such as Pinatubo, after allowing stratospheric temperatures to 

adjust, is approximately ‑23τ, where τ is the aerosol optical depth of the created 

sulfate aerosols, measured at 550 nm.  However, although volcanic eruptions are 

a useful analogue, due to the thermal inertia of the ocean, surface cooling under 

geoengineering would be greater than under a single injection of sulfur, as would 

happen under a volcanic eruption [e.g., Lane et al., 2007].  Therefore, simulations 

of volcanic eruptions cannot serve as a perfect analogue for simulations of 

geoengineering.

 The simplest study of this particular geoengineering scenario was 

conducted by Wigley [2006].  Using an energy balance model with a climate 

sensitivity of 3°C for a doubling of carbon dioxide concentrations, he performed 

experiments by specifying radiative forcing due to sulfate aerosols for injection 
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scenarios of one Pinatubo every year (10 Tg of sulfur per year), one every two 

years, and one every four years.  In running his model for 1000 years, he was able 

to achieve a steady state, for which he calculated that one Pinatubo every 2 years 

would result in a sustained radiative forcing of ‑3 W m‑2.  Of perhaps even more 

significance, he showed that the climate warms rapidly once geoengineering is 

ceased, much more so than would be experienced under warming due to 

anthropogenic greenhouse gases.

 Teller was a strong proponent of using scatterers to increase planetary 

albedo [e.g., Teller et al., 1997].  However, unlike much of the geoengineering 

research performed by other researchers, Teller et al. [1999] proposed using 

microscopic aluminum particles or a carefully‑engineered "self‑lofting blue/UV 

chaff.”  They later published a few more articles on these manufactured 

"resonant scatterers" which would be optimized for maximal backscattering of 

solar radiation [Teller et al., 2002; Lane et al., 2007].  This idea has recently been 

revisited by Keith [2010].

 NAS [1992] suggested using dust aerosols in the stratosphere.  However, 

they also mention this could result in stratospheric heating and catalytic 

destruction of ozone.  Moreover, most dust aerosols are much larger than sulfate 

aerosols, so their atmospheric lifetime will be significantly less than other more 

commonly discussed types.

 There has been some work on how these aerosols or aerosol precursors 

would be placed in the stratosphere [e.g., NAS, 1992; Rasch et al., 2008b; Robock et 

al., 2009].  However, most of the studies of the climate effects of stratospheric 
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geoengineering with sulfate aerosols have assumed full conversion of these 

precursors, giving a maximum effect for a given amount of injection of 

sulfur‑bearing gas.  According to Turco [unpublished], this may not be a valid 

assumption.  He argues, with confirmation by Pierce et al. [2010], that there is no 

evidence that injection of sulfate aerosols or aerosol precursors will in fact result 

in the geoengineering aerosol layer dispersion predicted by the general 

circulation models that have been used to date.

 Another problem with geoengineering with stratospheric aerosols is an 

insufficient observing system to monitor these aerosols.  In the past, the best 

means available of observing these aerosols was a limb scanner, most notably 

SAGE II, which was in operation for 21 years [Russell and McCormick, 1989].  The 

only limb scanner currently in operation is the Optical Spectrograph and 

InfraRed Imaging System (OSIRIS) [Llewellyn et al., 2004], but not only is this just 

a single instrument and therefore cannot be deemed an observation system, this 

instrument is still somewhat untested and has certain issues that need to be 

addressed before it is deemed reliable enough for the means that would be 

required [Kravitz et al., 2010a, 2011a].

 Although many modeling experiments have been performed to simulate 

geoengineering with stratospheric aerosols, Robock et al. [2008] performed the 

first simulations which used a coupled atmosphere‑ocean general circulation 

model.  They performed two experiments:  an injection of 5 Tg of SO2 per year 

into the tropical lower stratosphere and an injection of 3 Tg of SO2 per year into 

the Arctic lower stratosphere.  They found that the former resulted in globally 
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averaged cooling by approximately 0.5°C, or a cooling to 1980 surface air 

temperature levels, and the latter resulted in 0.2°C of cooling to approximately 

2000 levels.  Conversely, Rasch et al. [2008a] found that 1.5 Tg of sulfur per year 

(approximately 3 Tg of SO2) would counteract the radiative forcing from a 

doubling of CO2, which is a far greater effectiveness than the results of Robock et 

al.  Jones et al. [2010] found a similar result to Robock et al., in that a tropical 

injection of 5 Tg a‑1 of SO2 causes a delay in warming of 30‑35 years under the 

IPCC fourth assessment report's A1B scenario [Solomon et al., 2007].

 Determining which group’s results are most accurate is not 

straightforward.  Rasch et al. [2008b] addressed these multiple experiments and 

explained how they vary in aerosol precursor, the assumed aerosol size 

distribution, and the amount and location of the injection.  Jones et al. [2010] is the 

first study in which two modeling groups conducted experiments that were 

similar enough to be comparable.  One upcoming remedy to this problem is 

GeoMIP, which serves as a coordination of geoengineering simulation, allowing 

the geoengineering community to achieve robust results [Kravitz et al., 2011b].

 One possible reason for these differing results is variation in the assumed 

aerosol properties.  Rasch et al. [2008a] note that if particle sizes are too large, 

geoengineering is less effective, due to both reduced scattering efficiency and 

increased gravitational deposition of the particles.  Also, while smaller sulfate 

particles do not have a prominent effect in the longwave, larger sulfate particles 

do [Stenchikov et al., 1998].  In fact, Lacis et al. [unpublished] showed that if the 

aerosol effective radius is greater than 2.2 µm, which would result from 
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coagulation of the particles, the sulfate aerosols would result in net warming 

instead of net cooling.  The results obtained by Rasch et al. used an effective 

radius of approximately 0.1 µm, which they calculated to be the size that would 

result in the most efficient scattering, and a similar size was confirmed to be most 

efficient by Lacis et al.  The simulations of Robock et al. [2008] used a slightly larger 

aerosol effective radius of 0.30‑0.35 µm.  However, as the injection rate increases, 

aerosol particles are likely to grow due to condensation of water onto the particle 

and coagulation of particles [Pinto et al., 1989].  Heckendorn et al. [2009] used a 

model with sophisticated microphysics to conduct similar simulations.  They 

found that particle sizes are expected to grow to larger sizes than any of the 

previous studies due to coagulation and a fresh supply of sulfuric acid, thus 

having a reduced albedo and increased sedimentation.  Pierce et al. [2010] have 

suggested a means of overcoming this obstacle by directly emitting sulfuric acid 

which would condense into sufficiently small droplets, but this idea is, as of yet, 

untested.

 Unlike simulations of the eruption of Pinatubo [Stenchikov et al., 1998], the 

simulations of Robock et al. [2008] showed both summer and winter cooling.  

However, as was found in these simulations, as well as simulations of other large 

volcanic eruptions [Robock and Liu, 1994], there was a disruption of the summer 

monsoonal system in India, East Asia, and the Sahel.  This study, as well as the 

study by Bala et al. [2008], confirmed the predicted effects on the hydrological 

cycle by Trenberth and Dai [2007].
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 Robock [2008] reported that one potential problem for geoengineering 

could be additional acid rain as a result of wet deposition of the sulfate aerosols.  

However, Kravitz et al. [2009, 2010b] showed that the resulting increase in acid 

deposition due to geoengineering with sulfate aerosols would have a minimal 

and probably undetectable impact.

 A noted problem of geoengineering with stratospheric aerosols would be 

the destruction of stratospheric ozone, a process which has happened after large 

volcanic eruptions.  Hofmann and Solomon [1989] found that the eruption of El 

Chichón, which injected 3‑5 Tg of sulfur into the stratosphere, caused a 16% 

reduction in ozone at an altitude of 20 km.  Mount Pinatubo, which injected 10 

Tg of sulfur, resulted in a global column ozone loss of 2.5% [Kinnison et al., 1994].  

Additionally, Solomon [1999] reported that enhancing levels of stratospheric 

sulfate aerosols suppresses stratospheric NOx, leading to enhanced 

halogen‑catalyzed ozone depletion.  This in turn results in a delayed recovery of 

the ozone hole.

 Simulations of Pinatubo and of geoengineering using the Whole 

Atmosphere Community Climate Model version 3, based on the Community 

Atmospheric Model developed by the National Center for Atmospheric Research 

[Kiehl et al., 1998], showed that an injection of sulfur large enough to compensate 

for the surface warming that would result from a doubling of carbon dioxide 

concentrations would cause a strong decrease in arctic ozone during cold winters 

and would delay the recovery of the Antarctic ozone hole by 30‑70 years [Tilmes 

et al., 2008, 2009].  Heckendorn et al. [2009] further evaluated the destruction of 
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ozone globally by showing that stratospheric geoengineering would result in an 

increase in the amount of water entering the stratosphere by heating the tropical 

cold point tropopause.  This in turn would increase catalytic ozone destruction 

by HOx cycle interactions.

 Another effect of geoengineering with sulfate aerosols would be 

modification of the quality of radiation received at the surface.  Gu et al. [2003] 

showed that the eruption of Pinatubo increased the amount of diffuse radiation 

received at the surface, which increased photosynthesis across most of the globe.  

Murphy [2009] quantified this, showing that stratospheric aerosols reduce direct 

sunlight by about four watts for every watt reflected to outer space, with the 

balance becoming diffuse radiation.  This implies that geoengineering would 

significantly affect concentration of solar energy for use in solar power plants.  

However, this increase in diffuse radiation would aid the problem of global 

warming by increasing the biosphere carbon sink.  The 1991 eruption of Mount 

Pinatubo greatly increased the amount of diffuse radiation which promoted plant 

growth, resulting in a carbon sink of 1.13 Pg a‑1 in 1992 and 1.53 Pg a‑1 in 1993 

[Mercado et al., 2009].  Mercado et al. also concluded the land carbon sink has 

increased as a result of global dimming.  This implies that terrestrial shortwave 

geoengineering would also have a geoengineering component in the longwave 

as a result of interaction with the biosphere.
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2.4  CLIMATE EFFECTS OF BLACK CARBON AEROSOLS

 Geoengineering with black carbon aerosols has never been performed, so 

the potential climate effects are, strictly speaking, largely unknown.  Moreover, 

modeling studies of this idea are sparse [Lacis et al., unpublished], so the 

scientific community is not yet sure of the robustness of the results that have 

been obtained.  Nevertheless, geoengineering with black carbon has real‑world 

and modeling analogues from which we can draw some conclusions, namely 

studies of forest fires and simulations of nuclear winter.

 Robock [1988] investigated surface air temperatures in Northern California 

and Southern Oregon underneath a forest fire smoke cloud that was trapped in a 

valley by an inversion.  He found that daily maximum temperatures were over 

15°C cooler than normal for a period of 1 week and over 5°C cooler than normal 

for the three week period over which the inversion lasted.  In a later study, 

Robock [1991] analyzed several other instances of large fires for which there were 

available meteorological data.  He found similar results, i.e., the reduced amount 

of solar radiation reaching the surface, combined with the radiative cooling of the 

surface, resulted in reduced surface air temperatures.

 Crutzen and Birks [1982] were the first to suggest that the fires from nuclear 

war would modify the atmosphere by causing global cooling, a suggestion that 

was inspired by the cooling that results from large forest fires.  However, the 

term nuclear winter was invented in the famous TTAPS paper [Turco et al., 1983], 

which simulated the climatic impact of the large fires that would result from the 

explosion of nuclear weapons in urban areas.  These results were soon replicated 
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by Aleksandrov and Stenchikov [1983] and further appraised in Pittock et al. [1986] 

and Turco et al. [1990].

 Covey et al. [1984] were the first to use an atmospheric general circulation 

model to study nuclear winter to verify the rudimentary calculations performed 

by Turco et al. [1983].  Robock et al. [2007b] continued this study using a modern 

state‑of‑the‑art general circulation model.  Robock et al. showed that 5 Tg of soot 

injected into the lower stratosphere would result in a reduction of globally 

averaged surface air temperature by up to 1.5°C, with point values reaching up 

to 6°C.  This is the result of a direct aerosol radiative forcing of up to ‑20 W m‑2.  

This would undoubtedly have a strongly negative effect on world agriculture, 

sharply reducing the growing season in many of the food producing areas of the 

world [Toon et al., 2007].  The aerosol forcing also resulted in a reduction of 

globally averaged precipitation of up to 9%.  In addition, the aerosol layer caused 

stratospheric heating by up to 50°C higher than normal.  This would 

undoubtedly have deleterious effects on ozone [e.g., Mills et al., 2008], although 

the model simulations in this experiment were not conducted with the 

stratospheric chemistry that would be necessary to properly assess the results.

 An additional study [Robock et al., 2007a] analyzed the climate effects of 50 

and 150 Tg injections of black carbon into the stratosphere.  However, the 

temperature reductions due to such scenarios would be so drastic and disastrous,  

with globally averaged surface air temperature dipping well below 4°C for even 

the 50 Tg case, that injection values of this magnitude are infeasible for the 

experiments we discuss in the following chapter.
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CHAPTER 3:  EXPERIMENTS AND HYPOTHESES

 Geoengineering with black carbon has not yet been conducted, so we have 

no observational record available for analysis.  Therefore, we have designed 

climate model experiments to allow us to assess the potential effects.  In this 

chapter, we describe the questions we plan to answer with our experiments, and 

we explain our experiment setup in more detail.

3.1  WHY BLACK CARBON?

 The simplest reason for researching black carbon geoengineering is that, 

although having been suggested repeatedly in the past [e.g., Crutzen, 2006; Teller 

et al., 1997, 2002; Lane et al., 2007], it has not received nearly the same attention as 

sulfate aerosols.  We were able to find only one past suite of simulation 

experiments of black carbon geoengineering.  Lacis et al. [unpublished] 

performed simplified studies of black carbon geoengineering using a 

radiative‑convective model.  They additionally performed their simulations with 

a general circulation model, but their results are not available in the scientific 

literature.  Therefore, our research has an important role in the scientific 

community which will add to the very small current knowledge base.

 Another compelling reason is to consider black carbon as part of a 

radiative spectrum study.  Much research has been on geoengineering with 

stratospheric sulfate aerosols [e.g., Rasch et al., 2008b], and sulfate aerosols 

backscatter nearly perfectly, while black carbon aerosols are excellent absorbers 
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[Haywood and Boucher, 2000].  Considering these as two ends of a single scattering 

albedo spectrum, any aerosol actually chosen for geoengineering will fall 

between these two choices.  The scattering end of the spectrum has been quite 

well discussed, and this study will provide results for the absorbing end of the 

spectrum.  Interpolating between these two extremes is imperfect due to 

nonlinearities and feedbacks, but this idea is useful as a low order 

approximation.

 Additionally, black carbon aerosols are easy to produce ubiquitously.  Due 

to their small size and self‑lofting capability due to solar heating [Pueschel et al., 

2000; Rohatschek, 1996], their atmospheric lifetime is much longer than sulfate 

aerosols, as we discuss below in Section 3.2.1, meaning a smaller mass of black 

carbon would need to be used to achieve the same effect as a certain amount of 

sulfate aerosols.  This makes black carbon very attractive from a practicality 

standpoint.

 Finally, and perhaps most importantly, stratospheric geoengineering with 

black carbon aerosols will likely cool the planet’s surface.  As we discussed in 

Section 2.4, this means of geoengineering has several analogues, all of which 

resulted in surface cooling.  Therefore, we have reason to suspect large amounts 

of black carbon placed in the stratosphere will also cause cooling.

3.2  EXPERIMENT OBJECTIVES AND HYPOTHESES

 The main question we would like to address is how the climate system 

will respond to a controlled stratospheric injection of black carbon aerosols.  We 
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use the term “controlled” since, although the amount injected will be large, it will 

not be so large as to be comparable with the injection amount and resulting 

climate effects of nuclear winter.

 The potential topics of investigation these experiments could pursue are 

myriad and varied, and we cannot possibly answer all of them.  However, we 

have determined what we feel are the most important questions, which we 

subdivide into the following categories.

3.2.1  EFFECTIVENESS

 Our first concerns in this project are basic questions of effectiveness, i.e., 

will black carbon geoengineering cause a reduction in global average surface air 

temperature?  However, embedded in this question is the idea of regional 

impacts.  Ricke et al. [2010], furthering the results of Robock et al. [2008], showed 

that geoengineering will result in regional inequalities, possibly meaning certain 

regions will be worse‑off under geoengineering on top of climate change than 

due to climate change alone.  In our analysis, we include assessments of regional 

effects, particularly relating to the hydrologic cycle.

 We also evaluate atmospheric lifetimes of the soot particles.  This has 

consequences for not only the mass of black carbon that must be injected each 

year, but also the potential reversibility of geoengineering should governing 

powers decide to terminate deployment.

 Black carbon aerosols will stay in the stratosphere much longer than much 

larger sulfate aerosols.  The simulations of Robock et al. [2008] show that a tropical 
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injection of sulfur dioxide results in an e‑folding lifetime for the aerosols of 

approximately 1 year, assuming an aerosol effective radius of 0.30‑0.35 µm.  

However, Lacis et al. [unpublished] estimate a fall speed of 0.1 km a‑1 for soot 

particles with an effective radius of 1 nm.  Due to coagulation of the soot 

particles, as well as the possibility of the particles to become hydrophilic, the 

atmospheric lifetime in our experiments will probably be less than the findings of 

Lacis et al.  Robock et al. [2007a] found an e‑folding lifetime of soot aerosols to be 

4.6 years for an assumed soot aerosol radius of 0.1 µm, which is similar to the 

lifetime we discuss in Chapter 4, since the model we use is similar.  This means 

the amount of black carbon we must use to get a particular radiative forcing is 

indeed less than the amount of sulfur for an equivalent forcing, but also that the 

effects of geoengineering with black carbon will have a longer relaxation time 

once injection ceases.

3.2.2  CLIMATE EFFECTS

 Introducing a large amount of absorbing aerosols into the atmosphere will 

undoubtedly have climate effects.  The most important effects black carbon 

geoengineering will have on the climate are radiative effects.  The stratospheric 

aerosol layer will reduce the incident solar radiation at the surface, but black 

carbon aerosols are highly absorbing, which will introduce a strong longwave 

component.  We thoroughly analyze the perturbations to the radiative budget 

caused by geoengineering.
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 Assuming the aerosols were injected into the stratosphere, one of the 

major concerns regarding this particular means of geoengineering is 

stratospheric heating due to strong absorption of shortwave radiation.  In their 

nuclear winter studies, Robock et al. [2007a, 2007b] found that the stratospheric 

temperature would be dramatically increased by an introduction of black carbon 

aerosols into the stratosphere.  Mills et al. [2008] confirmed these results, showing 

an increase in stratospheric temperature by 30‑60°C from nuclear winter 

simulations, as did Lacis et al. [unpublished] who showed that the temperature in 

the middle atmosphere would be raised by up to 50°C from black carbon aerosol 

geoengineering.  Because nuclear winter levels of soot injection would cause too 

much surface cooling, the amount of soot we would inject for geoengineering 

would be less, resulting in pronounced stratospheric heating but by a smaller 

amount.

 One of the potential effects of this heating is a large reduction in 

stratospheric ozone.  As Mills et al. [2008] reported, the Chapman reactions which 

catalyze ozone destruction are temperature sensitive.  They also found that the 

heating due to a single 5 Tg injection of soot into the stratosphere would allow a 

huge pulse of water vapor to enter the stratosphere, as well as N2O‑rich air 

which provides extra NOx, which could further catalyze ozone destruction, as we 

discuss in Section 6.2.2.  Mills et al. found that the global ozone column would be 

depleted by 20‑25% for five years after the injection.  The continuous injection 

experiments of Lacis et al. [unpublished] also showed local decreases in ozone 

concentrations, but total column ozone would remain relatively constant due to 
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compensating recovery below.  They found that the ozone layer self‑heals, in that 

the destruction of ozone allows more ultraviolet radiation into the lower 

atmosphere, which results in an increase in lower altitude oxygen photolysis.  

However, the results of Lacis et al. were performed with a one‑dimensional 

radiative convective model, so explicit modeling of the involved dynamics and 

chemistry would be required to adequately assess these mechanisms.  We include 

both of these features in our simulations.

 Stratospheric heating also has strong dynamic effects.  Mills et al. [2008] 

found that in their nuclear winter simulations, the Brewer‑Dobson circulation is 

slowed to half of its rate for several years after the initial injection of black 

carbon.  This delay would likely be sustained in the continuous presence of a 

soot layer in the stratosphere, albeit at a possibly lower magnitude than was 

found by Mills et al.  We include an assessment of the changes to atmospheric 

circulation in our experiments, including the zonal wind and the Arctic 

Oscillation.

 Simulations and observations of past volcanic eruptions show that large 

perturbations to insolation can disrupt monsoonal precipitation [e.g., Robock and 

Liu, 1994; Oman et al., 2006].  We would similarly expect effects on the hydrologic 

cycle from geoengineering, and arguments to this effect can be made from both 

modeling [Robock et al., 2008] and observational [Trenberth and Dai, 2007] 

perspectives.  As part of our analysis, we calculate the major terms in the water 

budget as represented by the model.  Specifically, we include precipitation, 

evaporation, soil moisture, and runoff.
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 The surface cooling from geoengineering, as well as the circulation 

changes, could cause a regrowth of sea ice.  We will evaluate the effects of black 

carbon geoengineering on the cryosphere.

3.2.3  DEPOSITION

 In placing a large amount of black carbon in the stratosphere, the aerosols 

must eventually deposit onto the surface.  Based on the results of Kravitz et al. 

[2009], the most likely locations for these aerosols to deposit in appreciable 

numbers is mid‑latitude storm tracks and at the poles.

 This addresses two potential problems.  The first is that many large 

population centers, as well as many agricultural regions, are in the mid‑latitudes.  

Black carbon is known to have adverse effects on human health [e.g., CDC, 1999; 

Baan et al., 2006], so evaluating deposition is important in determining potential 

levels of exposure to harmful substances.

 The second problem could also occur in the mid‑latitudes in snowy 

regions but is more likely to be significant in polar regions where there is a large 

amount of snow.  The albedo of fresh snow is reduced if black carbon deposits on 

it [Vogelmann et al., 1988], which is commonly termed the “dirty snow effect.”  

The climate model we plan to use, discussed in Section 3.3, has a feature 

dedicated to calculating this particular effect, and we address the results of this 

calculation in our analysis in Section 5.7.
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 As the aerosols pass through the troposphere, they will cause local 

heating.  We determine the degree of tropospheric heating, as well as the model’s 

evaluation of the potential consequences.

3.2.4  SENSITIVITY STUDY

 Determining the climate effects of geoengineering by black carbon 

aerosols is our primary concern, but in doing so, we must make certain 

assumptions.  For example, our model has a default initial aerosol size for black 

carbon aerosols.  However, deliberately producing aerosols of a particular size 

may not be feasible, and as Lacis et al. [unpublished] suggest, one particular 

aerosol size may produce more desirable effects than another.

 Additionally, as both Lacis et al. and Ban‑Weiss et al. [2011] show, changing 

the altitude of insertion will change the resulting surface temperature pattern.  

One particularly striking result is that if the aerosols remain too low in the 

stratosphere, the longwave emission from the aerosol layer can actually result in 

surface warming, and there is an optimal altitude at which the aerosol layer can 

cause the most cooling.  However, black carbon aerosols are heated by the sun 

and self‑loft [Pueschel et al, 2000; Rohatschek, 1996], which could mean black 

carbon geoengineering is insensitive to the altitude of injection.

 In light of these concerns, we include a sensitivity study in our analysis, in 

which we test the degree to which particular values of three parameters influence 

our results.  The parameters we test are initial aerosol size, altitude of injection, 

and the perturbations solely due to the dirty snow effect.
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3.3  MODEL DESCRIPTION

 The climate model simulations are performed using ModelE, a general 

circulation model of Earth’s climate, which was developed by the National 

Aeronautics and Space Administration’s (NASA) Goddard Institute for Space 

Studies (GISS) [Schmidt et al., 2006].  The version of the model used is run at 2° 

latitude by 2.5° longitude horizontal resolution (144×90 grid boxes).  It has 40 

vertical layers, including a completely resolved stratosphere, with a model top of 

0.1 mb (approaching 80 km), and an additional three layers used specifically for 

the radiative transfer code.  Table B.1 lists the pressure levels of the individual 

layers used in this resolution.  The dynamical core uses a 3.75 minute leap frog 

time step, the model physics uses a 30 minute time step, and the radiation is 

calculated every 5th physics time step, or every 2.5 hours.

 Greenhouse gases, natural and anthropogenic aerosols, and other 

radiatively important factors are fixed at the year 2000 concentrations and 

distributions.  We used fixed sea surface temperatures, which are an average of 

the Hadley Centre’s HadISST over the period 1996‑2005 [Rayner et al., 2003].  Sea 

ice is also prescribed climatologically by this data set and year range.

 The radiation scheme in the shortwave is governed by a k‑distribution 

divided into 16 intervals (Table B.3) which cover 6 spectral intervals (Table B.2).  

Cloud and aerosol Mie scattering parameters and surface albedos are averaged 

over these intervals.  Additionally, one of the 16 k‑distribution intervals governs 

UV ozone absorption in the approximate wavelength range 200‑360 nm.  The 

radiation scheme in the longwave is also governed by a k‑distribution scheme 
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divided into 33 intervals.  The radiatively important gases considered specifically 

by the k‑distribution are H2O, CO2, O3, CH4, N2O, NO, and CFCs.

 The black carbon aerosols are inserted into the model as radiatively active 

tracers, as described by Koch et al. [2006].  The aerosols grow according to the 

ambient relative humidity per the formulas of Tang [1996] and are transported 

via the model’s circulation.  Soot aerosols are sorted into 25 different bins by 

relative humidity, which is a proxy for aerosol size (spanning sizes between 1 nm 

and 5.0 µm), and Mie parameters in the solar and thermal spectra are prescribed 

by a lookup table for these bins.  Every radiation time step, radiative heating due 

to the aerosols is added to the existing model temperatures.  Heterogeneous 

chemical reactions do not occur on the surfaces of the aerosols, which could 

affect our results, as we discuss in Section 7.2.  However, current understanding 

of these processes and their potential effects is limited.

 The aerosol interactions with clouds are limited to changes in heating 

rates that possibly affect cloud droplet condensation/evaporation.  The aerosol 

indirect effects on clouds are deactivated for the experiments discussed in the 

next section, although the model is capable of representing these processes.

 Model chemistry involves 113 reactions, including OH, ozone, HOx, NOx, 

methane, isoprene, and halogens.  We note this includes heterogeneous chlorine 

chemistry, which accounts for Antarctic polar ozone depletion in the austral 

spring.  The chemical reactions are also fully resolved in the stratosphere.  

Photolysis in the stratosphere is included and varies dynamically as a function of 

temperature, pressure, solar output, cloudiness, albedo, and ozone concentration.  
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Ozone and methane are computed at the model’s resolution and are radiatively 

interactive with model tracers, meaning they modify heating rates and are 

chemically active.  Other important aerosols, gases, and other tracers which are 

both radiatively and chemically active include dust, terpenes, biogenic isoprene, 

and nitrate aerosols.  Secondary organic aerosol processes are not included in this 

version of the model.

 ModelE has an option to allow black carbon deposition to modify the 

albedo of snow.  We have selectively included this parameter as part of our 

sensitivity study, as we described in Section 3.2.4.  Dry deposition and 

gravitational settling of the aerosols is described by a calculation of the bulk 

surface resistance, which depends upon the land surface type, temperature, and 

planetary boundary layer depth.  This is also modified by upward cumulus mass 

flux.  Once the aerosol comes into contact with a water droplet, the particle is 

advected as water and becomes involved in the convection, condensation, and 

cloud schemes present in the model.

3.4  EXPERIMENT DESIGN

 To study the climate effects of geoengineering with stratospheric aerosols, 

we performed multiple ensembles of simulations in which we injected black 

carbon aerosols into the tropical lower stratosphere.  The injections were 

performed at every model time step at 0° longitude, were distributed across a 

latitude band spanning 10°S to 10°N (see Figure 3.1), and, as our default case, 

through layers 24‑26 of the model, roughly spanning the 100‑150 mb layer, which 
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FIGURE 3.1.  Spatial map of the black carbon aerosol source.  Aerosols were 

added at these locations at every model time step through the layers appropriate 

to each experiment, as specified in Table 3.1.
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the model designates as the lower most levels of the stratosphere.  We chose to 

inject them across a latitude band, as the concentrations from injecting them at 

one point were too high for the chemistry code to perform its calculations, 

resulting in model blowup.  Each ensemble is comprised of three 10‑year model 

runs.

 The central purpose of geoengineering in general is to reduce global 

average temperature by a controlled amount.  Therefore, in conducting this 

experiment, we certainly want to use less soot than in a nuclear winter 

simulation.  Robock et al. [2008] found that in their version of ModelE, in 

conducting simulations of stratospheric geoengineering with sulfate aerosols, a 

cooling of globally averaged surface air temperature by 0.5°C, or back to 1980 

levels, requires a radiative forcing at the surface of ‑1.9 W m‑2.  Therefore, in these 

experiments, as an initial goal, we wish to inject enough black carbon into the 

stratosphere to cause a radiative forcing of ‑2 W m‑2, which should result in 

similar cooling.

 Translating this into a specific amount of black carbon is not 

straightforward.  Lacis et al. showed that for soot particles with an effective radius 

of 1 nm, to cause a radiative forcing of ‑1 W m‑2 would require 0.15 Tg of soot at 

44‑50 km in altitude or 0.23 Tg of soot at 27‑29 km.  This corresponds to an 

aerosol optical depth of 0.0047 and 0.0096, respectively.  However, the default dry 

radius of black carbon aerosols in ModelE is 0.08 µm, nearly two orders of 

magnitude larger than what Lacis et al. used.  Although the aerosol size used in 
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our simulations is more realistic in terms of the aerosols we are likely to create 

via the means described in Chapter 6 [Rose et al., 2006], as Lacis et al. discuss, 

changing aerosol size will also change the optical properties.

 For simplicity, we choose to inject the round number of 1 Tg per year of 

black carbon into the lower stratosphere, which is a similar order of magnitude 

to the simulations of Lacis et al.  Lacis et al. obtained model results that were 

measurable above the level of natural variability, giving us confidence this 

amount is sufficient to surpass problems in obtaining a sufficient signal-to-noise 

ratio.  It is one fifth the total amount used in past nuclear winter simulations 

[Robock et al., 2007a; Mills et al., 2008], although those were one‑time injections, so 

continuous injections could result in similar atmospheric burdens.  We use this 

same amount in our determination of practicality in Chapter 6.

 To determine the sensitivity of the results to certain parameters, as we 

described in Section 3.2, we performed multiple ensembles of experiments.  The 

details of these ensembles are given in Table 3.1.  One parameter we tested was 

varying the altitude of the injection.  In contrast to our standard case of injection 

into model layers 24‑26, we injected into layers 29‑31, which corresponds to the 

31‑57 mb pressure level, or approximately 23‑28 km in altitude.  Another 

parameter is the radius of the aerosols.  By default in ModelE, the radius is 0.08 

µm.  After Rose et al. [2006], we simulated aerosol sizes of 0.03 and 0.15 µm.  The 

final parameter we analyzed is the dirty snow effect, which can be turned on or 

off by specifying a model pre‑processor flag.  By default, we have turned off the 

dirty snow effect, but we do include it in two ensembles.
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TABLE 3.1.  A summary of the model experiments in this project.  All ensembles 

are comprised of three 10‑year runs.  With the exception of the control runs, all 

ensembles involved continuous injections of black carbon into the tropical lower 

stratosphere in the amount of 1 Tg per year.

Ensemble 
Name Description

Particle 
Radius 

(µm)

Altitude of 
Injection 
(Model 
Layers)

Dirty 
Snow 
Effect

Additional 
Comments

Con Control Control run (constant 2000 conditions)Control run (constant 2000 conditions)Control run (constant 2000 conditions)Control run (constant 2000 conditions)

Def Default 0.08 24‑26 off

Default setup 
upon which 

the other runs 
are based.

HA High 
Altitude 0.08 29‑31 off

SmR Small Radius 0.03 24‑26 off

LgR Large Radius 0.15 24‑26 off

DefDS Default + 
Dirty Snow 0.08 24‑26 on

HASmR
High 

Altitude, 
Small Radius

0.03 29‑31 off
Resulted in 

model 
blowup

HALgR
High 

Altitude, 
Large Radius

0.15 29‑31 off

HADS
High 

Altitude + 
Dirty Snow

0.08 29‑31 on

37



 We have no results for ensemble HASmR, in which injection occurred at a 

higher altitude and with a smaller initial radius than the default case.  For this 

particular ensemble, the ozone destruction was so excessive in certain locations 

that it created unphysical dynamic conditions, resulting in model blowup.

 For our simulations, we chose to use fixed sea surface temperatures.  Even 

though our runs are only ten years long, this assumption will certainly affect the 

degree of realism of our temperature, hydrologic cycle, and sea ice responses, as 

well as the degree to which the dirty snow effect is represented in our model.  At 

each relevant point, we discuss the impacts this assumption had on our results.  

Despite this drawback, using fixed sea surface temperatures is advantageous to 

our set of experiments.  It allows the system to equilibrate more rapidly, giving 

us a better idea of the relative importance of the sensitivity parameters we 

described above.  It also considerably cuts down the amount of required 

computer time, which is advantageous, given that we have a total of 240 model 

years of simulation in our set of ensembles.  As we describe in Section 7.5, the 

next step for investigating black carbon geoengineering is to use a dynamic 

ocean with a focus on the important sensitivity parameters.  Additionally, many 

coupled chemistry‑climate models use a fixed ocean for their simulations 

[SPARC CCMVal, 2010], which will allow comparability of results should the 

chemistry‑climate models wish to conduct simulations similar to these 

experiments, as is suggested in Section 7.6.
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CHAPTER 4:  CLIMATE EFFECTS

 We now analyze the climate effects of geoengineering as calculated by the 

model.  The effects we analyze can be broadly divided into five categories.  The 

first is effectiveness, in which we look at whether geoengineering actually cools 

the surface, including a discussion of surface temperature and the radiation 

budget.  In the section on mass burden and deposition, we explore what happens 

to the aerosols once they are injected into the stratosphere.  The next section 

explores the largely negative consequences of the effects of stratospheric heating.  

The following section looks at perturbations to the hydrologic cycle, with a focus 

on the Indian, African, and East Asian summer monsoon system.  Finally, we 

look at perturbations to the cryosphere, including the potential for regrowth of 

Arctic sea ice due to decreased radiation and cooler temperatures.

4.1  EFFECTIVENESS

 The most important question we can ask about our simulations is whether 

geoengineering with black carbon would actually work, i.e., whether it indeed 

cools the surface.  As expected, according to our simulations, the answer depends 

upon the choice of parameters.

 Figure 4.1 shows globally averaged surface air temperature anomalies for 

each of the ensembles.   Since sea surface temperatures are fixed, this figure 

actually shows land area averaged surface air temperature anomalies.  However, 

dividing the values by 0.3 (the approximate fraction of Earth’s surface covered by 
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FIGURE 4.1.  Globally averaged surface air temperature anomalies for each of the 

geoengineering ensembles.  Ensemble descriptions are given in Table 3.1.  Grey 

shading denotes ±1.96σ of the variability of the seasonal cycle of the control 

ensemble, averaged over the entire 10 year simulation.
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land) is not a suitable estimate of what the surface air temperature anomalies 

would be if a dynamic ocean were used, as dynamical effects would affect the 

surface temperature field.  Therefore, we refer to these values as globally 

averaged surface air temperature anomalies.

 All ensembles show some degree of cooling, although Def, DefDS, and 

LgR show cooling that is mostly statistically insignificant when compared to the 

natural variability of the control ensemble.  This suggests that geoengineering 

with a particle radius of 0.08 µm or larger in the lower stratosphere would not be 

particularly effective in general.  However, HALgR shows some statistically 

significant cooling results, mostly in the boreal summer where the natural 

variability is lowest.

 The ensembles that cause the most cooling are either higher altitude 

injections or injections using small particles.  Using a high altitude injection (HA 

and HADS) appears to cause a reasonable amount of cooling by 0.3‑0.4°C from 

the year 2000 temperatures, or back to approximately 1980 levels (land-ocean 

temperature index and land average only) [Hansen et al., 2010].  SmR causes 

cooling by up to 0.8°C, or back to approximately 1880 levels (land-ocean 

temperature index and land average only).  However, these values are for 

stratospheric injections of 1 Tg of black carbon per year, so this can be adjusted 

by varying the amount of injection.  The actual cooling values would likely be 

larger if sea surface temperatures were allowed to vary.

 From this figure, it appears that experiment HA causes the most 

reasonable value of cooling, and its temperature results are similar to the 5 Tg per 
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year experiment in Robock et al. [2008].  Therefore, in our discussion of the climate 

effects of black carbon geoengineering,  which constitutes the bulk of this 

chapter, we will concentrate on this particular scenario.  Figure 4.2 shows a 

spatial map of the cooling due to ensemble HA.  Due to this version of the model 

having fixed sea surface temperatures, most of the significant anomalies are 

confined to land areas.  The temperature anomalies are reminiscent of volcanic 

cooling patterns [Robock, 2000], with large areas of cooling over the Northern 

Hemisphere continents, which is expected due to land’s low heat capacity and 

consequent responsiveness to radiative perturbations.

 Analyzing in more detail, Figure 4.3 shows surface air temperature 

anomalies divided into JJA and DJF averages.  These also show typical volcanic 

cooling patterns and are reminiscent of the Robock et al. [2008] results for 

stratospheric sulfate geoengineering.  With the exception of the Indian 

subcontinent and the Tibetan Plateau, all of the continents show cooling in the 

boreal summer, sometimes exceeding 5°C.  The warming of the Tibetan Plateau 

can be attributed to longwave emission from the absorbing aerosol layer, as we 

discuss in Section 4.4.  The anomaly over India is likely due to perturbations in 

cloud cover and are related to a disruption of the monsoon.  We discuss the 

hydrologic cycle impacts in Section 4.5, but we refrain from analysis of the 

impacts of geoengineering on cloud cover, as we do not have enough 

information to attribute changes in clouds to any specific forcing or process.  The 

anomalies over Antarctica are not statistically significant and are likely due to 

natural variability, which is higher in the winter.  The DJF averages show a 
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FIGURE 4.2.  Surface air temperature anomaly for middle stratospheric 

geoengineering (ensemble HA as described in Table 3.1), averaged over the last 

three years of simulation.  Grey hatching denotes values that are statistically 

significant at the 95% confidence level as calculated by an unpaired two sample 

Student’s t test.
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FIGURE 4.3.  Surface air temperature anomalies for middle stratospheric 

geoengineering (ensemble HA as described in Table 3.1), averaged over the last 

three summers (boreal in top panel, austral in bottom panel) of simulation.  Grey 

hatching denotes values that are statistically significant at the 95% confidence 

level as calculated by an unpaired two sample Student’s t test.
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strong amount of winter warming over the Arctic, which is a typical dynamical 

response of large volcanic eruptions [e.g., Robock, 2000].  This is a result of a 

forced positive mode of the Arctic Oscillation, as we discuss later in Section 4.4.  

Cooling is still pronounced over most of the Northern Hemisphere continental 

area.

 Figure 4.4 shows aerosol optical depth and shortwave radiative forcing 

due to the black carbon aerosol layer.  From this figure, it appears a ten year 

simulation was insufficient to allow the aerosol layer to reach equilibrium.  After 

ten years, aerosol optical depth (visible) has reached a peak value of 

approximately 0.11.  This is similar to nuclear winter simulations involving a 5 

Tg pulse of black carbon injected into the stratosphere, which reached a peak 

zonally averaged optical depth of 0.1 one year after the eruption [Robock et al., 

2007b].  As we discuss in Chapter 5, the peak aerosol mass burdens are similar in 

this experiment and the nuclear winter simulations.  For comparison, Robock et al. 

[2008] obtained a radiative forcing of ‑3 W m‑2 in the summer from their tropical 

stratospheric sulfate geoengineering experiments, which, according to the results 

of Kravitz and Robock [2011] who used the same model, corresponds to a sulfate 

aerosol optical depth of approximately 0.07.

 From this comparison, it appears that black carbon is much more 

radiatively effective than sulfur, reaching a peak value of 20 W m‑2 after ten 

years.  This is similar to the radiative forcing anomalies obtained by Robock et al. 

[2007b], which reached a peak of approximately ‑25 W m‑2.  However, these 

values are perhaps not directly comparable to the sulfate geoengineering 
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FIGURE 4.4.  Globally averaged black carbon aerosol optical depth (visible 

spectrum) and shortwave radiative forcing at the tropopause for middle 

stratospheric geoengineering (ensemble HA as described in Table 3.1). 
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experiments, as this is a measure of instantaneous radiative forcing instead of 

adjusted radiative forcing [Hansen et al., 2005], i.e., the stratospheric temperatures 

are not allowed to adjust for these calculations.  For most forcing agents, the 

instantaneous forcing provides a good approximation to the adjusted forcing 

[Hansen et al., 1981], which is generally considered the measure that is relevant to 

climate change [Hansen et al., 2005].  However, for certain stratospheric species, 

such as ozone and stratospheric black carbon, which we have injected in large 

amounts, the instantaneous and adjusted forcings can be vastly different [Hansen 

et al., 1997].  As we clearly see here, the instantaneous radiative forcing due to 

stratospheric geoengineering with black carbon aerosols is not a good measure of 

the resulting climate impacts, since such a huge radiative perturbation, more 

than five times the 3.7 W m-2 reported forcing for a doubling of CO2 [Solomon et 

al., 2007], results in a modest temperature perturbation.  Converting these 

instantaneous forcings into adjusted forcings is not simple, so we do not 

undertake such a calculation here and instead caution the reader to properly 

interpret our findings regarding radiative forcing.

 In the zonal averages of these fields, as in Figure 4.5, both optical depth 

and shortwave radiative forcing have a clear seasonal cycle, with optical depth 

peaking in spring at approximately 50‑60° in latitude and peak radiative forcing 

lagging the peak in optical depth by 2‑3 months.  This is due to a relatively low 

black carbon deposition rate following peak deposition in the winter, as is seen in 

Figure 4.6, allowing the aerosol layer to accumulate and reach high optical 

depths of up to 0.15.  The peak in radiative forcing, sometimes reaching 30 W m‑2, 
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FIGURE 4.5.  Zonally averaged black carbon aerosol optical depth (visible 

spectrum) and shortwave radiative forcing at the tropopause for middle 

stratospheric geoengineering (ensemble HA as described in Table 3.1).
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results from the optimal combination of high optical depth and sufficient 

sunlight, which occurs in late spring to early summer.  Average insolation at 

60°N at this time of year is approximately 460 W m‑2 [Wallace and Hobbs, 2006], 

meaning the black carbon forcing results in a loss of 6.5% of incident solar 

radiation reaching the tropopause.

 An unusual feature of Figure 4.6 is that the black carbon deposition rate 

appears to increase as time progresses, particularly in the polar winter.  The 

Northern Hemisphere midlatitudes also show an increase.  The anomalies are all 

positive, so this is unlikely due to noise or ensemble variability.  We discuss this 

feature in more detail in the following section.

 Figure 4.7 shows this in more detail by dividing the radiation anomalies 

into solar and thermal components.  Net radiation is calculated as down minus 

up, so the positive anomaly in solar radiation at TOA suggests the planet is 

retaining approximately 18 W m‑2 more solar energy by the end of the tenth year 

of simulation.  However, thermal radiation back to space at TOA increases by 25 

W m‑2, showing a net loss of radiation by approximately 7 W m‑2.

 Both the tropopause and the surface show reductions in total global 

average radiation from geoengineering.  The amount of reduction in solar 

radiation is comparable for both the tropopause and the surface, with a value of 

approximately ‑20 W m‑2 after ten years.  However, the total tropopause anomaly 

of ‑45 W m‑2 is much larger in magnitude than the total surface anomaly of ‑15 

W m‑2, which is due to the difference in thermal radiation.
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FIGURE 4.6.  Zonally averaged total deposition (wet plus dry) for middle 

stratospheric geoengineering (ensemble HA as described in Table 3.1).
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FIGURE 4.7.  Globally averaged net radiation (down minus up) anomalies for 

middle stratospheric geoengineering (ensemble HA as described in Table 3.1).  

Values are calculated at the tropopause, surface, and top of atmosphere (TOA).  

Total anomaly is the sum of the solar and thermal anomalies.
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 Figures 4.8 and 4.9 show the same but zonally averaged instead of 

globally averaged.  Solar radiation anomalies are the greatest at the poles during 

summer due to ozone destruction and the consequential perturbation to the 

shortwave budget.  Indeed, Figures 4.10 and 4.11 show polar summer anomalies 

in TOA ozone shortwave radiative forcing of up to 3 W m-2 in magnitude.  These 

quantities are calculated as downwelling minus upwelling, so a negative value in 

these figures indicates more upwelling shortwave radiation, which means that 

shortwave was not absorbed by the atmosphere.  This makes sense in the context 

of ozone destruction, as ozone is a greenhouse gas and a strong absorber of 

ultraviolet radiation, which comprises a large portion of the insolation spectrum.  

We discuss perturbations to stratospheric ozone in more detail in Section 4.4.

 Returning to Figures 4.8 and 4.9, thermal radiation anomalies follow the 

spatial and temporal patterns of insolation, which would be expected from an 

absorbing aerosol, as more solar heating of the particles will result in more 

thermal radiation.  Since solar radiation is mostly transparent to the atmosphere, 

and the aerosol layer is above the tropopause, the solar radiation panels for the 

tropopause and the surface look similar.  However, the aerosol layer is quite close 

to the tropopause and is far removed from the surface, which explains why the 

thermal radiation panels show an anomaly at the tropopause but none (or any 

anomalies are smaller in magnitude than 10 W m‑2) for the surface.  In the totals, 

the summers appear to show the greatest radiative imbalance due to 

geoengineering, most prominently at the tropopause due to the large amount of 

nearby absorbing aerosol affecting the thermal radiation.  Figures 4.12 and 4.13 
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FIGURE 4.8.  Zonally averaged net radiation (down minus up) anomalies for 

middle stratospheric geoengineering (ensemble HA as described in Table 3.1).  

Values are calculated at the tropopause, surface, and top of atmosphere (TOA).
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FIGURE 4.9.  Zonally averaged total (solar + thermal) net radiation (down minus 

up) anomalies for middle stratospheric geoengineering (ensemble HA as 

described in Table 3.1).  Values are calculated at the tropopause, surface, and top 

of atmosphere (TOA).
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FIGURE 4.10.  Zonally averaged ozone shortwave radiative forcing (down minus 

up) anomalies for middle stratospheric geoengineering (ensemble HA as 

described in Table 3.1).  Values are calculated at the top of the atmosphere (TOA) 

and the tropopause.
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FIGURE 4.11.  Spatial maps of ozone shortwave radiative forcing (down minus 

up) anomalies for middle stratospheric geoengineering (ensemble HA as 

described in Table 3.1).  Values are calculated at the top of the atmosphere (TOA) 

and the tropopause.  Time averaging is performed over the last three Northern 

Hemisphere summers (left panels) and Northern Hemisphere winters (right 

panels) of simulation.
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FIGURE 4.12.  Spatial maps of net radiation (down minus up) anomalies for 

middle stratospheric geoengineering (ensemble HA as described in Table 3.1), 

averaged over the last three years of simulation.  Values are calculated at the 

tropopause, surface, and top of atmosphere (TOA).
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FIGURE 4.13.  Spatial maps of total (solar + thermal) net radiation (down minus 

up) anomalies for middle stratospheric geoengineering (ensemble HA as 

described in Table 3.1), averaged over the last three years of simulation.  Values 

are calculated at the tropopause, surface, and top of atmosphere (TOA).
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show the same fields spatially, averaged over the last three years of simulation.  

These fields generally reiterate the information shown in the zonal averages, 

showing no distinctive regional patterns that cannot be ascertained from Figures 

4.9 and 4.10.

 The radiative forcing calculations, as shown in Figures 4.14‑4.16 show 

similar results to the analysis of the radiation budget.  Radiative forcing at the 

tropopause shows similar patterns and values to surface radiative forcing.  The 

radiative forcing values are approximately 2.5 times smaller than the radiation 

values, reaching a maximum shortwave radiative forcing at the tropopause of ‑20 

W m‑2 in the global average and up to -30 W m‑2 as point values.  Longwave 

radiative forcing values are quite small, remaining less than 1 W m‑2.  Radiative 

forcing peaks in the mid latitudes instead of the poles, paralleling the aerosol 

distribution patterns instead of the insolation patterns.  Again, we note these 

values are calculations of instantaneous radiative forcing, not adjusted radiative 

forcing, so these plots have limited applicability to determining climate response.

4.2  MASS BURDEN AND DEPOSITION

 Figure 4.17 shows the mass burden of black carbon as a result of 

geoengineering for ensemble HA.  After ten years, the globally averaged mass 

burden is approximately 8×10‑6 kg m‑2.  The continuing upward trend at the end 

of the ten years of simulation suggests the experiments were not conducted for a 

long enough period of time to allow the mass burden to reach equilibrium.  
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FIGURE 4.14.  Globally averaged radiative forcing anomalies for middle 

stratospheric geoengineering (ensemble HA as described in Table 3.1).  Total 

anomaly is the sum of the solar and thermal anomalies.
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FIGURE 4.15.  Zonally averaged radiative forcing anomalies for middle 

stratospheric geoengineering (ensemble HA as described in Table 3.1).
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FIGURE 4.16.  Spatial maps of radiative forcing anomalies for middle 

stratospheric geoengineering (ensemble HA as described in Table 3.1), averaged 

over the last three years of simulation.
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FIGURE 4.17.  Globally averaged black carbon mass burden for middle 

stratospheric geoengineering (ensemble HA as described in Table 3.1).
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Multiplying this peak value by the surface area of the earth, approximately 

5×1014 m2, gives a total mass burden of approximately 4 Tg black carbon.  

Inserting these values into the mass balance equation given in Section A.1 and 

solving, we obtain an e‑folding lifetime of approximately 4.5 years and an 

equilibrium mass burden of 4.5 Tg black carbon.  This lifetime is nearly identical 

to the one found by Robock et al. [2007a].  After ten years, the simulations for this 

particular ensemble have reached ~89% of their equilibrium mass burden.  This 

also explains why the optical depth and radiative forcing values in our 

simulations are similar to the results of Robock et al. [2007b], as the spatial 

distribution of the aerosols and the atmospheric mass burden are similar in both 

studies.

 Showing more spatial resolution, Figure 4.18 gives mass burden as a 

function of height.  Black carbon injection for this ensemble was through the 

31‑57 mb range.  Due to gravitational settling, we expect to find black carbon 

below this level.  However, peak black carbon mass occurs above this level, and 

there are significant amounts of black carbon extending up to the top of the 

model.   Since aerosols were not injected this high, it must be due to heating of 

the aerosol particles and subsequent self‑lofting [Pueschel et al., 2000; Rohatschek, 

1996].  This is further evidenced by the clear seasonal cycle in mesospheric black 

carbon mass, peaking twice a year for summer in each hemisphere.  Figure 4.19 

shows the spatial distribution of black carbon, averaged over the last three years 

of simulation.  There is a clear poleward migration of the particles, following the 

atmospheric general circulation, with the tropics having the lowest column mass 
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FIGURE 4.18.  Globally averaged black carbon mass burden as a function of 

height for middle stratospheric geoengineering (ensemble HA as described in 

Table 3.1).
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FIGURE 4.19.  Spatial map of black carbon mass burden averaged over the last 

three years of simulation for middle stratospheric geoengineering (ensemble HA 

as described in Table 3.1).
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and the mid to high latitudes having the highest.  Therefore, the seasonal cycle of 

self‑lofting is expected, as the particles in the hemisphere with the most 

insolation will be heated and loft the most.

 Similarly, deposition rates show a clear seasonal cycle, as in Figure 4.20.  

This shows that wet deposition is dominant, constituting over 90% of the total 

amount of deposition.  In contrast, deposition from sulfate aerosol 

geoengineering is approximately 67% wet and 33% dry [Kravitz et al., 2009].  The 

deposition patterns in this figure show only one strong peak each year in the 

boreal summer, with a much smaller peak in the boreal spring, which is further 

reinforced by Figure 4.21, showing the average seasonal cycle.  This suggests the 

wet deposition is strongly dominated by one hemisphere.  Figure 4.6 shows that 

deposition rates are highest in the winter, so this implies that Southern 

Hemisphere deposition is larger than Northern Hemisphere deposition.  This is 

also shown by the larger contours in the Southern Hemisphere than the Northern 

Hemisphere in Figure 4.6.

 Figure 4.22 shows a spatial map of deposition, averaged over the last three 

years of simulation.  Most of the deposition patterns occur in the mid‑latitude 

storm tracks, over the poles, and over the industrialized regions of the North 

American East coast, Western Europe, and Southeast Asia.  Deposition over the 

storm tracks is expected, as this is the primary means of wet deposition in the 

troposphere.  Deposition in the industrial regions is entirely in the Northern 

Hemisphere, but in the zonal average, as is seen in Figure 4.6, this source is not as 

significant in the aggregate as at the poles.
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FIGURE 4.20.  Globally averaged annual deposition rates for middle 

stratospheric geoengineering (ensemble HA as described in Table 3.1).  Total 

deposition is the sum of wet and dry deposition.
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FIGURE 4.21.  Globally averaged ten year average seasonal cycle of annual 

deposition rates for middle stratospheric geoengineering (ensemble HA as 

described in Table 3.1).  Total deposition is the sum of wet and dry deposition.
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FIGURE 4.22.  Spatial maps of annual deposition rates for middle stratospheric 

geoengineering (ensemble HA as described in Table 3.1), averaged over the last 

three years of simulation.  Total deposition is the sum of wet and dry deposition.
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 At first glance, a likely candidate for these anomalies over industrialized 

regions is differences in weather between the geoengineering and control 

ensembles.  However, this is unlikely, as if the anomalies were solely due to 

noise, the figures would show both positive and negative anomalies, and we see 

only positive anomalies.  This suggests that black carbon geoengineering has 

somehow changed deposition rates in the model.  We are unsure of the exact 

mechanisms involved, but a possible explanation is a modification of convective 

mass flux.

 The seasonal deposition cycle seen in Figure 4.6 appears to be caused by 

wet deposition over the winter pole, which is also seen in Figure 4.22.  As we 

discuss in Section 4.4 below, we do not see a significant increase in polar winter 

precipitation.  Also, as we discuss in Section 5.3 in the next chapter, this feature of 

polar wet deposition occurs in other geoengineering ensembles, so it appears to 

be a robust feature of geoengineering with black carbon aerosols.  We are unsure 

of the exact mechanisms that causes this large increase, but we postulate it is due 

to the introduction of a strong Arctic polar vortex.  We describe the reasons for 

the amplification of this vortex in the following section.  Once black carbon 

aerosols enter this vortex, we suspect they remain trapped and cannot mix with 

air from lower latitudes, meaning every time the Arctic has a precipitation event, 

a large amount of the aerosols are scavenged.
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4.3  STRATOSPHERIC HEATING AND CONSEQUENCES

 One of the prominent consequences of placing a large amount of 

absorbing aerosol in the stratosphere is local heating.  Figure 4.23 shows the 

degree of stratospheric heating from this geoengineering scenario as calculated 

by the model.  Peak heating in the stratosphere reaches over 40°C, with heating 

by up to 20°C extending down into the troposphere.  The mesosphere, up 

through the model top, is also heated by at least 5°C.  As in Figure 4.18, we see a 

clear seasonal cycle with summer peaks for each hemisphere.  This is also due to 

self‑lofting, as the particles become heated in the months of maximum insolation 

and ascend to higher altitudes, resulting in warmer regions of high altitude in the 

summer.  The boreal summer appears to have a larger temperature spike than the 

austral summer, which makes sense in light of Figure 4.19, which shows the 

latitudes with the most black carbon mass are in the Northern Hemisphere.  As 

the simulations reach the end of the ten year period, the mesospheric 

temperature spikes appear to lessen in magnitude, reaching below 5°C of 

warming in the austral summer.  However, as is seen in Figure 4.18, the amount 

of black carbon aerosols at these altitudes actually increases over the simulation 

period, so this change in high altitude temperature anomalies is not due to a 

relaxation of the self‑lofting feature of the aerosols.  At this time, we are unable to 

diagnose a reason for this phenomenon.

 A concern resulting from this stratospheric heating is the resulting 

warming that extends down into the troposphere.  If this warming due to 

longwave emission is sufficient, it can negate the cooling effects of the reduction 
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FIGURE 4.23.  Stratospheric heating that would result from middle stratospheric 

geoengineering (ensemble HA as described in Table 3.1).  Temperature anomalies 

are global averages as a function of height.
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in radiation and can even exacerbate the surface warming due to anthropogenic 

greenhouse gases.  Figure 4.24 shows the same field as Figure 4.23 but with the 

vertical extent of the plot restricted to the troposphere to highlight this warming.  

Heating by over 0.25°C is common in the troposphere, even into the second year 

of simulation, and eventually extends down to the 700 mb level.  This is 

approximately the amount of global average cooling due to this particular 

geoengineering scenario, as was seen in Figure 4.1.  The heating is possibly due 

to evaporation of clouds, but as we described previously, we refrain from 

discussion of the impact of black carbon geoengineering on clouds in this 

document.

 Figure 4.25 shows the zonal distribution of stratospheric heating, averaged 

over the last three years of simulation.  Stratospheric heating is highly 

asymmetric, showing a disproportionately large amount of heating at the South 

Pole near the tropopause by over 60°C and extending well into the troposphere.  

The North Pole also shows a large amount of heating of over 40°C, but only far 

aloft, near the stratopause (~1 mb).  Heating between 30°S and 30°N is more 

symmetric, with heating mostly staying above the tropical tropopause and 

reaching a peak of over 50°C.

 This significant stratospheric heating has many prominent effects on the 

climate.  One such effect is catalytic destruction of stratospheric ozone, due to the 

temperature sensitivity of the Chapman reactions [e.g., Mills et al., 2008].  Figure 

4.26 shows total column ozone reduction for this scenario, in both absolute and 

percent change.  Globally averaged total column ozone destruction reaches 30% 
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FIGURE 4.24.  Tropospheric warming due to longwave emission from the aerosol 

layer that would result from middle stratospheric geoengineering (ensemble HA 

as described in Table 3.1).  Temperature anomalies are global averages as a 

function of height.
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FIGURE 4.25.  Zonal averages of stratospheric heating that would result from 

middle stratospheric geoengineering (ensemble HA as described in Table 3.1).  

Temperature anomalies are global averages as a function of height.
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FIGURE 4.26.  Globally averaged ozone total column mass anomalies for middle 

stratospheric geoengineering (ensemble HA as described in Table 3.1).  Absolute 

and percent change values are given.
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(compared to the control ensemble) by the tenth year of simulation, with an 

interseasonal variability of approximately 4%.  In the zonal average (Figure 4.27), 

the largest amount of ozone destruction occurs nearly uniformly in the Northern 

Hemisphere high latitudes of over 30% in the summer and reaching over 50% in 

the winter.  The Antarctic shows a much larger variability, with large losses in 

ozone of over 40% in the summer but increases of over 40% in the spring, which 

is normally the peak season of the Antarctic ozone hole.  These results show the 

development of an Arctic ozone hole and a recovery of the Antarctic ozone hole 

due to black carbon geoengineering.

 In the vertical structure of ozone changes (Figure 4.28), at the height of the 

bulk of the stratospheric ozone layer, there is massive depletion (on the global 

average) by over 35%.  However, this depletion allows more ultraviolet energy to 

penetrate to lower altitudes.  This high energy radiation causes photolysis of 

oxygen atoms near the polar tropopause [Seinfeld and Pandis, 2006], which serves 

to create a secondary ozone layer at lower altitudes, as is seen in Figure 4.28.  

Figure 4.29 shows that stratospheric destruction of ozone is relatively uniform at 

all latitudes, not exceeding 50%, although the largest absolute amount of 

destruction due to geoengineering is in the tropics.  In the troposphere and lower 

stratosphere, there is a large increase in the tropics by over 200%, and there is a 

large decrease in the Northern Hemisphere high latitudes by over 50%.  The 

Antarctic shows little additional ozone destruction due to geoengineering at 

these altitudes.  This suggests the low altitude recovery of the ozone hole is 

mostly confined to the tropics.

78



FIGURE 4.27.  Zonally averaged ozone total column mass anomalies for middle 

stratospheric geoengineering (ensemble HA as described in Table 3.1).  Absolute 

and percent change values are given.
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FIGURE 4.28.  Ozone mixing ratio for middle stratospheric geoengineering 

(ensemble HA as described in Table 3.1).  Values given are global averages as a 

function of height.
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FIGURE 4.29.  Ozone mixing ratio for middle stratospheric geoengineering 

(ensemble HA as described in Table 3.1), zonally averaged and time averaged 

over the last three years of simulation.  Values given are global averages as a 

function of height.
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 We can explain the partial recovery of the Antarctic ozone hole by 

stratospheric heating, which reduces the amount of polar stratospheric clouds, 

meaning there are fewer surfaces on which catalytic ozone destruction can occur.  

Explaining the formation of the Arctic ozone hole is relatively straightforward, as 

the same mechanism is responsible for the creation of the Antarctic ozone hole.  

The Antarctic ozone hole exists because of a strong circumpolar winter jet which 

traps the ozone at the pole and prevents it from mixing with air at lower 

latitudes.  This vortex creates a region of very cold temperatures, allowing polar 

stratospheric clouds to form, which provides surfaces for destruction of the 

trapped ozone over the Antarctic by free chlorine radicals [Solomon, 1999].  

Therefore, if black carbon geoengineering caused a strong Arctic circumpolar jet, 

the same mechanism could apply in the Arctic, introducing an ozone hole in the 

spring and summer, as is seen in Figure 4.27.  There is reason to believe 

geoengineering would cause such a circulation change.  After large tropical 

volcanic eruptions, the sulfate aerosol layer heats the stratosphere, lifting the 

tropical isobars and increasing the equator‑to‑pole temperature gradient, causing 

a stronger polar jet [Stenchikov et al., 1998; Robock, 2000].  An absorbing aerosol 

such as black carbon would amplify this effect, causing an even stronger jet than 

is seen after large tropical volcanic eruptions.

 Figure 4.30 shows a climatology (control ensemble only) of the zonal 

wind.  In comparison, Figure 4.31 shows zonal wind anomalies due to black 

carbon geoengineering.  Stratospheric winds are strengthened in both the 

summer and winter, suggesting the circulation changes we predicted are 
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FIGURE 4.30.  Climatology (Con only) of zonal wind, averaged over the last 

three years of simulation for JJA and DJF.
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FIGURE 4.31.  Zonal wind anomaly for middle stratospheric geoengineering 

(ensemble HA as described in Table 3.1).  Values shown are averaged over the 

last three years of simulation for JJA and DJF.
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occurring.  Indeed, there is a strong induced Arctic jet which leads us to suspect 

this mechanism is responsible for the formation of the Arctic ozone hole.

 In the case of large tropical volcanic eruptions, these circulation changes 

can also force a positive mode of the Arctic Oscillation [Stenchikov et al., 1998; 

Shindell et al., 2001].  Figure 4.32 shows sea level pressure anomalies over the 

North Pole.  This is a classic positive mode pattern of the Arctic Oscillation, and 

many of the anomalies shown are statistically significant at the 95% confidence 

level.  This lends further credence to our explanation for black carbon 

geoengineering inducing circulation changes which cause Arctic ozone 

destruction.

4.4  EFFECTS ON THE HYDROLOGIC CYCLE

 The traditional explanation of the driving force behind the Indian summer 

monsoon is that summer heating of the Tibetan Plateau creates a land-ocean 

temperature contrast, inducing a thermally direct circulation of moist air over the 

Indian subcontinent [e.g., Manabe and Terpstra, 1974; Hahn and Manabe, 1975; Held, 

1983].  More recently, Boos and Kuang [2010] refined this idea to show that the 

Tibetan Plateau is not the primary factor, and instead, direct heating of the Indian 

subcontinent, combined with insulation of the subcontinent from cold, dry 

extratropical air by the Himalayas, is responsible for inducing the monsoon 

circulation.  They also showed that instead of temperature driven circulation, 

which is the more traditional view, a monsoon circulation will emerge in the 

presence of strong meridional gradients of below-cloud entropy and moist static 
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FIGURE 4.32.  North polar stereographic projection of sea level pressure anomaly 

for middle stratospheric geoengineering (ensemble HA as described in Table 3.1), 

averaged over the last three years of simulation.  Grey hatching denotes values 

that are statistically significant at the 95% confidence level as calculated by an 

unpaired two sample Student’s t test.
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energy between the Indian subcontinent and the Indian Ocean, suggesting the 

most important feature in creating a monsoon is how much energy can be drawn 

out of the ocean [Molnar et al., 2010].  We note that this new interpretation of the 

monsoon plays the dominant role, but the more traditional view is not entirely 

replaced by it.

 Both the traditional and the more refined explanations describe why a 

reduction in summer monsoon precipitation would be expected from 

geoengineering with stratospheric aerosols.  In the traditional view, an aerosol 

cloud would blanket both the tropics and the extratropics, resulting in cooling.  

However, due to the lower heat capacity of land as compared to ocean, the Asian 

continent will cool more than the Indian Ocean, reducing the land-ocean 

temperature gradient, thus decreasing the thermally direct circulation which 

drives the monsoon [e.g., Kravitz et al., 2010a].  In the new view, this mechanism 

is still important, but the dominant reason for reduction of the monsoon is 

reduced incoming radiation over the Indian Ocean, which reduces latent heat 

and evaporation, resulting in a reduced meridional gradient of moist static 

energy.  Regardless of the reason, monsoonal disruptions have been shown in 

both simulations and observations of large stratospheric injections of aerosols.  

The observation record after the eruption of Mount Pinatubo shows a strong 

disruption to the hydrologic cycle, in reduced monsoon precipitation, reduced 

runoff, and increased drought [Trenberth and Dai, 2008].  In their geoengineering 

simulations, Robock et al. [2008] showed a large reduction in monsoon 

precipitation over India, East Asia, and the Sahel.  Therefore, we would expect 
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stratospheric geoengineering with black carbon aerosols to show a disruption of 

the monsoon as well.

 Figure 4.33 shows precipitation anomalies resulting from geoengineering.  

Globally averaged precipitation is vastly reduced on both an annual and 

interannual basis, well outside the realm of natural variability.  By the tenth year 

of simulation, globally averaged precipitation is approximately 0.25 mm day‑1 

lower than in the control case, with reductions occurring nearly equally across all 

seasons.  From the figure, it appears most of this reduction occurs over the 

oceans, as the values of reduction in land average precipitation are ~25% of the 

global average values.  However, land precipitation is reduced by statistically 

significant amounts, particularly in the boreal summer months, which suggests a 

perturbation to the summer monsoon.

 Evaporation values, as shown in Figure 4.34, are similar to the results for 

precipitation in Figure 4.33.  The land average variability appears to be smaller 

for evaporation than precipitation, so more of the evaporation values show a 

statistically significant reduction due to geoengineering.  Globally averaged 

values for this field are difficult to interpret, as sea surface temperatures were 

prescribed, but the land average values clearly show a reduction in evaporation, 

particularly in the boreal summer months.

 One possible interpretation is that to balance the reduction in radiation at 

the surface, the amount of energy available for latent heating is reduced, which 

manifests itself as reduced evaporation.  This is plausible, since latent heat 

involves a phase change of water, which does not require a change in 
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FIGURE 4.33.  Average precipitation anomalies for middle stratospheric 

geoengineering (ensemble HA as described in Table 3.1).  The left column of 

panels shows globally averaged anomalies, and the right column shows averages 

for land only.  The top row of panels shows anomalies as a function of time, and 

the bottom row shows the ten year average seasonal cycle.  Yellow shading 

denotes ±1.96σ of the average variability of the ten year average seasonal cycle of 

the control ensemble.
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FIGURE 4.34.  Average evaporation anomalies for middle stratospheric 

geoengineering (ensemble HA as described in Table 3.1).  The left column of 

panels shows globally averaged anomalies, and the right column shows averages 

for land only.  The top row of panels shows anomalies as a function of time, and 

the bottom row shows the ten year average seasonal cycle.  Yellow shading 

denotes ±1.96σ of the average variability of the ten year average seasonal cycle of 

the control ensemble.
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temperature.  This also makes sense in the context of moist static energy, which is 

reduced due to thermal stabilization of the lower atmosphere.  Figure 4.35 shows 

the latent heat anomalies due to geoengineering under this scenario.  Toward the 

end of the simulation period, there is a precipitous decline in latent heat by 

approximately 7 W m‑2, which is nearly identical to the amount of TOA radiation 

anomaly as seen in Figure 4.7.  In the global average, there is no particular season 

in which latent heat shows a large deficit.  However, the land average shows a 

large seasonal cycle, with a significant negative anomaly in the boreal summer 

months and statistically significant, but not quite as large, anomalies in the other 

seasons.  The largest global average latent heat anomaly over land is 

approximately 2 W m‑2, which suggests the vast majority of latent heat deficit is 

over the ocean, which could explain the large reductions in evaporation seen in 

Figure 4.34.

 Figure 4.36 shows perturbations to soil moisture (top 1 m) and runoff.  The  

globally averaged results show a gradual increase in soil moisture over the 

simulation period, exceeding natural variability.  Total runoff (the sum of soil 

runoff and underground runoff) does show an overall average reduction when 

compared to the control case, most prominently in late spring.  This reduction of 

up to 0.18 mm day‑1 is statistically significant in some of the years of simulation 

but not in the average seasonal cycle.

 To better analyze where these perturbations occur, Figure 4.37 shows 

spatial maps, averaged over the last three years of simulation, for these four 

hydrological variables.  The precipitation field shows a strong reduction over 

91



FIGURE 4.35.  Latent heat anomalies for middle stratospheric geoengineering 

(ensemble HA as described in Table 3.1).  The left column of panels shows 

globally averaged anomalies, and the right column shows averages for land only.  

The top row of panels shows anomalies as a function of time, and the bottom row 

shows the ten year average seasonal cycle.  Yellow shading denotes ±1.96σ of the 

average variability of the ten year average seasonal cycle of the control ensemble.
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FIGURE 4.36.  Average soil moisture (top 1 m, or model layers 1‑4) and runoff 

anomalies for middle stratospheric geoengineering (ensemble HA as described in 

Table 3.1).  The left column of panels shows anomalies as a function of time, and 

the right column shows the ten year average seasonal cycle.  Yellow shading 

denotes ±1.96σ of the average variability of the ten year average seasonal cycle of 

the control ensemble.  No distinction is made between global average and land 

average because these are land‑only variables.
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FIGURE 4.37.  Hydrologic cycle anomalies that would result from middle 

stratospheric geoengineering (ensemble HA as described in Table 3.1).  Spatial 

maps shown are averages over the last three years of simulation.  Grey hatching 

denotes values that are statistically significant at the 95% confidence level as 

calculated by an unpaired two sample Student’s t test.
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India, East Asia, and the Western Pacific basin by up to 2 mm day‑1, with some of 

these values being statistically significant at the 95% confidence level.  

Evaporation shows a large amount of statistically significant values over most of 

the tropical and midlatitude oceans.  Soil moisture and runoff show some local 

regions of increase and decrease, but nothing that resembles large scale patterns.  

However, this is likely due to contouring, as the smallest soil moisture contour in 

Figure 4.37 is 25 mm, but Figure 4.36 shows a globally averaged increase in soil 

moisture of up to 2 mm.

 From Figures 4.33-36, we suspect a large amount of the hydrologic cycle 

perturbation is a disruption of the summer monsoon.  Figure 4.38 shows the 

same fields as Figure 4.37, but averaging is only done over June, July, August, 

and September, which are the peak months of the summer monsoon.  The 

precipitation field shows a vast reduction over India, East Asia, and the Western 

Pacific basin, much of which is statistically significant.  Some of the anomalies 

calculated by the model exceed 6 mm day‑1, which indicates a large reduction of 

monsoonal precipitation.  Evaporation patterns are similar to the annual average 

but with larger anomalies and many more statistically significant results.  The 

soil moisture and runoff panels are quite similar to the results shown in the 

annual average, with the notable exception of India and Southeast Asia, which 

show reductions in soil moisture by over 5 cm.  However, in light of the large 

natural variability of the soil moisture field as represented in the model, as well 

as in data [e.g., Vinnikov et al., 1996], we do not believe that soil moisture will be 

significantly negatively affected by black carbon aerosol geoengineering, and in 
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FIGURE 4.38.  Hydrologic cycle anomalies that would result from middle 

stratospheric geoengineering (ensemble HA as described in Table 3.1).  

Anomalies pictured are averaged only averaged over June, July, August, and 

September to highlight changes in the summer monsoon hydrologic cycle.  

Spatial maps shown are averages over the last three years of simulation.  Grey 

hatching denotes values that are statistically significant at the 95% confidence 

level as calculated by an unpaired two sample Student’s t test.
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many cases, the effect will be positive.  Since this is the variable most important 

for vegetation, in this context, we conclude the effects of these perturbations to 

the hydrologic cycle are small and, with a few exceptions, mildly beneficial.

 These results regarding the hydrologic cycle are strongly affected by the 

use of fixed sea surface temperatures in conducting our simulations.  Allowing 

both the ocean and land to cool will strengthen the land-ocean temperature 

gradient from the results we have shown, which will temper the reductions in 

precipitation shown previously.  However, this reduction in sea surface 

temperature will decrease evaporation over the Indian Ocean, as well as 

reducing the moist static energy available, which will exacerbate the disruption 

to the hydrologic cycle.  However, the resulting impacts on soil moisture and 

runoff are unclear without further simulation.

4.5  EFFECTS ON THE CRYOSPHERE

 The surface cooling and circulation changes described in Section 4.3 could 

potentially cause a regrowth of Arctic sea ice.  Figure 4.39 shows polar 

stereographic projections of snow and ice fraction anomaly due to 

geoengineering.  Much of the Arctic North of Canada shows statistically 

significant increases in snow and ice coverage, sometimes exceeding 15%.  

Nearly all of the Eurasian land mass also shows a statistically significant increase 

of 3‑9%, as does Eastern Canada.  The South polar projection shows no anomalies 

in ice and snow.
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FIGURE 4.39.  Polar stereographic projections of snow and ice fraction anomaly 

for middle stratospheric geoengineering (ensemble HA as described in Table 3.1), 

averaged over the last three years of simulation.  Grey hatching denotes values 

that are statistically significant at the 95% confidence level as calculated by an 

unpaired two sample Student’s t test.
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 Despite these results, the large anomalies are highly localized and do not 

show a large impact in terms of Northern Hemisphere average.  Figure 4.40 

shows the average snow and ice coverage anomaly across the Northern 

Hemisphere.  This figure does not show any large changes, with no anomalies 

exceeding 1‑2%, which is much smaller than the natural variability of the climate 

system.  In the September only averages, which is the minimum period of Arctic 

sea ice, although the average anomaly is above 0.5%, indicating some regrowth 

of Arctic sea ice, but none of these anomalies, including the maximum of almost 

1%, is statistically significant.  We therefore conclude that, although there is some 

evidence of sea ice recovery as a result of geoengineering, this finding is not 

statistically robust for the simulations we have conducted.  If we had allowed sea 

ice coverage to vary, any anomalies would likely be more prominent and more 

statistically significant.
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FIGURE 4.40.  Northern Hemisphere average snow and ice fraction anomalies for 

middle stratospheric geoengineering (ensemble HA as described in Table 3.1).  

Yellow shading denotes ±1.96σ of the average variability of the ten year average 

seasonal cycle of the control ensemble.
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CHAPTER 5:  SENSITIVITY TO MODEL PARAMETERS

 In the previous chapter, we established the climate impacts of 

geoengineering under ensemble HA, which we considered to be the scenario that 

would cause the most reasonable amount of cooling.  However, the amount of 

cooling, as well as the additional climate modifications and untoward side 

effects, can be adjusted by the choice of specific aerosol parameters instead of 

varying the amount of aerosols injected into the stratosphere.  In this chapter, we 

compare the different ensembles with a focus on the sensitivity of the climate 

impacts to the altitude of injection, aerosol particle size, and the dirty snow 

effect, or modification of ground albedo by deposited soot.

5.1  SURFACE AIR TEMPERATURE

 Figure 5.1 is a repeat of Figure 4.1, showing globally averaged surface air 

temperatures for each ensemble.  In addition to the discussion provided in 

Section 4.1, we compare the different ensembles.

 The differences between ensembles LgR and HALgR are rather small.  

Both of these ensembles involved injections of large particles (r=0.15 µm) into the 

stratosphere, so the small temperature difference between these two ensembles is 

due to altitude.  For the default aerosol size (r=0.08 µm), the difference between 

the ensembles is much more pronounced, as can be seen by comparing 

ensembles Def and HA.  We do not have a comparison for the small radius case 

(r=0.03 µm), as ensemble HASmR caused model blowup.  However, we can 
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FIGURE 5.1.  Globally averaged surface air temperature anomalies for each of the 

geoengineering ensembles.  Ensemble descriptions are given in Table 3.1.  Grey 

shading denotes ±1.96σ of the variability of the seasonal cycle of the control 

ensemble, averaged over the entire 10 year simulation.
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conclude the relative effects of particle radius and altitude of injection have some 

nonlinear interaction, so neither parameter can be deemed more important than 

the other.

 Comparing ensembles Def and DefDS or ensembles HA and HADS shows 

the differences introduced into the results by turning on the dirty snow effect.  

The very minor differences between these ensembles, none of which is 

statistically significant, suggests the dirty snow effect as represented by ModelE 

is quite small.  We provide a deeper analysis of this effect in Section 5.7.

 Furthering this comparison, Figure 5.2 shows spatial maps of surface air 

temperature differences, averaged over the last 3 years of simulation.  For 

experiment LgR, although there are small areas of cooling, we see no discernible 

cooling pattern that would be expected from geoengineering.  In contrast, 

experiment SmR shows large areas of cooling over all of the continents, with 

many of the anomalies being statistically significant at the 95% confidence level.  

These cooling patterns look like typical volcanic and geoengineering cooling 

patterns [Robock, 2000; Robock et al., 2008].  However, the magnitude of cooling 

often exceeds 2°C and at some points exceeds 7°C.  This is similar to the nuclear 

winter results of Robock et al. [2007b], who concluded this cooling would be 

catastrophic to agriculture [Toon et al., 2007], leading us to assert this scenario 

represents too much cooling from geoengineering.  Should geoengineering with 

small radius particles be undertaken, the annual amount injected should be 

much less than 1 Tg.  Of particular interest is the warming by 2‑3°C of the 

Tibetan Plateau.  As we will discuss in Section 5.4, this is the result of longwave 

103



FIGURE 5.2.  Surface air temperature anomalies for black carbon geoengineering, 

averaged over the last three years of simulation.  Grey hatching denotes values 

that are statistically significant at the 95% confidence level as calculated by an 

unpaired two sample Student’s t test.
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emission from the aerosol layer that extends into the troposphere.  Ensemble HA 

was discussed in Section 4.1, but in comparing with the other ensembles in 

Figure 5.2, we clearly see the typical volcanic cooling pattern, although the 

cooling is much more reasonable than in the small radius case.

5.2  RADIATION

 Since these cooling patterns are primarily caused by radiative effects, we 

continue the analysis of the radiation budget as in Section 4.1, but now 

comparing each of the ensembles.  Figures 5.3‑5.11 show globally averaged solar, 

thermal, and total net radiation calculated by the model at the top of atmosphere 

(TOA), the tropopause, and the surface.  As expected, ensemble LgR shows the 

smallest perturbation to the radiation budget, with equilibrium anomaly values 

less than 5 W m‑2 in magnitude in all plots.

 Ensemble HALgR shows equal or smaller in magnitude solar radiation 

perturbations than ensemble Def, yet the amount of cooling from ensemble 

HALgR was slightly larger and more statistically significant than ensemble Def, 

suggesting the configuration for HALgR increased the radiative efficiency of this 

particular experiment.  This suggests the altitude of injection appears to have a 

more dominant effect on radiation than the particle radius, at least for the radii of 

the sizes considered.  However, the difference between these two ensembles is 

approximately 5 W m‑2, which is a 1.5% difference in total insolation, using an 

average value of 342 W m‑2.  In contrast, a radiation anomaly of 55 W m‑2 in SmR 

reflects a 16.1% reduction in insolation.  HALgR shows a low contribution to 
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FIGURE 5.3.  Globally averaged net solar radiation (down minus up) anomaly at 

the top of the atmosphere for each of the geoengineering ensembles.  Ensemble 

descriptions are given in Table 3.1.
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FIGURE 5.4.  Globally averaged net thermal radiation (down minus up) anomaly 

at the top of the atmosphere for each of the geoengineering ensembles.  Ensemble 

descriptions are given in Table 3.1.
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FIGURE 5.5.  Globally averaged net solar radiation (down minus up) anomaly at 

the tropopause for each of the geoengineering ensembles.  Ensemble descriptions 

are given in Table 3.1.
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FIGURE 5.6.  Globally averaged net thermal radiation (down minus up) anomaly 

at the tropopause for each of the geoengineering ensembles.  Ensemble 

descriptions are given in Table 3.1.
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FIGURE 5.7.  Globally averaged net solar radiation (down minus up) anomaly at 

the surface for each of the geoengineering ensembles.  Ensemble descriptions are 

given in Table 3.1.
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FIGURE 5.8.  Globally averaged net thermal radiation (down minus up) anomaly 

at the surface for each of the geoengineering ensembles.  Ensemble descriptions 

are given in Table 3.1.
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FIGURE 5.9.  Globally averaged net total (solar plus thermal) radiation (down 

minus up) anomaly at the top of the atmosphere for each of the geoengineering 

ensembles.  Ensemble descriptions are given in Table 3.1.
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FIGURE 5.10.  Globally averaged net total (solar plus thermal) radiation (down 

minus up) anomaly at the tropopause for each of the geoengineering ensembles.  

Ensemble descriptions are given in Table 3.1.
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FIGURE 5.11.  Globally averaged net total (solar plus thermal) radiation (down 

minus up) anomaly at the surface for each of the geoengineering ensembles.  

Ensemble descriptions are given in Table 3.1.
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thermal radiation anomalies, regardless of the location at which the anomaly is 

calculated, because the large particles are less radiatively efficient than the 

smaller particles.  However, in Figure 5.4 (thermal radiation anomaly at TOA), 

the altitude of the particles again appears to dominate the radiative effects, as 

ensemble HALgR shows more of a radiation anomaly in this figure than Def or 

DefDS.

 HA and HADS, of which HA was the case used in Chapter 4, show more 

perturbation to the radiation fields than all other ensembles except SmR.  

Ensemble SmR shows more than twice the perturbation to any radiation field for 

ensembles HA and HADS, and often more than ten times the perturbation due to 

ensembles Def, LgR, DefDS, and HALgR.  The smaller particles are quite 

radiatively efficient at absorbing sunlight, as is evidenced in Figure 5.3, which 

shows an extra 42 W m‑2 of solar radiation being retained in the atmosphere by 

year ten of the simulations.  Figures 5.6 and 5.8 again show the efficiency of this 

absorbing aerosol at such a small radius:  an additional 12 W m‑2 of thermal 

radiation is absorbed by the surface in year ten due to the aerosol layer.  Figure 

5.9 shows that the total TOA radiation imbalance due to this ensemble is 

approximately twice the amount due to ensemble HA.  The total tropopause 

anomaly (Figure 5.10) is enormous, reaching ‑130 W m‑2 by year ten, which is 

more than three times the next nearest ensemble.  Part of this large anomaly is 

from the shortwave component and is due to blocked insolation by the aerosol 

layer above.  Another large part is warming from the absorbing aerosol layer and 

subsequent radiation back to space.  Since the injection altitude is near the 
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tropopause, the bulk of the aerosol layer remains there (as will be shown in the 

next section), which effectively adds to the upward thermal radiation component 

of the tropopause.  Similarly, at the surface, the radiation imbalance approaches 

‑45 W m‑2 by year ten, although the thermal contribution to this is much less than 

for the tropopause, as the surface is somewhat removed from the aerosol layer.

 In all of these figures, the lines for Def and DefDS nearly perfectly overlap, 

as do the lines for HA and HADS.  This suggests there is little to no difference in 

radiation introduced into the experiment suite by the dirty snow effect.  Again, 

this will be analyzed more thoroughly in Section 5.7.

 Figures 5.12‑5.17 show globally averaged solar, thermal, and total net 

radiative forcing from the black carbon aerosols, calculated at the tropopause and 

the surface.  The results are very similar to the radiation anomalies described 

previously.  The solar radiative forcing pictures are similar in magnitude to the 

solar radiation pictures, although we again note that, like in Section 4.1, these are 

calculations of instantaneous radiative forcing, not adjusted radiative forcing.  

However, the thermal radiation pictures have a much smaller magnitude, with 

the large radius ensembles showing tropopause thermal radiative forcing of less 

than 0.25 W m‑2 (Figure 5.13) and surface radiative forcing of less than 0.03 W m‑2 

(Figure 5.15).  Even the largest contribution to thermal radiative forcing, which is 

the contribution of ensemble SmR at the tropopause, is smaller in magnitude 

than 2 W m‑2.  Although this large difference between the small and large 

particles is due to the increased radiative efficiency of smaller particles, this 

amount of radiative forcing is so small that it hardly contributes to the total.

116



FIGURE 5.12.  Globally averaged net solar radiative forcing anomaly at the 

tropopause for each of the geoengineering ensembles.  Ensemble descriptions are 

given in Table 3.1.
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FIGURE 5.13.  Globally averaged net thermal radiative forcing anomaly at the 

tropopause for each of the geoengineering ensembles.  Ensemble descriptions are 

given in Table 3.1.
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FIGURE 5.14.  Globally averaged net solar radiative forcing anomaly at the 

surface for each of the geoengineering ensembles.  Ensemble descriptions are 

given in Table 3.1.
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FIGURE 5.15.  Globally averaged net thermal radiative forcing anomaly at the 

surface for each of the geoengineering ensembles.  Ensemble descriptions are 

given in Table 3.1.
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FIGURE 5.16.  Globally averaged net total (solar plus thermal) radiative forcing 

anomaly at the tropopause for each of the geoengineering ensembles.  Ensemble 

descriptions are given in Table 3.1.
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FIGURE 5.17.  Globally averaged net total (solar plus thermal) radiative forcing 

anomaly at the surface for each of the geoengineering ensembles.  Ensemble 

descriptions are given in Table 3.1.
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 Figure 5.18 shows black carbon aerosol optical depth anomalies in the 

visible spectrum due to geoengineering.  These results look similar to the 

radiation and radiative forcing plots.  The largest optical depth anomaly is 0.27, 

which is for ensemble SmR in the tenth year of simulations.  This is nearly three 

times larger than the next nearest ensemble, which shows that smaller particles 

are much more radiatively efficient.  The difference between an optical depth of 

0.27 and the next nearest value of 0.1 is an additional attenuation of 

approximately 14.2% of incoming radiation, or ~48.5 W m‑2 using an average 

value of 342 W m‑2.  This is approximately the difference between the SmR and 

HA curves in Figure 5.5, which shows solar radiation anomalies at the 

tropopause.

 Figure 5.19 shows the same but in a zonal average.  LgR shows no optical 

depth values above 0.025, whereas SmR shows point values exceeding 0.25, 

mostly in the mid‑latitudes, with some peaks in the polar summers.

5.3  MASS BURDEN AND DEPOSITION

 Figure 5.20 shows black carbon mass burden for each of the ensembles.  Of 

all the ensembles, only LgR has reached equilibrium by the end of the ten years 

of simulation.  The high altitude injection cases (HA, HALgR, and HADS) have 

the greatest atmospheric burdens, which shows the altitude of injection has a 

strong impact on atmospheric lifetime.  However, the particle radius does 

influence the mass burden, as smaller particles will have lower fall speeds, 
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FIGURE 5.18.  Globally averaged visible aerosol optical depth anomaly for each 

of the geoengineering ensembles.  Ensemble descriptions are given in Table 3.1.
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FIGURE 5.19.  Zonally averaged aerosol optical depth anomalies for black carbon 

geoengineering.
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FIGURE 5.20.  Globally averaged black carbon mass anomalies for each of the 

geoengineering ensembles.  Ensemble descriptions are given in Table 3.1.  

Equilibrium mass burden and atmospheric lifetimes are given in Table 5.1.
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allowing the aerosol layer to accumulate mass, as is seen for SmR.  Comparing 

ensembles HA and HALgR, which only differ by particle radius, the larger 

particles have a higher fall speed, so their mass burden is less than for the smaller 

particles.

 Using the formula in Section A.1, we extrapolate the lines in Figure 5.20 to 

calculate equilibrium atmospheric mass burden and lifetime, the results of which 

are in Table 5.1.  Ensemble LgR has an e‑folding lifetime of 0.75 years, which is 

less than the lifetime for large volcanic eruptions [e.g., Robock, 2000] and for the 

Robock et al. [2008] simulations of tropical stratospheric sulfate aerosol 

geoengineering.  The largest atmospheric e‑folding lifetime of 4.26 years is seen 

in ensembles HA and HADS.  With the exception of SmR, none of the low 

altitude injections has an atmospheric mass burden of greater than 1.55 Tg, and 

none of the high altitude injections has a mass burden of less than 3.31 Tg, which 

is over twice the value for the low altitude cases.  Therefore, we conclude that 

with the exception of small particles, the altitude of injection is the most 

important factor we tested that will determine atmospheric mass burden and 

atmospheric lifetime of the aerosol particles.

 Figure 5.21 shows the globally averaged mass burden as a function of 

height.  LgR shows little mass burden and very little self lofting, with most of the 

aerosols confined to the altitudes of injection.  SmR shows a greater degree of 

self‑lofting than HA, but the total mass burden is lower.  This is likely due to the 

greater radiative efficiency of the small particles, allowing for more heating by 

the sun.  Also, it appears a large portion of the aerosols stay near the altitude of 
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TABLE 5.1.  Black carbon mass and atmospheric lifetime for each geoengineering 

ensemble.  Values in column two are obtained from Figure 5.20.  Values in 

column three are obtained by multiplying the values in column two by the 

surface area of Earth (5×1014 m2) and using the mass balance equation in Section 

A.1.

Ensemble Year 10:  10‑8 kg m‑2

(from Figure 5.20)
Equilibrium mass burden (Tg) and 
e‑folding atmospheric lifetime (years)

Def 280 1.40

HA 770 4.26

SmR 700 3.77

LgR 150 0.75

DefDS 310 1.55

HALgR 630 3.31

HADS 770 4.26
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FIGURE 5.21.  Globally averaged black carbon mass anomalies as a function of 

height for black carbon geoengineering.
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injection, so the small radius particles, which were injected at a lower altitude, 

have a better chance of passing into the troposphere.  Indeed, Figure 5.22 shows 

that SmR has higher deposition rates in winter for each hemisphere than HA, at 

times showing one of the highest deposition rates of all ensembles and certainly 

the largest seasonal variability of all ensembles.  LgR still shows the largest 

average deposition, as the combination of large particles and a low altitude of 

injection will promote a low atmospheric lifetime.  With the exception of SmR, 

which shows a high seasonal variability, the deposition curves can be divided 

into two distinct groups, with the low altitude injection scenarios having a higher 

deposition rate than the high altitude injection experiments.

 Figures 5.23‑5.25 show spatial maps of annual deposition rates for LgR, 

SmR, and HA, respectively.  Figure 5.23 shows that the large aerosols are mostly 

deposited in the mid‑latitude storm tracks.  However, unusually, the small 

aerosols (Figure 5.24) are removed during the winter over the poles as wet 

deposition.  This phenomenon is also seen, albeit to a lesser degree, in the high 

altitude case (Figure 5.25), which was discussed in Section 4.2.  Again, we believe 

this is due to the introduction of a strong Arctic polar vortex, as was described in 

Section 4.3.

5.4  STRATOSPHERIC HEATING

 As we discussed in Section 4.3, geoengineering with black carbon aerosols 

will cause stratospheric heating.  However, the degree of heating, as well as the 
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FIGURE 5.22.  Globally averaged annual deposition rate and ten year average 

seasonal cycle anomalies for each of the geoengineering ensembles.  Ensemble 

descriptions are given in Table 3.1.
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FIGURE 5.23.  Wet, dry, and total deposition comparisons for Def and LgR, 

averaged over the last three years of simulation.  Ensemble descriptions are 

given in Table 3.1.  Total deposition is the sum of wet and dry deposition.
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FIGURE 5.24.  Wet, dry, and total deposition comparisons for Def and SmR, 

averaged over the last three years of simulation.  Ensemble descriptions are 

given in Table 3.1.  Total deposition is the sum of wet and dry deposition.
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FIGURE 5.25.  Wet, dry, and total deposition comparisons for Def and HA, 

averaged over the last three years of simulation.  Ensemble descriptions are 

given in Table 3.1.  Total deposition is the sum of wet and dry deposition.

134



resulting consequences we detailed in that section, depend upon the 

geoengineering parameters.  Figure 5.26 shows a vertical profile of stratospheric 

heating that would result from geoengineering.  In LgR, the stratospheric heating 

is comparatively modest, rarely exceeding 5°C and even then only in the 

immediate vicinity of the injection altitudes.  LgR actually causes less warming 

than Def (top right panel), and certainly much less than HA, as is seen in the 

bottom panels and in Section 4.3.  SmR shows a large degree of stratospheric 

heating, with point values in this figure of up to 80°C.  Although the heating is 

concentrated around the altitude of injection, positive temperature anomalies of 

at least 5°C extend up to the stratopause (~1 mb).  This is in contrast to the high 

altitude injections, in which positive temperature anomalies extended through 

the mesosphere up to the model top.  Also, the seasonal cycle of mesospheric 

temperature anomalies is dampened in the small radius case compared to the 

high altitude case.  In fact, the mesospheric temperature anomalies SmR are 

negative, sometimes exceeding ‑20°C.

 To further assess the mechanisms at play, Figure 5.27 shows plots of the 

vertical profile of temperature, averaged over the last three years of simulation.  

All of the ensembles show a warming of the stratosphere and a lowering of the 

tropopause, reversing recent trends which have been attributed to anthropogenic 

warming [Santer et al., 2003].  In all cases, the lower and middle stratosphere 

become less stable, and for the high altitude and small radius cases, the middle 

and upper stratosphere also become less stable.  In SmR, the stratospheric lapse 

rate is reduced so much that the middle stratosphere becomes unstable, which 
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FIGURE 5.26.  Stratospheric heating anomalies for black carbon geoengineering.  

Temperature anomalies are global averages as a function of height.
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FIGURE 5.27.  Vertical temperature profiles for all geoengineering ensembles.  

The left panel shows actual temperatures, and the right panel shows temperature 

anomalies.  Ensemble descriptions are given in Table 3.1.
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could further promote lofting of the black carbon aerosols.  The mesospheric 

cooling seen in the middle panels of Figure 5.26 is due to a lowering of the 

stratopause in SmR, the only ensemble in which this occurs.  With the exception 

of SmR, all of the ensembles show some degree of mesospheric warming, which 

appears to be due to stratospheric warming due to the aerosols but little to no 

change in the stratopause height.

 The height of the stratopause is determined by an equilibrium balance 

between cooling due to thermal radiation of the planet to space and warming 

due to ultraviolet absorption by the ozone layer.  As we saw in Section 4.3, black 

carbon geoengineering causes large amounts of ozone destruction, which should 

lower the stratopause.  However, the introduction of absorbing aerosols into the 

stratosphere cause heating, as we saw in Figure 5.26, which could raise the 

stratopause in compensation, resulting in no net change in stratopause height.  

Additionally, we could expect that ozone destruction in SmR is so severe that this 

compensation is uneven, resulting in a lower stratopause.  It is difficult to 

diagnose the exact mechanisms without knowledge of the local heating rates, 

which are not provided as output from this version of ModelE.  We further 

address these ideas in Section 7.6.  However, we can analyze the degree of ozone 

destruction caused by black carbon geoengineering.

 Figure 5.28 shows globally averaged total column ozone anomalies for 

each ensemble.  As predicted, ozone loss is significant for SmR, reaching nearly 

50%.  Def and DefDS actually show a slight increase in total column ozone, 

although the increase is modest, being less than 5% and only in the austral 
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FIGURE 5.28.  Globally averaged ozone total column mass for each of the 

geoengineering ensembles.  Ensemble descriptions are given in Table 3.1.
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spring.  Figure 5.29 shows the same for three of the ensembles but with vertical 

resolution.  LgR shows very small reductions in ozone in the upper troposphere 

with compensation below (as discussed in Section 4.3), resulting in little to no net 

ozone change.  SmR shows a catastrophic reduction of the ozone layer, far greater 

than for HA, which we addressed in Section 4.3.  The lower altitude 

compensation mechanisms are also in play, although they occur in the upper 

troposphere, unlike HA in which the compensation occurs in the lower 

stratosphere.  The greatest percentage loss of ozone in SmR is in the mesosphere, 

but absolute amounts of ozone at this height are so small that this loss is 

practically negligible.  However, there is still over 50% loss in the stratospheric 

ozone layer for this experiment.

 Evaluating the same field but spatially, Figure 5.30 shows zonally 

averaged ozone anomalies as a function of height, averaged over the last three 

years of simulation.  All three ensembles shown have a large percentage increase 

in ozone in the tropical lower stratosphere.  HA and SmR show relatively 

uniform reductions in ozone throughout the middle stratosphere.  Ozone loss is 

greatly enhanced over Antarctica, which is likely mostly due to temperature 

catalyzed ozone destruction, although other factors may play a potentially 

significant role.  The impacts could potentially be different if we had chosen a 

later year, which would result in a large reduction in CFC concentrations, but this 

will require further investigation.  Also, as in Section 4.3, SmR causes the 

introduction of an Arctic ozone hole, showing an even greater ozone loss than for 

HA.
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FIGURE 5.29.  Stratospheric ozone anomalies for black carbon geoengineering.  

Anomalies are global averages as a function of height.
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FIGURE 5.30.  Stratospheric ozone anomalies for black carbon geoengineering.  

Anomalies are zonal averages as a function of height, averaged over the last 

three years of simulation.
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 We expect the same mechanisms that cause the Arctic ozone hole, as 

discussed in Section 4.3, to occur in SmR, but magnified.  Therefore, we expect to 

see strengthening of the zonal wind anomalies for this ensemble, which does 

occur (Figures 5.31‑5.32).  Additionally, we also expect to see a strong positive 

mode of the Arctic Oscillation, as in Figure 5.33.  In both of these figures, the 

anomalies shown are statistically significant at the 95% confidence level.  LgR 

does not show the formation of an Arctic ozone hole, so we would not expect a 

large positive anomaly in the zonal wind, nor would we expect sea level pressure 

patterns that show a positive mode of the Arctic Oscillation for this ensemble, 

and indeed, the results support our suspicions.

 One additional consequence of large stratospheric heating is the resulting 

warming of the troposphere due to longwave emission from the aerosol layer.  

Figure 5.34 shows the same field as Figure 5.26, but with the vertical extent of the 

plots changed to emphasize tropospheric warming.  Even LgR, which shows 

very few climate effects, has some degree of tropospheric warming, reaching 

above 0.25°C below the 300 mb isobar.  Ensemble SmR shows large amounts of 

warming, often extending into the planetary boundary layer.  This also explains 

the localized warm spot in Figure 5.2 over the Tibetan Plateau that resulted from 

this experiment.  The Tibetan Plateau has elevations reaching 5.7 km [Zhisheng et 

al., 2001], which is roughly 500 mb, assuming an atmospheric scale height of 8 

km.  According to Figure 5.33, land masses at this height will show at least 1°C of 

warming by year ten from the aerosols, and likely more due to the low heat 
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FIGURE 5.31.  JJA zonal wind anomalies for black carbon geoengineering.  

Values shown are averaged over the last three years of simulation.
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FIGURE 5.32.  DJF zonal wind anomalies for black carbon geoengineering.  

Values shown are averaged over the last three years of simulation.
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FIGURE 5.33.  Sea level pressure anomalies for black carbon geoengineering, 

averaged over the last three years of simulation.  Grey hatching denotes values 

that are statistically significant at the 95% confidence level as calculated by an 

unpaired two sample Student’s t test.
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FIGURE 5.34.  Tropospheric warming due to longwave emission from the aerosol 

layer for black carbon geoengineering.  Temperature anomalies are global 

averages as a function of height.
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capacity of land.  Indeed, Figure 5.2 showed a small area of warming that 

exceeded 2°C.

 The Tibetan Plateau holds a large portion of the planet’s glaciers, which 

would certainly undergo catastrophic melting under such large warming 

anomalies.  Not only would this create a positive feedback causing further 

warming, as melting of the glaciers will reduce the albedo of the Tibetan Plateau, 

but it would also reduce the available fresh water to all of the population centers 

downriver of the plateau, including China and India.  In this sense, stratospheric 

geoengineering with black carbon would be catastrophic, although much more 

analysis is needed to exactly determine the degree of deglaciation and the 

resulting impacts.

5.5  HYDROLOGIC CYCLE

 As was discussed in Section 4.4, black carbon geoengineering is expected 

to cause disturbances to the hydrologic cycle, specifically the summer monsoon 

system in India, Africa, and East Asia.  However, since this is primarily a 

radiative effect, and the radiation plots shown in Section 5.2 were quite variable 

between ensembles, we expect the degree of hydrologic cycle disruption to also 

strongly depend upon the aerosol parameters chosen.  We again note that using 

fixed sea surface temperatures likely affected the results we present in this 

section, although further investigation is needed to determine the total effects.

 Figure 5.35 shows global and land averaged precipitation anomalies for 

each ensemble.  In the global average, all ensembles show statistically significant 
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FIGURE 5.35.  Average precipitation anomalies for all geoengineering ensembles.  

Ensemble descriptions are given in Table 3.1.  The left column of panels shows 

globally averaged anomalies, and the right column shows averages for land only.  

The top row of panels shows anomalies as a function of time, and the bottom row 

shows the ten year average seasonal cycle.  Grey shading denotes ±1.96σ of the 

average variability of the ten year average seasonal cycle of the control ensemble.
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negative anomalies.  With the exception of SmR, these anomalies are as much as 

‑0.25 mm day‑1 of precipitation by year ten due to geoengineering.  SmR vastly 

outpaces the other ensembles, showing a precipitation anomaly of ‑0.8 mm day‑1 

by year ten, and still with a decreasing trend.  No particular month shows any 

greater anomaly in the global average.  In the land average, most of the 

ensembles show no statistically significant anomalies.  HA and HADS show 

slight reductions in precipitation in some years but nothing exceeding 0.09 mm 

day‑1.  SmR is the only ensemble with a clear, large departure from natural 

variability, showing statistically significant reductions in land precipitation of up 

to ‑0.24 mm day‑1 in the boreal summer of year ten.  The seasonal cycle of the 

land precipitation anomaly for this ensemble is quite large, ranging from ‑0.03 

mm day‑1 in the boreal winter to ‑0.15 mm day‑1 in the summer, all of which is 

significant at the 95% confidence level.  These results suggest that HA and HADS 

show a perturbation to summer monsoon precipitation, as we saw in Section 4.4, 

and that SmR will show a large disruption of the summer monsoon.

 The evaporation results (Figure 5.36) are very similar to the precipitation 

results, but with more statistically significant anomalies over land and a much 

larger summer disruption of land evaporation.  Only Ensemble LgR does not 

show a statistically significant reduction of land averaged summer evaporation.  

As discussed in Section 4.4, since sea surface temperatures are fixed, the best 

explanation for reductions in evaporation is a reduction in latent heat.  Indeed, 

Figures 5.36 and 5.37 are identical except for a scaling factor, and in 
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FIGURE 5.36.  Average evaporation anomalies for all geoengineering ensembles.  

Ensemble descriptions are given in Table 3.1.  The left column of panels shows 

globally averaged anomalies, and the right column shows averages for land only.  

The top row of panels shows anomalies as a function of time, and the bottom row 

shows the ten year average seasonal cycle.  Grey shading denotes ±1.96σ of the 

average variability of the ten year average seasonal cycle of the control ensemble.
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FIGURE 5.37.  Average latent heat anomalies for all geoengineering ensembles.  

Ensemble descriptions are given in Table 3.1.  The left column of panels shows 

globally averaged anomalies, and the right column shows averages for land only.  

The top row of panels shows anomalies as a function of time, and the bottom row 

shows the ten year average seasonal cycle.  Grey shading denotes ±1.96σ of the 

average variability of the ten year average seasonal cycle of the control ensemble.
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calculating ratios between these two fields, we find that the model prescribes 

evaporation in our experiments by the formula E=0.03456L, or L=28.9352E, where 

E is evaporation (mm day‑1) and L is latent heat (W m‑2).

 Figure 5.38 shows global averages for soil moisture (top 1 m) and runoff.  

The results are similar to those shown in Section 4.4, i.e., globally averaged soil 

moisture increases over the course of the simulation, showing many statistically 

significant anomalies.  Although HA and HADS have some years with 

statistically significant negative anomalies in runoff, the only ensemble that is 

consistently outside of the natural variability is SmR.  Also, unlike the other 

ensembles, this one shows a double peak in runoff in summer for each 

hemisphere in which the negative anomalies are less negative.

 Thus far, we can conclude that HA shows some disruption to the summer 

monsoon, as was discussed in Section 4.4, but the anomalies for this ensemble are 

not always statistically significant.  SmR shows the largest anomalies, nearly all 

of which are statistically significant.  We do not see many significant disruptions 

to the summer monsoon from the other ensembles, although all ensembles show 

a general increase in soil moisture.

 To further determine the effects on the hydrologic cycle, we analyze 

spatial maps, in both the annual average (average of the last three years of 

simulation) and June, July, August, and September averages to highlight the 

effects on the summer monsoon of India, Africa, and East Asia.  These results are 

presented in Figures 5.39‑5.52.
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FIGURE 5.38.  Average soil moisture (top 1 m, or model layers 1‑4) and runoff 

anomalies for all geoengineering ensembles.  Ensemble descriptions are given in 

Table 3.1.  The left column of panels shows anomalies as a function of time, and 

the right column shows the ten year average seasonal cycle.  Grey shading 

denotes ±1.96σ of the average variability of the ten year average seasonal cycle of 

the control ensemble.  No distinction is made between global average and land 

average because these are land‑only variables.

154



FIGURE 5.39.  Hydrologic cycle anomalies for Def minus Con.  Ensemble 

description is given in Table 3.1.  Spatial maps shown are averages over the last 

three years of simulation.  Grey hatching denotes values that are statistically 

significant at the 95% confidence level as calculated by an unpaired two sample 

Student’s t test.
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FIGURE 5.40.  Hydrologic cycle anomalies for Def minus Con, averaged over 

June, July, August, and September to highlight changes in the summer monsoon 

hydrologic cycle.  Ensemble description is given in Table 3.1.  Spatial maps 

shown are averages over the last three years of simulation.  Grey hatching 

denotes values that are statistically significant at the 95% confidence level as 

calculated by an unpaired two sample Student’s t test. 
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FIGURE 5.41.  Hydrologic cycle anomalies for LgR minus Con.  Ensemble 

description is given in Table 3.1.  Spatial maps shown are averages over the last 

three years of simulation.  Grey hatching denotes values that are statistically 

significant at the 95% confidence level as calculated by an unpaired two sample 

Student’s t test.
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FIGURE 5.42.  Hydrologic cycle anomalies for LgR minus Con, averaged over 

June, July, August, and September to highlight changes in the summer monsoon 

hydrologic cycle.  Ensemble description is given in Table 3.1.  Spatial maps 

shown are averages over the last three years of simulation.  Grey hatching 

denotes values that are statistically significant at the 95% confidence level as 

calculated by an unpaired two sample Student’s t test.
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FIGURE 5.43.  Hydrologic cycle anomalies for LgR minus Def.  Ensemble 

description is given in Table 3.1.  Spatial maps shown are averages over the last 

three years of simulation.  Grey hatching denotes values that are statistically 

significant at the 95% confidence level as calculated by an unpaired two sample 

Student’s t test.
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FIGURE 5.44.  Hydrologic cycle anomalies for LgR minus Def, averaged over 

June, July, August, and September to highlight changes in the summer monsoon 

hydrologic cycle.  Ensemble description is given in Table 3.1.  Spatial maps 

shown are averages over the last three years of simulation.  Grey hatching 

denotes values that are statistically significant at the 95% confidence level as 

calculated by an unpaired two sample Student’s t test.
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FIGURE 5.45.  Hydrologic cycle anomalies for SmR minus Con.  Ensemble 

description is given in Table 3.1.  Spatial maps shown are averages over the last 

three years of simulation.  Grey hatching denotes values that are statistically 

significant at the 95% confidence level as calculated by an unpaired two sample 

Student’s t test.
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FIGURE 5.46.  Hydrologic cycle anomalies for SmR minus Con, averaged over 

June, July, August, and September to highlight changes in the summer monsoon 

hydrologic cycle.  Ensemble description is given in Table 3.1.  Spatial maps 

shown are averages over the last three years of simulation.  Grey hatching 

denotes values that are statistically significant at the 95% confidence level as 

calculated by an unpaired two sample Student’s t test.
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FIGURE 5.47.  Hydrologic cycle anomalies for SmR minus Def.  Ensemble 

description is given in Table 3.1.  Spatial maps shown are averages over the last 

three years of simulation.  Grey hatching denotes values that are statistically 

significant at the 95% confidence level as calculated by an unpaired two sample 

Student’s t test.
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FIGURE 5.48.  Hydrologic cycle anomalies for SmR minus Def, averaged over 

June, July, August, and September to highlight changes in the summer monsoon 

hydrologic cycle.  Ensemble description is given in Table 3.1.  Spatial maps 

shown are averages over the last three years of simulation.  Grey hatching 

denotes values that are statistically significant at the 95% confidence level as 

calculated by an unpaired two sample Student’s t test.
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FIGURE 5.49.  Hydrologic cycle anomalies for HA minus Con.  Ensemble 

description is given in Table 3.1.  Spatial maps shown are averages over the last 

three years of simulation.  Grey hatching denotes values that are statistically 

significant at the 95% confidence level as calculated by an unpaired two sample 

Student’s t test.
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FIGURE 5.50.  Hydrologic cycle anomalies for HA minus Con, averaged over 

June, July, August, and September to highlight changes in the summer monsoon 

hydrologic cycle.  Ensemble description is given in Table 3.1.  Spatial maps 

shown are averages over the last three years of simulation.  Grey hatching 

denotes values that are statistically significant at the 95% confidence level as 

calculated by an unpaired two sample Student’s t test.
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FIGURE 5.51.  Hydrologic cycle anomalies for HA minus Def.  Ensemble 

description is given in Table 3.1.  Spatial maps shown are averages over the last 

three years of simulation.  Grey hatching denotes values that are statistically 

significant at the 95% confidence level as calculated by an unpaired two sample 

Student’s t test.
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FIGURE 5.52.  Hydrologic cycle anomalies for HA minus Def, averaged over 

June, July, August, and September to highlight changes in the summer monsoon 

hydrologic cycle.  Ensemble description is given in Table 3.1.  Spatial maps 

shown are averages over the last three years of simulation.  Grey hatching 

denotes values that are statistically significant at the 95% confidence level as 

calculated by an unpaired two sample Student’s t test.
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 Nearly all of the ensembles (except LgR) show large areas of negative 

precipitation anomaly over India and East Asia which are enhanced for JJAS 

averages.  As expected, the largest anomalies are for SmR, which shows summer 

precipitation anomalies over India reaching ‑12 mm day‑1, indicating a collapse 

of the summer monsoon.  HA also shows large reductions in monsoon 

precipitation.  Of all the ensembles, only SmR shows a summer reduction in 

precipitation over the Sahel that has any statistically significance, sometimes 

exceeding 2 mm day‑1, although HA shows some patches of reduction in this area 

by over 1 mm day‑1.

 All of the ensembles show reductions in evaporation over the oceans, with 

the largest anomalies occurring for SmR.  With the exception of SmR, 

evaporation anomalies over land are modest, and the strongest anomalies are 

over India and East Asia during the summer.  SmR shows negative anomalies in 

evaporation over most of the land masses, which are amplified in the JJAS 

averages, with the exception of Australia, which shows large positive anomalies.

 For SmR, the Australian anomalies in evaporation are reflected in a large 

increase in soil moisture and no change in runoff, indicating Australia could 

potentially become more fertile for agriculture under black carbon 

geoengineering.  In fact, many regions of the world show a large increase in soil 

moisture, with notable exceptions being the Sahara desert and the Middle East 

showing no soil moisture anomalies, and parts of Northern Canada, Eastern 

Europe, India, and Southeast Asia showing decreases in soil moisture.  India and 

Southeast Asia also show an increase in runoff, indicating these areas will likely 
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become less suitable for agriculture under black carbon geoengineering.  The 

anomalies in soil moisture and runoff are much less pronounced for the other 

ensembles, although the patterns are similar.  Therefore, in the context of 

vegetation, the perturbations to the hydrologic cycle would likely be a slight 

improvement in agricultural conditions on a global scale, although particular 

regions may be strongly affected.

 ModelE has a less sophisticated land surface module than many 

stand‑alone models dedicated to diagnosing land surface and crop variables, so 

we are hesitant to assert robust conclusions regarding the effects of 

geoengineering on agriculture.  However, the model does include some variables 

in its standard output which are useful for assessing these changes on an 

aggregate basis.  Figure 5.53 shows gross primary productivity for each of the 

ensembles, again globally averaged.  Most of the ensembles show no statistically 

significant anomalies in productivity, some exceptions being decreases in the 

summers of some years for HA and HADS by nearly 0.3 g[C] m‑2 day‑1, or up to a 

6% change.  However, SmR shows a large decrease in productivity of between 0.2 

and 0.9 g[C] m‑2 day‑1, depending upon the time of year, which is a 6‑14% 

decrease.  In this sense, geoengineering with small particles could actually 

exacerbate the underlying cause of anthropogenic warming by reducing the 

planetary carbon uptake.  Putting these values into context, Field et al. [1998] 

estimated the total annual primary production for Earth, in areal terms, is 

approximately 566 g[C] m‑2 a‑1, or 1.55 g[C] m‑2 day‑1.  Therefore, black carbon 

geoengineering under the specifications of SmR would be a reduction in 

170



FIGURE 5.53.  Globally averaged gross primary productivity anomalies for each 

of the geoengineering ensembles.  Ensemble descriptions are given in Table 3.1.  

Grey shading denotes ±1.96σ of the variability of the average seasonal cycle of 

the control ensemble, averaged over the entire 10 year simulation.

171



planetary primary productivity by 35.5% on average.  For HA, assuming an 

average decrease of 0.1 g[C] m‑2 day‑1, the decrease in primary productivity 

would be 6.4%.  Effects on gross primary productivity for the other ensembles are  

slightly positive, although rarely outside of the realm of natural variability.

5.6  CRYOSPHERE

 Figure 5.54 shows North polar projections of snow and ice fraction 

anomalies for the geoengineering ensembles.  South polar projections are not 

included, as the results of Section 4.5 showed these have no interesting 

anomalies.  The bottom panels are the results shown in Section 4.5.  The LgR 

panels show much fewer anomalies, although the small localized feature over 

Southern Europe is statistically significant at the 95% confidence level.  The 

climate changes due to this ensemble were shown to be so minor in the previous 

sections that we would not expect this experiment to show large anomalies in 

snow and ice fraction.  SmR shows very large anomalies in snow and ice fraction, 

sometimes exceeding 20% near the Arctic Ocean.  Most of these values are 

statistically significant.

 Figure 5.55 shows Northern Hemisphere averages and September 

averages of snow and ice coverage.  Of all the ensembles, the only one that is 

statistically significant is SmR in late spring/early summer in the last few years 

of the simulation.  The natural variability of this field is so large that statistical 

significance is very difficult to achieve.  For the September averages, although 

the anomalies for SmR and HADS reach up to 1.5% by the tenth year, these 
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FIGURE 5.54.  Snow and ice fraction anomalies for black carbon geoengineering, 

averaged over the last three years of simulation.  Grey hatching denotes values 

that are statistically significant at the 95% confidence level as calculated by an 

unpaired two sample Student’s t test.
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FIGURE 5.55.  Northern Hemisphere average snow and ice fraction anomalies for 

all geoengineering ensembles.  Ensemble descriptions are given in Table 3.1.  

Grey shading denotes ±1.96σ of the average variability of the ten year average 

seasonal cycle of the control ensemble.

174



anomalies are not statistically significant.  We suspect that if the simulations were 

run longer, the snow and ice increase due to some of these ensembles would 

become more prominent, and the averaging would be sufficient to lower the 

variability of the control ensemble, making more of the increases in snow and ice 

coverage statistically significant.  This field is also strongly affected by our 

simulation choice of using fixed sea surface temperatures and sea ice coverage, 

so the conclusions we can draw regarding impacts on the cryosphere from black 

carbon geoengineering are limited.

5.7  DIRTY SNOW EFFECT

 One of the parameters our experiment is designed to evaluate is the 

model’s treatment of the modification of the ground albedo by black carbon 

deposition, which is often called the “dirty snow effect.”  Our previous analysis 

of global averages suggests that in the manner in which we have conducted our 

experiments, the contribution of this effect is modest, if it contributes to climate 

effects at all, but we analyze these impacts in more detail.

 As a first order analysis, Figure 5.56 shows how much ground albedo is 

modified by black carbon geoengineering.  We have chosen polar projections, as 

these are the regions where snow is prominent, excluding high altitude regions.  

However, these high altitude regions are well below the grid box scale of 2° 

latitude by 2.5° longitude, so we would not expect the model to resolve these 

with enough confidence to make robust conclusions.  Part of Europe shows an 

annual average increase in albedo of up to 5% in the lower altitude case (DefDS 
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FIGURE 5.56.  Polar stereographic projections of ground albedo anomalies from 

geoengineering, averaged over the last three years of simulation.  Anomalies 

shown are the result of isolating the dirty snow effect in the model.  Ensemble 

descriptions are given in Table 3.1.  Grey hatching denotes values that are 

statistically significant at the 95% confidence level as calculated by an unpaired 

two sample Student’s t test.
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minus Def), which is statistically significant at the 95% confidence level.  The 

higher altitude case (HADS minus HA) shows a smaller anomaly of up to 2%, 

which is still significant.  Northern and Eastern Siberia show an increase in some 

places of up to 2% in the low altitude case and up to 5% in the high altitude case, 

which are also statistically significant.  All other Northern Hemisphere anomalies 

are statistically insignificant, and the Southern Hemisphere shows very few point 

value anomalies at all.  In the global average (not pictured), anomalies vary 

between ‑0.2 and 0.4% in both the low and high altitude cases.  For comparison, 

the standard deviation of the control ensemble (Con) varies between 0.4 and 

3.0%, so none of the albedo anomalies due to the dirty snow effect is statistically 

significant.  Moreover, most of the albedo increases are positive, which suggests 

the dominant effect in this figure is more snow and ice coverage, which would 

cause an increase in albedo, rather than deposition of black carbon aerosols, 

which would decrease albedo.  The effects on snow and ice are shown in Figure 

5.63 and are discussed below.  They are generally inconclusive regarding 

differences between the ensembles with the dirty snow effect and without, and 

there is no physical reason that DefDS and HADS should have higher ground 

albedos than Def and HA, so these statistically significant anomalies are most 

likely due to weather noise.

 Figure 5.57 shows spatial maps of surface air temperature anomalies due 

to the dirty snow effect.  Very few anomalies are over 1°C, and there are only 

small regions of statistical significance, particularly over Eastern Europe, Western 

Canada, and a small part of Antarctica.  Moreover, all of these anomalies are 
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FIGURE 5.57.  Surface air temperature anomalies from geoengineering, averaged 

over the last three years of simulation.  Anomalies shown are the result of 

isolating the dirty snow effect in the model.  Ensemble descriptions are given in 

Table 3.1.  Grey hatching denotes values that are statistically significant at the 

95% confidence level as calculated by an unpaired two sample Student’s t test.
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negative, whereas any reduction in ground albedo, which would be expected 

from black carbon deposition, should cause positive temperature anomalies.  

From this figure, we conclude that, according to the model results, any influence 

of the dirty snow effect on temperature would be minor and highly localized.  

Moreover, many areas of anomaly, such as Central America and Australia, do not 

receive much snowfall and likely would not under geoengineering, even with the 

large cooling values showed in Figure 5.2, so these anomalies must be due to 

noise.  All of the modifications that would be reflected in the dirty snow effect 

would take place primarily in high latitudes, so we would not expect this 

parameter to alter monsoon precipitation.  Indeed, Figure 5.58 shows very few 

anomalies at all, none being statistically significant.

 In the plots of radiation (Figure 5.59‑5.60) and instantaneous radiative 

forcing (Figures 5.61‑5.62), the anomalies are very small compared to anomalies 

from the other ensembles shown in Section 5.2.  Indeed, the line graphs in that 

section often show that ensembles Def and DefDS are indistinguishable in the 

global average from a radiation standpoint, as are HA and HADS.  The radiation 

figures here show small areas of anomaly, but nothing resembling patterns that 

parallel snow and ice coverage, which we would expect to see if there were any 

modification due to the dirty snow effect.  In the radiative forcing plots, there are 

positive anomalies in the Arctic for the HADS minus HA anomaly, which 

indicate an increase in downward shortwave radiative forcing due to black 

carbon geoengineering, both at the tropopause and surface.  Although the 

anomalies are less than 2 W m‑2, compared to the globally averaged shortwave 
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FIGURE 5.58.  Summer monsoon (June, July, August, and September average) 

precipitation anomalies from geoengineering, averaged over the last three years 

of simulation.  Anomalies shown are the result of isolating the dirty snow effect 

in the model.  Ensemble descriptions are given in Table 3.1.  Grey hatching 

denotes values that are statistically significant at the 95% confidence level as 

calculated by an unpaired two sample Student’s t test.
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FIGURE 5.59.  Tropopause radiation anomalies from geoengineering, averaged 

over the last three years of simulation.  Anomalies shown are the result of 

isolating the dirty snow effect in the model.  Ensemble descriptions are given in 

Table 3.1.
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FIGURE 5.60.  Surface radiation anomalies from geoengineering, averaged over 

the last three years of simulation.  Anomalies shown are the result of isolating the 

dirty snow effect in the model.  Ensemble descriptions are given in Table 3.1.
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FIGURE 5.61.  Tropopause radiative forcing anomalies from geoengineering, 

averaged over the last three years of simulation.  Anomalies shown are the result 

of isolating the dirty snow effect in the model.  Ensemble descriptions are given 

in Table 3.1.
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FIGURE 5.62.  Surface radiative forcing anomalies from geoengineering, 

averaged over the last three years of simulation.  Anomalies shown are the result 

of isolating the dirty snow effect in the model.  Ensemble descriptions are given 

in Table 3.1.
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tropopause radiative forcing anomaly of 18 W m‑2 (Figure 5.12), this pattern still 

suggests a small effect due to the dirty snow parameter in the model, regardless 

of whether this causes broader climate impacts.  Qualitatively, the fields in the 

left columns of Figures 5.61-5.62 look suspicious, and the fields in the right 

columns look more like what would be expected from an analysis of the dirty 

snow effect.  However, in comparison with the base fields (each ensemble 

separately, without anomalies), the anomalies shown in these figures are at least 

one order of magnitude smaller than the values in the actual radiative forcing 

fields for both columns.  The apparent shift in contours between Def and DefDS 

is simply due to noise and having an insufficient number of ensemble members 

for averaging.  We also note that as we saw in Sections 4.1 and 5.2, a large 

instantaneous radiative forcing for stratospheric injections of black carbon 

aerosols results in modest impacts on climate, so even large anomalies in this 

field are not particularly indicative of any significant impacts.  Therefore, we 

conclude that all anomalies shown in the radiation and radiative forcing figures 

are due to noise and cannot be explained by any physical processes specifically 

related to the dirty snow effect.

 Figure 5.63 shows a North polar projection of sea level pressure anomaly 

to determine whether the dirty snow effect influences circulation patterns by 

forcing a positive mode of the Arctic Oscillation, as was seen in Section 5.4.  The 

bottom panel (HADS minus HA) shows a pattern that looks like a positive mode 

of the Arctic Oscillation, but very few of these anomalies are statistically 

significant, so we cannot make any robust conclusions.
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FIGURE 5.63.  North polar stereographic projections of sea level pressure 

anomalies from geoengineering, averaged over the last three years of simulation.  

Anomalies shown are the result of isolating the dirty snow effect in the model.  

Ensemble descriptions are given in Table 3.1.  Grey hatching denotes values that 

are statistically significant at the 95% confidence level as calculated by an 

unpaired two sample Student’s t test.
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 Figure 5.64 shows anomalies in snow and ice coverage due to the dirty 

snow effect.  Should the dirty snow effect have a significant climate impact, we 

would expect to see more heating at the ground due to modification of the 

ground albedo by the deposited absorbing aerosols, which would result in 

negative anomalies in snow and ice coverage.  However, the anomalies in this 

figure in the Northern Hemisphere are nearly all positive.  A physical mechanism 

that could explain these anomalies is additional cooling which would cause 

increased accumulation of snow and ice.  However, this mechanism is 

inapplicable to the dirty snow effect, which should decrease snow and ice 

coverage, so as in the discussion for Figure 5.56, these anomalies are likely due to 

noise.  The South polar projections show no anomalies.

 Although the dirty snow effect appears to have little to no effect in the 

model under the simulation specifications we have chosen, the effects would 

likely be more prominent if sea surface temperatures and sea ice coverage were 

allowed to vary.  Black carbon that deposits onto sea ice would cause local 

heating, melting the ice and amplifying the dirty snow effect seen in our results, 

as well as creating a positive feedback that reduces planetary albedo.  These 

processes cannot occur under conditions of fixed sea ice coverage, so the dirty 

snow effect is likely suppressed under our experiments.

187



FIGURE 5.64.  Polar stereographic projections of snow and ice fraction anomalies 

from geoengineering, averaged over the last three years of simulation.  

Anomalies shown are the result of isolating the dirty snow effect in the model.  

Ensemble descriptions are given in Table 3.1.  Grey hatching denotes values that 

are statistically significant at the 95% confidence level as calculated by an 

unpaired two sample Student’s t test.
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CHAPTER 6:  PRACTICALITY

 In Chapter 4, we established some of the climate effects of stratospheric 

geoengineering with black carbon aerosols, but we have not yet discussed some 

of the residual effects and the practicality of doing so.  Robock et al. [2009] 

addressed some of these issues with regard to sulfur geoengineering, largely 

concentrating on the logistics and cost of various delivery mechanisms.  We 

similarly include such a discussion in this chapter.  However, geoengineering 

with black carbon introduces several unique concerns, largely stemming from the 

method of production of the aerosols, which we discuss in the following sections.

 The first ready question is how one can produce 1 Tg of black carbon per 

year in the stratosphere.  Black carbon is formed from the incomplete combustion 

of hydrocarbons, with most anthropogenic sources being the combustion of fossil 

fuels.  A significant portion of soot created worldwide is due to diesel engines, 

both in commercial trucking and the industrial sector [Ramanathan and 

Carmichael, 2008].  This large share of responsibility for soot production can 

potentially be explained by sheer numbers, as diesel engines are in employ 

throughout the world.  Indeed, in 2002, there were approximately 686,000 diesel 

engines operating in the state of Massachusetts alone [Lyon et al., 2007].  Even if 

this were not the case, soot production is a particularly sensitive marker of diesel 

exhaust [Fruin et al., 2004].  Additionally, diesel combustion has the significant 

advantage of a vast infrastructure currently in place, including transportation 
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and regulation, which would lend this technology particularly well to 

geoengineering purposes.

 However, the primary purpose of combustion of diesel fuel is not to 

produce black carbon, although it is an abundant product.  Elemental carbon has 

industrial uses, and a manufacturing infrastructure exists to produce it.  Carbon 

black is a compound resulting from furnace combustion of heavy fuel oil in low 

oxygen [Crump, 2000].  Carbon black is generally an agglomeration containing at 

least 97% elemental carbon particles, whereas black carbon aerosols often contain 

much less, depending upon the source of the emission [Watson and Valberg, 2001].  

Carbon black is somewhat different from black carbon aerosols, but for the 

purposes of calculating logistics, we assume the two are interchangeable on a 

mass basis.  We evaluate the applicability of this assumption in Section 6.5.

 Many of the values we use in this chapter involve non‑SI units, as the 

standard units of measurement in the oil and transportation industry in the 

United States do not follow the SI convention.  Where appropriate, we have also 

included a conversion to SI units.

6.1  LOGISTICS AND COSTS OF USING DIESEL FUEL

 Kirchstetter et al. [1999] and Miguel et al. [1998] calculate the black carbon 

emissions for heavy duty diesel vehicles are 1.3±0.3  and 1.4±0.16  g black carbon 

emitted per kg of fuel used, respectively.  Taking the range of 1.0‑1.6 g BC per kg 

diesel fuel, producing 1 Tg = 1012 g of black carbon would require 6.25×1011 ‑ 1012 

kg of diesel fuel.  Diesel fuel is a mixture of hydrocarbons, and the precise 
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mixture depends on the refining process, so the density generally varies between 

6.8‑7.2 lbs gal‑1, or 3.08‑3.27 kg gal‑1 (0.81‑0.86 kg L‑1) [T. W. Brown Oil Co., 1999].  

As an average value, we take the density to be 3.18 kg gal‑1 (0.84 kg L‑1).  

Converting, we have a total requirement of 1.96‑3.14×1011 gallons 

(7.41‑11.88×1011 L) of diesel fuel.

 Ban‑Weiss et al. [2009] performed similar measurements to those described 

above and found an average emission of 1.7 g BC emitted per kg of diesel fuel 

burned, which is similar to the range previously reported.  However, they found 

these results were skewed, in that the highest emitting 10% of all heavy duty 

diesel trucks were responsible for 42% of all black carbon emissions.  The 

maximum value of this particular emission factor in their study was 

approximately 10 g BC per kg diesel fuel.  Although undesirable near the surface, 

this particular engine is well suited to geoengineering.  We assume diesel engines 

that produce such large amounts of black carbon are either available or can be 

readily manufactured.  Recalculating with this new emissions factor, producing 

1012 g of black carbon would require combustion of 3.14×1010 gallons 

(1.19×1011 L) of diesel fuel.

 Lyon et al. [2007] report the highest emitter of PM2.5 is locomotive engines, 

which emit approximately 1‑2 orders of magnitude more particulate matter per 

engine than more common engines, such as industrial or road engines.  However, 

due to the relative rarity of these engines, as well as their prohibitive size for the 

means we discuss later, we exclude them from consideration in this study.
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 Putting these values into context, in 2003, worldwide consumption of oil 

was approximately 79 million barrels (1.26×1010 L) per day, where each barrel is 

42 gallons (159 L) [EIA, 2010a].  For each barrel of oil, the petroleum refining 

process produces 10.04 gallons (38 L) of middle distillates, which consists of 

diesel fuel and heating oil [EIA, 2009].  Since the diesel fuel that would be 

produced for geoengineering is in addition to current consumption of petroleum 

products, we assume any additional refining of middle distillates can be tailored 

to produce only diesel fuel, i.e., for the purposes of calculation, all 10.04 gallons 

(38 L) of middle distillates are assumed to be diesel fuel.  Multiplying, current 

worldwide diesel fuel production is

79× 106 barrels oil
1 day

· 365 days
1 year

· 10.04 gallons diesel
1 barrel oil

or 2.90×1011 gallons (1.10×1012 L) of diesel.  Thus, the additional amount of diesel 

required for geoengineering would be approximately 10.8% of current 

production.  Refineries in the United States are operating at approximately 90% 

capacity [EIA, 2010b].  Extrapolating this value worldwide, geoengineering by 

combustion of diesel would likely require additional expansion of the current 

refining capacity.  However, we do not have estimates of cost for this expansion.

 Refining 3.14×1010 gallons (1.19×1011 L) of diesel fuel per year would 

require consumption of an additional 8.6 million barrels (1.37×109 L) of oil per 

day.  In 2009, worldwide oil production was 72.26 million barrels of oil per day 

[EIA, 2010c].  Thus geoengineering would necessitate an increase in production 

by 11.9%.
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 We assume the cost of obtaining the oil, refining it into diesel, and 

transporting it to its desired destination, which would be the geoengineering 

deployment site, is included in the at‑the‑pump fuel cost.  If the price of diesel 

fuel is $3.00 per gallon, the cost of the diesel fuel itself is $94.3 billion.  For each 

$0.01 increase in the market price of diesel fuel, the annual cost of 

geoengineering increases by $314 million.

 The next question we address is how to combust this large amount of 

diesel fuel.  Due to the vast prevalence of diesel engines, both new and used, as 

well as a large amount of experience with manufacturing and testing them, we 

assume availability of diesel engines is not a limiting factor in our calculations, 

i.e., the amount of diesel engines that can be manufactured with the proper 

emission factor is assumed to be unlimited.  Instead, a limiting factor is the 

amount of time a diesel engine requires to combust this amount of fuel.  An ideal 

type of diesel engine for geoengineering is an industrial engine.  Many models 

are designed to run continuously at 100% capacity and need to be maintained 

relatively infrequently, generally requiring major maintenance after 12,000‑30,000 

hours of operation [USP&E, 2010].

 Contrary to advances in technology, our purposes require the least fuel 

efficient engines available, in that we desire the diesel fuel to be exhausted as 

quickly as possible so as to produce black carbon aerosols quickly.  We recognize 

that poor fuel economy and large emissions of black carbon possibly may not 

coincide in diesel engines, but we assume an engine with the desired 

characteristics can be engineered and manufactured with little effort.
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 As one of our models for calculation, we use specifications of the 

Caterpillar 3516B industrial engine [Caterpillar, 2010a].  It has an average size of 

3221x2091x2053 mm, has a dry weight of 7795‑8028 kg, and at maximum capacity 

consumes fuel on average at 100.4 gallons (380.01 L) per hour.  However, the 

marine propulsion systems model of the same engine has a maximum fuel 

consumption of 143.4 gallons (542.77 L) per hour [Caterpillar, 2010b].  We assume 

that by various engineering means, the throughput of the engine can be modified 

to reach this maximum value of 143.4 gallons (542.77 L) per hour.  Average costs 

for this particular engine are not available, but several auctions reported the sold 

price at $395,000 (used), which we adopt as our price estimate.

 As a second model, we considered the Caterpillar 3406C industrial engine 

[Caterpillar, 2010a].  It is considerably smaller, with an average size of 

1500x879x1295 mm, a dry weight of approximately 1481 kg, and at maximum 

capacity consumes 20.5 gallons (77.59 L) per hour.  It is considerably cheaper, 

with searches revealing a price of approximately $18,000.

 For the 3516B engine, combusting 3.14×1010 gallons (1.19×1011 L) of fuel at 

a rate of 143.4 gallons (542.77 L) per hour would require 2.19×108 hours.  If we 

assume the engine will be in operation for 8 hours per day, 365 days per year, for 

a total of 2920 hours per year, this would require approximately 75,100 engines.  

If we assume the engine will be in operation continuously throughout the year, 

for a total of 8760 hours per year, this would require approximately 25,034 

engines.  At a unit cost of $395,000 each, the total cost for the engines would be 

$29.7 billion and $9.9 billion, respectively.
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 For the 3406C engine, combusting this same amount of fuel would require 

1.53×109 hours.  Assuming the same hours of operation as previously, this would 

require approximately 525,335 and 175,112 engines, respectively.  At a unit cost of 

$18,000, the total cost for these engines would be $9.5 billion and $3.2 billion, 

respectively.

 As with any machine, these engines will require periodic maintenance, 

which will incur both cost and downtime.  According to the Caterpillar 

maintenance manual for the 3516B engine [Caterpillar, 2010c], light maintenance 

is required every 250 hours of operation, and a major overhaul is required every 

18,000 hours.  The 3406C engine requires light maintenance every 250 hours of 

operation or 2500 gallons (9462.5 L) of fuel consumed and an overhaul every 

6000 hours of operation or 60,000 gallons (227,100 L) of fuel consumed 

[Caterpillar, 2010c].  We assume that for light maintenance, the engine will be 

unavailable for one 8 hour shift.  For a major overhaul, we assume the engine 

will be unavailable for three consecutive shifts, or 24 hours total operation time.

 Based on these scheduled downtimes, the 3516B engines will require light 

maintenance every 31 8‑hour shifts, and the 3406C engines will require 

maintenance every 15 8‑hour shifts.  They will require major overhauls every 

2322 and 389 shifts, respectively, which includes all shifts lost to light 

maintenance.  Therefore, in an average year of one shift per day, the 3516B engine 

will lose 12 shifts to maintenance, and the 3406C will lose 26 shifts.  In a year of 

three shifts per day, they will lose 36 and 79 shifts, respectively.  Table 6.1 

summarizes the calculations involved.
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 We were unable to find robust maintenance estimates for the engines we 

consider.  However, we were able to find broad estimates for the Caterpillar 

G3520 industrial gas engine, widely in use by large utility companies.  The 

estimates we found are a cost of approximately $0.007‑0.008 per kilowatt‑hour.3  

Since gas engines generally have more frequent and more expensive 

maintenance requirements [USP&E, 2010], we use $0.008 per kilowatt‑hour as an 

upper limit for our calculations.  We assume the cost of a mechanical crew to 

perform this maintenance is included in this cost estimate.

 The 3516B engine runs at a maximum of 1492 kW of power generation, 

and the 3406C runs at a maximum of 313 kW [Caterpillar, 2010a].  In a year with 

2920 hours of operation, based on a maintenance cost of $0.008 per kilowatt‑hour, 

this amounts to annual costs of $34,853 and $7312, per engine, respectively.  In a 

year with 8760 hours of operation, these increase to $104,559 and $21,935, per 

engine, respectively.  Caterpillar [2010d] estimates a complete overhaul to be 

40‑70% of the cost of a new engine.  At 8760 hours per year, the 3516B would 

require an overhaul approximately every 2 years, and the 3406C approximately 

every year, so these estimates of maintenance cost appear to be quite reasonable.

 MacKay and Co. [2003] list average diesel engine lifespans to be in the 

range of 10‑22 years [Lyon et al., 2007].  We do not include the cost or logistics of 
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TABLE 6.1.  Calculations of maintenance requirements for the Caterpillar 3516B 

and 3406C engines.  Estimates of maintenance frequency are taken from 

Caterpillar [2010c].  Details of the calculations are given in Section 6.1.  One 

8‑hour shift per day is equivalent to 2920 hours per year, and three shifts per day 

is equivalent to 8760 hours per year.

2920 hours per year2920 hours per year 8760 hours per year8760 hours per year

3516B 3406C 3516B 3406C

Lost shifts per year

Percentage down 
time

Engines required, 
assuming no 

downtime

Additional engines 
required to 

compensate for 
downtime

Additional capital 
cost

Total engines 
needed

Annual 
maintenance cost 

per engine

Total annual 
maintenance cost

12 26 36 79

3.2% 7.1% 3.2% 7.1%

75,100 525,335 25,034 175,112

2553 40,291 851 13,616

$1 billion $725 million $336 million $245 million

74,053 565,626 25,885 188,728

$34,853 $7312 $104,559 $21,935

$2.6 billion $4.1 billion $2.7 billion $4.1 billion
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periodic replacement of the engines in this study, as we do not wish to make 

assumptions about how long geoengineering must be done.

 Since we want the black carbon aerosols to be in the stratosphere, the most 

sensible idea would be to produce them directly in the stratosphere.  A natural 

solution is to place these engines and diesel fuel in the cargo hold of airplanes 

and fly them to the stratosphere, as was done for the calculations of Robock et al. 

[2009].  Robock et al. assumed flights of 2 hours in length, 3 times per day, for 250 

days per year.  However, since the diesel engines we consider are designed to run 

continuously, we consider a longer flight of 8 hours, which motivates our choice 

above for the period of operation.

 Robock et al. [2009] evaluated several choices of aircraft that would be 

suitable for geoengineering.  Two of their choices for calculations are repeated in 

Table 6.2 and are the basis for our calculations here.  They analyzed the F‑15C 

Eagle, a fighter plane, and two refueling tankers:  the KC‑135 Stratotanker and 

the KC‑10 Extender [USAF, 2010a, 2010b].  The F‑15C can fly the highest of the 

three, easily reaching the stratosphere throughout the world, but its payload is 

by far the smallest and is prohibitively small for geoengineering using diesel fuel 

combustion with the engines we have described, so we do not include it in our 

calculations.  The KC‑10 has the largest payload but the lowest maximum 

altitude and is thus only capable of reaching the stratosphere at high latitudes.  It 

is also the more expensive of the two airplanes.  The KC‑135 has a higher ceiling 

but a smaller payload.
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TABLE 6.2.  Two choices of airplanes that can be used for stratospheric 

geoengineering, after Robock et al. [2009].  All values for the KC‑135 Stratotanker 

are from USAF [2010b], and the KC‑10 Extender from USAF [2010a].  Prices were 

converted to 2010 dollars by Williamson [2010].

Airplane Payload (kg) Ceiling (km) Unit Purchase Price 
(2010 dollars)

KC‑135 
Stratotanker

37,648 15.2 $52.1 million

KC‑10 Extender 76,560 12.7 $116.0 million
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 Each airplane is capable of carrying more than one engine, so we 

decompose our calculations into units, which consists of an engine and 8 hours 

of diesel fuel.  The 3516B engine weighs up to 8028 kg and can consume 1146.4 

gallons (4339.12 L) of fuel in 8 hours, for a total unit weight of 11,977.0 kg.  The 

3406C engine weighs 1481 kg and can consume 164 gallons (620.74 L) of fuel in 8 

hours, for a total unit weight of 2045.9 kg.  Table 6.3 summarizes the carrying 

capacity of each airplane, as well as the number of required airplanes of a given 

type.  Costs are roughly the same order of magnitude for all four combinations of 

engine and airplane type.

 Curtin [2003] gives an estimate of $3.7 million in annual cost, based on 300 

flying hours per year, for personnel, fuel, maintenance, modifications, and spare 

parts for the KC‑135 airplane.  As Robock et al. [2009] state, the KC‑10 is a newer 

airplane and would likely be cheaper, so we use this value as an upper limit for 

our estimations.  Scaling these maintenance costs, for each 8‑hour shift a plane 

flies each day, annual maintenance and personnel costs will be approximately 

$36 million per plane.  These values are also reported in Table 6.3.

 Table 6.4 shows the separated fixed and annual costs for the four 

combinations (two types of engine and two types of airplane).  Table 6.5 shows 

the total cost, including all initial fixed costs and annual costs previously 

discussed, after 5 years of geoengineering.  We do not include line graphs of the 

different geoengineering combinations, as the lines do not overlap after the first 

year, so a 5 year cumulative cost figure is sufficient for determining the most 

inexpensive option.  Comparisons between the two engines (Caterpillar 3516B 
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TABLE 6.3.  Calculation of the number of airplanes needed to hold each diesel 

engine unit (engine plus 8 hours of fuel).  Engine unit weight is 11977 kg for the 

3516B engine and 2045.9 kg for the 3406C engine, as calculated in Section 6.1.  

Annual operational costs are assumed to be $36 million per airplane per 8‑hour 

shift after scaling values in Curtin [2003].

Caterpillar 3516B EngineCaterpillar 3516B Engine Caterpillar 3406C EngineCaterpillar 3406C Engine

KC‑135 
Tanker

KC‑10 
Extender

KC‑135 
Tanker

KC‑10 
Extender

Number of Engine 
Units per Plane

Number of planes 
needed

(2920 hours per 
year)

Total purchase price 
for airplanes

(2920 hours per 
year)

Number of planes 
needed

(8760 hours per 
year)

Total purchase price 
for airplanes

(8760 hours per 
year)

Total annual cost of 
operation

(per 8‑hour shift)

3 6 18 37

24,684 12,342 31,424 15,287

$1.3 trillion $1.4 trillion $1.6 trillion $1.8 trillion

8628 4314 10,485 5101

$450 billion $500 billion $546 billion $592 billion

$889 billion $444 billion $1.1 trillion $550 billion
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TABLE 6.4.  Fixed (one‑time) and annual costs for geoengineering by combustion 

of diesel fuel for each combination of engine and airplane under consideration.  

Included in the annual costs are an estimate of fuel consumption with an 

at‑the‑pump price of $3.00 per gallon, for a total of $94.3 billion.

Engine/AirplaneEngine/Airplane
2920 hours per year2920 hours per year 8760 hours per year8760 hours per year

Fixed Annual Fixed Annual

3516B, KC‑135

3516B, KC‑10

3406C, KC‑135

3406C, KC‑10

$1.3 trillion $986 billion $460 billion $2.8 trillion

$1.4 trillion $541 billion $510 billion $1.4 trillion

$1.6 trillion $1.2 trillion $549 billion $3.4 trillion

$1.8 trillion $648 billion $595 billion $1.7 trillion
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TABLE 6.5.  Fixed costs plus cumulative annual costs for 5 years of 

geoengineering using diesel fuel combustion.

Engine/Airplane 2920 hours per year 8760 hours per year

3516B, KC‑135

3516B, KC‑10

3406C, KC‑135

3406C, KC‑10

$6.2 trillion $14.5 trillion

$4.1 trillion $7.5 trillion

$7.6 trillion $17.5 trillion

$5.0 trillion $9.1 trillion
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and 3406C) show that although the 3516B engine is much more expensive, fewer 

are needed, which makes using this engine the cheaper option by approximately 

$1 trillion after 5 years, in all cases.  Although the equipment costs are reduced if 

geoengineering 3 shifts per day, the maintenance costs are much higher and 

rapidly overtake the fixed costs, meaning geoengineering with one shift per day 

and more physical equipment is the cheaper option.  Using the KC‑10 Extender is 

cheaper than using the KC‑135, with the increased payload capacity being the 

determining cost factor.  Thus, the cheapest option is using the Caterpillar 3516B 

engine in the KC‑10 Extender for one 8‑hour shift per day.  This has a fixed cost 

of $1.4 trillion and an annual cost of $541 billion.

 For comparison, the world gross domestic product (purchasing power 

parity) in 2009 was $69.98 trillion [CIA, 2010].  Using the cheapest option as 

described previously, the initial investment would be approximately 2.0% of 

worldwide GDP, with an additional 0.8% each year.  The range of options we 

have calculated are an initial investment of 0.7‑2.6% of GDP, with an additional 

0.8‑4.9% per year.  According to the Stern Review [Stern et al., 2006], the cost of 

climate change for 2‑3°C of warming could be a permanent loss of 0‑3% of GDP, 

and a warming of 5‑6°C would result in a loss of 5‑10% of global GDP, with poor 

countries suffering possibly even greater losses than 10%.  In that context, 

geoengineering with black carbon aerosols is slightly cheaper than the damage 

that would be caused by climate change and is vastly more expensive than 

geoengineering with sulfate aerosols [Robock et al., 2009].  However, as we saw in 
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Chapter 4, this method of geoengineering will have undesirable side effects for 

which we have not calculated the potential costs.  In contrast, IPCC [2007] 

calculates that mitigation to reach a stabilization of 535‑590 ppm CO2‑eq would 

result in a GDP reduction by 0.2‑2.5%, with a median reduction of 0.6% and an 

annual reduction of GDP growth rate by less than 0.1%.  Compared to the cost of 

black carbon geoengineering, mitigation is cheaper, possibly by as much as one 

order of magnitude.

6.2  DIESEL COMBUSTION EMISSIONS FACTORS

 Although our primary desired product of combustion of diesel fuel is 

black carbon aerosols, there will be many other products released.  Table 6.6 

summarizes the various emission factors for the most abundant products of 

combustion of diesel fuel in industrial engines, some of which we now examine 

in more detail.

6.2.1  CARBON DIOXIDE

 Anthropogenic carbon dioxide is the chief contributor to climate change 

[Solomon et al., 2007].  Since it is an abundant product of combustion, we analyze 

the amount that would be produced by geoengineering methods using diesel 

fuel.   The Environmental Protection Agency has calculated the amount of CO2 

emitted by combusting one gallon of diesel fuel [EPA, 2005].  Assuming a diesel 

carbon content of 2778 g per gallon of fuel and that 99% of the fuel is eventually 

oxidized, they calculate an emission of 10.084 kg CO2 per gallon of diesel fuel 
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TABLE 6.6.  The prominent products of diesel fuel combustion and their emission 

factors.  Values for CO2 are obtained from EPA [2005] and are based on the 

assumptions as given in Section 6.2.1.  Values in the second column are repeated 

from EPA [1996].  Values in the third column are obtained from the second 

column via the following formula:

n
lb emission

MMBtu
· 1 MMBtu

106 Btu
· m

Btu
lb fuel

· p
lb

gal fuel
· 0.45359237 kg emission

lb

= nmp · 0.45359237× 10−6 · kg emission
gal fuel

where m=19300 Btu per lb for diesel fuel, n is the particular emissions factor 

given in lb fuel input per MMBtu, and p is the density of diesel fuel, which we 

take as an average value to be 3.18 kg gal‑1 (0.84 kg L‑1) [T. W. Brown Oil Co., 

1999], or 7.01 lb gal‑1.

Compound Emissions Factor
(lb per MMBtu fuel input)

Emissions Factor
(kg per gallon/Liter fuel)

CO2 164 10.084/2.664

NOx 4.41 0.271/0.072

CO 0.95 0.058/0.015

Organic Compounds 
(exhaust) 0.35 0.021/0.006

PM‑10 0.31 0.019/0.005

SOx 0.29 0.018/0.005

Aldehydes 0.07 0.004/0.001

Organic Compounds
(crankcase) 0.01 0.001/<0.001
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burned.  Therefore, combusting 3.14×1010 gallons (1.19×1011 L) of diesel fuel 

would release approximately 3.2×1011 kg of additional CO2 per year.  The total 

worldwide emissions of CO2 are approximately 29.3×1012 kg of CO2 per year 

[IEA, 2010], so this would constitute an additional 1.1% of annual emissions.

 We also consider the additional CO2 that would be produced from the 

airplanes used to inject the black carbon into the stratosphere.  Jet fuel produces a 

similar amount of CO2 to diesel fuel, with an emissions factor of 9.507 kg CO2 per 

gallon of fuel [EIA, 2005].

 Assuming the payloads for each of the three aircraft considered, as 

reported in Table 6.2, we can calculate how much of its own fuel each airplane 

can hold, based on the airplanes’ dry weights and maximum take‑off weights.  

These values are reported in Table 6.7.  We also assume that during each 8‑hour 

shift, the airplanes exhaust this entire capacity.  Multiplying by the emissions 

factor given above, and given an average jet fuel density of 3.03 kg gal‑1 (0.80 kg 

L‑1) [Sprague, 2006], the KC‑135 Stratotanker will produce 172,515 kg CO2 per 

shift per airplane, and the KC‑10 will produce 251,167 kg.

 Table 6.8 summarizes the additional CO2 that would be emitted for each of 

the four cases (airplane type and engine type).  The largest value in Table 6.8 is 

4.26×109 kg, which is two orders of magnitude lower than the additional CO2 

that would be emitted from combustion of the diesel fuel, so we conclude this 

source of CO2 is negligible.  Moreover, in 2008, the commercial aviation industry 

produced 6.77×1011 kg of CO2, or approximately 2.3% of worldwide emissions 
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TABLE 6.7.  Payload capacity, dry weight, calculated jet fuel weight, and 

maximum take‑off weights for each type of airplane.  All values are in kg.  

Payload and maximum take‑off weights are from USAF [2010a, 2010b].  Dry 

weights are from Global Aircraft [2010a, 2010b].  Jet fuel weight is calculated from 

the difference.

KC‑135 Tanker KC‑10 Extender

Payload

Dry Weight

Jet Fuel

Maximum 
Take‑off Weight

37,648 76,560

53,654 108,890

54,983 80,050

146,285 265,500
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TABLE 6.8.  Additional CO2 emissions from jet fuel combustion.  Values in the 

first column are taken from Table 6.3.  Values in the second column are from 

Section 6.2.1 and are based on the assumption that the airplanes exhaust their jet 

fuel capacity (Table 6.7) each 8‑hour shift.

Engine/Airplane Total shifts per 
year

CO2 emitted per 
shift (kg)

Total CO2 
emitted per year 

(109 kg)

3516B, KC‑135

3516B, KC‑10

3406C, KC‑135

3406C, KC‑10

24,684 172,515 4.26

12,342 251,167 3.10

31,424 172,515 3.70

15,287 251,167 3.84
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[Enviro Aero, 2009].  This additional CO2 would constitute less than 1% of current 

aviation emissions.

6.2.2  NOx

 One of the major byproducts of diesel combustion is NOx, essentially all of 

which is the result of high temperature dissociation of nitrogen in the air [EPA, 

1996].  The emissions factor for NOx as given in Table 6.6 is approximately 0.271 

kg per gallon of fuel burned.  Therefore, producing 1 Tg of black carbon would 

also result in the production of 8.51×109 kg of NOx in the stratosphere.  The total 

atmospheric mass is approximately 5×1018 kg.  Approximately 90% of the 

atmosphere’s mass is contained in the troposphere, and layers above the 

stratosphere have very little mass, so we assume this new amount of created NOx 

is distributed throughout the remaining 10% of the atmosphere’s mass.  This 

results in an increase in the NOx concentration of the stratosphere by 

approximately 1.70 ppb.  Total worldwide NO emissions in 1990 were 49.6 Tg, or 

4.96×1010 kg [Stevenson et al., 2004].  NOx emissions from diesel combustion for 

geoengineering would be an additional 17% of this figure.

 NOx is is an effective catalyst for destruction of stratospheric ozone 

[Crutzen, 1970].  NOx concentrations in the stratosphere peak at approximately 10 

ppb near the 10 mb level [SPARC CCMVal, 2010].  Thus geoengineering would 

result in a 17% increase in stratospheric NOx concentrations, which would result 

in a reduction of stratospheric ozone.  This is in addition to the ozone destruction 
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caused by stratospheric heating directly due to the aerosols, which we discussed 

in Chapter 4.

 Calculating the actual destruction of ozone that would result from this 

increase in NOx is not straightforward.  Above approximately 26 km in altitude, 

which accounts for less than half the total ozone column, the NOx catalytic cycle 

is the primary source of ozone destruction [Jucks et al., 1996].  Below this level, 

ozone destruction mechanisms are more complicated, involving reactions 

between the NOx, ClOx, HOx, and BrOx cycles.  Indeed, a large increase in NOx in 

the stratosphere would cause a reduction of ozone in the middle stratosphere but 

an increase by nearly twice that magnitude in the lower stratosphere due to 

interactions between these cycles, as NOx reduces ozone destruction by these 

species [Finlayson‑Pitts and Pitts, 2000].  Moreover, production of a large amount 

of SOx and black carbon aerosols in the stratosphere would increase the available 

surface area for stratospheric chemistry, which may further increase ozone loss 

rates but decreasing the direct impact of NOx on ozone [Stolarski et al., 1995].

 Combining the effects of these different mechanisms to determine the 

exact chemical impact of geoengineering on ozone is not feasible without a 

chemistry model.  However, Stolarski et al. [1995] performed a multi‑model 

experiment, based on an idea of Johnston [1971], simulating ozone destruction 

due to a fleet of high speed civil transport aircraft flying in the stratosphere.  

They calculated that for a fleet of 500 aircraft, burning a total of 8.2×1010 kg fuel 

per year, the total ozone column would change by ‑0.3 to +0.1% for an emissions 

factor of 5 g NO2 per kg fuel and ‑1.0 to ‑0.02% for a factor of 15 g NO2 per kg 
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fuel.  These correspond to 4.1×108 kg and 1.23×109 kg NOx produced, 

respectively.  They also performed the same calculations for 1000 aircraft, or 

double the amount of fuel, which resulted in ‑0.7 to ‑0.03% and ‑2.7 to ‑0.6% 

change in total ozone column, respectively.  Table 6.9 shows these calculations 

more clearly.

 Burning 3.14×1010 gallons (1.19×1011 L) of diesel fuel will produce 8.51×109 

kg of NOx by our calculations, or approximately 3.5 times the amount that would 

be produced by 1000 planes at 15 g NO2 per kg fuel burned.  Based on the values 

given by Stolarski et al. [1995], as well as our understanding of the mechanisms 

and complex interactions involved, the total ozone column response to NOx 

appears to be nonlinear.  However, applying a basic linear fit4 to the points given 

and extrapolating, we obtain the rough estimate that combustion of diesel fuel 

for geoengineering could cause a ‑9.8 to ‑2.6% change in total ozone column due 

to NOx alone.

6.2.3  SOx

 Sulfur compounds resulting from diesel fuel combustion are due to sulfur 

content of the fuel.  During the combustion process, nearly all of the sulfur is 

oxidized to SO2, which is a precursor to sulfate aerosols [EPA, 1996].

 Performing similar calculations using the emissions factor given in Table 

6.6, creating 1 Tg of black carbon aerosols would result in the production 
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TABLE 6.9.  NOx production and subsequent catalytic ozone destruction from the 

ensembles presented in Stolarski et al. [1995].  The last line of the table contains 

our calculations.  Our NOx emissions factor is converted from Table 6.6.  Our 

total column ozone change is constructed from the linear fit to the Stolarski et al. 

data, as described in Section 6.2.2.

Fuel Combusted
(1010 kg)

NOx emissions 
factor

(g NO2 per kg 
fuel)

Total NOx 
Produced
(108 kg)

Total Column 
Ozone Change

(%)

8.2 5 4.1 ‑0.3 to +0.1

8.2 15 12.3 ‑1.0 to ‑0.02

16.4 5 8.2 ‑0.7 to ‑0.03

16.4 15 24.6 ‑2.7 to ‑0.6

9.98 85.2 85.1 ‑9.8 to ‑2.6
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of 5.65×108 kg of SO2, or approximately 0.57 Tg.  In comparing this with the 

extensive literature on volcanic eruptions and geoengineering with sulfate 

aerosols, this amount of sulfur is likely insignificant from a climate perspective 

[Robock et al., 2008; Kravitz and Robock, 2011].  It is also an insufficient amount to 

produce damaging acid rain [Kravitz et al., 2009, 2010b].

 Using the mass balance equation in Section A.1 and an e‑folding lifetime of 

one year for sulfate aerosols [Stenchikov et al., 1998], the peak atmospheric loading 

of sulfate would be 0.57 Tg.  Robock et al. [2008] performed continuous tropical 

injections totaling 5 Tg SO2 per year, which oxidizes into 7.5 Tg of sulfate aerosols 

per year.  They reported a radiative forcing from this scenario of approximately 

1.8 W m‑2, globally averaged.  Since the amount of radiative forcing scales 

linearly with the atmospheric loading of sulfate aerosols [e.g., Hansen et al., 2005; 

Kravitz and Robock, 2011], the sulfate from geoengineering with black carbon 

would result in a globally averaged radiative forcing of approximately 0.14 

W m‑2.  The temperature response also scales linearly with sulfate aerosol optical 

depth [e.g., Ricke et al., 2010], so their reported cooling of approximately 0.4°C 

would scale in our case to a cooling by 0.03°C, which is undetectable against the 

background weather noise.  We therefore conclude the climate effects due to the 

addition of sulfate would be negligible.

 The chemistry effects of this increase in SOx may not be trivial, especially 

when considering the effects on ozone.  Tilmes et al. [2009] performed model 

simulations of stratospheric injections of 2 Tg S per year, which is approximately 

7 times more sulfur than our current calculations.  They discovered a much 
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higher polar ozone destruction rate, causing a delay in the recovery of the 

Antarctic ozone hole by approximately 30 years.  Interpolating these results to 

our own is not straightforward, due to the nonlinearity of the ozone response, 

interactions with other cycles, and increased stratospheric surface area that 

would result, but the results of Tilmes et al. suggest the additional SOx from our 

diesel fuel combustion calculations would increase ozone destruction rates.

 The SOx emissions factors reported in Table 6.6 were calculated in 1996.  

Since that time, ultra‑low sulfur diesel has been introduced to the market, and in 

recent years is the only diesel fuel readily available in the United States [EPA, 

2009].  Therefore, the sulfur introduced into the stratosphere from 

geoengineering by diesel combustion would likely be smaller than the values 

above.  However, we do not have sufficient data of new emissions factors to 

calculate this difference.

6.3  LOGISTICS AND COSTS OF USING CARBON BLACK

 Carbon black feedstock is produced from fractional distillation of 

petroleum and is generally extracted as a heavy or residual fuel oil [Dow, 2010a, 

2010b; ICBA, 2004].  We are unable to find an exact figure for what portion of 

petroleum refining products are used by the carbon black industry, but residual 

fuel oil comprises approximately 8% of U.S. refinery yields [EIA, 2010b], so we 

assume the same 8% yield from each barrel of oil will be suitable for making 

carbon black feedstock.  Using this value, of the 44.08 gallons (166.84 L) of 

products from each barrel of oil [EIA, 2009], each 42 gallon (159 L) barrel would 
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yield 3.53 gallons (13.36 L) of petroleum products that could serve as feedstock 

for the carbon black manufacturing process.

 EPA [1995] reports that for the oil furnace process, carbon black yields are 

35‑65%, depending on the chosen feedstock and the desired particle size, with 

smaller particles resulting in lower yields.  As we desire these smaller particles, 

we assume the lowest value in this range, in that 1 kg of fuel feedstock will result 

in 0.35 kg of carbon black.  Given an average density of carbon black feedstock of 

4.09 kg gal‑1 (1.08 kg L‑1) [Dow, 2010b], each gallon of fuel combusted produces 

1.43 kg of carbon black.  This means producing 1 Tg of carbon black will 

require 7×108 gallons of fuel.  Assuming each barrel of oil yields 3.53 gallons 

(13.36 L) of feedstock, this would require 2×108 barrels (3.18×1010 L) of oil per 

year.

 As in Section 6.2.1, worldwide consumption of petroleum is 79 million 

barrels (1.26×1010 L) per day, or 2.88×1010 barrels (2.62×1012 L) per year [EIA, 

2010a].  Thus, the additional oil required would be 0.7% of current consumption.  

Assuming refineries worldwide are operating at 90% capacity, producing this 

additional amount of petroleum products would not require an expansion of 

refining capacity.

 The requirement of 2×108 barrels (3.18×1010 L) of oil per year is 

approximately 550,000 barrels (8.74×107 L) per day.  As stated previously, in 2009, 

worldwide oil production was 72.26 million barrels (1.15×1010 L) of oil per day 
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[EIA, 2010c].  Therefore, this additional requirement would be approximately 

0.8% of current production.

 In 1998, the estimated total furnace black manufacturing capacity of 

carbon black in the United States was 1.9×109 kg [Crump, 2000].  Of the plants 

surveyed by Crump, their total output was 16% of capacity, meaning the 

additional availability of carbon black that could be produced by these plants 

alone was approximately 1.6×109 kg.

 The annual production costs for all carbon black produced in 1998 in the 

United States was $625 million [Crump, 2000], which averages to approximately 

$0.33 per kg.  The finest grade carbon black, which has the smallest particle 

diameter and would thus be the most useful for geoengineering, had a 1998 cost 

of approximately $1.03 per kg.  If the party deciding to engage in geoengineering 

wishes to produce its own carbon black, it would cost them $330 million dollars 

per Tg per year.  If they wish to buy at market rates, it would cost $1 billion per 

Tg per year.  Since building a parallel refining and production infrastructure 

would likely cost significantly more than $670 million, and the current 

infrastructure has the capacity to produce enough carbon black to satisfy the 

requirements of geoengineering 1 Tg of carbon black per year, for the purpose of 

calculating costs, we assume carbon black used in geoengineering will be 

purchased at market rates.

 The costs of ferrying 1 Tg of carbon black to the stratosphere are the same 

as reported in Robock et al. [2009], as their calculations were for 1 Tg of generic 

material.  We repeat some of the relevant calculations here, as in Section 6.1.  The 
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airplane unit costs will be the same as in Table 6.2.  Robock et al. [2009] assumed 

the airplanes would be capable of dispersing their payload of material in 2‑hour 

shifts, and the airplanes would fly three shifts per day.  We similarly assume the 

payload can be dispersed in 2‑hour shifts, but we choose to geoengineer in 4 

shifts per day, allowing us to use our previous calculations for 8‑hour intervals.

 The calculations of cost for transporting 1 Tg of carbon black to the 

stratosphere via airplanes each year are given in Table 6.10.  Again, the larger 

payload capacity of the KC‑10 Extender is the determining factor in cost, as this 

is the cheapest option with fixed costs of $1 billion and annual costs of $324 

million.  The total per‑teragram cost of geoengineering with carbon black is $1 

billion fixed and $1.3 billion annually, which is approximately three orders of 

magnitude cheaper than using diesel combustion.  We do not include the cost of 

transporting the carbon black to the geoengineering site in these estimates, as we 

do not wish to speculate on where the geoengineering site(s) would be.

6.4  CARBON BLACK EMISSIONS FACTORS

 The most common method of manufacturing carbon black is the furnace 

black process, in which heavy crude distillates are combusted in low oxygen 

[Crump, 2000].  Since this accounts for over 95% of carbon black production, we 

use the emissions factors for this particular method.  Table 6.11 gives the most 

prominent byproducts of the furnace black process.  From a climate perspective, 

the byproducts of concern here are carbon monoxide and methane.
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TABLE 6.10.  Airplanes required to deliver 1 Tg of carbon black to the 

stratosphere.  Calculations are based on each plane making four 2‑hour trips to 

the stratosphere and dumping its payload during each shift.  Purchase prices are 

as in Table 6.2.  Annual operational costs are assumed to be $36 million per 

airplane per 8‑hour shift after scaling values in Curtin [2003].

KC‑135 Stratotanker KC‑10 Extender

Delivery amount per 
plane per day

Delivery amount per 
plane per year

Number of planes 
needed

Total purchase price

Annual operation costs

150,592 kg 306,240 kg

5.50×107 kg 1.12×108 kg

19 9

$990 million $1044 million

$684 million $324 million
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TABLE 6.11.  Emissions factors for oil furnace carbon black manufacture.  All 

values are from EPA [1995].  All unlisted products have an emissions factor at 

least one order of magnitude below all listed products.

Compound
Emissions Factor

(kg emission per Mg 
carbon black produced)

Carbon monoxide 1400

Hydrogen sulfide 30

Carbon disulfide 30

Carbonyl sulfide 10

Methane 25

Acetylene 45
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6.4.1  CARBON MONOXIDE

 CO is by far the predominant product of carbon black manufacturing, 

although the concentrations can be reduced by up to 99.8 percent by controlling 

with CO boilers, incinerators, or flares [EPA, 1995].  Without these controls, 

producing 109 kg of carbon black would result in the emission of 1.4×109 kg of 

CO.  Carbon monoxide is naturally produced at a rate of 5×1012 kg annually in 

the troposphere, which is approximately 25 times larger than combustion sources 

[Weinstock and Niki, 1972].  Therefore, from an aggregate standpoint, the 

additional CO from producing this large amount of carbon black would be 

negligible.  The stratosphere is a natural sink for carbon monoxide, due to 

reaction with the hydroxyl radical [Pressman and Warneck, 1970], so we anticipate 

this emissions factor would not cause any noticeable adverse effects.  With the 

reductions in CO concentrations at the source, this total annual emission can be 

reduced to as little as 2.8×106 kg.

6.4.2  METHANE

 Methane is a powerful greenhouse gas, 23 times more effective than CO2 

[Solomon et al., 2007].  From the emissions factor reported in Table 6.11, producing 

109 kg of carbon black would result in the production of 2.5×107 kg of methane.  

Given that the total atmospheric mass is approximately 5×1018 kg, this is an 

increase in the atmospheric methane concentration by 4.9 parts per trillion.  

Current concentrations of methane are six orders of magnitude larger [Solomon et 

al.], so this is a negligible contribution to atmospheric methane.
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6.5  ADDITIONAL ASSESSMENTS

 Although calculating the logistics and costs of geoengineering is rather 

straightforward based on the assumptions we have made, there are several issues 

which we cannot so easily quantify.  Possibly the most important problem we 

encounter is the health effects of geoengineering.  Diesel fuel, black carbon 

aerosols, carbon black, and their respective byproducts of manufacture and 

combustion are hazardous to human health [e.g., CDC, 1999; Baan et al., 2006].  

This poses a risk to all those in the employ of the geoengineering program, as 

well as those affected by deposition of the particulate matter.  Additionally, in 

combustion of diesel fuel, a small portion of the emissions (2‑3%) are through the 

crankcase instead of the exhaust, which could pose a hazard to the airplane pilots 

and the maintenance crews [EPA, 1996].

 One of the problems specific to carbon black regards its feasibility as a 

substitute for black carbon aerosols.  Carbon black is almost purely elemental 

carbon, whereas black carbon aerosols have a larger portion of adsorbed organic 

carbons [Watson and Valberg, 2001].  However, the mechanisms of formation of 

the two compounds are quite similar [Medalia et al., 1983], so we can assume the 

particle density and refractive indices are similar without introducing a large 

amount of error into our calculations [Fuller et al., 1999].

 Despite this similarity, carbon black particles are much larger than black 

carbon aerosols.  A typical radius of black carbon aerosol is approximately 0.1 µm 

[Rose et al., 2006].  However, a typical carbon black agglomerate can have a 

diameter on the order of millimeters [Gandhi, 2005].  A larger diameter means a 
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greatly increased fall speed, so the same mass of carbon black may be 

significantly less effective for geoengineering.  We suggest the possibility that the 

carbon black agglomerates can be ground or dissociated into the smaller 

individual particles, similar in size to black carbon aerosols, but this idea requires 

further investigation.

 One additional point regards aerosol production by the combustion of jet 

fuel in the process of transporting the soot or soot‑making apparatus to the 

stratosphere.  Jet fuel is similar to diesel fuel, except it is often much more 

carefully refined and is treated with additives to better help the combustion 

process tolerate the extreme temperatures and chemical conditions found in the 

middle atmosphere [Chertkov, 1971].  Extrapolating from the values in Table 6.7, 

the maximum amount of jet fuel combusted would be 5.7×108 gallons 

(9.06×1010 L), or two orders of magnitude less than the amount of diesel fuel 

combusted.  Therefore, even if the black carbon emission factors were the same 

for diesel fuel, the amount of jet fuel combusted would be very small compared 

to the amount of diesel fuel combusted, so any potential contributions of jet fuel 

to the soot aerosol mass would be negligible.

223



CHAPTER 7:  UNCERTAINTIES AND FUTURE WORK

 As in any study, our experiment invites many more questions.  Some of 

these involve uncertainties and assumptions we made in our study, as the tools 

we have available to us, namely a general circulation model, are not 

all‑encompassing and are not necessarily best suited to answer every question.  

Some others involve further investigations we can pursue using different tools, 

such as other more specialized models.  In this chapter, we present our 

uncertainties and assumptions, and we highlight future investigations we would 

like to undertake to resolve some of these additional questions.

7.1  UNANSWERED QUESTIONS

 In the course of our study, two questions arose which we could not 

answer.  The first is why the aerosol deposition in the ensembles appears to be 

dominated by wet deposition over the poles during winter, despite no increase in 

polar precipitation.  We have postulated a reason which involves the aerosols 

being trapped inside the polar vortex, so they are scavenged every time there is 

an Arctic precipitation event, but this requires further investigation.  Indeed, we 

can further this question by asking how black carbon geoengineering has 

modified deposition rates in the model such that all of the anomalies in Figures 

4.6 and 5.23-35 are positive and increasing.

 The second is why the mesospheric temperature anomalies due to black 

carbon geoengineering lessen as the simulation progresses, as was seen in Section 
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4.3.  One possible explanation is that the thick aerosol cloud is blocking 

longwave radiation from the planet’s surface.  Another is due to expansion of the 

stratosphere, which changes the dynamics.  Investigation of both of these reasons 

would benefit from knowledge of the local heating rates which are unavailable in 

the standard model output.  We refer to this again in Section 7.6 below.

7.2  SURFACE CHEMISTRY

 The introduction of this large amount of aerosols into the stratosphere 

dramatically increases the available surface area for chemical interactions.  

Heterogeneous chemistry on the surface of these particles is a large source of 

uncertainty, as many of the mechanisms involved are unknown.5  For example, 

Springmann et al. [2009] study the effects of chemistry on the aerosol surface 

when it has a coating, which is not handled by the bulk aerosol treatment in the 

model.  Additionally, Kuwata et al. [2009] determined that in an urban plume, 

there is a critical mass of aerosol, below which the plume is hydrophobic, but 

above which the aerosols are hydrophilic.  There are numerous sources of 

uncertainty regarding particle chemistry that we are unable to assess in our 

study.

 Related to this is the interaction of the black carbon aerosols with ozone.  

In addition to the temperature-catalyzed ozone destruction described in 

Chapters 4 and 5, which is the dominant means of ozone destruction in these 

experiments, ozone can be lost on the surfaces of the aerosols themselves.  This 
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process is not included in the model and warrants investigation, even though the 

effects are likely small [Jacob, 2000].  Perhaps a more important effect is that 

ozone will oxidize the particle surfaces, consuming black carbon [e.g., Smith and 

Chughtai, 1997].  If the reaction time is sufficiently fast, combined with the long 

atmospheric lifetime of the aerosols in our experiments, this effect could have a 

profound impact on our results.  It will decrease the aerosol size, increasing 

radiative efficiency and atmospheric lifetime.  It will also expose new layers of 

the soot aerosols to heterogeneous chemistry, possibly enhancing any chemical 

effects we have discussed previously.  Investigating these two ideas will require 

further investigation and simulation.

7.3  AEROSOL INDIRECT EFFECTS

 As the black carbon aerosols settle through the troposphere, they would 

interact with clouds and could potentially enhance the cloud indirect effects 

[Haywood and Boucher, 2000].  We did not include cloud indirect effects in our 

simulations to avoid added complications, and the prominence of these effects is 

still a large source of uncertainty, but these effects are certainly of concern.  

Additionally, although technically not an aerosol indirect effect, Liu et al. [2002] 

state that the magnitude of the absorption of solar radiation by black carbon 

when it is mixed with cloud droplets depends strongly on the size, shape, and 

porosity of the aerosol particle.  This serves as an additional source of uncertainty 

in our simulations, as these processes are likely not well parameterized in the 

model.
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7.4  PRACTICALITY

 Our study of the practicality of black carbon geoengineering, as discussed 

in Chapter 6, has several uncertainties.  We had to make assumptions regarding 

how “dirty” diesel combustion could be.  However, if the primary purpose of 

combusting diesel is to produce soot, perhaps a diesel engine is not the proper 

technology for geoengineering.  This is a question that could be taken up by 

industrial or chemical engineers, should the need ever arise.  Additionally, 

carbon black is a very large agglomeration of particles, and pulverizing or 

otherwise converting this agglomeration into small aerosol particles of a useful 

size for geoengineering may not be possible.  This is also a question that could 

potentially be answered by engineers.

 The emissions factors used in Chapter 6 may not necessarily be robust.  

Many of the reported values were based on only a few test cases.  Should the 

means of geoengineering discussed here actually be implemented, much more 

testing of these factors will be necessary to determine the risks involved in black 

carbon geoengineering.

7.5  DYNAMIC OCEAN

 Our simulations were the preliminary stages of a more thorough study of 

black carbon geoengineering.  One shortcoming of our simulations was the use 

of fixed sea surface temperatures, which undoubtedly had an effect on 

temperature, hydrologic cycle, and cryosphere anomalies.  Now that we know 

which aerosol parameters are important, such as using a high altitude of injection 
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or a small particle size, we can narrow our experiments to ones that are more 

realistic and re‑simulate them using longer runs and a dynamic ocean.

 We will likely conduct three experiments in this new suite.  If we assume 

our goal is to offset the radiative forcing from a doubling of CO2, which is 3.7 

W m‑2 [Solomon et al., 2007], scaling the results in Figure 5.5 (net solar radiation at 

the tropopause for each ensemble) should give us an indication as to the amount 

of aerosol required.  The first will involve middle stratospheric injection of 

particles of the default size (r=0.08 µm), as in experiment HA.  Since Figure 5.5 

shows the radiative forcing from this ensemble to be approximately ‑27 W m‑2 by 

year ten, or approximately 7.3 times the amount necessary, this first experiment 

should involve stratospheric injections of approximately 0.15 Tg black carbon 

aerosols per year.  The second experiment will involve injections of small 

particles (r=0.03 µm), as in experiment SmR.  Scaling by the values in Figure 5.5, 

this experiment will have an injection of 0.05 Tg per year.  The third experiment 

will be small particles injected into the middle stratosphere, as in the failed 

experiment HASmR.  Since the effects of altitude and small radius will combine 

in this experiment, the amount needed will be much smaller, so as a first order 

estimate, we will plan on injecting 0.0075 Tg per year, or 7.5 million kg.  Unlike in 

our HASmR experiment, we suspect this amount will be small enough not to 

cause model blowup.
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7.6  ADDITIONAL MODELING STUDIES

 Many of the results presented here would benefit from additional studies 

with more specialized models.  For example, one topic of interest regards the 

cloud semi‑direct effect, in which heating from the black carbon aerosols 

evaporates liquid water, affecting cloud cover [Hansen et al., 1997].  Although 

cloud forcing represents the single greatest source of uncertainty [Solomon et al., 

2007], we could assess whether there are significant perturbations in cloud cover 

due to the semi‑direct effect, independent of real world accuracy.  We are unable 

to assess this with our simulations, as ModelE does not output heating rates.  

However, we could conduct simulations of black carbon geoengineering using 

the Rapid Radiative Transfer Model (RRTM) [Mlawer et al., 1997], which is well 

suited to assessing this effect.

 Another topic for which we could use RRTM regards our investigation in 

Section 5.4 of the stratopause height.  We posited that changes in the stratopause 

height are due to the combination of stratospheric ozone destruction and 

stratospheric heating by the aerosol layer.  A radiative transfer model is an ideal 

tool to pick apart the individual mechanisms involved and their interactions.

 In Chapter 6, we mentioned the additional NOx from stratospheric 

geoengineering could cause further ozone destruction [Finlayson‑Pitts and Pitts, 

2000], but interactions between the NOx, ClOx, HOx, and BrOx cycles complicate 

our determination of the degree of this effect.  However, a coupled chemistry 
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climate model (CCM) would be ideal for analyzing these effects and determining 

the exact impact on ozone.

 Moreover, sulfate geoengineering has been shown to have complex 

microphysics that are only properly resolved by detailed aerosol treatments that 

are generally not present in the bulk aerosol treatment of the general circulation 

models [Heckendorn et al., 2009; Pierce et al., 2010].  To determine whether black 

carbon has similar issues, simulations with CCMs or perhaps with ModelE in 

conjunction with the MATRIX model [Bauer et al., 2008] would be necessary to 

resolve some of the unknowns regarding particle chemistry and interactions.

 Although ModelE has a land surface component [Aleinov and Schmidt, 

2006], it is not as sophisticated as many specialized agriculture models.  To 

address the impacts of the monsoon perturbations as discussed in Section 5.5, we 

will need to use a more specialized model which has a focus on agriculture.

 Finally, some of the discussions in Chapter 6 involve large portions of the 

supply of the oil industry, as well as a large portion of GDP.  This will 

undoubtedly have economic impacts, so our study would benefit from an 

economic model.  One of the points we think should have special focus in this 

economic modeling study is the concept of peak oil and allocation of oil 

resources to diesel combustion for geoengineering.

7.7  HEALTH IMPACTS

 As we discussed previously, black carbon aerosols are known to have 

adverse impacts on human health [e.g., CDC, 1999; Baan et al., 2006].  An 
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introduction of such a large amount of black carbon into the atmosphere, all of 

which will eventually deposit onto the surface, as well as a lowering of the 

tropopause, has the potential to dramatically increase the tropospheric 

concentration of black carbon aerosols.  For urban areas that are already at or 

above a threshold for negative impacts on human health, introduction of this 

additional black carbon could have serious implications.  This study would 

benefit from a detailed analysis of the increases in tropospheric black carbon 

aerosol concentrations, as well as the projected consequences.
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CHAPTER 8:  CONCLUSIONS

 Based on our studies, geoengineering with black carbon aerosols 

would be effective in cooling the surface, which is the primary purpose of 

geoengineering.  However, we have discovered several consequences of 

doing so, some of which could be catastrophic.  Although geoengineering 

can be tailored to some degree by varying the particle radius, altitude of 

injection, and the amount of annual injection, any decision to geoengineer 

using this method will need to be carefully evaluated with a full 

assessment of the impacts and risks involved.

 Moreover, the two methods we have discussed on how one might 

geoengineer with black carbon aerosols are rather impractical.  Both have 

huge engineering obstacles, and using diesel fuel is prohibitively 

expensive, despite being slightly cheaper than the cost of doing nothing 

and suffering the consequences of climate change.  If carbon black is used, 

assuming the engineering difficulties could be resolved, the costs would 

be quite negligible and could easily be absorbed by a single entity, in that 

geoengineering could be performed unilaterally.  If diesel fuel is used, the 

likelihood of unilateral geoengineering is small, as the large costs and 

infrastructure required would necessitate cooperation among multiple 

wealthy nations.  Moreover, the infrastructure to geoengineer with diesel 

fuel is currently insufficient.  If this method were to be chosen, there 

would likely be significant additional costs to amplify the existing 

infrastructure, resulting in increased cost.
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 One significant advantage to this method of geoengineering is that 

it can be done with current technology.  Assuming all of the equipment 

were manufactured and available on the market, the time to deployment 

would be very short.  As we discussed previously, sulfur geoengineering 

has a number of difficulties, including untested technologies, which need 

to be addressed before that means of geoengineering could be considered 

deployment‑ready.

 We stress that, despite the potential feasibility of this method of 

geoengineering, the multiple, serious side effects cannot be ignored and 

must be weighed in the balance of determining whether geoengineering 

with black carbon, or geoengineering in general, should be undertaken.  

Moreover, it has often been argued [e.g., Robock 2008] that geoengineering 

will not prevent ocean acidification due to increasing amounts of 

dissolved carbon dioxide.  Matthews et al. [2009] quantified and confirmed 

this suspicion, meaning ecological concerns for a very large portion of the 

biosphere will need to be addressed when considering the implementation 

of geoengineering.

 This method of geoengineering, as well as most other methods, requires a 

great deal of further study before it can even enter the real‑world testing phase, 

let alone implementation.  Some have argued that the climate has already 

reached a tipping point, and soon it may be too late to geoengineer the climate.  

However, there is no disadvantage to delaying geoengineering until absolutely 

necessary, since geoengineering works quickly [Matthews and Caldeira, 2007].  
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This invites concern for another issue, in that once geoengineering is no longer 

necessary, stopping instantly would result in catastrophically rapid warming 

[Wigley, 2006].  Also, unless ambient carbon dioxide concentrations are actively 

reduced, geoengineering would have to be continued practically indefinitely due 

to the long atmospheric lifetime of carbon dioxide [Brovkin et al., 2008].

 We stress that geoengineering is not a substitute for mitigation of carbon 

dioxide emissions, nor is it a permanent solution to the problem of climate 

change.  The only permanent solution is cessation of the emissions of 

anthropogenic greenhouse gases.  Despite this, black carbon geoengineering, 

although some may consider it inferior to sulfate geoengineering, could be 

considered as a temporary, emergency measure to limit dangerous temperature 

rise until a proper solution to the problem of global warming is found.
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APPENDIX A:  FORMULAS

A.1  MASS BALANCE EQUATION

 We consider a mass balance equation that has a constant source rate term 

S (mass per unit time).  We assume the amount of material decays in proportion 

to the amount in the atmosphere.  Then we have a differential equation

dm(t)
dt

= S − km

where m(t) is the mass as a function of time t, and k is the constant of 

proportionality.  k also defines the e‑folding lifetime τ  of the material, where 

k =
1
τ .  Integrating this equation, we get

m =
S

k
+ Ce−kt

for some constant C.  If we consider the initial conditions (t,m)=(0,m0) for some 

initial mass m0, then we have 
C = m0 −

S

k , so

m = m0e
−kt +

S

k

�
1− e−kt

�

This equation cannot be solved for k empirically, so any solutions given are 

solved graphically.   Determining peak loading is an optimization problem, i.e., 

peak loading will occur when m’(t)=0, or when 
m =

S

k .  This is the same as the 

equilibrium value, i.e., 
lim

t→∞
m =

S

k .
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APPENDIX B:  MODEL DETAILS

TABLE B.1.  Pressure levels at the bottom of each model layer.  Blue shaded boxes 

denote tropospheric layers.  The model top is at 0.1 mb.

Layer Pressure 
(mb) Layer Pressure 

(mb) Layer Pressure 
(mb)

1 984 15 441 29 57

2 964 16 396 30 43

3 942 17 354 31 31

4 917 18 316 32 20

5 890 19 282 33 10

6 860 20 251 34 5.62

7 825 21 223 35 3.16

8 785 22 197 36 1.78

9 740 23 173 37 1

10 692 24 150 38 0.562

11 642 25 128 39 0.316

12 591 26 108 40 0.178

13 539 27 90

14 489 28 73
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TABLE B.2.  The six spectral intervals (nominal Mie scattering band subdivisions) 

as represented in the model (L=1 to 6).  These overlap the 16 solar k‑distribution 

intervals given in Table B.3.

L Approximate Wavelength Range (nm)

1 2200‑4000

2 1500‑2200

3 1250‑1500

4 860‑1250

5 770‑860

6 300‑770
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TABLE B.3.  The 16 solar k‑distribution intervals (K=1 to 16) represented in the 

model.  The first 14 intervals (K=1 to 14) are overlapped by the 6 spectral 

intervals (L=1 to 6) given in Table B.2.  K=15 represents ultraviolet radiation 

absorption by ozone.  K=16 is reserved for strong absorbing spectral regions in 

the IR.  The density column shows the fraction of solar energy represented by 

that particular interval.

K L Approximate Wavelength Range (nm) Density

1 1 3000‑3400 0.010

2 1 2200‑3000 0.030

3 2 1740‑2200 0.040

4 2 1500‑1740 0.040

5 5 810‑860 0.040

6 5 805‑810 0.002

7 5 795‑805 0.004

8 5 770‑795 0.013

9 1 3800‑4000 0.002

10 1 3500‑3800 0.003

11 1 3400‑3600 0.003

12 3 1250‑1500 0.072

13 4 860‑1250 0.200

14 6 360‑770 0.480

15 6 200‑360 0.050

16 1 4000‑9999 0.011
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