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Ultrasound nondestructive testing was chosen as the method for characterizing the microstructures of dense, polycrystalline, high hardness aluminum oxide materials. The acoustic waves interact with all aspects of a material’s microstructure through frequency dependent mechanisms. These interactions include those with grains, secondary phases, solid inclusions, and porosity. Ultrasonic nondestructive testing is performed over large sample areas such that C-Scan maps of elastic properties, sonic velocities, or the degree of acoustic energy loss may be obtained.

The work performed in this thesis involves deconvoluting temporal sample surface reflections seen in an oscilloscope to obtain frequency-based attenuation coefficient spectra. These spectra contain all microstructural information relating to the size scale in which the acoustic wave is capable of directly interacting with. Within the overarching loss mechanisms of acoustic scattering and absorption lie specific types of loss mechanisms related to each. For scattering there are three regimes, Rayleigh, stochastic, and diffuse, which describe how acoustic energy is lost depending on wavelength and scatterer size. Absorption is generally defined as the conversion of sound energy into heat. The primary loss mechanisms seen in the alumina-based
materials studied in this thesis were intraparticle thermoelastic absorption, Rayleigh scattering, and stochastic scattering.

An analytical solution relating the amount of acoustic energy lost due to thermoelastic absorption was derived along with a functional form to predict secondary phase grain size distributions. Determination of material constants, used to relate attenuation-based measurements to grain size based on acoustic scattering, allowed for the prediction of average alumina grain sizes. Four custom engineered alumina-based sample series were created with the intention of testing and validating the absorption and scattering concepts behind acoustic spectroscopy. Acoustic techniques were developed and applied to single points and large sample areas to obtain microstructural information relating to secondary phase size distributions as well as Al₂O₃ average grain sizes. Comparisons to results obtained through the use of conventional microstructural testing, including Field Emission Scanning Electron Microscopy (FESEM) imaging and X-ray Diffraction (XRD), showed strong correlations between measured and predicted results.
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Figure 98. **FESEM images showing titanium carbide grains.** (a) TiC-5vol%, (b) TiC-10vol%, (c) TiC-15vol%, (d) TiC-25vol%, (e) TiC-35vol%.

Figure 99. (a) Micrograph image showing distinct regions of alumina and titanium carbide. (b) EDS point analysis of region consisting of Al₂O₃ (red) and (c) region consisting of titanium carbide (blue).

Figure 100. **Measured titanium carbide grain size distributions.** (a) TiC-5vol%, (b) TiC-10vol%, (c) TiC-15vol%, (d) TiC-25vol%, (e) TiC-35vol%.

Figure 101. Measured titanium carbide grain size distributions. The domain for the size range is held constant to show the minute increase in measured grain size.

Figure 102. **X-ray diffraction spectra.** (a) TiC-5vol%, (b) TiC-10vol%, (c) TiC-15vol%, (d) TiC-25vol%, (e) TiC-35vol%.

Figure 103. **X-ray diffraction quantitative analysis of Titanium Carbide Series samples.** Volume percent of TiC present in each sample.

Figure 104. Ultrasonic C-Scan images of measured properties for Microstructural Evolution Alumina Series sample (T0, D0).

Figure 105. Ultrasonic C-Scan images of measured properties for Microstructural Evolution Alumina Series sample (T0, D0+5).

Figure 106. Ultrasonic C-Scan images of measured properties for Microstructural Evolution Alumina Series sample (T0, D0+15).

Figure 107. Ultrasonic C-Scan images of measured properties for Microstructural Evolution Alumina Series sample (T0+50, D0).

Figure 108. Ultrasonic C-Scan images of measured properties for Microstructural Evolution Alumina Series sample (T0+50, D0+5).

Figure 109. Ultrasonic C-Scan images of measured properties for Microstructural Evolution Alumina Series sample (T0+50, D0+15).

Figure 110. Ultrasonic C-Scan images of measured properties for Microstructural Evolution Alumina Series sample (T0+100, D0).

Figure 111. Ultrasonic C-Scan images of measured properties for Microstructural Evolution Alumina Series sample (T0+100, D0+5).

Figure 112. Ultrasonic C-Scan images of measured properties for Microstructural Evolution Alumina Series sample (T0+100, D0+15).
Figure 113. 20MHz overall attenuation coefficient C-Scan maps showing regions which were sectioned for conventional microstructural testing.

Figure 114. Attenuation coefficient spectra taken about labeled regions in Figure 113. (a) Full scale; (b) Frequency region where absorption dominates; (c) Frequency region where scattering dominates.

Figure 115. Quantitative evaluation of grain sizes measured from FESEM micrographs. Sizes have been corrected for stereographic effects. Error bars show standard deviation. Ordered pair sample notation is (+increase in temperature, +increase in dwell time).

Figure 116. Representative FESEM micrograph images of Microstructural Evolution Alumina Series samples keeping firing temperature at T0 and varying dwell time.

Figure 117. Representative FESEM micrograph images of Microstructural Evolution Alumina Series samples keeping firing temperature at T0+50 and varying dwell time.

Figure 118. Representative FESEM micrograph images of Microstructural Evolution Alumina Series samples keeping firing temperature at T0+100 and varying dwell time.

Figure 119. Ultrasonic C-Scan images of measured elastic properties for Unknown Grain Size Alumina Series sample Small.

Figure 120. Ultrasonic C-Scan images of measured elastic properties for Unknown Grain Size Alumina Series sample Medium.

Figure 121. Ultrasonic C-Scan images of measured elastic properties for Unknown Grain Size Alumina Series sample Large.

Figure 122. 20MHz overall attenuation coefficient C-Scan maps of (a) Small, (b) Medium, and (c) Large samples from the Unknown Grain Size Alumina Series.

Figure 123. 60MHz overall attenuation coefficient C-Scan maps of (a) Small, (b) Medium, and (c) Large samples from the Unknown Grain Size Alumina Series. Highlighted regions represent areas scanned to alleviate sample bevel effects.

Figure 124. Selected regions from 60MHz overall attenuation coefficient C-Scan maps of (a) Small, (b) Medium, and (c) Large samples from the Unknown Grain Size Alumina Series.
Figure 125. Average attenuation coefficient spectra taken from multiple points in samples (a) Small, (b) Medium, (c) Large.

Figure 126a. Attenuation coefficient spectra maps for Unknown Grain Size Alumina Series sample Small. Color palette range: 0-2.25dB/cm. Frequency range: 61-70MHz with an interval of 1MHz.

Figure 126b. Attenuation coefficient spectra maps for Unknown Grain Size Alumina Series sample Small. Color palette range: 0-2.25dB/cm. Frequency range: 61-70MHz with an interval of 1MHz.

Figure 126c. Attenuation coefficient spectra maps for Unknown Grain Size Alumina Series sample Small. Color palette range: 0-2.25dB/cm. Frequency range: 61-70MHz with an interval of 1MHz.

Figure 127a. Attenuation coefficient spectra maps for Unknown Grain Size Alumina Series sample Medium. Color palette range: 0-1.25dB/cm. Frequency range: 64-70MHz with an interval of 1MHz.

Figure 127b. Attenuation coefficient spectra maps for Unknown Grain Size Alumina Series sample Medium. Color palette range: 0-1.25dB/cm. Frequency range: 64-70MHz with an interval of 1MHz.

Figure 127c. Attenuation coefficient spectra maps for Unknown Grain Size Alumina Series sample Medium. Color palette range: 0-1.25dB/cm. Frequency range: 64-70MHz with an interval of 1MHz.

Figure 128a. Attenuation coefficient spectra maps for Unknown Grain Size Alumina Series sample Large. Color palette range: 0-4dB/cm. Frequency range: 55-66MHz with an interval of 1MHz.

Figure 128b. Attenuation coefficient spectra maps for Unknown Grain Size Alumina Series sample Large. Color palette range: 0-4dB/cm. Frequency range: 55-66MHz with an interval of 1MHz.

Figure 128c. Attenuation coefficient spectra maps for Unknown Grain Size Alumina Series sample Large. Color palette range: 0-4dB/cm. Frequency range: 55-66MHz with an interval of 1MHz.

Figure 128d. Attenuation coefficient spectra maps for Unknown Grain Size Alumina Series sample Large. Color palette range: 0-4dB/cm. Frequency range: 55-66MHz with an interval of 1MHz.

Figure 129. Micrograph images samples (a) Small, (b) Medium, and (c) Large from the Unknown Grain Size Alumina Series.
Figure 130. Measured Unknown Grain Size Alumina Series size distributions. (a) Small, (b) Medium, (c) Large.

Figure 131. Mullite Series attenuation coefficient spectra corrected for thermoelastic absorption contribution of alumina grains. Gives attenuation spectra solely caused by mullite in each sample.

Figure 132. Ultrasound predicted Mullite Series grain size distributions on size range of 0.25-0.40\(\mu\)m corresponding to frequency range of 12-30MHz.

Figure 133. Ultrasound predicted Mullite Series grain size distributions on (a) full range of 0.05-2.00\(\mu\)m and (b) shortened range of 0.05-0.40\(\mu\)m.

Figure 134. Comparison of ultrasound predicted and measured mullite grain size distributions for Mullite Series sample Mullite 2.1vol%.

Figure 135. Comparison of ultrasound predicted and measured mullite grain size distributions for Mullite Series sample Mullite 5.6vol%.

Figure 136. Comparison of ultrasound predicted and measured mullite grain size distributions for Mullite Series sample Mullite 16.3vol%.

Figure 137. Comparison of ultrasound predicted and measured mullite grain size distributions for Mullite Series sample Mullite 20.6vol%.

Figure 138. Comparison of ultrasound predicted and measured mullite grain size distributions for Mullite Series sample Mullite 26.9vol%.

Figure 139. Titanium Carbide Series attenuation coefficient spectra corrected for thermoelastic absorption contribution of alumina grains. Gives attenuation spectra solely caused by TiC in each sample.

Figure 140. Ultrasound predicted Titanium Carbide Series grain size distributions on size range of 0.50-0.80\(\mu\)m corresponding to frequency range of 12-30MHz.

Figure 141. Ultrasound predicted Titanium Carbide Series grain size distributions on (a) full range of 0.08-12.00\(\mu\)m and (b) shortened range of 0.08-3.00\(\mu\)m.

Figure 142. Comparison of ultrasound predicted and measured TiC grain size distributions for Titanium Carbide Series sample TiC-5vol%.

Figure 143. Comparison of ultrasound predicted and measured TiC grain size distributions for Titanium Carbide Series sample TiC-10vol%.
Figure 144. Comparison of ultrasound predicted and measured TiC grain size distributions for Titanium Carbide Series sample TiC-15vol%.

Figure 145. Comparison of ultrasound predicted and measured TiC grain size distributions for Titanium Carbide Series sample TiC-25vol%.

Figure 146. Comparison of ultrasound predicted and measured TiC grain size distributions for Titanium Carbide Series sample TiC-35vol%.

Figure 147. Measured grain sizes for Microstructural Evolution Alumina Series. Size ranges where Rayleigh, stochastic, or both types of scattering labeled.

Figure 148. Computed (a) $C_R$ and (b) $C_S$ values for each sample assuming either Rayleigh or stochastic scattering.

Figure 149. Measured vs. Rayleigh predicted vs. stochastic predicted average grain sizes for each sample in the Microstructural Evolution Alumina Series.

Figure 150. Linear fits with regression equation for (a) Rayleigh predicted vs. measured average grain sizes and (b) stochastic predicted vs. measured average grain sizes.
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1. Introduction

Aluminum oxide (Al$_2$O$_3$) is used in a broad range of applications due to its favorable mechanical, electrical, and thermal properties. Catalysts, electronic substrates, gas purification, furnace lining, abrasives for grinding and milling, and armor are just a few of the many places where one may find aluminum oxide being employed. Its low areal density, high elastic properties, and high hardness make it an excellent candidate for high strain-rate situations [1]. From a manufacturing standpoint, the production of high density alumina versus other widely used high hardness ceramic materials (such as silicon carbide) can be less expensive due to lower powder costs and lower sintering temperatures [1, 2]. Production methods for high density alumina tiles can vary as with any type of ceramic material, but common methods for processing alumina include sintering, injection molding, slip casting, hot pressing, and novel techniques such as spark plasma sintering [1, 3, 4].

The typical temperature for conventional sintering of commercial alumina is approximately 1500-1550°C [5]. Depending on the type and concentration of the additives introduced into the Al$_2$O$_3$ starting powders, the optimal sintering temperature will vary. Poor mixing or thermal fluctuations in a sintering furnace can cause the additives in Al$_2$O$_3$ (i.e. CaO, SiO$_2$, or MgO) to agglomerate or distribute nonuniformly throughout an alumina body [6]. Glassy grain boundaries, rich with SiO$_2$, CaO, and MgO, are commonly found in many commercial alumina tiles. While these additives form a liquid at grain boundaries that enables a high-diffusivity path which enhances densification, glass formation will have a degenerative effect on the overall mechanical properties of the sample [7]. The agglomeration of sintering additives and degradation of
properties due to glass formation from these additives may very well become the performance-limiting features within an alumina microstructure.

A well-defined limiting property of high density alumina used for high strain rate applications does not exist. Properties such as sonic velocity, elastic modulus, hardness, toughness, strength, etc. have been used as metrics to gauge how alumina tiles will perform during high stress environments [2, 8]. Manufacturers of ceramic materials use an enormous amount of resources for the elimination of property-degrading macro and microscopic flaws. It is coming to the point where microstructural variations are an important factor to consider for the improvement of all types of ceramics. Advancements in ceramic processing can eliminate macroscopic bulk flaws, but room for improvement may lie in targeting smaller scale features such as grains and solid inclusions [9, 10]. This necessitates the need for enhancing and innovating new characterization techniques which can be used for efficiently testing changes in aluminum oxide.

Nondestructive evaluation (NDE) methods are viewed as a panacea to traditional destructive testing for determination of certain material properties or bulk inspection [11, 12]. The vast majority of material testing is destructive and is only performed on small sample areas. A pitfall of quality control testing for large sample lots is the assumption that all samples will show similar behavior compared to the few that are actually tested [11, 13]. Nondestructive testing allows for full sample flaw detection and may be implemented as part of a product assembly line [14]. Common nondestructive testing types used to analyze ceramic armor components include radiography, acoustic emission, ultrasound, X-ray computed tomography and thermal
imaging [15]. Each type of NDE technique shares the commonality of being a cost effective way of testing large sample areas in a pass or fail manner.

Ultrasonic testing is arguably the most versatile of these NDE types [16, 17]. It has been widely studied for use with many material systems such as colloidal suspensions, metals, and ceramics. Ultrasonic NDE is a commonly used method for particle sizing in suspensions using acoustic spectroscopy [18]. Studies have been performed in metals which attempt to explain how high frequency acoustic waves interact with microstructural variations by measuring the frequency dependence loss of the acoustic energy [19]. Acoustic spectroscopy is not a currently used characterization technique for fully dense, high hardness, ceramic materials. Ultrasound NDE in ceramic materials has been solely limited to measuring elastic properties and spatially locating large flaws [14]. By understanding the different mechanisms by which ultrasound energy can be attenuated at specific frequencies, acoustic spectroscopy can be used as a way to determine microstructural causes of material property differences in ceramics [20].

A transmitted ultrasonic beam will interact with all microstructural features such as grains, grain boundaries, pores, and secondary phases. The loss of acoustic energy as the beam interacts with the microstructure will be dependent on the frequency of the interrogating wave and the size, thermal properties, and elastic properties of the microstructural features [21, 22]. Advanced signal processing and wave deconvolution is the basis of understanding measured acoustic attenuation spectra and how they relate to the microstructure of ceramic materials [20, 22].

This dissertation will explore the relationship between the attenuation coefficient spectra and the microstructure of dense aluminum oxide. Scanning acoustic spectroscopy
will be utilized to spatially measure the attenuation coefficient spectra over large sample areas. Results will show correlations between microstructural variations such as grain size differences and additive concentration. Acoustic spectroscopy will support the use of this technique as a viable characterization tool for high density alumina. The ability to collect acoustic data over large sample areas leads to the ability of performing spectroscopic analysis to obtain microstructural information about every point in a sample. This information would be invaluable to finite element modeling as it would limit the assumptions that need to be made regarding grain and inclusion size, and their distributions.

First, a background on alumina, applications involving the use of alumina, ultrasound, ultrasound NDE, and acoustic spectroscopy will be presented at length. The method of attack will cover how the objectives of this thesis will be met. The experimental method will explain the specifics of the sample sets and exact detail of testing that was performed to achieve the goals of the objectives. The results and discussion section will explain the use and comparison of necessary curve fitting algorithms, the enhancement of the acoustic hardware, and connections between microstructural variations in alumina and acoustic spectra. A discussion of the outcomes of this research and considerations for future study will conclude this thesis.

This dissertation studies the effect of different alumina microstructures on acoustic loss mechanisms. Specifically, the two acoustic loss mechanisms studied are intraparticle thermoelastic absorption and Rayleigh and stochastic scattering. Two sample sets which contain incremental concentrations of separate secondary phases, mullite and titanium carbide, will be used to study the effects of acoustic absorption. An
alumina sample series which contains samples having different grain sizes will be used to
determine a correlation between grain size and the degree of scattering attenuation. The
results of this thesis will allow for the ultrasonic nondestructive prediction of
microstructural parameters within dense aluminum oxide.

2. Background/ Literature Review

The background and literature review section of this dissertation provides an
explanation of the concepts and topics necessary to understand the work performed in
this thesis. As the focus of this thesis is on aluminum oxide, a principal consideration is
given to the discussion of the fundamentals of Al$_2$O$_3$. This includes a focus on material
properties, applications, and fabrication of high density alumina. The principles of
acoustics, ultrasonic NDE, and the behavior of acoustic waves within dense ceramic
materials are discussed. More detailed consideration is given to the phenomena of
frequency-based acoustic attenuation in dense polycrystalline materials through the
means of acoustic absorption and scattering. The implications of understanding the
absorption and scattering mechanisms in aluminum oxide are explained. This will
delineate from an explanation of previous acoustic attenuation measurements performed
in material systems other than ceramics. Ultrasound NDE testing methods and the
individual components which comprise a test setup are also explained.

2.1. Aluminum Oxide

Aluminum oxide is one of the most widely studied and used materials in the
world. Otherwise known as alumina, its chemical formula is Al$_2$O$_3$; having four
aluminum atoms to six oxygen atoms per rhombohedral primitive unit cell [23]. The
Al$_2$O$_3$ unit cell has a hexagonal crystal symmetry, where a single alumina grain has an
appreciable degree of anisotropy, approximately 5.5% between the a and c crystal directions [24]. Aluminum oxide comes in several forms with corundum (or alpha alumina) being the most common and the only alumina phase stable at all temperatures [25, 26]. Alpha alumina was once thought of as being the only form of crystalline alumina that existed, but that is no longer the case. Other forms of emerging metastable aluminas are known as γ, δ, η, θ, κ, χ polymorphs [25]. Different forms of alumina occur due to differences in crystal structures. For instance, alpha alumina has a trigonal crystal structure while gamma alumina has a cubic structure [27].

This section of the literature review will examine details related to aluminum oxide and its uses as a high performance ceramic material. For the sake of this thesis, aluminum oxide, alumina, or Al₂O₃, refers to the as-manufactured polycrystalline dense ceramic used for laboratory, industrial, or structural applications. This alumina is produced commercially, has trace impurities and additives in it, and bears little resemblance to the precious gemstones in its family. A discussion of the properties which make alumina a favorable material for many applications is presented. The specific properties of interest for structural alumina used in high strain-rate environments are briefly explained. This section ends with a review of synthesis methods used for creating high density aluminum oxide. The use of sintering additives and their effects during sintering are examined.

2.1.1. Aluminum Oxide Material Properties

In 1887, Karl Bayer created a process which was used to refine bauxite and manufacture aluminum oxide. Bauxite is an aluminum ore which contains up to approximately 50% Al₂O₃ with the rest being water, iron oxide, silica and titanium
dioxide. The process involves the leaching of bauxite with NaOH, crystallization of aluminum trihydrate and subsequent calcining to produce alumina [28]. Other refining processes may be necessary to remove trace impurities resulting in different purity grades of aluminum oxide. The purity, or difference in phase percent of bulk alumina powder required, is dictated by the end application. Fully dense commercially manufactured alumina has a theoretical density of 3.97g/cm$^3$ [29]. Fully dense products may have a range of color, but typical dense polycrystalline alumina used for structural applications is either white or ivory depending on where the base alumina powder originated from and how large the grains are [26].

Aluminum oxide is one of the most readily available, economical, and widely used of the engineering ceramics [26, 30]. This is due to the versatility and superior combination of its material properties. High hardness and strength, good thermal conductivity, strong chemical resistance, and outstanding dielectric properties are some of the available properties alumina has to offer. From a production standpoint, alumina is a relatively routine material to produce when compared to other high hardness ceramics. The ability to cast alumina and form it into a variety of shapes and geometries is another reason why it is preferential for a multitude of uses. Applications and production methods of aluminum oxide are discussed in length after an examination of the material properties which make alumina the suitable choice for such applications.

The material properties of alumina are discussed to give a foundation regarding the testing performed on the materials used in this thesis. The ability to perform electron microscopy on the alumina samples studied relies on an understanding of their mechanical properties and electrical properties such that they can be properly prepared
for the microscope. Good ceramographic preparation of high hardness, brittle materials requires knowledge of their mechanical properties. Knowing if the material is a strong electrical insulator or conductor is important as it dictates whether charging will occur once the samples are interrogated with an electron beam. An understanding of the thermal properties of alumina is required for this thesis, as one of the two primary loss mechanisms studied is based on coupling of the thermal and elastic fields produced by propagating acoustic waves.

All of the mechanical properties described in the following section are directly related to grain size. This thesis outlines a method to acoustically predict grain size in aluminum oxide. As with some metallic materials, a metric which ranks mechanical properties (such as hardness, toughness, and strength) can be created using the grain size information collected via nondestructive means. A review of this is discussed in section 2.3.2.

2.1.1.1. Electrical Properties

Choosing a material for its electrical properties is dictated by what the material will be used for and if it even has suitable properties for the application. Knowing the specifics about all the electrical properties of the material of choice will lead to a better understanding of how it can be used. With regards to electrical properties materials are usually first classified as electrical insulators or conductors with special classes being semiconductors and superconductors. In simple terms, electrical conductivity is a measure of how well a material supports the movement of an electric charge [31]. Although it has been shown that certain surfaces of alumina can be strongly conductive
(such as the \(\{110\}\) surface), alumina is generally a strong electrical insulator with a very wide band gap [23].

High volume resistivity and dielectric strength are what make alumina an excellent electrical insulator [30, 32]. Volume resistivity is the inverse of electrical conductivity and increases with an increase of a material's electric bandgap [33]. Dielectric strength is a property of an insulating material which dictates the amount of electric field strength the material can withstand before experiencing a breakdown of its insulating properties [32]. The strong electrical insulation behavior of alumina makes it a difficult material to examine using electron microscopy on, as the electron charge tends to build up on the surface. To alleviate this problem, a thin layer of a metal coating can be put on alumina samples to prepare them for microscopy. An accelerating voltage which matches the zero point of charge (~2kV) of alumina may also be used.

2.1.1.2. Thermal Properties

The high negative free energy of formation of aluminum oxide makes it a chemically stable and refractory material. Its excellent thermal properties allow alumina to be used in harsh or high temperature environments. Understanding the thermal properties of alumina will aid in a later discussion on acoustic energy dissipation and acoustic spectroscopy. The thermal conductivity of a material is its ability to conduct heat. Having units of watts per meter Kelvin (W/m·K), thermal conductivity determines the rate at which thermal energy is transported through a material [34]. \(\text{Al}_2\text{O}_3\) has a relatively high thermal conductivity making it useful as a high temperature material [26].

The tendency for a material to change its volume in response to changes in temperature is known as thermal expansion. A quantification of this phenomenon is
known as a materials thermal expansion coefficient (TEC) [34]. TEC will generally vary as temperatures change and is an extremely important thermal property to understand when choosing a material for applications which involve cyclic temperature changes. Materials with microstructures that exhibit large thermal expansion anisotropy are prone to temperature induced failure. This is caused by the random orientation of the microstructure expanding and contracting by different amounts in different directions. Local stresses in the microstructure will begin to nucleate cracks if high TEC materials undergo rapid and large changes in temperature (thermal shock). Aluminum oxide has a relatively low thermal expansion coefficient which makes it suitable for use with high temperature systems. These thermal properties become important when studying the effects of acoustic thermoelastic absorption in dense aluminum oxide and will be discussed in a later section when describing this type of acoustic absorption in alumina.

2.1.1.3. Mechanical Properties

The work presented in this dissertation focuses on high density, polycrystalline alumina used for structural applications and the relationship between microstructure, mechanical properties, and acoustic response. To facilitate an understanding of these relationships, this section gives a more detailed discussion with regard to mechanical properties of interest, what they are, and why aluminum oxide exhibits desired mechanical behavior. Structural alumina is an attractive ceramic used for engineering purposes due to its low areal density, and high properties such as strength, toughness, and hardness [1, 35]. The ability of increasing or changing these properties is obtained through modification of the microstructure [10, 35]. This can be done by changing composition through the use of different formulations or by using different processing
methods. The need and ability of obtaining specific mechanical properties of a structural ceramic is limited by a variety of factors including cost, feasibility of mass production, and type of ceramic to be used [1, 2]. A table containing strength, toughness, and hardness values for commercially available alumina is shown at the end of this section.

2.1.1.3.1. Mechanical Strength

Mechanical strength is the maximum stress a material is capable of withstanding before undergoing an irreversible change in its structure [36]. There are several definitions of strength which describe the material during different states of stress: yield strength, tensile strength, compressive strength, and shear strength [37]. Under loading, materials undergo elastic deformation, or a strain, where the structure returns to its initial state after the stress is applied. For the stresses exerted on the material which only lend to elastic deformation a plot of stress versus strain will produce approximately a straight line; this is shown in Figure 1 as the elastic region. As the loading stress on a material increases this straight line begins to deviate at a stress (point $\sigma_Y$ in Figure 1) referred to as the yield stress. After the yield stress is reached irreversible deformation (plastic deformation) continues to a maximum point known as the materials tensile strength (point $\sigma_T$ in Figure 1). This is the final maximum stress a material can withstand in tension before fracture and failure occurs (point F) [36, 37]. It is important to clarify that this type of behavior occurs primarily with ductile materials such as metals and not ceramics, such as aluminum oxide. This is due to the strength of metallic bonds and the propensity of dislocation slipping [36].
Figure 1. Stress-strain behavior exhibiting points of yield stress, tensile stress, and failure.

Brittle materials such as ceramics are characterized as being either ionically and/or covalently bonded materials [38]. These bonds are stronger than what is seen in metals where dislocation movement and slip occur. As a result, many brittle ceramic materials undergo cracking and failure before a yield stress is reached. Typically, ceramic materials will fail while still behaving elastically and do not have a well defined yield point [39].

Compressive and shear strength are similar to their tensile counterpart as they relate to stress-strain behavior into the permanently deformed plastic regime. However, the stress directions are different from tensile testing, being either compressive or torsional. Compression strength for a ceramic is the minimum compressive stress the
ceramic can withstand before crack propagation or slip across a weak atomic plane occurs [38]. Compressive strength is important for alumina used in structural applications as it provides resistance to static, quasi-static, or dynamic loading [40].

Grain size and defects are microstructural factors which play a role in a material’s strength [41]. Material strength is determined by the types of bonds it has and the ability of those bonds to stretch or move. Under loading, atomic planes within grains with bonds that are already broken and reoriented (dislocations) are the easiest to strain [37]. As the stress is increased, these partially broken atomic planes will move to the grain boundary where they are pinned. At this point even a metal becomes brittle and will fracture. Ductile materials, such as metals, have a comparably higher amount of dislocations compared to brittle ceramics due to their differences in bonding and bond strength (metallic bonding versus ionic and/or covalent). In a metal or ceramics, the larger a grain is, the more dislocations. An increase in the number of dislocations will lead to a greater ability of a stress to cause more strain and therefore decreases strength. This phenomenon can be expressed through the Hall-Petch equation (equation 1) [38].

\[
\sigma_y = \sigma_0 + k_y d^{-\frac{1}{2}}
\]

where \(\sigma_y\) is the yield strength, \(d\) is the average grain diameter, and \(\sigma_0\) and \(k_y\) are material constants.

Defects within a material matrix act as stress concentrators where stress near the tip of a defect will change upon loading [36]. Griffith developed a sufficient and necessary condition to answer the question of the plane stress required to disrupt bonds at the tip of a defect, such as a microcrack (equation 2) [42]. The Griffith equations are
based on energy conservation to account for stored elastic energy, surface energy, and the work done by the system on its surroundings [43].

\[ \sigma_f = \left( \frac{2E\gamma}{\pi c} \right)^{\frac{1}{2}} \]  

Eq. 2

where \( \sigma_f \) is the fracture stress, \( E \) is Young’s modulus, \( \gamma \) is surface energy per unit area, and \( c \) is half crack length. Essentially as the crack length increases the stress a material can withstand before fracture decreases. High mechanical strength is but one of many important physical properties alumina must have to be a good engineering ceramic. One single parameter for relating the quality of a material does not exist; all parameters must be taken into account.

2.1.1.3.2. Fracture Toughness

Toughness is defined as the ability of a material to absorb energy up until the point of full catastrophic fracture of a crack [38]. Toughness, denoted as \( K_{IC} \), depends on the specimen geometry, the applied load, and the flaws present in the bulk microstructure or at the surface [43]. A higher toughness value usually indicates that there are microstructural mechanisms which are capable of dispersing energy without the need for forming cracks. Metals tend to exhibit higher fracture toughness values when compared to ceramics because they are able to dissipate energy during loading through plastic deformation; brittle ceramics tend to break before that point [38].

Toughness can be delineated into three modes, \( K_I \), \( K_{II} \), and \( K_{III} \), which completely dictate the stress interaction for all types of loading [36]. These modes relate to the method of fracture that is occurring due to the type of stress which is applied. Mode I is indicative of fracture occurring in an opening direction, and modes II and II indicate
either in-plane shearing or anti-shearing, respectively [36]. It is assumed that fracture mode I completely dominates the other two types of modes in polycrystalline ceramics as failure occurs at the largest flaw normal to the greatest tensile stress [36]. As a result modes II and III are usually ignored and a single critical value, $K_{IC}$, has been defined to be the point where an open crack is in equilibrium and further loading will cause rapid and uncontrolled failure. This is expressed in the following equation:

$$K_{IC} = Y\sigma_f\sqrt{\pi a}$$  \hspace{1cm} \text{Eq. 3}

where $Y$ is a dimensionless factor dependent on flaw shape and loading geometry, $\sigma_f$ is the fracture stress, and $a$ is the flaw diameter [36].

2.1.1.3.3. Hardness

Hardness is a measure of material resistance to localized plastic deformation [38]. Hardness testing is one of the most common types of mechanical measurement performed on materials as it is fast, inexpensive, simple to execute, and only require a small amount of material. The desirability of alumina for high strain rate applications is due to its high hardness. Aluminum oxide, second only to diamond (of the naturally occurring materials), has an approximate hardness of approximately 14GPa (Knoop at 50N) [44, 45]. Hardness is fundamentally reliant upon material bond strength. Materials which exhibit high ionic and covalent character are usually attributed to also having high hardness [46].

Hardness is a relative measure with many different scales. The Mohs scale was the first hardness scale to be used where materials were qualitatively organized according to which material could scratch the other [37]. Systematic and quantitative methods were created through the development of standardized indentation testing. This type of testing
is useful for categorizing brittle ceramics which fall in the Mohs range of 8-10 [37]. In these tests, a small diamond tipped indenter is pressed into the surface of a material with a predefined load and rate. The resulting indent size is measured and related back to a hardness number predefined through specified equations [47]. Depending on which scale is used (Knoop, Vickers, etc.), the resistance to indent penetration is expressed in direct units, rather than the Mohs ranking system [38].

Different types of indentation testing require different indenter shape geometries. In the ceramic industry, Knoop or Vickers indentation testing are the most commonly used methods for determining hardness [44]. These two hardness scales are not directly comparable due to their differences in determining stress imparted to the material from the indenter. The Knoop calculation uses the projected area of the indenter while a Vickers calculation relies on the contact area of the indenter [44, 48]. Figure 2 shows Vickers versus Knoop indents for fully dense Al$_2$O$_3$. Vickers indentation imparts a pyramidal square shape to the material while a Knoop indent leaves an elongated pyramidal square shape.

![Figure 2. Vickers (a) versus Knoop (b) indents for Al$_2$O$_3$ [44].](image)
Load’s that are too high for brittle ceramics will result in massive cracking and spalling of the material. These types of indents are not recommended to be used when making a hardness measurement [48]. It is well known that hardness of ceramics will, in fact, decrease with increasing load. This is known as the indentation size effect (ISE) where very low loads will give very high hardness values, and as load increases, hardness values will decrease and become independent of load [44]. A clear reason for this effect is yet to be determined, but it is suspected that testing procedure, strain rate effects, frictional forces, material dislocation, material elastic recovery, and material cracking all play a role in the ISE [49-52]. Hardness versus load curves which exhibit the ISE for several high hardness ceramics are shown below in Figure 3.

**Figure 3.** Load versus hardness curves for several high hardness ceramics. Shows indentation size effect [44].
As with strength and toughness, changing a material’s grain size will alter its hardness [36, 38]. Decreases in grain size decrease the statistical amount of inherent dislocations within a grain [36]. With fewer dislocations, slip does not occur as readily and the material will exhibit high resistance to indentation. As grain size increases, ceramics will contain a higher amount of dislocations which do not aid in opposition to indentation. This effect is analogous to the Hall-Petch effect, and it should be noted that there exists a lower critical grain size where the opposite takes place [38]. As grain size decreases the overall surface area of the grains increase. This causes an increase in grain boundary volume percent about the entire material. When the grain boundary percentage rivals that of the actual material, an indent will be sampling much of the weaker grain boundary rather than the material grains themselves [36, 38]. This leads to a reversal of what is expected from the Hall-Petch effect.

Table I. Various Mechanical Properties of Al$_2$O$_3$ [26, 44, 53]

<table>
<thead>
<tr>
<th>Property</th>
<th>99.9% Al$_2$O$_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Tensile Strength (MPa)</strong></td>
<td></td>
</tr>
<tr>
<td>At 25°C</td>
<td>310</td>
</tr>
<tr>
<td>At 1000°C</td>
<td>220</td>
</tr>
<tr>
<td><strong>Compressive Strength (MPa)</strong></td>
<td></td>
</tr>
<tr>
<td>At 25°C</td>
<td>3790</td>
</tr>
<tr>
<td>At 1000°C</td>
<td>1929</td>
</tr>
<tr>
<td><strong>Toughness $K_{IC}$ (MPa·m$^{1/2}$)</strong></td>
<td>4.9 (+/- 0.9)</td>
</tr>
<tr>
<td><strong>Hardness (Gpa)</strong></td>
<td></td>
</tr>
<tr>
<td>Knoop at 1N</td>
<td>17.5 (+/- 1.5)</td>
</tr>
<tr>
<td>Vickers at 1N</td>
<td>17.5 (+/- 1.5)</td>
</tr>
</tbody>
</table>

2.1.2. Applications of Aluminum Oxide

This section of the dissertation describes some of the applications where aluminum oxide is used. These applications are categorized according to the material property being exploited. Its combination of excellent properties has enabled Al$_2$O$_3$ to
become one of the most commonly used materials in the world. Being abundant, inexpensive, and easily manufactured markets for alumina extend from electronic substrates to furnace liners to armor [30, 54]. There are quite a number of uses for alumina; this section describes at most three per category of application.

2.1.2.1. Al₂O₃ Applications: Electronic

A large portion of electrotechnical ceramics are based on aluminum oxide. For example, the high volume resistivity and high dielectric strength of alumina has been exploited by the automotive industry to be used as insulators for spark plugs. The ability to reduce sintering temperature of alumina through the addition of sintering aides facilitates the production of spark plug insulators without degrading necessary electrical properties. Cost of production is decreased by using lower temperatures and maintaining the integrity of the insulating alumina [55]. Today, more than 3 million high-purity alumina spark plugs are produced each year by the automotive industry [56].

The electronics industry also benefits from using alumina as the material of choice for electronic substrates. The role of the substrate is to form an electric circuit by creating interconnections. Aluminum oxide is a widely used substrate mainly due to its low cost and high voltage insulation [57]. Alumina substrates consisting of arrays of pores can be used in the manufacturing of ultra-high-density magnetic recording and storage media. Alumina substrates are an attractive choice for this application due to the ability of creating excellent uniformity and spacing of nano-pores [58]. As an example, the high density and ordering of the alumina nano-pores allows separate but densely packed nickel arrays to be grown and ultimately achieve a gain in electronic storage capacity [58].
2.1.2.2. **Al₂O₃ Applications: Thermal**

A refractory material is one that retains its shape and composition despite exposure to extreme temperatures. Certain high temperature furnaces use alumina refractory bricks to line the walls. The need for refractory furnace lining is to contain radiant heat within the furnace and allow it to dissipate at a safe rate. These materials also need to resist the attack of molten glasses and metals [26]. Alumina-based refractories are capable of withstanding high temperatures without undergoing thermal shock or phase changes. Aside from this, alumina refractories offer good chemical attack resistance at high temperatures [59].

The stability of Al₂O₃ at high temperatures, its resistance to chemical attack, and its low cost make it the preferential choice for laboratory ware. Alumina lab ware such as crucibles, ignition dishes, boats, and lids, find use in laboratories for molten metal and glass processing, rapid thermal cycling, and gemstone purification [60]. Alumina used for furnace ware has found a very useful application for thermocouple protection tubes. Thermocouple protection tubes need to be capable of withstanding high temperatures and pressures along with resistance to chemical aggression. Alumina-based protection tubes meet the requirements for protecting thermocouples in harsh environments where other coverings (such as Teflon) would fail [61].

2.1.2.3. **Al₂O₃ Applications: Mechanical**

Aluminum oxide finds tremendous use as industrial milling media, grinding material, and polishing abrasive. Its low cost, high hardness, and high strength make it an excellent substitute compared to the more costly industrial diamond [62]. Abrasive alumina is made in a multitude of ways to address all cutting, grinding, and polishing
needs. The different types of alumina abrasives are classified according to their manufacturing process, hardness, purity, and classification process [63]. The main types of alumina produced for industrial abrasives are either monocristalline, calcined, or polycristalline alumina with different sub-characterizations depending on grain shape and purity [63]. There is a difference in performance of each type of alumina abrasive depending on the crystal structure of the alumina used; either the harder alpha alumina or the softer gamma alumina. Reduction of particle sizes can be done through milling methods using alumina as the contact media [26]. For materials which require fine polishing and lapping, such as electronic substrates, alumina can be used in suspension as submicron particulates. Different types of alumina abrasive media are shown in Figure 4. Aside from industrial polishing, Al₂O₃ has found its way into another widely used item, toothpaste. Toothpaste gets its power from the added abrasives such as alumina, calcium phosphate, or silica [64].

![Figure 4. Alumina abrasives for (a) cutting, (b) milling, and (c) polishing. (d) Different sized Al₂O₃ milling media [54, 65].](image)
Ceramics have been used in armor systems for at least half a century [66]. Their low density, high hardness, and high Young’s modulus make them attractive candidates for armor applications [1]. Although ceramics generally have lower tensile strength compared to their metallic counterparts, the high compressive strength of ceramic materials is exploited by integrating them into multi-layer armor packages for personnel or vehicular use [66]. Alumina armor ceramic small arms protective insert (SAPI) plates and monolithic tiles can be seen in Figure 5.

![Alumina Armor Ceramic Small Arms Protective Insert (SAPI) Plates and Monolithic Tiles](image)

**Figure 5.** $\text{Al}_2\text{O}_3$ monolithic tiles used in armor applications [1].

Alumina armor systems are usually based on different compositions such as $\text{Al}_2\text{O}_3$-$\text{SiO}_2$-$\text{CaO}$-$\text{MgO}$, $\text{Al}_2\text{O}_3$-$\text{MgO}$, or $\text{Al}_2\text{O}_3$-$\text{ZrO}_2$. These additives all play different roles in either production or performance processes and will be discussed in the next section of this dissertation. Alumina-based armor ceramics have a high level of physical properties, can be manufactured using a variety of methods, and low costs make them suitable candidates for ballistic protection [1]. Although there is no single parameter
which is used as a metric to predict ballistic performance, higher properties such as hardness, elastic modulus, and sonic velocities above 10,000 m/s have been correlated with better performing materials [1, 2]. Alumina meets these requirements with having hardness values of 17.5 GPa (Knoop), Young’s modulus as high as 450 GPa, and longitudinal velocity of approximately 10,500 m/s [2, 44].

2.1.3. Evolution of Dense Microstructures

This section focuses on the complete cycle of manufacturing a dense alumina-based body. The use of sintering additives to improved densification is discussed. Common sintering aids used to lower sintering temperature include SiO$_2$, CaO, and MgO. Other additives can be introduced into an alumina microstructure to provide reinforcement of particles. This will lead to an improvement in mechanical properties of alumina-based materials used for high stress applications.

2.1.3.1. Sintering Additives

The driving force for sintering is the reduction in the total free energy of the system, including the volume, boundaries and surfaces of the grains [10]. During sintering one looks to facilitate mass transport mechanisms to aid in densification. Transport mechanisms which lead to densification include lattice diffusion and grain boundary diffusion [10, 67]. Additives can be used to control sintering behavior and obtain different material properties from the final product. The types of sintering additives discussed in this section are contained in the alumina-based sample sets studied in this thesis. Their effects on sintering and mechanical properties are outlined.

Glassy grain boundaries rich with SiO$_2$, CaO, and MgO are commonly found in many commercial aluminas. These are common additives which are introduced to Al$_2$O$_3$
during sintering include a mix of CaO-MgO-SiO$_2$. The use of these additives allows one to lower sintering temperatures, control grain growth rates, and reach full density [68]. Using a mix of these sintering additives with alumina has an effect on liquid phase sintering which can be described in three stages: particle rearrangement, solution-reprecipitation, and coalescence. Particle rearrangement is the rearrangement of the solid particles due to the capillary forces of the formed liquid. This leads to the initial densification of the alumina compact. The different solubilities of the solid in the liquid allow transport of Al$_2$O$_3$ material from points of solid-solid contact to free surfaces of the alumina particles. Finally, permanent solid-solid contact between particles form and the liquid phase sintering job of the CaO-MgO-SiO$_2$ is complete [69].

The phase diagram of the CaO-MgO-SiO$_2$ can be seen in Figure 6 with the eutectic highlighted. Using these additives and forming liquid at grain boundaries is critical as it facilitates densification with a high diffusivity path of material during sintering [7]. The use of a mix of additives such as CaO-MgO-SiO$_2$ is chosen not only to form a liquid at the grain boundaries but to also control crystallization and abnormal grain growth [70]. Without the mix of these three additives one may find difficulty with forming a lower temperature liquid without reacting with the Al$_2$O$_3$ [69]. The eutectic from the CaO-MgO-SiO$_2$ system has a low melting temperature of 1320°C which forms a liquid phase at sintering temperatures but does not necessarily enter into chemical reactions with the alumina [69, 70].

Problems with using sintering additives in alumina arise if they are improperly or nonuniformly mixed. These additives may agglomerate and form large glassy inclusions which can degrade the properties of a manufactured alumina tile. Aside from large
agglomerations, even uniformly distributed additives will play a role in controlling the final properties of a produced alumina product. Lower strength grain boundaries will decrease elastic properties, hardness, and strength in an alumina sample. Consideration must be given to the new interfaces and phases created when using sintering additives in alumina [68]. One of the several alumina sample sets which are studied in this thesis has had a CaO-MgO-SiO₂ mix introduced as sintering aids.

![Figure 6. CaO-MgO-SiO₂ phase diagram. Eutectic at 1320°C highlighted in red [70].](image)

Mullite within alumina and aluminosilicate ceramics are among the most used ceramic materials for refractories [71]. Creating the secondary phase of mullite (3:2 or 2:1 Al₂O₃:SiO₂) within an alumina host requires additions of SiO₂. A phase diagram of Al₂O₃-SiO₂ is shown in Figure 7. Pure mullite is formed with SiO₂ additions in the range of approximately 37-41wt%. SiO₂ additions less than this will result in a high alumina
and mullite solid solution. This secondary phase can enhance the thermal properties and the mechanical properties of the alumina host. For example, materials with two crystalline phases can have increased fracture toughness and strength compared to their singular phase counterparts.

![Figure 7. Al₂O₃-SiO₂ phase diagram [72].](image)

Reinforcing alumina-based microstructures through the use of secondary phase additions leads to an increase in hardness, toughness, and strength. Typical additions to alumina microstructures to achieve this reinforcement behavior include ZrO₂, mullite, and TiC. Two of the sample sets studied in this thesis includes the latter of the two types of additions. These sample sets include different concentrations of mullite and titanium carbide were used to create a causal relationship between acoustic absorption and grain size distributions of secondary phases present in a dense alumina body.
Crystalline mullite in aluminum oxide has been studied for structural applications due to having a lower areal density; 3.2g/cm$^3$ for alumina-mullite compared to 3.95g/cm$^3$ for standard alumina [73]. Increasing the toughness and strength of alumina by addition of SiO$_2$ to create a secondary mullite phase is due to the structure of the mullite. Mullite can grow as long needle-like crystals which create longer fracture paths and ultimately give an increase in toughness [74]. A micrograph image of mullite crystals is shown in Figure 8. Creation of compressive residual stress at the surface of alumina grains and crack blunting are two mechanisms by which mullite increases strength of an alumina-based body [73, 74]. Remarkably high flexural strengths of alumina-mullite ceramics have been reported up to 350MPa [75]. Interest in alumina containing a secondary mullite phase comes from work done in this thesis testing an alumina-mullite sample set.
Ceramic cutting tools based on aluminum oxide are desired for a number of applications including the aerospace, automotive, and steel industries [76]. Their refractory nature along with high compressive strength and wear resistance has necessitated their use at high speeds [76]. Titanium carbide (TiC) is a common cemented carbide which is added to Al₂O₃ which increases toughness and decreases unpredictable tool performance and brittle failure [77]. Alumina-TiC composites provide an improvement in hardness, fracture toughness, and strength when compared to alumina alone. These factors can be tuned by changing the initial titanium carbide parameters such as particle size distribution [77]. A micrograph image of an Al₂O₃-TiC composite can be seen in Figure 9.
2.1.3.2. Densification of Aluminum Oxide

Sintering additives are chosen to lower densification temperatures and to have the final product exhibit a change in material properties. Once these additives are properly mixed with the base powder, a densification method must be chosen. High hardness materials such as aluminum oxide can require high firing temperatures, high pressures, sintering additives, or combinations of the three [35]. The typical temperature for conventional sintering of Al$_2$O$_3$ is approximately 1500-1550°C [5]. Depending on the type and concentration of the sintering additives used, the optimal sintering temperature will vary.

Brittle ceramic materials which exhibit high hardness typically have some ionic or covalent character [38]. Alumina has approximately two-thirds ionic nature and one-third covalent nature [38]. Sintering kinetics of ceramics materials must be understood when densifying alumina. Compared to high-hardness carbides and borides, alumina has
relatively good sintering kinetics which are controlled by lattice or grainboundary diffusion [78-80]. Comparably lower sintering temperatures due to predominantly ionic bonding, good sintering kinetics, and the possibility of incorporating many sintering additives allows for many densification methods of alumina [5]. Sintering of Al$_2$O$_3$ to near theoretical densities has been achieved through techniques such as pressureless sintering, hot pressing, and novel sintering methods such as spark plasma sintering (SPS) [4, 10, 35]. While there are many production methods used to create high density alumina, they usually require four basic steps: preparing the body, molding, sintering, and finishing [35].

2.1.3.2.1. Pressureless Sintering

Pressureless sintering is the densification of a powder compact without the use of externally applied pressure. An advantage of sintering ceramics without pressure is that the ceramic compact can be slip cast into a variety of shapes and geometries. Alumina is a relatively easy ceramic to sinter due to its predominantly ionic bonding and lower working temperatures [26, 38]. It should be noted that pressureless solid-state sintering of alumina requires higher temperatures and result in slightly lower densities than alumina manufactured using pressure [10]. Figure 10 shows comparisons of the solid-state densification behavior between pressureless sintering and hot pressing. Micrograph images of pressureless solid-state sintered alumina are shown in Figure 11.

Pressureless sintering of alumina does not necessarily require the use of additives, but using them will result in faster sintering times, lower temperatures, and a more easily densified material [10, 35]. This is due to a liquid phase which is able to form due to the lower temperature additives. The liquid phase provides for faster atomic diffusion than
solid-state processes [10, 68]. Ceramic materials which are harder to sinter, such as silicon carbide, usually require sintering aids to reduce firing temperatures and create the high diffusivity liquid phase [10, 68].

![Figure 10. Comparison of solid-state densification behavior between pressureless sintering and hot pressing [10].](image)

2.1.3.2.2. Hot Pressing

Sintering with the application of heat and externally applied pressure is known as hot pressing. External pressure can increase the driving force for densification of a compact by acting against internal pore pressure without increasing the driving force for coarsening [10]. This can lead to the production of fine grained ceramics with higher

![Figure 11. Micrograph images of pressureless solid-state sintered alumina [10].](image)
densities compared to those produced without the use of mechanically applied pressure. As shown in Figure 9, hot pressing allows for densification to occur more rapidly and at lower temperatures when compared to pressureless sintering.

Uniaxial hot pressing consists of pressing and sintering material within a die. When hot pressing high hardness ceramics such as Al₂O₃ one may typically use graphite dies to endure the necessary high sintering temperatures. This causes the industrial use of uniaxial hot pressing to be limited due to high cost, low productivity, die maintenance, and poor shaping possibilities. Aside from these disadvantages, hot pressing has great practical value as it provides a method for the densification of materials which show inherently poor sinterability such as SiC and B₄C [81].

The thesis work done by Peelen provides a comparison of dense hot pressed alumina with dense pressureless sintered alumina and that each showed a number of different characteristics. The much lower sintering temperatures used while hot pressing (~1400°C), compared with pressureless sintering (~1800°C), gives a smaller average grain size [82]. Pore size and position vary as well when performing hot pressing versus pressureless sintering of alumina. On average, the pore size one may expect to find with pressureless sintered alumina is 1 μm while the average pore size found in hot pressed alumina is approximately five times less than this at 0.2 μm [82]. The lower grain boundary mobility during hot pressing leads to the majority of pores lying at the grain boundaries while pores in pressureless sintered alumina are usually found within the grains [82]. A comparison of hot pressed and pressureless sintered alumina is given in Table II.
### Table II. Preparation and microstructural conditions of hot pressed and pressureless sintered Al$_2$O$_3$ [82].

<table>
<thead>
<tr>
<th></th>
<th>Hot Pressed Al$_2$O$_3$</th>
<th>Pressureless Sintered Al$_2$O$_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature (°C)</td>
<td>1400</td>
<td>1850</td>
</tr>
<tr>
<td>Time (hours)</td>
<td>0.5</td>
<td>10</td>
</tr>
<tr>
<td>Pressure (MN/m$^2$)</td>
<td>125</td>
<td>0.1</td>
</tr>
<tr>
<td>Atmosphere</td>
<td>not critical</td>
<td>H$_2$</td>
</tr>
<tr>
<td>Additive</td>
<td>…</td>
<td>MgO</td>
</tr>
<tr>
<td>Mean Grain Size (µm)</td>
<td>1.5</td>
<td>25</td>
</tr>
<tr>
<td>Mean Pore Size (µm)</td>
<td>0.2</td>
<td>1</td>
</tr>
<tr>
<td>Density (g/cm$^3$)</td>
<td>3.982</td>
<td>3.982</td>
</tr>
<tr>
<td>Position of Pores</td>
<td>intergranular</td>
<td>intragranular</td>
</tr>
</tbody>
</table>

2.1.3.2.3. Spark Plasma Sintering

Spark plasma sintering (SPS) is a novel sintering technique which is thought to rely on plasma and Joule heating as the mechanisms for densification and grain growth [83]. Plasma heating occurs when the electrical discharge between particles results in a local and momentary heating at particle surfaces to reach several thousands of degrees Celsius [84]. The particle surfaces then melt, fuse together, and form necks between the particles. Joule heating generated by the pulsed direct current increases diffusion of the atoms in the necks enhancing their growth [84]. A diagram showing plasma and Joule heating is shown in Figure 12. The process is similar to conventional hot pressing in that the precursor powders are loaded into a die and uniaxial pressure is applied during sintering [85].
Rather than an external heating source (as with hot pressings conduction heating) a pulsed direct current is passed through the conductive die and the powder material. This allows for the material to be heated from within while the heated surrounding die heats from the outside [85]. A schematic illustration of this is shown in Figure 13. Shen discerned three factors which contribute to the unique ability of an SPS to densify a sample using short holding times. The first is the application of mechanical pressure, the second is the ability to use very rapid heating rates, and the third is the use of direct current the introduces material to an electric field [85].

**Figure 12.** Illustration of plasma and Joule heating effects during SPS [84].
Figure 13. Schematic illustration of SPS setup. Shows current (DC), pressure (P), die, and sample [84].

The SPS technique holds advantages in that it is capable of producing uniform fine-grained ceramics with improved mechanical properties at lower temperatures at significantly lower times [83, 86]. The various sintering conditions used during an SPS treatment of alumina powder will have drastic effects on the final product. The use of rapid densification does not always guarantee the avoidance of extensive or abnormal grain growth [85, 86]. As spark plasma sintering is a relatively new technique, systematic studies of each material must be conducted to determine the correct sintering parameters when using an SPS system [83, 85, 87]. An Al₂O₃ sample set studied in this thesis was fabricated using the spark plasma sintering technique. Details regarding this sample set will be discussed in the Experimental Procedure section.
2.2. Ultrasound

Ultrasound is defined as any acoustic wave consisting of frequencies greater than 20,000Hz, above the threshold of audible hearing for humans [88]. Acoustic waves find analogous behavior to that of electromagnetic waves and can be understood through principles of optic physics [33]. Differences between acoustic and electromagnetic waves lie primarily on the fact that acoustic waves require a medium to travel within [33]. Due to this fact, the governing principles of acoustic waves are reliant upon material properties such as density, elastic moduli, and the differences of these properties at surfaces. The possibility of measuring material properties and acoustic response within dense materials is made possible through an understanding of acoustic physics and the use of modern technology to control all aspects of an ultrasonic wave [9, 89].

This portion of the literature review section starts with giving an understanding of the fundamentals of acoustic waves, material properties which control acoustic interaction in materials, and acoustic behavior at surfaces. Definitions of sound propagation modes and their reliance on acoustic impedance, reflection, and mode conversion will be given. Special attention is given to material mechanisms which cause ultrasound energy loss as the acoustic wave passes through the material. A distinction between absorption and scattering mechanisms will be explained. The operable loss, or attenuation, mechanisms active within full dense, polycrystalline, aluminum oxide are detailed.

2.2.1. Fundamentals of Acoustic Waves

A governing property of waves in general is that they have the ability to transport energy and information through a medium where material is not also transported [90].
As a wave propagates, a physical disturbance is passed along from point to point within the medium. For electromagnetic waves, this disturbance occurs as a change in electrical and magnetic fields, while acoustic waves cause disturbances in pressure and density [91]. All types of waves have certain things in common; such as they carry energy and can be reflected, refracted, and diffracted. The major difference between acoustic and electromagnetic waves is that electromagnetic waves are capable of travelling through vacuums where acoustic waves require a physical medium to traverse [92]. Acoustic waves are hereafter defined as waves which exist as ordered particle motion within an elastic medium emanating from a source of creation [91].

The equation which describes the behavior of elastic sound propagation is given as [33]:

$$y(x, t) = y_0 \sin\left(\frac{2\pi x}{\lambda} - \omega t\right)$$

Eq. 4

where $y$ is the displacement of the propagating sound wave with respect to distance, $x$, and time, $t$, $y_0$ is the amplitude of the wave, $\lambda$ is wavelength, and $\omega$ is the angular wave frequency. It should be noted that equation 4 is the solution to the wave equation for both longitudinal and transverse waves. Wavelength and angular frequency are constants defined by the medium in which the sound is travelling. They are also defined as [33]:

$$c = f \cdot \lambda$$

Eq. 5

$$\omega = 2\pi f$$

Eq. 6

where $c$ is the speed of sound within an elastic medium and $f$ is the frequency.

In many dense materials the speed of sound can be approximated as constant with frequency [89]. This is in contrast to electromagnetic waves where significant dispersion
can be seen. This lack of dispersion in dense ceramic materials allows for the simplification of acoustic measurements. The ramifications of a lack of dispersion coupled with Equation 5 become extremely important for ultrasonic testing. For a constant material acoustic velocity, increasing frequency causes wavelength to decrease proportionally. With regards to ultrasonic testing in ceramic materials, one may choose the frequency of sound to be introduced such that the acoustic wavelength is commensurate with microstructural feature size and cause a direct interaction. For high density, high hardness ceramics, previous ultrasonic testing showed that frequencies in the megahertz regime were necessary to generate wavelengths as small as the microstructural features [14, 93].

The velocity of sound and its propagation mode are directly dependent on the physical composition of the transmitting medium. Furthermore, the speed of sound, \( c \), may also be expressed in terms of the elastic modulus and density of a material [94]. Distinctions are made regarding the degree of anisotropy of the material and the relation of speed of sound and elastic modulus delineates into two terms; one for assuming an elastically isotropic material and another if assuming anisotropic mediums [14, 91, 95].

The speed of sound in an elastically isotropic medium is defined as [91]:

\[
C = \sqrt{\frac{M}{\rho}} \quad \text{Eq. 7}
\]

where \( \rho \) is the material density and \( M \) is the applicable elastic modulus; Young’s or shear, relating to either longitudinal or transverse waves, respectively. Equation 7 may be modified by use of the Poisson ratio, \( \nu \). Although single crystals of alumina exhibit some degree of elastic anisotropy, the ultrasound beam interacts with many differently oriented
single grains and it can be assumed that, overall, isotropic conditions can be applied and Poisson’s ratio can be used. This is shown in equation 8 [95].

\[
C = \sqrt{\frac{M}{\rho}} \frac{(1-\nu)}{(1+\nu)(1-2\nu)}
\]

Eq. 8

Materials which do not have a shear modulus are incapable of propagating shear waves. Such materials include air and water; only longitudinal acoustic waves are capable of existing in these types of media [91].

While there are many types of propagation modes of ultrasound only two of interest are discussed here; longitudinal and shear modes. Longitudinal waves are characterized as having amplitude displacements which are parallel to the direction of travel. Longitudinal waves can also be thought of as compressional waves [91]. Shear, or transverse, waves are distinguished as having an amplitude displacement which is perpendicular to the direction of which the wave is travelling. Figure 14 shows a schematic diagram illustrating both of these types of propagation modes.

Figure 14. Pictorial illustration of longitudinal and shear wave modes. \(\lambda\) is the wavelength between crests [90].
Materials which exhibit higher elastic modulus typically result in higher sonic velocities due to the nature of how an acoustic wave travels through a medium. Acoustic waves exist as the ordered motion of elastic oscillations of adjacent atoms [92]. The stronger the bond between such atoms allows for faster elastic oscillations and ultimately a higher sonic velocity [33, 96]. Gases are comprised of physically separated molecules and particles and therefore exhibit low sonic velocities. Liquids have higher bond strength when compared with gases which allow for higher velocities. When looking at solids, materials with ionic or covalent bonding such as ceramics typically tend to have higher acoustic velocities when compared to metals, with metallic bonding [91].

The intensity of energy carried by an acoustic wave is directly proportional to the square of its amplitude [33].

\[ I = \frac{1}{2} \rho c (\omega y_0)^2 \]  

Eq. 9

where I is intensity measured in W/m². As the amplitude of the acoustic wave decreases, the intensity of energy contained within the propagating acoustic wave decreases as well. Correction for acoustic energy lost due to reflection and diffraction rely upon this proportion and is shown in a future section.

2.2.2. Acoustic Properties of Materials

It is a material’s properties which define the properties of propagating acoustic waves. Parameters such as density, elastic modulus, and crystallographic isotropy determine the sonic velocity of a material which defines what the acoustic wavelength is at any frequency present [97]. As stated earlier, materials with strong ionic or covalent
bonds tend to exhibit higher acoustic velocities than those with weaker bonds. This has a direct effect on another vital material acoustic property; the acoustic impedance (Z) [89]:

\[ Z = C_L \rho \]  

Eq. 10

where \( C_L \) is longitudinal velocity and \( \rho \) is density. Acoustic impedance is measured in Rayls (Pa·s/m). Acoustic impedance can also be described as the ratio of sound pressure to sound velocity but is more conveniently noted as equation 10.

Impedance is typically used in electrical, thermal, and mechanical applications to describe different types of energy loss mechanisms at surfaces and a materials resistance to energy flow [16]. Similarly, acoustic impedance is the quantification of the resistance of sound propagation in a medium [89]. Acoustic impedance is akin to the index of refraction described by optical physics. Both index of refraction and acoustic impedance dictate the behavior of electromagnetic and acoustic waves at an interface [98]. While index of refraction is inversely proportional to the speed of light, acoustic impedance is directly proportional to sonic velocity [89].

The strong bonding nature of ceramic materials lend to their high sonic velocities and ultimately high acoustic impedance values. Metals show comparable acoustic impedance values to that of dense ceramics due to their higher densities. Plastics, having weak bonds and low densities, are lower than ceramics and metals on the acoustic impedance scale. Fluid media such as liquids and gases on average exhibit much lower acoustic impedance values not only due to weak bonding but also because of the physical separation and disorder of their molecules [16, 89]. A compilation of acoustic impedance values along with density and sonic velocity are shown in Table III.
Some of the earliest attempts at measurements of acoustic impedance were done by Kennelly and Siskind [99, 100]. In Kennelly’s method he made electrical measurements of the motional impedance of a telephone receiver with and without an attached acoustic impedance causing device. However, this experiment was not entirely accurate due to mechanical impedance which convoluted with the acoustic impedance [99]. Since these early attempts to measure acoustic impedance large strides have been made to not only create better acoustic impedance measurement devices, but to implement them for practical use.

Acoustic impedance measurements are commonly made for medical purposes as they offer a direct method of examination of middle ear functionality and disorder [101]. Ground penetrating acoustic waves are used by geophysicists to map subterranean structures such as reservoirs, water tables, caves, and mineral deposits. At its heart the science behind this relies upon acoustic impedance measurement and advanced signal processing [102-104].

**Table III.** Density, longitudinal velocity, and acoustic impedance values for common materials [20, 105, 106].

<table>
<thead>
<tr>
<th>Material</th>
<th>Density (kg/m$^3$)</th>
<th>Longitudinal Velocity (m/s)</th>
<th>Acoustic Impedance (MRayls)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiC (sintered)</td>
<td>3160</td>
<td>11820</td>
<td>37.35</td>
</tr>
<tr>
<td>SiC (hot pressed)</td>
<td>3210</td>
<td>12100</td>
<td>38.84</td>
</tr>
<tr>
<td>Al$_2$O$_3$</td>
<td>3970</td>
<td>10600</td>
<td>42.08</td>
</tr>
<tr>
<td>AlN</td>
<td>3260</td>
<td>10700</td>
<td>34.88</td>
</tr>
<tr>
<td>B$_4$C</td>
<td>2510</td>
<td>14090</td>
<td>35.37</td>
</tr>
<tr>
<td>TiB$_2$</td>
<td>4500</td>
<td>11400</td>
<td>51.30</td>
</tr>
<tr>
<td>WC</td>
<td>1580</td>
<td>9500</td>
<td>15.01</td>
</tr>
<tr>
<td>Si$_3$N$_4$</td>
<td>3050</td>
<td>11000</td>
<td>33.55</td>
</tr>
<tr>
<td>TiC</td>
<td>5150</td>
<td>8270</td>
<td>42.59</td>
</tr>
<tr>
<td>Material</td>
<td>Density</td>
<td>Shear Modulus</td>
<td>Acoustic Impedance</td>
</tr>
<tr>
<td>---------------------</td>
<td>---------</td>
<td>---------------</td>
<td>--------------------</td>
</tr>
<tr>
<td>Glass (crown)</td>
<td>2500</td>
<td>5300</td>
<td>13.25</td>
</tr>
<tr>
<td>Quartz</td>
<td>2650</td>
<td>5800</td>
<td>15.37</td>
</tr>
<tr>
<td>Ice</td>
<td>917</td>
<td>4000</td>
<td>3.67</td>
</tr>
<tr>
<td><strong>Metals</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iron</td>
<td>7690</td>
<td>5900</td>
<td>45.37</td>
</tr>
<tr>
<td>Steel (stainless)</td>
<td>7800</td>
<td>5800</td>
<td>45.24</td>
</tr>
<tr>
<td>Aluminum</td>
<td>2700</td>
<td>6300</td>
<td>17.01</td>
</tr>
<tr>
<td>Copper</td>
<td>8920</td>
<td>4700</td>
<td>41.92</td>
</tr>
<tr>
<td>Gold</td>
<td>19300</td>
<td>3200</td>
<td>61.76</td>
</tr>
<tr>
<td>Lead</td>
<td>11342</td>
<td>2200</td>
<td>24.95</td>
</tr>
<tr>
<td>Platinum</td>
<td>21460</td>
<td>3300</td>
<td>70.82</td>
</tr>
<tr>
<td>Tungsten</td>
<td>19250</td>
<td>5200</td>
<td>100.10</td>
</tr>
<tr>
<td>Titanium</td>
<td>4506</td>
<td>6100</td>
<td>27.49</td>
</tr>
<tr>
<td>Zinc</td>
<td>7140</td>
<td>4200</td>
<td>29.99</td>
</tr>
<tr>
<td><strong>Plastics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neoprene</td>
<td>1230</td>
<td>1600</td>
<td>1.97</td>
</tr>
<tr>
<td>Nylon</td>
<td>1150</td>
<td>2600</td>
<td>2.99</td>
</tr>
<tr>
<td>PMMA</td>
<td>1180</td>
<td>2700</td>
<td>3.19</td>
</tr>
<tr>
<td>Polyethene (HDPE)</td>
<td>941</td>
<td>1900</td>
<td>1.79</td>
</tr>
<tr>
<td>Polystyrene</td>
<td>1050</td>
<td>2400</td>
<td>2.52</td>
</tr>
<tr>
<td>Butyl Rubber</td>
<td>920</td>
<td>1800</td>
<td>1.66</td>
</tr>
<tr>
<td><strong>Fluids</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Air</td>
<td>...</td>
<td>330</td>
<td>0.0004</td>
</tr>
<tr>
<td>Glycerin</td>
<td>1260</td>
<td>1900</td>
<td>2.394</td>
</tr>
<tr>
<td>Mercury</td>
<td>13534</td>
<td>1400</td>
<td>18.9476</td>
</tr>
<tr>
<td>Water</td>
<td>1000</td>
<td>1480</td>
<td>1.48</td>
</tr>
<tr>
<td>Oil</td>
<td>880</td>
<td>1700</td>
<td>1.496</td>
</tr>
</tbody>
</table>

2.2.3. Interfacial Behavior of Acoustic Waves

When an acoustic wave encounters an interface several interesting and critical phenomena occur which are necessary for ultrasonic testing. The types of surfaces which an ultrasonic wave may come in contact with are liquid-liquid, liquid-solid, and solid-solid. Both the angle of incidence of the acoustic wave and the magnitude of difference in acoustic impedance between the two surfaces dictate what happens to the wave after
the interaction. Reflection, transmission, refraction, and mode conversion are the phenomena of interest in which ultrasonic testing relies upon [14, 92]. Other inherent outcomes of wave interaction which may occur are interference, superposition, and resonance [17, 90].

2.2.3.1. Reflection and Transmission

Acoustic waves are reflected at boundaries where there exists a difference between the acoustic impedance values of the materials on either side of the boundary [107]. This difference in acoustic impedance is ordinarily referred to as the acoustic impedance mismatch. Considering waves which are normal to an interface, the degree of reflection and transmission of an acoustic wave can be calculated as [108]:

\[ R = \frac{(Z_2 - Z_1)^2}{(Z_2 + Z_1)^2} \]  
\[ T = \frac{4Z_1Z_2}{(Z_2 + Z_1)^2} \]

Eq. 11  
Eq. 12

where the subscripts on \( Z \) represent two media with different acoustic impedance values. A greater acoustic impedance mismatch causes a larger amount of energy to be reflected at an interface. The same amount of energy is reflected and transmitted independent of the direction of wave propagation; low to high impedance media or high to low impedance media. This is represented mathematically in equation 11 where the acoustic impedance mismatch is squared. The reflection and transmission coefficients represent the percentage of acoustic energy which is either reflected or transmitted at a boundary. As such, the two parameters are compliments of each other where the addition of both
will return unity. Table IV shows typical interfaces an ultrasonic wave will encounter when testing alumina and the resulting reflection coefficient for each.

**Table IV.** Reflection coefficient and percentage of energy reflected at common interfaces found in dense aluminum oxide.

<table>
<thead>
<tr>
<th>Boundary</th>
<th>Reflection Coefficient</th>
<th>Percent Reflected (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al₂O₃ - Water</td>
<td>0.868</td>
<td>86.8</td>
</tr>
<tr>
<td>Al₂O₃ - Air</td>
<td>0.999</td>
<td>99.9</td>
</tr>
<tr>
<td>Al₂O₃ - MgO</td>
<td>0.105</td>
<td>10.5</td>
</tr>
<tr>
<td>Al₂O₃ - CaO</td>
<td>0.329</td>
<td>32.9</td>
</tr>
<tr>
<td>Al₂O₃ - SiO₂</td>
<td>0.216</td>
<td>21.6</td>
</tr>
<tr>
<td>Al₂O₃ - Al₂O₃</td>
<td>0.0007</td>
<td>0.07</td>
</tr>
</tbody>
</table>

2.2.3.2. Refraction and Mode Conversion

The above discussion on reflection and transmission was for the idealized case of when the incident acoustic wave is normal to an interface. Two very important phenomena for ultrasonic testing occur when the acoustic wave is at an oblique angle to a surface [9]. When this is the case, reflection still occurs but transmission takes the form of refraction. Acoustic refraction is exactly analogous to what can be seen with optics; a straw in a glass of water appears to be bent due to a difference in the speed of light in air and water. However, the straw is not bent and what actually occurs is the bending, or refracting, of the light as it passes from air into the water. The same effect happens when an oblique sound wave passes between two media with different acoustic impedance values. The governing equation for this event can be described by Snell’s Law [92]. A schematic illustration of this effect can be seen in Figure 15.

\[
\frac{\sin(\theta_1)}{C_1} = \frac{\sin(\theta_2)}{C_2}
\]

Eq. 13
where $\theta_1$ and $\theta_2$ are the angles of incidence and refraction, respectively, and $C_1$ and $C_2$ are the longitudinal speeds of sound for two materials at an interface.

![Figure 15. Schematic illustration of the reflection and refraction of an incident oblique acoustic wave.](image)

The alteration and conversion of part of the energy contained in an incident longitudinal wave occurs when such a longitudinal wave encounters a boundary at an angle. The generation of shear waves in solids by this method is known as mode conversion [109]. Mode conversion of longitudinal to shear waves holds an advantage when the direct introduction of a shear wave is not possible. An example of this (and the basis of testing performed in this thesis) is when one is performing immersion-based, non-contact, ultrasound NDE. This method of ultrasound NDE uses longitudinal transducers which require a fluid as the propagating medium for the ultrasonic wave. Longitudinal wave transducers are used for this method due to the fact that shear waves do not propagate in low viscosity fluids, such as water [110]. When the longitudinal
wave encounters the liquid-solid interface part of that energy generates a shear wave in the solid material.

The introduction of shear waves into a solid has practical use as it allows for the measurement of elastic properties in solid materials using only a single longitudinal wave transducer [89]. This conversion of longitudinal to shear waves occurs at each interface with which the longitudinal wave comes in contact. The opposite effect has also been observed where a generated shear wave mode converts part of its energy back to a longitudinal wave [16, 89, 111]. Other than relying on mode conversion for the introduction and use of shear waves in solid media, one may choose to use a contact shear wave transducer. These types of transducers are specifically designed to only generate shear waves. A disadvantage of this method is that one will have to use both a longitudinal wave transducer and shear wave transducer in contact to measure a solid materials elastic properties [110].

2.2.3.3. Superposition and Interference

An interesting property of waves is that two of them travelling towards each other in opposite directions can pass right through each other and emerge with their original identities [33, 90]. This is known as the principle of linear superposition. At the point where the two waves intersect, two situations occur: constructive or destructive interference. Interference is the addition or subtraction of these waves at their point of contact. The addition or subtraction of two waves is called constructive or destructive interference, respectively. An illustration of this is shown in Figure 16.
Figure 16. Superposition of wave pulses travelling in opposite directions. (a) Pulses in phase; (b) pulses out of phase; (c) pulses with different shapes [90].

For continuously pulsed waves consisting of many frequencies the principles of superposition and interference have the effect of producing well defined peaks consisting of multiple frequencies. Discussed in detail as part of a later section, ultrasonic transducers simultaneously emit acoustic waves over a range of frequencies. The result of this emission can be viewed on an oscilloscope as the superposition of each acoustic wave of different frequency. Figure 17 shows a simplistic example of this with the superposition of only three frequencies.

Figure 16. Superposition of continuously pulsed waves. (a) Three sine waves of arbitrary frequencies; (b) Resulting superposition three sine waves of arbitrary frequencies.
2.2.3.4. Resonance

In the work done by Uberall, and others, it was shown that a feature of the correct size and sonic velocity embedded within a dense material will resonate in the presence of an acoustic wave [112, 113]. Resonance is the gradual increase in amplitude of an oscillator as it is driven by an external harmonic force. An expression for the amplitude of a damped, driven, harmonic oscillator is given as Equation 14 [90].

\[
|x_o| = \frac{\left(\frac{F}{m}\right)}{\left(\left(\omega^2 - \omega_o^2\right) + \gamma^2 \omega^2\right)^{1/2}} \quad \text{Eq. 14}
\]

where \(x_o\) is the amplitude of oscillation, \(F\) is the driving force, \(m\) is the mass of the oscillator, \(\omega\) is angular frequency, \(\omega_o\) is resonant frequency, and \(\gamma\) is a damping constant.

In the case of small features embedded within a dense material, a feature acts as an oscillator and the driving force is the periodic force of the ultrasonic pulse emitted by a transducer. If the above conditions are met, the embedded feature will emit low amplitude acoustic waves. If the acoustic waves emitted by the embedded oscillator are of a frequency readily accepted by the transducer used, lateral distortion across an ultrasonic C-scan image can be seen [114]. This distortion is an example of an acoustically created artifact due to the constructive and destructive interference of the emitted ultrasonic transducer waves and those created by an oscillating embedded feature [114]. An example of this is shown in Figure 17.
Figure 17. Ultrasonic C-scan image showing acoustic distortion caused by resonance-based interference. The center of each set of concentric rings is the origin of where a small embedded feature is oscillating [6].

2.2.4. Acoustic Attenuation

As an ultrasonic wave propagates through a material it loses a portion of its acoustic energy [19]. Materials attenuate acoustic waves through a variety of different mechanisms which can be directly measured as a reduction in wave amplitude [115-118]. Everything within a material; grains, grain boundaries, inclusions, pores, etc. will cause acoustic attenuation [119]. This attenuation is not only dependent on features throughout the material microstructure, but also the size and frequency of the interrogating ultrasonic beam [19]. A pristine, ideal material is one which does not cause acoustic attenuation. In this situation, signal attenuation is only caused by geometric factors such as reflection
and beam spreading losses [120]. This dissertation takes account for these loss mechanisms and is discussed in a future section. For real materials, an increase in attenuation is brought about by changes of everything within the bulk material microstructure and is viewed as a decrease in signal amplitude. A pictorial representation of this is shown in Figure 18.

![Figure 18. Schematic of acoustic signal loss. (A) Minimal acoustic attenuation; (B) and (C) Attenuation caused by interactions with grains, pores, inclusions, etc. [14].](image)

Amplitude-based attenuation measurements are extremely sensitive to frequency [19]. This is due to the large dependence on frequency of the scattering and absorption mechanisms. Scattering and absorption are the two constitutive mechanisms by which ultrasonic energy is lost as an acoustic wave travels through a material [19]. For many materials, attenuation typically monotonically increases with frequency but may undergo
peak-like behavior in certain frequency ranges [121, 122]. Based on microstructural characteristics such as size distribution and composition there exists frequency regimes where acoustic attenuation effectively does not occur or is negligible [19, 122-124]. These regimes of acoustic transparency differ from material to material.

Scattering is the redirection of an acoustic wave such that the wave never gets measured [125]. Absorption is the conversion of energy contained in the ordered particle motion of the wave into disordered heat energy [126]. A general summation for the total attenuation coefficient over all frequencies can be written as equation 15 [19].

\[ \alpha_{Total} = \alpha_{GS} + \alpha_{GA} + \alpha_{HS} + \alpha_{HA} + \ldots \]

Eq.15

... + \alpha_{Reflection} + \alpha_{Diffraction}

where \( \alpha \) is attenuation, ‘G’ refers to grains, ‘H’ refers to heterogeneities within a microstructure, ‘S’ refers to scattering and ‘A’ to absorption. Reflection and diffraction attenuation are not dependent on the size of microstructural features and can be taken into account by other means [111]. Within these two fundamentally different attenuation mechanisms exists sub categories further defining the type of scattering or absorption based on frequency and material characteristics. A discussion of specific types of scattering and absorption follows this section. This thesis makes great use of understanding each applicable loss mechanism which arises in Al\(_2\)O\(_3\) such that microstructural information can be gleaned by a deconstruction of equation 17.

2.2.5. Ultrasonic Scattering

Scattering is the redirection of an energy wave when such a wave encounters an obstacle or interference. The degree of scattering is dependent on frequency, size of the obstacle, and the difference between acoustic impedance of the feature and preceding
medium [127]. Upon each scattering interaction the intensity of each redirected wave lessens until the total intensity of the original wave becomes completely dispersed or attenuated. An illustration of this can be seen in Figure 19. The dispersed waves which never reach a measurement device are considered to be a loss of acoustic energy. In dense polycrystalline alumina typical obstacles or scatterers an acoustic wave may encounter include grain boundaries, pores, solid inclusions, and a grain-grain interface where two grains are oriented such that there exists an elastic modulus mismatch between the two in the direction of the wave.

![Figure 19. Illustration of acoustic wave dispersion and attenuation. Dashed arrows indicate lower intensity waves.](image)

When a travelling acoustic wave impinges on an obstacle there are in general three subsequent waves which are produced: the unimpeded incident wave which is transmitted, the wave scattered in a different direction, and a possible wave excited from within the obstacle [128]. The third type of wave was discussed prior to this section as
that being created from a feature resonating [112, 128]. Scattering usually accounts for the greatest portion of losses in polycrystalline aggregates [19]. In ceramic materials, such as aluminum oxide, this is only true for a certain frequency range. On an increasing frequency scale, absorption attenuation mechanisms account for the majority of lower frequency losses where scattering doesn’t become dominant until higher frequencies [121].

Ultrasonic attenuation due to scattering losses is dictated by the size of the scatterer and the wavelength of the interrogating sound beam. The ratio of the wavelength to scatterer size plays a critical role in the overall amount of sound energy which is lost. Classically three scattering regimes have been defined based on this ratio [129]. The first regime is known as the Rayleigh scattering region. This is frequency region such that the size of the scatterer is much smaller than the size of the wavelength of sound. The stochastic region is where the scatterer size and wavelength are commensurate with each other. The third and last regime is the diffuse region where the size of the scatterer is greater than that of the wavelength. A phenomenon which occurs with diffuse scattering is the presence of Mie resonances. This is oscillatory behavior which averages to be constant with frequency [130]. A distinct difference in size between the scatterer and wavelength to analytically separate each regime is not defined, but it has been shown that Rayleigh scattering dominates when the scatterer is approximately an order of magnitude less in size than that of the wavelength [19, 119, 126]. As frequency increases and the wavelength approaches the size of the scatterer overlapping of Rayleigh and stochastic scattering occurs [19].
A simple way of defining these three regimes is to compare the acoustic wavenumber, k, multiplied by scatterer size, a, to unity (Table V).

\[ ka = \frac{2\pi}{\lambda} a = \frac{2\pi f}{c} a \]  

Eq.16

The diameter of a single scatterer is represented by ‘a’. Nicoletti, and others, defined relationships for each scattering regime between the attenuation coefficient and frequency [131]. It can be seen in Table V that acoustic scattering attenuation behaves as a power law which has been verified for liquids, metals, plastics and ceramics [18, 122, 123].

**Table V.** Scattering regime, wavenumber to size relationship, and attenuation coefficient to frequency relationship [131].

<table>
<thead>
<tr>
<th>Scattering Regime</th>
<th>ka Relationship</th>
<th>( \alpha ) to frequency Relationship</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rayleigh</td>
<td>ka (&lt;!&lt;!) 1</td>
<td>( \alpha_R = C_R a^3 f^4 )</td>
</tr>
<tr>
<td>Stochastic</td>
<td>ka (\approx) 1</td>
<td>( \alpha_S = C_S a f^2 )</td>
</tr>
<tr>
<td>Diffuse</td>
<td>ka (\gg!!) 1</td>
<td>( \alpha_D = \frac{C_D f^0}{a} )</td>
</tr>
</tbody>
</table>

For the attenuation coefficient-to-frequency relationships ‘a’ represents the mean diameter of all scatterers within a medium. These relationships do not make the assumption that the scatterers are equiaxed or spherical. The prefactors, \( C_S \), \( C_R \), and \( C_D \), are material dependent and take into account geometric factors, density, impedance mismatch, and elastic anisotropy [129, 132, 133].
When examining attenuation coefficient curves of not only dense alumina but metals and liquids as well, it is evident there is a clear superposition of a multitude of different loss mechanism. All absorption mechanisms have shown trends such that they dominate a different frequency range of the attenuation coefficient spectrum compared to that of the scattering mechanisms [134]. Looking at extreme ends of the frequency scale (really low or really high frequencies) will ensure that there is no convolution between scattering and absorption. This thesis takes advantage of the distinctly different frequency ranges where each loss mechanism is operable to study both scattering and absorption separately. An idealized attenuation coefficient spectrum showing frequency regimes where either scattering or absorption is dominant can be seen in Figure 20.

![Figure 20. Idealized attenuation coefficient spectrum showing distinct regimes of absorption and scattering.](image)

The sizes of the scatterers which would be expected in dense alumina do not reach scales where diffuse scattering would occur which allows for diffuse scattering losses to
be neglected. Focused attempts to derive analytical expressions which model Rayleigh, stochastic, and diffuse scattering have been made by leaders in the field of acoustics [135-138]. John William Strutt, better known as Lord Rayleigh, worked on modeling scattering cross sections based on the elastic properties of the scatterer and its host material [136]. A scattering cross-section shows a proportion of the amount of acoustic energy lost due to the scatterer. Scattering cross section values are an analog to attenuation coefficient. Rayleigh came to two conclusions in his attempts to mathematically explain acoustic scattering. The first relationship assumes the elastic mismatch between the scatterer and host medium is negligible and allows variation of scatterer morphology. The second relationship makes the opposite assumption: scatterer morphology is constant and the elastic mismatch may vary [136, 139]. Both solutions restrict the scatterer to being much smaller than that of the wavelength and therefore make them only valid for the Rayleigh regime (for which it is named) as seen in Table V.

The limitation to particular frequencies or particle sizes led to an attempt by others to account for not only the Rayleigh scattering regime but also the stochastic scattering region. There is a continuity inconsistency in attempting to combine the expressions for Rayleigh and stochastic scattering. As ultrasonic frequency increases, the fourth power term for Rayleigh scattering becomes less dominant and the stochastic mechanism begins to take over. Papadakis dealt with this discontinuity by making scattering behavior into a piecewise function and applying a logarithmic smoothing function [88]. This method worked well but does not give a generalized function for scattering at all frequencies. Maisel overcame this problem by using an analog from an electrical network equation to combine Rayleigh and stochastic scattering [138]:
\[ \alpha_{RS} = C_{RS} \frac{4a^3k^4}{1+4a^2k^2} \]  

Eq.17

where \( \alpha_{RS} \) is the attenuation coefficient due to either Rayleigh, stochastic, or both types of scattering and \( C_{RS} \) is a scattering prefactor account for scatterer geometry, and elastic mismatch with the host material. Rayleigh, Papadakis, Maisel, and many others fell short with their attempts when it came to also accounting for diffuse scattering at very high frequencies. All of the aforementioned attempts at solving acoustic scattering theory rely heavily on assuming sizes for the scattering and ultrasonic wavelength.

Gustav Mie, a German mathematician and physicists, developed a theory which calculates scattering cross sections and does not rely on assumptions such as scatterer size, frequency limits, or elastic mismatch limits [140]. This solution does, however, still assume that the scattering particles are spherical. Mie theory was created as an interpretive solution of Maxwell’s equations for the scattering of electromagnetic radiation [141]. Maxwell’s equations are used to derive a wave equation in spherical coordinates which is a separable partial differential equation. Drawing from the likeness of electromagnetic waves, Mie theory also applies to acoustic waves [18].

The most integral part of Mie theory is its solution for the scattering cross section [141]:

\[ \alpha_M = \frac{2\pi}{k^2} \sum_{n=1}^{\infty} [(2n+1)(|a_n|^2 + |b_n|^2)] \]  

Eq.18

Where \( \alpha_M \) is the Mie scattering cross section, \( k \) is wavenumber, and \( a_n \) and \( b_n \) are known as the Mie coefficients, as shown in the following equations.

\[ a_n = \frac{\psi_n'(mrk) \cdot \psi_n(rk) - m \cdot \psi_n(mrk) \cdot \psi_n'(rk)}{\psi_n(mrk) \cdot \zeta_n(rk) - m \cdot \psi_n(mrk) \cdot \zeta_n(rk)} \]  

Eq.19
\[ b_n = \frac{m \cdot \Psi'_n(mrk) \cdot \Psi_n(rk) - \Psi_n(mrk) \cdot \Psi'_n(rk)}{m \cdot \Psi'_n(mrk) \cdot \zeta_n(rk) - \Psi_n(mrk) \cdot \zeta'_n(rk)} \]  
\text{Eq.20}

Where \( m \) is the acoustic impedance ratio of scatterer to medium, \( r \) is scatterer radius, and \( k \) is wavenumber. \( \Psi \) is the spherical Bessel function of the first kind and \( \zeta \) is the spherical Bessel function of the second kind, both of the \( n^{th} \) order. Primes represent the first derivative with respect to \( r \). Due to symmetry the \( \Psi \) and \( \zeta \) of the spherical Bessel functions are negated. Explicit equations for the first and second spherical Bessel functions as a function of radius are given as [141]:

\[ \Psi_n(r) = (-r)^n \left( \frac{1}{r} \frac{d}{dr} \right)^n \frac{\sin(r)}{r} \]  
\text{Eq.21}

\[ \zeta_n(r) = -(-r)^n \left( \frac{1}{r} \frac{d}{dr} \right)^n \frac{\cos(r)}{r} \]  
\text{Eq.22}

Even after eliminating two of the three coordinates from the spherical Mie scattering solution (\( \theta \) and \( \phi \)), calculating the Mie coefficient is still a very time intensive process as it is the summation of an infinite convergent series. Chronologically, Mie theory came before many of the attempts at deriving an analytical solution which encompasses all frequency ranges. Due to a lack of computing power and deficiencies in signal and data processing, either the Mie solution was not a practical one or it was approximated as its first few terms through perturbation theory [128]. As of today, even with state-of-the-art processing power, the time it takes to compute the Mie scattering cross section must be shortened by limiting the number of summations taken in equation 20. This has not been seen as detrimental and does give results which make physical sense matching by with experimental data.
An example showing the scattering cross sections solved using the Mie equation in MATLAB can be seen in Figure 21. This example shows the relative increase of attenuation that would be expected if one were to increase grain size in aluminum oxide from 0.5µm to 100µm (diameter). Size steps of 1µm give approximately 100 curves. The curve representing the largest grain sizes can be seen to have wavelength independent diffuse scattering occurring at the highest frequencies. Actual sample scattering spectra may show localized peak-like behavior at ultra high frequencies which superimpose on the scattering power law-type curves. This is due to the relative difference in the amount of energy scattered between Rayleigh, stochastic and diffuse mechanisms. Stochastic mechanisms scatter as much as $1 \times 10^5$ more energy than that of Rayleigh scattering and diffuse scattering scatters even more than stochastic scattering [141]. This means that for an acoustic wave passing through billions of grains, ppm and less really large grains will cause noticeable stochastic and diffuse scattering effects [142]. Acoustic scattering losses in ceramic materials have been shown to be more strongly dependent on grain size rather than possible solid inclusions, pores, or secondary phases present [143].
Figure 21. Generated scattering cross sections for alumina with different grain sizes. Calculated using Mie scattering solution in MATLAB [142].

2.2.6. Ultrasonic Absorption

The conversion of energy from ordered particle motion to disordered chaotic motion, or heat, can be described by absorption effects. Ultrasonic absorption is the overarching mechanism by which sound energy is turned into heat energy. Under absorption as one of the two primary loss mechanisms, exist a variety of sub types listing the specific method by which energy is absorbed. These sub types include absorption by viscous drag, ferromagnetic, chemical relaxation, hysteresis, dislocation damping, thermal conduction, and thermoelasticity. Different types of acoustic absorption losses will be operable depending on the propagating medium, wavelength, elastic properties, and temperature. This section discusses each type of absorption mechanism and places special emphasis on the type of absorption mechanism present with ultrasonic testing of dense polycrystalline aluminum oxide.
2.2.6.1. Viscous Absorption

An absorption mechanism that is operable in liquids, colloidal suspensions, and viscous fluids is known as viscous drag attenuation. This mechanism has been well studied starting in the early 1900’s by Sewell with work done on fogs of varying densities [144]. This work made the assumptions that secondary particles of higher density within the host fluid medium were static which was later deemed to be unrealistic. Viscous drag attenuation occurs from a velocity mismatch between higher density suspended particles in a lower density host fluid. A heat loss at the surface of the particles occurs as an acoustic wave passes through [145]. This is due to the slight movement of the particles (which is contradictory to Sewell’s initial assumptions) and the resulting frictive heating between the suspended particles and fluid medium [146]. Even without suspended particles there are still visco-inertial drag losses due to localized movement of viscous fluid medium [147]. The rise of acoustic spectroscopy as a means of characterizing particulate sizes in colloidal suspensions resulted from the theory of viscous absorption of ultrasound in heterogeneous suspensions created by Epstein, Carhart, Allegra, and Hawley (ECAH theory) [18, 145, 147]. ECAH theory is the term coined for the work done in solving for the attenuation mechanisms present in fluid suspensions. For small particles and frequencies less than 1MHz viscous losses account for all ultrasonic attenuation in suspensions [146].

Prior to the finalized ECAH theory Epstein and Carhart developed an analytical equation to predict the degree of attenuation due to viscous drag:

\[
\alpha_\eta = 4\pi nk R^2 (1 - \delta) R e(i \frac{\lambda}{D})
\]

Eq.23
where $\alpha_\eta$ is the attenuation caused by viscous absorption, $n$ is the concentration of the particulates in suspension, $k$ is the wavenumber, $R$ is the radius of the particulates, $\delta$ is the ratio of the densities between the viscous medium and suspended particulates, and $D$ is a term used to maintain field continuity between host media and suspended particles [145]. Allegra and Hawley added contributions which generalized the results of Epstein and Carhart by removing restrictive assumptions on acoustic wavelength [147]. The work done by Allegra and Hawley in suspensions noted that attenuation would undergo peak-like behavior through frequency as there is negligible attenuation at low or high frequencies. This is due to the fact that viscous drag attenuation reaches a maximum when the suspended particles have greatest motion [147].

Acoustic spectroscopy for characterizing concentrated dispersions has a big advantage over modern backlight scattering techniques [148]. This is due to the work done by Dukhin on the development of acoustic and electroacoustic spectroscopy in concentrated dispersions which refined ECAH theory to account for particle-particle interactions [149]. Aside from being able to account for particle interactions, acoustic spectroscopy does not require calibrations with a known colloid. Light scattering techniques are more sensitive to larger particles thereby resulting in an overestimate of the amount of larger particles and an underestimate of smaller ones [134]. A simplified expression for viscous attenuation in colloidal suspensions is given by Dukhin to be [18]:

$$\frac{\alpha}{\varepsilon} = \frac{1}{9} \omega^2 r^2 \frac{\rho'}{c\eta} \left(\frac{\rho'}{\rho} - 1\right)^2$$  \hspace{1cm} Eq.24

where $\varepsilon$ is the concentration of the suspended particulates, $\omega$ is wavenumber, $r$ is radius, $\rho'$ is the density of the particulate, $\rho$ is the density of the host fluid, and $\eta$ is the viscosity...
of the fluid medium. Dukhin noted that acoustic scattering in colloidal suspensions becomes important for larger particles and high frequencies (> 3µm and >10MHz). Viscous losses dominate absorption attenuation in suspensions at low frequencies before the effects of scattering can be seen [134]. Therefore lower frequencies are where viscous absorption attenuation measurements are made. Specific examples and applications of acoustic spectroscopy and viscous losses in colloidal suspensions are shown in a later section. Viscous losses are not expected to be operable in dense polycrystalline aluminum oxide.

2.2.6.2. Hysteresis, Dislocation, and Chemical Relaxation Absorption

Hysteresis absorption occurs in single crystals, amorphous solids, biological tissue, and most strongly in polymers [150, 151]. It is defined as a physical relaxation activated by the movement of an acoustic wave. Hysteresis occurs in materials prone to having metastable structures when small pressures are applied [151]. The degree of ultrasonic energy absorbed due to this mechanism is dependent on the acoustic wavelength and temperature of the propagating medium. The movement of physical structures in a medium caused by acoustic pressure is an irreversible process causing an increase in entropy and ultimately gives rise to a measurable quantity of absorbed acoustic energy [151].

Hysteresis absorption in polymers is caused by the trapping of a mer in one of its many metastable potential energy minima [151]. Hysteresis in polymers brought on by relaxation processes has been shown to exhibit attenuations proportional to the square of frequency [151]. A distribution in the relaxation times of the polymers to a metastable state is what brings on hysteresis absorption. In fact, almost any experimental result regarding acoustic absorption for polymers can be expressed as a distribution of
relaxation times [152]. Hysteresis absorption is not expected to be active in dense polycrystalline alumina as it does not meet the criteria as a type of material prone to hysteresis absorption effects.

The dislocation nonlinearity of single crystals is affected by the amplitude of pressure of a passing acoustic wave [153]. The parameters of the dislocations themselves: effective mass, stiffness, and damping coefficients, become functions of the amplitude of the acoustic pressure oscillations. These dislocations can be forced to move if the pressure wave is strong enough to overcome the dislocation parameters. This movement of dislocations gives rise to absorption caused by hysteresis in solids [153]. Burlak developed a numerical solution of the effective ultrasonic absorption coefficient caused by hysteresis effects:

$$\Gamma(U_0) = -\frac{1}{L} \ln \left( \frac{U_0(t - L/c_g) + L + L/c_g}{U_0(0)} \right)$$

Eq.25

where $U$ represents displacements as a function of distance and time, $L$ is length of the crystal, and $C_g$ is the group velocity.

The activation of dislocation-based absorption is dependent on the presence of dislocations with enough mobility such that an imposed pressure wave can cause dislocation slipping [154]. The interaction of dislocations with acoustic waves is caused by phonon-phonon collisions [19]. A phonon is a quantification of the energy contained in a periodic elastic arrangement of atoms or molecules; as in an acoustic wave travelling through a solid material. If a weakly bonded crystallographic plane or dislocation band is oriented normal to an acoustic wave the pressure associated with the wave can cause the plane or dislocation to glide [129]. The mechanical energy contained within the acoustic
wave is transferred to the dislocations in the form of kinetic translational energy providing them the required energy to slip. Some of this energy is also converted to heat due to friction between atomic planes [92, 155].

Chemical relaxation absorption is brought on when the pressure of a propagating acoustic wave causes a temperature variation large enough to override equilibrium of a chemical state [156]. This absorption mechanism is associated mostly with gases and viscous liquids and is strongly dependent on temperature, wavelength, pressure, and concentration of absorbing particles [157]. These dependencies are described through the work done by Barthel, Lieberman, and Tamm as given by Verma [157]. An encompassing equation which describes the effect of hysteresis absorption in fluid media has been given by Bauer and follows the commonly seen 3-parameter Lorentzian function which has been known to describe many types of absorptive mechanisms [21, 126, 158].

Chemical relaxation losses in solids do occur when the acoustic wavelength is very long compared to the thermal phonon mean free path [126]. An acoustic wave passing through a medium produces phonons as the oscillatory vibration of the lattice. When the oscillations are not mechanically caused but by temperature fluctuations caused by a propagating acoustic wave the resulting phonons are thermal in nature. Sehgal defined acoustic absorption in solids due to chemical relaxation through the following equation [159]:

$$
\alpha = \frac{2\omega}{c} \sin\left(\frac{\omega\Gamma\ln(\gamma)}{2\sqrt{1 + \frac{\omega^2 \Gamma^2}{2}}}\right)
$$

Eq.26

where $\Gamma$ is the relaxation time, $c$ is speed of sound, and $\omega$ is the wavenumber. It should be noted that attenuation due to chemical relaxation in solids will oscillate between being
either linear or squared due to the sine function. If the term $\omega \Gamma$ approaches unity attenuation becomes parabolic with frequency [159]. The excellent chemical stability of aluminum oxide (and many other dense polycrystalline ceramic materials) ensures that chemical relaxation effects will not occur during ultrasonic testing and this type of absorption mechanism may be neglected.

2.2.6.3. Thermal Conduction Absorption

Absorption losses are generalized as the conversion of ordered particle wave motion into heat. The thermal conductivity of a material strongly dictates the ability of heat generation and thermal flow within a material. Bhatia determined that acoustic losses due to thermal conduction are caused by differences in a materials Young’s modulus between adiabatic or isothermal conditions [21]. The absorption caused by such a mechanism is also dependent on the materials thermal conductivity and acoustic wavelength. The greater the mismatch in elastic properties between isothermal and adiabatic conditions, and a greater thermal conductivity of the material will produce higher attenuation. Bhatia defined a governing term for the attenuation caused by thermal conduction which is reminiscent of many attenuation models dealing with thermal effects [21].

$$\alpha = \pi \left( \frac{V}{V_0} \right)^2 \left( \frac{E_A - E_I}{E_I} \right) \left( \frac{f f_0}{f^2 + f_0^2} \right)$$

Eq. 27

where $v$ is the longitudinal sonic velocity of the material, $v_0$ is the velocity of the material at null frequency which is defined by the density and stiffness of the material, $E_A$ and $E_I$ are the elastic moduli under adiabatic and isothermal conditions, $f$ is frequency, and $f_0$ is the frequency of maximum attenuation. Equation 27 follows a three-parameter
Lorentzian distribution function which arises when one is dealing with acoustic losses related to thermal effects [21, 90]. Bhatia also stated that for plane waves this type of absorption is generally negligible except in metals at frequencies higher than 1000MHz. However, for transverse vibrations in a one dimensional case, the damping due to thermal conductivity and heat flow can be quite paramount at considerably lower frequencies [21]. Materials which exhibit different sonic velocities at different frequencies tend to be prone to having thermal conduction absorptive losses [21]. This means that for dense polycrystalline ceramics, where acoustic dispersion is near non-existent, attenuative losses caused by thermal conduction do not contribute to the overall acoustic attenuation.

2.2.6.4. Thermoelastic Absorption

The role of heat conduction is much more significant in certain types of vibrations, which solids can be made to execute, than in sound-wave propagation. This is primarily due to the fact that specimens will vibrate either adiabatically or isothermally at specific frequencies [21]. The work done by Zener in 1941 paved the way for the understanding of whether or not local fluctuations in temperature of a vibrating solid are important in the damping of acoustic energy [160]. In his work he defined an acoustic loss mechanism based on thermoelasticity which is a coupling of the thermal and elastic fields created by a propagating acoustic wave. Stress inhomogeneities in a vibrating body will give rise to fluctuations in temperature and ultimately local heat currents. These currents will cause an increase in the entropy of the vibrating solid and give a source of internal friction leading to acoustic absorption [161]. The degree of local heating in polycrystalline solids is dictated by the extent of pressure changes in the medium caused by the acoustic wave, the coefficient of thermal expansion of the solid
crystals, and the orientation of the crystals with respect to the incident acoustic wave [21].

Thermal and elastic waves travelling across adjacent grains, solid inclusions, or within either are continuous [96, 162]. This leads to two types of absorption mechanisms based on thermoelasticity: interparticle thermoelastic absorption and intraparticle thermoelastic absorption [21, 160]. Particles are defined as features within a sample which can have a coupling of their thermal and elastic fields and can describe solids inclusions, pores, amorphous solids, and grains. The seminal work performed by Portune showed that thermoelastic absorption is the dominating absorptive loss mechanism active in dense polycrystalline ceramics [20]. The two types of thermoelastic absorption are discussed in greater detail below.

2.2.6.4.1. Interparticle Thermoelastic Absorption

There are many cases where dissimilar, thermoelastic solids come in contact. Dissimilar solids interfaces may refer to solid inclusion-grain, solid inclusion-solid inclusion, or grain-grain boundaries. For the case where two solids of the same type contact each other it is implied that there exists a difference in crystal orientation and thermal and elastic isotropy at such interfaces. With nonzero thermal conductivities between adjacent particles thermal currents exists which give rise to a continuous temperature distribution and result in mechanical energy absorption [163]. As elastic anisotropy between two adjacent particles increases interparticle thermoelastic absorption increases as well. This is due to the creation of a large temperature gradient between particles and therefore requires more energy to seek thermal equilibrium. The work done
by Lessen and Bhatia furthered the understanding of thermoelastic absorption as previous studies were focused on thermoelastic affects within singular particles [21, 160, 163].

Bhatia determined that it is irreversible heat flow which leads to absorption [163]. Acoustic waves propagate in a single distinct direction passing through a multitude of randomly oriented anisotropic particles. The different particles are heated to different temperatures depending on their orientation and degree of anisotropy. The degree of heat flow between particles is dictated by the amount each grain is heated to depending on its orientation [21]. A term derived for the attenuation caused by interparticle thermoelastic absorption is given as [21]:

\[
\alpha = \kappa_a \left( \frac{C_P - C_V}{C_V} \right) \left( \frac{ff_o}{f^2 + f_o^2} \right)
\]

Eq. 28

Where \( \kappa_a \) is an anisotropy factor, \( C_P \) and \( C_V \) are the specific heats at constant pressure and volume, \( f \) is the frequency of the acoustic wave, and \( f_o \) is the frequency at which the greatest difference in temperature mismatch gives a maximum in attenuation. Equation 28 follows the behavior of a 3-parameter Lorentzian distribution. The parameter \( f_o \) is defined through the thermal properties of the absorbing particles as well as their diameters, according to the equation:

\[
f_o = \frac{3\pi}{2} \frac{\chi}{C_V \alpha^2}
\]

Eq. 29

where \( \chi \) is thermal conductivity (W/mK) and ‘a’ is the diameter of the absorbing particle.

Interparticle thermoelastic absorption undergoes a maximum with respect to frequency. This is due to small and large wavelength conditions related to causing either adiabatic or isothermal conditions which result in a lack of heat flow [164]. If the
acoustic wave has sufficiently small wavelengths, compared to the size of the particles, the particles heat at an even rate and create adiabatic conditions [160]. When the propagating acoustic wave has a large enough wavelength, vibrations of singular particles do not occur where heat flow between adjacent particles can result. This leads to isothermal conditions [164]. The maximum frequency of attenuation between these two extreme scenarios is defined by equation 31.

2.2.6.4.2. Intraparticle Thermoelastic Absorption

The work done by Zener was concerned with thermoelastic absorption of singular particles. As a simplification he considered a one dimensional reed to be the oscillating particle [160, 161]. The thickness of the reed, a, was considered to be significantly thinner than that of the interrogating wavelength. The reed was then subjected to transverse vibration where the amplitude of the vibration was noted as the reed bent up and down according to the cycle time (Figure 22). One half of the vibrating reed went into compression as the other half was in tension. This occurs in two states depending on the cycle of the wavelength; $\frac{1}{4} \lambda$ and $\frac{3}{4} \lambda$ [21]. The side which was in compression heated up due to thermodynamic effects and the side in tension cooled. The resultant heat flow traveled along the transverse direction of the reed [21]. The same conditions, as stated above, of interparticle heat flow applied whether the system was isothermal or adiabatic according to the wavelength and did not cause thermoelastic absorption [21]. At very small wavelengths the particle was able to oscillate very fast allowing for thermal equilibrium to be attained without the need for thermal flow. This resulted in the adiabatic condition. When the wavelength of the acoustic wave was extremely long the amount of stress on the entire particle was equal causing equal heating and resulting in
isothermal conditions [21]. Both cases caused a negligible amount of acoustic energy absorption (Figure 23).

**Figure 22.** Transverse vibrations of a one dimensional particle subject to an acoustic wave. (a) Initial state, (b) 1/4 $\lambda$ later, and (c) 3/4 $\lambda$ from initial state [21].
The governing equation for intraparticle thermoelastic absorption is the same as seen in equation 29, but the frequency at where attenuation reaches a maximum is defined to be three times less than what is seen in equation 30 [21].

$$f_0 = \frac{\pi}{2} \frac{X}{C_V a^2}$$

Eq.30

Equation 30 becomes invaluable for the work done in this thesis as it is the heart of modeling thermoelastic absorption in dense polycrystalline ceramics.

Extending from a one dimensional particle to that of a real life three dimensional one is trivial as the same behavior occurs [21]. Rather than a vibrating reed pinned at both ends the analogous scenario is a vibrating drum head which is pinned about its circumference. The oscillations of three dimensional particles occur about their great diameters as an acoustic wave passes through [20]. Measurements of attenuation caused by intraparticle thermoelastic absorption have been made primarily in metals or glass and more recently in ceramic materials [20, 21, 165]. It should be noted that thermoelastic damping occurs at significantly lower frequencies in metals compared to ceramics due to
their generally larger grain sizes and overall differences in density and thermal properties [154]. Lucke showed that intraparticle thermoelastic absorption is dominant in zinc up to approximately 1MHz after which adiabatic conditions take over and scattering dominates the loss spectrum [154]. Bennewitz and Rotger showed that this loss mechanism peaks before the kHz regime for many metals and glasses [165]. Portune showed the same effect operating in the MHz regime for dense polycrystalline silicon carbide ceramics [20].

![Figure 24. Intraparticle thermoelastic attenuation of glass and metals. The numbers above vertical bars represent the predicted frequency of maximum attenuation [165].](image)

It was shown that intraparticle absorption is the dominant thermoelastic absorption mechanism in polycrystalline ceramics [20]. The time consideration for thermal flow between adjacent particles for an acoustic wave in the MHz regime is such that interparticle absorption cannot occur. Thermal diffusion between adjacent grains in a ceramic material is on the order of $10^{-6}$ seconds while the cycle of a propagating
acoustic wave in the MHz regime is of an even smaller time [166]. This results in the adiabatic condition as stated above. The dominant absorption mechanism in dense polycrystalline alumina is intraparticle thermoelastic absorption. The attenuation due to absorption is hereafter referring to intraparticle thermoelastic absorption.

### 2.2.7. Attenuation Mechanisms Applicable to Dense Al₂O₃

The ultrasonic waves emitted by an ultrasonic transducer will experience a general decay of intensity as they pass through aluminum oxide. Everything in an alumina sample lends to this loss in ultrasonic energy: grains, grain boundaries, pores, secondary phases, solid inclusions, and etcetera. It is expected that scattering attenuation will be mainly of the Rayleigh and stochastic types. The practical size of a scatterer in high density, polycrystalline aluminum oxide used for structural applications is as large as approximately 20µm [167]. Large agglomerations due to poor mixing of sintering additives could possibly reach up to 100 µm [167]. The frequencies used for ultrasonic testing in this thesis reach up to approximately 110MHz. The occurrence of diffuse scattering implies that there are features approximately 100µm within the alumina matrix. The occurrence of alumina grains this large is unlikely but is still a statistical possibility. If diffuse scattering occurs in polycrystalline alumina Mie resonances will be noticeable at high frequencies.

Ultrasonic absorption in aluminum oxide is dominated by intraparticle thermoelasticity. This attenuation will be operable mainly at lower frequencies (up to approximately 40MHz) after which scattering will become the dominant mechanism. Thermoelastic absorption results in peak-like behavior possibly in the measurable frequency range used in this thesis. The work done by others in glasses, metals, and
ceramics provide reason as to why intraparticle absorption will be operable while interparticle absorption may be neglected [20, 21, 164, 165].

2.3. Acoustic Spectroscopy

Nature provided a significant advantage of ultrasound over light, and that is related to its wavelength dependence. Acoustic spectroscopy refers to the study of frequency-based energy loss of acoustic waves as they propagate through a medium [18]. Over the past century the field of ultrasonics has grown tremendously; acoustic spectroscopy techniques provide us with insight into problems of basic physics and has found a large number of industrial and biological-medical applications [168]. Acoustic spectroscopy is an ever-changing field with regards to understanding physical mechanisms behind energy loss in various media and finding new applications for its use. More than 300 years ago Isaac Newton illustrated the importance of thermodynamic considerations to adequately describe ultrasonic phenomena [139]. Since then scientists such as Laplace, Stokes, Sewell and others have been refining the theory of sound and sound attenuation in heterogeneous media [18].

The earliest treatment (circa 1910) of acoustic attenuation was given by Sewell for the study of sound absorption in fogs [144]. Dilute and concentrated liquid suspensions have been examined since then, but the work done in creating ECAH theory paved the way for modern acoustic spectroscopy [121]. A few decades after the investigation of acoustic spectroscopy in fluid media began the study of sound attenuation in solid materials was undertaken by Mason, Bhatia, Herzfeld, Litovitz, Lucke, and others [21, 124, 154, 162]. This section chronologically describes the study and evolution of acoustic spectroscopy in different media. Special attention is given to
the work done in heterogeneous solids and the attempts at linking acoustic attenuation with microstructure.

### 2.3.1. Acoustic Spectroscopy of Fluid Media

In the early 1950’s Epstein and Carhart refined the theory of sound absorption in fogs by Sewell [145]. They considered conditions which were closer to reality where fog particles in air were attributed to the properties either of viscous fluids or elastic solids. Thermal conductivity was a property neglected by Sewell but accounted for by Epstein. Epstein and Carhart divided acoustic attenuation in fluid media into two parts: viscous absorption and thermal attenuation. The mechanisms behind these absorption types are described above.

Some twenty years later Allegra and Hawley added contributions to the theory of acoustic absorption in fluid suspensions [147]. The work done by Allegra and Hawley demonstrated that the theory provides a reasonable description of ultrasonic damping in water emulsions. Quantitative tests at the time were limited due to imprecise measurement and knowledge about particle sizes of particulates in suspensions. An initial test which was not limited was using aqueous suspensions of polystyrene spheres as their radii were accurately measureable at the time. Figure 25 shows an example of measured and predicted attenuation of polystyrene spheres in suspension [147].

The advantages of modern computing power and advanced signal processing were still in their beginnings for this type of work. The use of signal filtering and high frequency Fourier transforms were unable to be performed in the complexity required to cut back on experimental and theoretical error. As a result multiple transducers were
used to cover just a few points of frequency without the ability to take advantage of their inherent bandwidth capabilities [91].

Figure 25. Attenuation as a function of frequency and temperature for an aqueous suspension of polystyrene spheres. Radii = 0.11µm. Frequencies (+): 9MHz; (○): 15MHz; (△): 27MHz; (□): 51MHz; (—): theoretical curves [147].

Dukhin deemed the absorption of ultrasound in colloids “easy to calculate” [134]. He studied several methods for using acoustic spectroscopy to determine microscopic
characteristics of heterogeneous systems such as composition, structure, particle size
distribution, and zeta potential [18]. In doing this, ECAH theory was widely used along
with some simplifying assumptions; namely that sub-micron particles do not cause
scattering losses in frequency ranges under 100MHz. The theory of superposition for
multiple loss mechanisms (as seen in equation 17) allowed for particle-particle
interactions to be taken into account more easily. Dukhin demonstrated the high
sensitivity of acoustic spectroscopy for obtaining particulate size distributions of liquid
emulsions, plastic suspensions, and ceramic slurries [121]. An example of this can be
seen in Figure 26. This example shows measured attenuation coefficient matching
almost perfectly with predicted data.

Figure 26. (a) Measured attenuation coefficient curves of different alumina slurries along
with theoretical predicted lines; (b) predicted particle size distributions of alumina
slurries [121].

Today acoustic spectroscopy finds its main use in testing liquid suspensions and
slurries. It is widely used in the food science industry for determining particulate sizes in
liquids such as milk and oils [169-171]. This type of testing has been shown to be
accurate with up to 5% error, when compared to laser diffractometry [169].
2.3.2. Acoustic Spectroscopy of Solid Systems: Metals

The jump to using acoustic spectroscopy in solid media came several decades after it was first performed in fluids. Metal-based materials were among the first solid materials to be studied using ultrasound characterization methods. During the sixties ultrasonic spectroscopy was proclaimed as the panacea for the problems of nondestructive testing where the size, shape, and grain size of metals could be easily measured [172]. However, this type of testing had little recognition in industrial use as it was unlikely that an inspection engineer would be found on site with equipment capable of performing this type of testing [172]. The research and testing provided by those in the past and the advent of modern computing power makes the concept of using acoustic spectroscopy for industrial use today a real possibility.

The sensitivity of acoustic attenuation to grain size makes it a feasible property to be used in measuring any mechanical property related to grain size, approximate bulk porosity, or estimate average grain size [143]. The fundamental theory set forth by Zener, Mason, and McSkimin in the 1940’s paved the way for reliable characterization using acoustic spectroscopy. This work showed that acoustic scattering caused by grains dominates attenuation coefficient spectra in the megahertz regime for metals [124, 143]. The first attempt for modeling frequency based acoustic attenuation as a superposition of multiple loss mechanisms took the form of [124]:

$$\alpha(f) = B_1 f + B_2 f^4$$  \hspace{1cm} Eq.31

where the first term on the right side of the equation is indicative of an absorptive hysteresis mechanism only occurring at exceptionally low frequencies (kilohertz regime)
and the second term is caused by Rayleigh scattering. The B coefficients with the subscripts 1 and 2 represent constants dependent on the material scrutinized.

A commonly seen and used graph in the field of ultrasonics created by Mason demonstrates the first time theoretical and experimental data were compared. This was done in aluminum rods where Mason used the anisotropy of the elastic properties of aluminum and followed only Rayleigh scattering behavior, as can be seen by equation 31.

![Figure 27. Scattering losses for an aluminum rod when particle size approaches wavelength [124].](image)

The results from the work done by Mason and McSkimin showed the transition from Rayleigh to stochastic scattering approximately when the mean particle size is one third
the size of the interrogating wavelength. The black dots shown in Figure 27 display the experimental data taken from several transducers with different average frequency outputs.

Papadakis noted that the acoustic measurement of mean grain size in metals has some inaccuracies; namely that many metals in fact contain a distribution of grain sizes [173]. His contributions include an equation to estimate grain size distributions in different types of metals. Although, there exists as much as 20% error and much a priori information is required for use as constants in his equation [173].

\[
N(R_i) = A(R_i - R_o)^m e^{-aR_i}
\]

Eq. 32

Where \( N \) is number of grains of size \( R \), \( R_O \) is the radius between the \( i^{th} \) and \( i^{th}+1 \) radius, and ‘A’, ‘a’, and ‘m’ are constants dependent on the elastic anisotropy and morphology of the grains. Papadakis found the parameters \( R_O \), A, a, and m experimentally for iron and an iron-nickel alloy [173]. Equation 32 takes into account on grains which are small enough to cause Rayleigh scattering behavior. An overarching equation (the Mie scattering equation as seen in section 2.2.5.) to account for any wavelength to scatterer size ratio would not be accessible for practical use for some time due to computing limitations [128, 140].

More modern testing using acoustic spectroscopy in metals was performed by Roderick, Rosen, Thompson, Vary, and others where they noted that only empirical relationships under controlled conditions have been observed [174]. Vary stated, “Ultrasonic measurements give indirect indications of mechanical property variations and morphological conditions. Empirical correlations and calibrations must be established for each material even where theoretical bases exist [168].” This reasoning holds true
today with performing acoustic spectroscopy in dense ceramic solids as will be shown in future sections of this thesis.

Roderick and Vary reported on correlations between fracture toughness, hardness, and ultrasonic attenuation coefficient for a variety of metals. It was concluded that this correlation only works well when the hardness or fracture toughness is strictly controlled by microstructural features such as grain diameter or the sizes of various phases, which interact with the ultrasonic waves via scattering mechanisms [174, 175].

Analysis of attenuation coefficient data took the form of using the average drop in intensity from one sample surface reflection to the next [175]. At the time this average frequency attenuation coefficient value was used to correlate with mechanical properties of metals (Figure 28). A method created by Vary shows good correlation between the slope of scattering curves and the degree of plane strain fracture toughness of several steel specimens (Figure 29) [176]. Researchers like Vary, Thompson, Klima, and Adler pioneered the analysis of frequency-based attenuation coefficient by taking advantage of the broadband abilities of piezoelectric transducers [120, 174, 176, 177].

The use of signal deconvolution through Fourier transforms started to become popular in the second half of the 20th century allowing for one single broadband ultrasonic transducer to collect a wide range frequency-based attenuation coefficient values [19]. The ability to use fewer transducers and obtain data from larger frequency regimes cuts back on the error introduced by discontinuities in attenuation coefficient spectra caused by the transducers limited bandwidths.
Figure 28. Ultrasonic attenuation measured at 30MHz versus Rockwell hardness for an age hardened aluminum alloy [174].

Figure 29. Correlation of scattering attenuation slope with fracture toughness for maraging steels [176].

The theoretical development of the relationship between attenuation coefficient and grain size distributions in metals climaxed in the early 1990’s through the work done
by Nicoletti [178]. This work sought to establish not only a basis for the ultrasonic scattering at grain boundaries, but to also improve on previous models derived by those who came before her [178]. The work done by Mason, Lifshitz, and Roney between 1947 and 1950 assumed that the grain sizes within metals are constant and neglected the real life scenario of grain size distributions [124, 132, 179]. Building upon the Roney model for grain scattering by single grains, Nicoletti derived equations which assumed that the total measured attenuation is the summation of scattering attenuation caused by each individual grain (equation 33). This analysis only holds true where scattering is the dominant acoustic energy loss mechanism [178].

\[ \alpha(\lambda) = \int_0^\infty N(D) \cdot \alpha(D, \lambda) \]  
Eq.33

where \( N(D) \) is a function for the distribution of grains sizes, \( D \) is grain diameter, and \( \alpha(D, \lambda) \) is the equation derived by Roney to model the attenuation of single sized grains in metals:

\[ \alpha(D, \lambda) = \frac{2}{D\pi^2} \left( \frac{\Delta k}{k} \right)^2 \sum_\delta^\infty (2m + 1) \cdot \sin^2_m (\delta) \]  
Eq.34

where \( \mu = \pi D/\lambda \), \( k \) is the bulk modulus, and \( \delta \) is a kronecker delta related to the spherical Bessel function of order \( m \) [179].

A power law function for \( N(D) \) was assumed by Nicoletti and given the functional form of [131]:

\[ N(D) = KD^{-\gamma} \]  
Eq.35

where \( K \) and \( \gamma \) are parameters relating to an assumed single mode grain size distribution. One may obtain these two important parameters, \( K \) and \( \gamma \), by obtaining the attenuation
coefficient from equation 33 by performing acoustic spectroscopy and having some information regarding approximate bounds for the sizes of the distribution. The work done by Nicoletti is influential for this thesis as it explored the basis of obtaining grain size information in dense polycrystalline materials.

2.3.3. Acoustic Spectroscopy of Solid Systems: Ceramics

The comparably more complex microstructures of polycrystalline ceramics to that of metals or particulate suspensions is the greatest limiting cause of the lack of study for acoustic spectroscopy in ceramic materials. Previous attempts at quantitative analysis of attenuation in metals have been devoted to the scattering caused by grains. The work done by Mason, Papadakis, Vary, and others easily separated frequency regimes of attenuation mechanisms such that Rayleigh scattering behavior was primarily studied. The study of acoustic attenuation in dense polycrystalline ceramics does not offer such a benefit. Overlap of Rayleigh and stochastic scattering along with possible absorption mechanisms can occur across wide frequency ranges caused by the presence of solid inclusions, pores, secondary phases, and large grain size distributions. For the sake of this thesis attempts have been made to study controlled alumina microstructures and their effect on attenuation. Fully dense alumina ceramics for structural applications are the focus of this work; therefore, only the effect of fully dense ceramic microstructures will be discussed in this section.

Some of the earliest research performed on linking ceramic microstructure to measured attenuation was done by Evans in 1977 [115]. The approach taken by Evans is based on numerical analyses of the cross sections and size distributions of the predominant scatterers (grains) within polycrystalline ceramics [115]. Several fully
dense ceramic materials were selected for a detailed study: MgO, ZnS, Si₃N₄, SiC, and PZT. The analysis performed by Evans on these ceramic materials is extremely mathematically intensive and required a priori knowledge of the ceramic materials. Spherical grains were assumed where their sizes where estimated using extreme-value bounding conditions; i.e. very large and very small grains were neglected [115].

It was found that using an extreme-value approach to attenuation was tenable for estimating the size of scatterers in these materials and should be applicable to most ceramic systems [115]. The end result of this research allowed for an analytical solution for the prediction of attenuation at each frequency given a certain size distribution of grains and the appropriate elastic properties of the ceramic. This approach built upon earlier theory that scattering follows a power-law dependency. Similar to the Mie scattering equation the solution for scattering cross section derived by Evans and others, does not infer an inverse to solve for grain diameter given a frequency-based attenuation coefficient measurement [115, 140]. In essence all possible solutions for scattering cross section would need to be calculated for each type of polycrystalline ceramic material and a data mining process could limit the total number of possible grain size distributions which would cause such scattering. Even with modern computing power the time considerations for undertaking such a task do not make this approach a feasible one.

The work done by Kulkarni with the aid of Bhardwaj at Ultran Labs focused on using ultrasonic time-of-flight based measurements for the goal of determining the feasibility of using acoustic testing as a method to determine sample density [180]. This work did not rely on spectral-based analyses but provides a good parallel as a different type of ultrasonic microstructural characterization technique. High purity α-alumina
powder of density 3.98g/cm$^3$ was used to create slip cast green samples from alumina suspensions having different zeta potentials. These green samples were sintered between 1200°C and 1500°C to promote different degrees of density. The result of this study shows the veracity of using time-of-flight based measurements such as sonic velocity and elastic modulus as useful measurements to estimate bulk material density [180]. Figure 30 shows the relative density of each green sample versus either longitudinal velocity or Young’s modulus. The result of the work performed by Kulkarni and Bhardwaj gives the possibility of using ultrasonic testing methods as a method of determining only the bulk density and not the average pore size or pore size distribution.

Figure 30. Relative density versus (a) longitudinal velocity and (b) Young’s modulus for alumina bodies of varying density and zeta potential. ○: pH 4.0, 62.9% green density; ●: pH 4.5, 61.7% green density; □: pH 10.5, 53.9% green density; ▼: pH 11.0, 57.3% green density [180].

A frequency-based attenuation analysis will have to be performed to obtain any semblance of this kind of information. Further work on the same alpha alumina samples created by Kulkarni and Bhardwaj was to do exactly this. Attenuation coefficient measurements were made in the frequency range of 5-30MHz. The conclusion of this testing showed that the relative attenuation measurements were sensitive to the microstructures of the partially sintered samples containing lower densities [181]. Their
final conclusion was that accounting for the attenuation behavior of the complex range of microstructures present in their samples was too difficult such that any quantitative information could be gleaned [181]. Commonly seen scattering trends were qualitatively observed but a more detailed investigation was required due to the different types of scattering mechanisms present.

Empirical correlations between ceramic microstructure and attenuation coefficient have been made by Klima and Baaklini in the late 1980’s [119, 177]. These studies showed that a positive correlation exists between the density and average pore size of silicon carbides with different microstructures and varying densities. Figure 31 shows some of the earliest recorded qualitative attenuation data as a function of variable ceramic microstructure.

![Figure 31](image)

**Figure 31.** Attenuation coefficient for various silicon carbides. 1 and 4: sintered and 4HP: hot isostatic pressed. Bounds for each spectrum represent measured range of each SiC set [119].

Baaklini’s postulate that scattering is controlled by porosity (when present) at exceptionally high frequencies and fine grains for ceramic materials is validated by the work done by himself, Klima, and Tittmann and summarized in Figure 30 [115, 119, 177]. The implications of these results provide a means for creating quantitative analyses
of attenuation coefficient spectra with regards to obtaining pore size information in structural ceramic materials [119]. With regards to the samples studied in this thesis, scattering due to porosity is considered to be negligible as the samples can be approximated as being fully dense.

In 1993 the first attempt to perform frequency-based attenuation measurements about multiple points in any material was done by Roth and others, in Si$_3$N$_4$ ceramics. This technique made use of traditional ultrasonic nondestructive testing methods in what was referred to as an “Ultrasonic Contact Scan Technique” [182]. Essentially, frequency-based attenuation coefficient data were collected by using a single contact transducer while manually positioning the transducer at different points about the sample. The data were collected at each point and manually processed using a FFT. Attenuation coefficient values were plotted as a function of spatial location every 10MHz [182]. The resultant plots can be viewed in a flipbook style format to visualize how attenuation changes with frequency and location. The goal of this study was to spatially and spectrally locate six defect regions of the silicon nitride ceramic which contained a significantly higher degree of porosity compared with the rest of that sample. The attenuation coefficient images revealed the known pore fraction nonuniformity across the sample but were unable to quantify the amount of or size distribution of the pores [182]. Figure 32 shows the frequency-based attenuation coefficient maps created over the entire area of the Si$_3$N$_4$ sample.
The research to date regarding acoustic spectroscopy in ceramic materials is strongly based on what has been done with metallic systems. The ability to qualitatively
detect known microstructural differences has been demonstrated and the foundation for using acoustic spectroscopy as a quantitative characterization tool has been set.

There exists a lacking in the understanding of how multiple acoustic attenuation mechanisms interact across broad frequency ranges and how such an understanding may be used to obtain the large amount of microstructural data which acoustic physics predicts. Current ultrasonic nondestructive techniques are capable of collecting and analyzing similar types of data seen in Figure 32. The use of automated equipment, stronger computing power, and higher resolution devices allows for the expedition of data collection and analysis. The work in this thesis seeks to build upon these techniques and further the understanding of ultrasonic interaction in dense polycrystalline alumina ceramics.

2.3.4. Curve Fitting and Modeling of Attenuation Coefficient Curves

After collecting measured attenuation coefficient spectra a useful method of extracting useful information is to fit each spectra to a specific function where each parameter of a function would be related to a parameter of the microstructure. The spectral behavior of attenuation is similar for most types of metals and ceramics; some type of absorption mechanism occurs at low frequencies and scattering takes over at high frequencies. The frequency separation of absorption and scattering behavior for metals is quite large when compared to what would be seen in dense, polycrystalline, high hardness ceramics. For the case of aluminum oxide with microstructural features approximately 10µm and less, the peak-like behavior of absorption occurs up to 50MHz. At frequencies between 30 and 50MHz one would usually see a convolution of absorption and scattering behavior in aluminum oxide [183]. As a result this makes
fitting large bandwidth attenuation spectra to a single function quite difficult. It is typically convenient to split attenuation coefficient spectra (taken from dense, polycrystalline, high hardness ceramics) into two separate frequency regimes where each loss mechanism can be studied separately. A schematic of a generalized spectrum showing this can be seen in Figure 33.

Figure 33. Generalized acoustic attenuation coefficient spectrum split into the lower frequency absorption and higher frequency scattering regimes [183].

The peak-like behavior of thermoelastic absorption operable in dense polycrystalline ceramics and metals has been modeled through the use of a three-parameter Lorentzian distribution [132, 161]. Lifshitz assumed a Lorentzian distribution as it models the damped, driven, harmonic behavior of single particles in flexure undergoing thermoelastic absorption. The three parameters of the Lorentzian distribution relate to specific parameters of the absorbing features within the microstructure according to the equation [21, 161]:

\[ E = I \frac{\gamma^2}{(f-f_0)^2 + \gamma^2} \quad \text{Eq.36} \]
where \( E \) is the energy absorbed by a single particle according to intraparticle thermoelastic absorption, ‘\( I \)’ is an intensity constant, \( \gamma \) is a damping constant, and \( f_o \) is the frequency of maximum attenuation for a single particle as given in equation 30. These three parameters, \( I, \gamma, \) and \( f_o \), are believed to be related to the concentration, boundary conditions, and size of the absorbing particles, respectively [20]. Work done by Portune used a least squares regression analysis for a three-parameter Lorentzian to minimize each parameter for single spectra taken from dense polycrystalline silicon carbide [20]. The results gave a normalized size distribution for carbon and \( B_4C \) solid inclusions present in the SiC matrix causing intraparticle thermoelastic absorption. Limitations of computation power make the time considerations when performing this type of analysis such that it is not feasible to perform over all points in a sample; e.g. an analysis of 40,000 data points over a 100x100mm tile would take approximately 30 days [20].

Attenuation caused by scattering is dominated by the grains of the primary phase of metals and ceramics alike [143]. Since the time of Rayleigh, scattering attenuation has been shown to follow power-law behavior. An analysis of attenuation coefficient spectra dominated by scattering is relatively easier to perform than that dominated by an absorption mechanism. All of those previously reporting on acoustic spectroscopy in dense polycrystalline solids have shown the same trend: as mean grain size increases the attenuation coefficient curves show an increase in slope. According to the power-law dependency of scattering curves, as grain size increases the exponent on frequency should decrease from 4 (Rayleigh behavior) to 2 (stochastic behavior) [168]. The exponent of frequency rarely equals exactly 4 or 2 for ceramic materials as there is a
distribution of grain sizes and a bandwidth of frequencies [143]. This made the use of curve fitting to a power law extremely attractive when employing acoustic spectroscopy for the purpose of ranking and measuring grain size dependent properties [176].

As mentioned above an analytical solution and an inverse to that solution which accounts for every scatterer size to wavelength ratio [19]. A generalized power law fit seen in equation 37 has been tested to rank grain size in metals [176].

\[
\alpha_{Fit} = cf^m
\]

Eq.37

where ‘c’ and ‘m’ change accordingly with microstructural changes which affect the attenuation coefficient. The parameter ‘c’ has been said to relate to the morphology and elastic anisotropy of single grains while the ‘m’ parameter relates to the size of such grains [19]. Theoretically, an ‘m’ value weighted towards 4 or 2 will reflect dominance by Rayleigh or stochastic scattering, respectively. However, it has been shown that curve fitting to a general power law does not necessarily give accurate information for the case of dense, polycrystalline alumina [142]. This is believed to be caused by the relative dominance of the amount of energy scattered by stochastic or diffuse affects compared to that of Rayleigh behavior [141].

Stochastic and diffuse scattering attenuate as much as 1,000 to 10,000 times more energy than that by caused by Rayleigh scattering [141, 142]. This is due to the nature of the way these different modes of scattering occur: Rayleigh exhibits forward scattering, while stochastic and diffuse display scattering with a wider range of loss [141]. The distribution of grain sizes found in commercial polycrystalline alumina makes it such that all three scattering mechanisms are operable and superimpose to form a single scattering attenuation coefficient spectrum. A deconvolution of a single power law curve
into three power law curves is not mathematically possible without added information on the microstructure. As a result, curve fitting to a general power law, as seen in equation 37, does not work well with ceramic materials.

The approach taken by Nicoletti makes use of forcing acoustic attenuation coefficient spectra to follow Rayleigh, stochastic, or diffuse behavior. The functional models for each type of scattering can be seen below in equations 38-40.

\[
\alpha_R = a^3 C_R f^4 \quad \text{Eq.38}
\]

\[
\alpha_S = aC_S f^2 \quad \text{Eq.39}
\]

\[
\alpha_D = \frac{C_D f^0}{a} \quad \text{Eq.40}
\]

where ‘a’ is mean diameter and ‘C’ are constants related to parameters of the microstructure such as morphology and elastic anisotropy. The subscripts on \( \alpha \) and \( C \) refer to Rayleigh, stochastic, or diffuse scattering [178]. Curve fitting to the above equations would result in providing the product of the diameter and C constant terms. A prior knowledge through the use of standard samples would be necessary to obtain values for the scattering C constants.

Many of the previous attempts at curve fitting portions of attenuation coefficient spectra gave localized results only applicable to the specific samples tested or revealed qualitative differences with no causal effect explained [168]. Generalized methods for extracting microstructural information from attenuation coefficient spectra are not available. The current governing physics which links attenuation mechanism with microstructure only exist for the materials which have been chosen to be tested by the researchers at the time. Methods to easily deconstruct attenuation spectra to obtain useful
information do not exist for dense, polycrystalline ceramics such as aluminum oxide. One objective this thesis explores is the development of such methodologies.

2.4. Established Ultrasound Nondestructive Testing Methods

There are many possible designs for the generation of ultrasound, receiving ultrasound which has interacted with the material under study, and analyzing the received wave [22]. This section describes the possible ultrasonic testing configurations already established, such as through transmission, pitch-catch, and pulse-echo, and how they can be used in three testing modes: A, B, or C scan modes. Ultrasonic nondestructive evaluation requires certain sample uniformities such that coherent data can be collected. The tolerance limits for solid sample requirements using ultrasonic testing in a pulse-echo configuration is discussed. An explanation of the two fundamental types of measurements; time-of-flight (TOF) and amplitude follows. Ending this section is a discussion of how attenuation coefficient spectra are collected.

2.4.1. Ultrasound Testing Configurations

The emission and detection of ultrasound is carried out by making use of the reversibility of the phenomena of piezoelectricity, electrostriction, and magnetostriction [126]. Ultrasonic measurements are based on examining the properties of an acoustic wave after it has propagated through a material [110]. There are three types of ultrasound testing configurations which may be used for the introduction and measurement of the acoustic wave. While the generation and detection of the ultrasound is the same for each testing configuration through the use of ultrasonic transducers, each configuration differs in how the transducers are used. The following sections describe each ultrasound configuration, placing special emphasis on the pulse-echo configuration.
2.4.1.1. Through-Transmission

In the through-transmission configuration, an ultrasonic transducer used for emission is on one side of the material while a second transducer used for detection is placed on the opposite side. Scanning of the material using this method can spatially locate large features and inclusions in the X-Y plane. Compared to the pitch-catch or pulse-echo configurations, through-transmission ultrasound testing samples the least amount of volume making the received signal stronger [184]. Due to this, the through-transmission configuration is used for the nondestructive inspection of multilayered, multicomponent, composite, or highly attenuative materials [184]. The acoustic signal will pass through the material directly and only once. The multitude of exponentially decaying sample surface reflections is disregarded. Only the amplitude of the transmitted signal is of concern and is reduced by the variety of attenuation mechanisms discussed. This method is useful where a reflected signal could be noisy due to large solid inclusions within the material [88].

Figure 34. Schematic diagram of through-transmission ultrasonic configuration [184].
Through-transmission ultrasonic NDE can be performed in contact using a high viscosity coupling material or in non-contact with either the use of water or air as the propagating medium for the ultrasound. Through-transmission ultrasonics performed in air-coupled, non-contact mode was pioneered by the Ultran group to perform acoustic testing on highly attenuating materials such as concrete [185].

2.4.1.2. Pitch-Catch

Similar to the through-transmission configuration, pitch-catch ultrasonic testing uses two transducers. This method is primarily used for testing cylindrical tubes and other nonlinear parallel sided surfaces [184]. It is also useful for performing ultrasonic NDE measurements on materials where only one side is accessible; such as testing welds or the structural integrity of aircraft [110]. This type of configuration is typically performed in contact using a high viscosity coupling medium and is used to determine flaw depth and spatial location [184]. Pitch-catch uses angled ultrasound beams to interrogate a sample making it the configuration which samples the largest amount of material volume. Materials which are highly attenuating would not be suitable to test with this configuration.
2.4.1.3. Pulse-Echo

The most widely used ultrasonic test configuration is pulse-echo [91]. This type of configuration has its advantages when compared to through-transmission or pitch-catch types. While the other two use two transducers to perform either the transmission or receiving of the ultrasonic pulses, pulse-echo testing uses only one transducer to perform both operations. The ultrasonic transducer is positioned orthogonal to the sample surface to ensure the greatest amount of acoustic energy is introduced into the sample. The reflected acoustic pulses are returned to the transducer and analyzed using an oscilloscope. Pulse-echo testing can be performed in contact or non-contact mode using a high viscosity medium, water, or air as the propagating medium [91, 184, 185].

Figure 35. Schematic diagram of pitch-catch ultrasonic configuration [97].
An advantage of using a pulse-echo setup is the general decrease in cost: one transducer costs less than two. Another advantage for using pulse-echo is there need not be any correction factor to account for slight differences between two transducers as there is with the through-transmission or pitch-catch configurations [89]. This makes pulse-echo the superior ultrasound NDE setup when performing frequency-based measurements as no two transducers have identical frequency profiles [89]. A disadvantage of this configuration is that the ultrasonic wave travels through twice the thickness of the material leading to an increase in attenuation for the received wave. For the case of highly attenuating materials pulse-echo testing is inapplicable and through-transmission or another type of NDE test must be used [16]. The testing performed in this thesis makes use of the pulse-echo configuration and all references of ultrasound NDE hereafter assumes a pulse-echo configuration.

2.4.2. Ultrasound Testing Modes

In ultrasonic NDE there are several types of data display modes used to collect and present information. These modes utilize different methods for acquisition and
display of the collected data each of which having different purposes. The three types of ultrasonic testing modes discussed are A-Scans, B-Scans, and C-Scans [143]. Simply put, A-Scans are point measurements, B-Scans are measurements across a line about the sample, and C-Scans are full sample area property maps [88]. The purpose and data display types for each type of ultrasound testing mode are discussed below.

2.4.2.1. A-Scans

The A-Scan is the most commonly used ultrasound scanning mode [143]. The display of an A-Scan would be shown through the use of an oscilloscope: time versus amplitude. An example of an A-Scan can be seen in Figure 37 where the top and bottom surface reflections (longitudinal) are labeled along with shear component peaks. This A-Scan is recorded from a high density, polycrystalline alumina tile. A-Scan measurements are made by recording the amplitude and time of the received waveforms indicative of specific sample surfaces. A-Scans are only done at a single point of the sample and require the least amount of time to perform [9]. The manipulation of the time and amplitude of specific peaks allows for the calculation of useful properties such as sonic velocity and Young’s modulus [95].
2.4.2.2. B-Scans

A linear compilation of A-Scans is known as a B-Scan. A B-Scan is performed by collecting multiple A-Scans in a single direction. This can be thought of as a sample cross section of data. Typically these scans are taken along the x or y axis relative to the sample placement. An automated motion control unit is typically utilized to collect A-Scans with a predefined step size between points. The resulting data are presented as a three dimensional array where the x-axis represents the axis of travel about the sample, the y-axis shows time, and the z-axis is the amplitude of the collected waveforms [143]. High intensity data in the z-axis usually represent the top and bottom surfaces of the sample being inspected where the presence of a defect will present as a series of exponentially decaying features. An example of a B-Scan can be seen in Figure 38. As with an A-Scan, B-Scans allow for depth profiling of large defects within a material [9,
143]. These defects present as reflections between the top and bottom surface major reflections.

**Figure 38.** B-Scan of laminar flaw in metal pressure tube [186].

### 2.4.2.3. C-Scans

An ultrasonic C-Scan is obtained from a two dimensional raster procedure of the transducer about a sample [9]. This measurement mode is useful for the evaluation of large sample areas. Similar to a B-Scan, C-Scans record data in a predefined raster of steps about the sample. A motion control unit is synced with a device to record positional information while data are being collected. This provides sample data over all points along with where in the sample it came from. A schematic of this can be seen in Figure 39. It is important to note that, unlike A and B-Scans, C-Scans give no semblance of where in the depth of a sample a possible defect occurs. This is due to the volumetric nature of the test. All features and data contained within the volume of the ultrasound beam are presented as a two dimensional graph with a third dimension giving a quantized material property value, not depth [9]. Typical ultrasonic C-Scan measurements are capable of spatially locating large flaws and providing possible property variations over
entire sample areas. The measureable properties of a material are based on the time at which its peaks occur, their amplitude, or their frequency.

Figure 39. (a) Raster motion of ultrasonic transducer during a C-Scan; defects present at different locations and depths. (b) Schematic C-Scan showing spatial location of defects but not depth location [9].

2.4.3. Peak Measurement

As an acoustic wave propagates through a ceramic material it may encounter multiple interfaces at which there is an acoustic impedance mismatch. At these interfaces there is the transmission and reflection of the acoustic wave. The reflected waves which make it back to the ultrasonic transducer present as peaks viewed on an oscilloscope indicative of whichever surface they were reflected from. The temporal positions of the reflected waveforms correspond to the depth within the sample at which they were originally generated. By measuring the times at which each peak occurs one may obtain the longitudinal and shear velocities of the material interrogated. These values are manipulated such that the Poisson ratio and elastic moduli can be calculated. Amplitude based measurements rely on measuring the intensity and ratios of specific peaks. The frequency dependence of the signal strength is determined through the use of Fourier
transforms. This section explains how time-of-flight and amplitude based measurements are performed, recorded, calculated, and interpreted.

2.4.3.1. Time of Flight Based Measurements

One of the two possible measurements when performing ultrasound NDE is that of time-of-flight (TOF). This is done through the use of electronic gates which measure the temporal position of oscilloscope peaks specific to a sample surface and acoustic wave type; longitudinal or shear [187]. The relatively high sonic velocities of dense, polycrystalline alumina make it such that TOF’s are measured in microseconds. TOF measurements of singular peaks can be incorporated together to give calculations of a materials sonic velocities, elastic properties, and thickness [95, 188]. This section describes the procedures in which TOF is measured and how the associated material properties are calculated.

2.4.3.1.1. Time of Flight Measurement Modes

Ultrasonic time of flight describes the variety of methods which measure the time it takes for an acoustic wave to travel through a medium. TOF is simply the time between reflected waves of the same type (longitudinal or shear). There are several methods of measuring the temporal position of reflected sample peaks. All measurement methods rely upon using a static electronic gate which encompasses the peak of interest to be measured. The acquisition software determines which part of the peak is measured to give a time value at where each peak is located. This can be done by measuring the inflection of when the peak first occurs, the threshold of when the peak hits the electronic gate, or the time at which the peak reaches its maximum amplitude. The resolution of TOF measurements through the use of any of the three techniques discussed relies on
how often a datum point occurs on the time versus amplitude oscilloscope plot. This is dictated by the sampling rate of the analog to digital converter (A/D) card component of the oscilloscope.

**Figure 40.** Oscilloscope view of a sample peak. Three measurement modes for TOF: Inflection, 9.658µs; Threshold, 9.688µs; and Amplitude, 9.699µs.

Each measurement type gives slightly different TOF values as they record different times when the peak occurs. This can be seen in Figure 40 where there will be a difference in measured TOF by as much as 0.041µs between TOF measurement modes. The difference in measurement modes seen in the example above (Figure 40) can amount to approximately a 3% difference in sonic velocities and elastic properties. Depending on which mode one chooses to use this difference can amount to the rejection of parts assumed to be lower quality. Most TOF measurements are performed by taking either the threshold or amplitude times [110]. These measurements are not as accurate as taking the inflection time when the peak first occurs and always underestimates the actual value.
of the sonic velocities and elastic properties. This is due to inherent sources of error: signal noise, amplitude reduction, and peak broadening [97].

Signal noise caused by electronic reflections in the hardware used adds error to all three types of TOF measurements. This noise presents as high frequency static which is superimposed at every point in an oscilloscope graph. Signal noise presents as the constructive or destructive interference from all electronic components connected to the oscilloscope. A major proponent of noise is caused by reflections in attached cables where longer cables introduce more noise. The superposition of the noise signal on top of reflected sample peaks may lead to inaccuracies as to when the inflection, threshold, or amplitude of the peak actually occurs. Signal noise is comprised of certain frequency components which can also alter the actual frequency bandwidth of a reflected sample peak. High pass or low pass noise filters are standard features which can be found on many modern ultrasonic NDE setups to help alleviate the error introduced when measuring TOF.

When measuring TOF’s based on when the threshold of the peak occurs one must ensure that the electronic gate crosses through the same portion of reflected sample peak over all points in sample. If there is a region of a sample which has a large defect or a decrease in density the reflected sample peaks will diminish in amplitude. This causes the electronic gates to capture different time positions of the reflected peaks over these regions and present with a localized stark difference in a C-Scan map. This effect can be seen in Figure 41 below. As the amplitude of the measured peak decreases the electronic gates captures a larger TOF of the same peak. The example in Figure 41 shows the electronic gate measuring a time position of approximately 10.048 μs for a large portion
of an alumina sample. As the amplitude of the reflected wave decreases for a portion of
the sample a higher TOF is measured. Correction for this effect is not trivial and may
require sensitive placement of the static electronic gates or multiple scans over different
portions of a sample.

Peak broadening is a phenomenon which causes the multiple reflections of sample
surfaces to get wider. This occurs due to the typical attenuation of higher frequencies as
the ultrasonic wave propagates through a dense solid material [88]. The width of the
peaks is dominated by the strongest frequency present. As higher frequencies are
attenuated, lower frequencies become more dominant and broaden the peaks. As a result

**Figure 41.** (a) Threshold based measurement of TOF, 10.048\(\mu\)s; (b) Effect of amplitude
decrease on TOF measurement using threshold method, 10.092\(\mu\)s; (c) TOF C-Scan map
of alumina tile showing spatial effect of amplitude reduction on TOF measurements.
the maximum amplitude of subsequent reflections after the top surface shift to occur at longer times [88]. This ultimately gives larger measured TOF’s and results in lower reported sonic velocities and elastic properties [110]. An example of this behavior can be seen in Figure 42 where the second bottom surface reflection shows a slightly larger difference in time between the beginning and end of the peak. Testing done for this thesis based on TOF measurements measures the time at which the inflection of each reflected peak occurs. This eliminates sources of error from peak broadening and amplitude reduction.

![Figure 42](image)

**Figure 42.** A-Scan showing phenomenon of peak broadening. As time increases the second bottom surface reflection broadens by approximately 3ns.

### 2.4.3.1.2. Measuring Acoustic Velocity

Acoustic velocity is the distance travelled by a propagating sound wave during a unit of time through an elastic medium [91]. In solid materials there exist different acoustic velocities for different propagation modes of sound such as longitudinal, shear,
surface and other types of waves. This thesis is concerned with the measurement of only longitudinal and shear waves. The speed of sound in a material can be determined by measuring its thickness and how much time it takes for an acoustic wave to traverse such a thickness [189]. An A-Scan gives a display of the temporal positions of sample surfaces in the form of reflected peaks related to either longitudinal or shear waves which can be used to measure TOF. Using the common relationship of velocity being equal to distance divided by time, where distance is the sample thickness and time is the TOF, the longitudinal ($C_L$) and shear ($C_S$) wave velocities can be determined through the follow equations [90]:

$$C_L = \frac{2d}{TOF_L} \quad \text{Eq.41}$$

$$C_S = \frac{2d}{TOF_S} \quad \text{Eq.42}$$

where $d$ is the distance travelled by the acoustic wave and the subscripts, $L$ and $S$, refer to either longitudinal or shear waves. The factor of 2 in each equation accounts for the ultrasonic wave travelling through the material twice due to using a pulse-echo configuration.

When performing immersion-based, non-contact, ultrasound NDE, the measurement of a shear wave may be difficult as the transducers used are meant to introduce only longitudinal waves into the material. Shear waves do not exist in low viscosity fluid medium such as water [190]. The generation of any shear wave measured while performing this type of testing is through a phenomenon called mode conversion. Mode conversion is the conversion of a portion of acoustic wave energy of a specific
wave mode into another wave mode [14]. Shear waves oscillate particles perpendicular to the motion of the ultrasonic wave. The angle in which the ultrasonic wave enters the material dictates whether a longitudinal, shear, or both types of waves will exist in a solid material [191]. A broadband longitudinal wave transducer emits acoustic waves comprised of multiple frequencies simultaneously. Different degrees of diffraction and refraction occur according to each frequency which allows for the angled introduction of longitudinal waves into a solid material. This slight angularity of longitudinal waves produces shear waves.

**Figure 43.** Schematic illustration of the generation of shear waves through mode conversion [191].
Each interface between an elastic solid and another propagating medium causes mode conversion; not just longitudinal to shear, but also shear to longitudinal. As the incident longitudinal wave enters an elastic solid from water a portion of the longitudinal wave energy is converted to create a shear wave. Both longitudinal and shear waves travel through the material, where longitudinal waves travel faster than shear, and encounter the bottom surface-water interface. On this reflection four waves are produced: longitudinal to longitudinal, longitudinal to shear mode converted, shear to longitudinal mode converted, and shear to shear. These four waves travel back through the sample at different rates and return to the transducer as longitudinal waves through the water medium.

Pure longitudinal waves travel the fastest and are expected to appear first. Pure shear waves travel the slowest and appear last in an A-Scan. The longitudinal-shear and shear-longitudinal mode converted waves having both wave components will travel at the same speed, convolute with each other, and are expected to appear at a time exactly between when the pure longitudinal and pure shear peaks are. This peak is referred to as the hybrid peak as it is a hybridization of longitudinal and shear components. The use of the hybrid peak to measure shear velocity is easier than measuring the pure shear peak itself as the hybrid peak always has higher intensity (equation 43). The relative difference in speed of sound gives order to the time positions where each wave peak can be expected. This can be seen through the use of an A-Scan in Figure 44.

\[
C_S = \frac{2d}{2TOF_H - TOF_L}
\]

Eq.43
where the ‘H’ subscript refers to the hybrid peak.

As the ultrasonic transducers used for this type of testing are manufactured to produce only longitudinal waves and the angularity of the longitudinal waves at an interface are very small, just a small portion of the received acoustic energy will have shear components. This makes measuring the shear speed of sound while using a longitudinal ultrasonic transducer more difficult than measuring longitudinal speed of sound. The error caused by amplitude reduction explained above is the source of this difficulty. Increasing signal gain and using complex algorithms to always measure the inflection of where the shear reflection occurs are methods of abating the inherent difficulty in measuring the shear TOF [20].

Figure 44. A-Scan showing relative time occurrence of each type of wave according to sample surface reflections. (a) Longitudinal top surface, (b) longitudinal-longitudinal bottom surface, (c) longitudinal-shear convoluted with shear-longitudinal (hybrid) bottom surface, (d) shear-shear bottom surface, and (e) second longitudinal-longitudinal bottom surface.
2.4.3.1.3. Measuring Elastic Properties

The calculation of elastic properties is fundamentally based on the longitudinal and shear velocities of an elastic solid [95]. All elastic property calculations using the equations below were derived based on anisotropic solids. The calculation of the elastic properties of a solid account for any anisotropic behavior through the use of the Poisson ratio. The Poisson ratio, \( \nu \), is a unitless parameter which is the negative of the ratio of lateral and axial strains provided by an axial stress. This factor is of great importance when calculating ultrasonic velocities or elastic moduli as many materials exhibit anisotropic behavior [37]. The Poisson ratio of a material can be calculated through the use of equation 44 after measuring both the longitudinal and shear velocities [95].

\[
\nu = \frac{1 - 2\left(\frac{CS}{CL}\right)^2}{2 - 2\left(\frac{CS}{CL}\right)^2} \tag{Eq. 44}
\]

Once the Poisson ratio is calculated the Young’s, shear, and bulk moduli can be calculated from combinations of the Poisson ratio, sonic velocities, and density [95]. Young’s modulus, \( E \), is the ratio of applied stress to the resulting strain of a material and can be calculated through the equation [36, 95]:

\[
E = \frac{C_L^2 \cdot \rho \cdot (1-2\nu) \cdot (1+\nu)}{(1-\nu)} \tag{Eq. 45}
\]

The shear modulus, \( G \), is the ratio of applied shear stress to the resulting shear strain and is calculated by using the equation [36, 95]:

\[
G = \frac{E}{2 \cdot (1+\nu)} \tag{Eq. 46}
\]
A materials resistance to compression can be quantified by its bulk modulus, $K$, and is calculated using the equation [36, 95]:

$$K = \frac{E}{3(1-2\nu)}$$  \hspace{1cm} \text{Eq. 47}

Each elastic modulus has units of Pascals (Pa), but is more conveniently given in GPa through a division by $1\times10^9$ as many high density, high hardness, elastic solid materials exhibit high elastic properties [1].

### 2.4.3.1.4. Thickness Measurement

All of the information that is capable of being produced by acoustic testing requires a thickness input of the sample being measured. A common way of obtaining thickness values is using an average of several manually recorded thickness measurements. Another method is to assume the material velocity of a sample is constant about all points in the sample and solve for thickness once a TOF C-Scan is completed. Samples with large defects or density variations will result in a variation in the speed of sound about the sample. Error in ultrasonic property measurements can be introduced due to variation in sample thickness over its entire area. For example, a difference in thickness of only 100µm for an alumina sample amounts to a miscalculation of approximately 7GPa for Young’s modulus [111]. Methods for the improvement in the reduction of measurement error due to thickness variation are further explained.

Correction for thickness variation essentially measures time of flights around the sample. This method assumes that the speed of sound in water is constant at room temperature and that pure (distilled and deionized) water is used as the propagation medium. A reflector waveplate that provides a high acoustic impedance mismatch with water is used to ensure that an intense reflection from the immersion tank can be seen
The measured TOF’s are those of which are between the face of the transducer and the top surface of the sample (t2), the bottom surface of the sample and the tank containing the sample (t3), and the face of the transducer and the tank (t1). The TOF of the sample (t4), if it were made of water, results from subtracting the total of t2 and t3 from t1. Using the relation of thickness equals velocity multiplied by time and the speed of sound in water; one can obtain an accurate thickness value which avoids the complications of microstructural inhomogeneity [188]. Figure 45 shows a schematic illustration of the TOF’s that are explained.

An entire sample area can be mapped for thickness by using this method and rastering about the sample. Comparison of ultrasonic thickness mapping with a thickness map created by manually measuring 100 points with electronic calipers can be seen in Figure 46 [111]. Ultrasonic thickness mapping provides a much finer lateral resolution than manual caliper measurements can ever reach. The agreement between the two methods shows the veracity of using ultrasound and TOF based measurements as a useful technique for obtaining thickness over all points of a sample.

Figure 47 shows a Young’s modulus C-scan of alumina revealing the error introduced by not correcting for thickness error over all points in a sample. The contours of TOF-based C-Scan property maps are affected by thickness inaccuracies more so than that of the actual difference in values. The percent difference map for Young’s modulus of an alumina sample show large contour variations compared to the variation of the value itself [111]. The ultrasonic measurements made for the alumina samples studied in this thesis have been corrected for thickness variation error.
Figure 45. Schematic representation of TOF’s used in creating C-Scan thickness maps [111].

Figure 46. Alumina thickness comparison of caliper versus ultrasound measurements [111].

Figure 47. Young’s modulus C-Scan maps of alumina: (a) Not corrected for thickness error, (b) Corrected for thickness error, (c) Percent difference between (a) and (b) [111].
2.4.3.2. Amplitude Based Measurements

The second of the two possible measurements when performing ultrasound NDE is that of peak amplitude measurement. This is done through the use of electronic gates which measure the amplitude of oscilloscope peaks specific to a sample surface and acoustic wave type; longitudinal or shear. The higher energy of longitudinal waves compared to shear waves when performing pulse-echo, immersion-based, ultrasonic testing makes it such that longitudinal wave sample reflections are typically measured for their amplitudes. Bottom surface amplitude C-Scan maps are common measurements performed to determine the spatial homogeneity of a sample. If the acoustic wave encounters a discontinuity, such as porosity, solid inclusions, or large grains, its energy is reduced through scattering and absorption. C-Scan amplitude maps reflect this by showing a decrease in peak amplitude about these regions. This section describes the procedures in which amplitude is measured and the process behind converting it to ultrasonic attenuation coefficient.

2.4.3.2.1. Amplitude Measurement Modes

As with measuring TOF there are several measurement modes which can be performed for obtaining the amplitude values of peaks. A simplification of the definition of peak amplitude is the peaks height. However, different testing facilities may report different amplitudes due to differences in measurement techniques. Figure 48 shows a general sample surface peak which is taken from an oscilloscope A-Scan. Four modes for measuring peak amplitude can be delineated through different types of wave rectifications. The first is where the wave is not rectified and its full peak height is recorded. The second measurement mode of amplitude is done by using bipolar
rectification, where the absolute value of the signal is measured. And the third and fourth measurement modes are known as unipolar positive and unipolar negative rectifications. These last types of wave rectifications make it such that only the positive or negative portions of the reflected peaks are measured [193]. The four types of wave rectifications can be seen in Figure 49.

![Figure 48](image)

**Figure 48.** Oscilloscope view of a sample peak. Shows three portions of a non rectified reflected peak.

Amplitude analysis of the full peak height provides more information of what was contained in the microstructure making it the test of choice for using ultrasonic testing as a characterization technique. The other types of wave rectification modes; bipolar, unipolar positive, and unipolar negative, have primarily been used for the rapid identification of large, anomalous, defects or variations over an entire sample area [193]. A large feature present in the microstructure will cause a massive change in peak intensity and would be seen in a C-Scan map of amplitude. The amplitude-based
measurements performed in this thesis make use of measuring the full peak height of a non rectified wave. All future discussion regarding amplitude-based measurements assumes that full peak heights of non rectified waves are measured.

Figure 49. Oscilloscope view of a sample peaks. (a) Non rectified waveform; (b) Bipolar rectification; (c) Unipolar positive rectification; (d) Unipolar negative rectification.

Sources of error when performing amplitude based measurements arise from signal noise and electronic reflections as described above. The underlying signal noise created by all components in an ultrasound NDE system interacts with the sample reflections constructively and destructively. This has the effect of increasing or decreasing the amplitude of the sample peaks from their true amplitude. Again, methods
to alleviate signal noise are to use bandwidth filters commonly found in modern pulser-receivers. The analog to digital converter card which controls all aspects of the oscilloscope resolution also adds to amplitude measurement error. The amplitude scale, usually measured in volts, consists of discrete values separated by the resolution limit dictated by the AD card. The maximum error in amplitude imparted by the AD card is twice its amplitude resolution if the AD card noise combines constructively [194]. AD cards with increased amplitude resolution help with this source of amplitude error as the discrete spacing in amplitude values which the signal can take decreases.

2.4.3.2.2. Measuring Attenuation Coefficient

Although the amplitude of each reflection is proportional to the energy contained within each peak, directly obtaining the energy reflected at each surface is not possible due to signal amplification and gain corrections present in almost all components of an ultrasound NDE system [20, 195]. As a result it is convenient to measure the ratio of the amplitudes of successive same sample surface reflections. This alleviates the effect of surface roughness and sample bevel to an extent and provides the basis of obtaining a quantitative material parameter: the acoustic attenuation coefficient.

The attenuation coefficient is a quantification of the amount of sound energy lost between two points [19]. Ignoring the specific contributions from each attenuation mechanism, the total amount of energy loss per distance can be defined in general through the Beer-Lambert Law [135]:

\[ I = I_0 e^{-\alpha x} \]  

Eq. 48

where \( I \) is the intensity of the wave after passing through a medium, \( I_0 \) is the initial intensity, \( \alpha \) is the attenuation coefficient, and \( x \) is the distance travelled. Equation 48 can
be inverted to solve for the attenuation coefficient having units of Nepers per meter, Np/m. A Neper is a unit of loss based on natural logarithm. The decibel, dB, is a more commonly used logarithmic-based loss unit and is equal to 0.115Np. Converting to decibels and using the fact that intensity is proportional to the square of amplitude (equation 9) the Beer-Lambert Law can be rewritten as:

$$\alpha = -\frac{8.686}{2x} \ln\left(\frac{A^2}{A_0^2}\right)$$

Eq. 49

where $A$ is the amplitude of the acoustic wave after propagating through a medium, $A_0$, is the initial wave amplitude, and the factor of 8.686 converts from Nepers to decibels. The conversion from intensity to amplitude, shown in equation 9, holds practical value as amplitude-based measurements are commonly made with ultrasonic testing [110].

The value for attenuation calculated through equation 49 gives what is known as the overall signal attenuation coefficient [20]. ‘Overall signal’ refers to the meaning that the attenuation coefficient is not specific for any singular frequency; it represents the weighted average according to the intensity of each frequency put out by the transducer [196]. Without deconvoluting the sample reflections through the use of a Fourier transform the attenuation coefficient describes the overall loss of acoustic energy of all frequencies present. An example of an overall attenuation coefficient C-Scan can be seen in Figure 50. Overall attenuation coefficient C-Scan maps give a more reliable method of determining any variation or degree of inhomogeneity over large sample areas compared to amplitude C-Scan maps as they are not strongly affected by sample nonuniformities.
2.4.3.2.3. Measuring Attenuation Coefficient Spectrum-Fourier Transforms

The jump from qualitative attenuation coefficient measurements, described above, to obtaining quantitative ultrasonic attenuation coefficient data is done through the use of deconvoluting sample reflections to measure peak intensity as a function of frequency. This gives a frequency-based attenuation coefficient measurement which allows for the microstructural characterization of dense, polycrystalline ceramics using ultrasound [19, 20]. Deconvoluting sample reflections is done by performing a Fourier-based transform about the temporal width of each sample peak [197]. The several types of Fourier transforms which can be used to achieve this function are the Fourier transform, discrete time Fourier transform (DTFT), or the short time Fourier transform (STFT). The DTFT
and STFT are normally computed using the fast Fourier transform (FFT) to expedite the computation time [198].

Fourier transforms map information from time space to frequency space by using the basic Fourier transform function [198]:

\[ F(s) = \int_{-\infty}^{\infty} f(x) e^{-2\pi ikx} \]

where \( F(s) \) represents the computed frequency domain of the signal, \( f(x) \) represents the signals time domain, ‘s’ corresponds to inverse time (frequency), ‘x’ corresponds to time, and ‘k’ is angular frequency. The DTFT and STFT, described below, are variations of the Fourier transform used for specific applications.

The FFT, discovered by Gauss in 1805 and revolutionized for modern use by Cooley and Tukey in 1965, allows for faster computation times for Fourier series of any type of Fourier-based transform (DTFT, STFT, etc.) [199]. The general form for the fast Fourier transform is given as [198]:

\[ F_k = \sum_{n=0}^{N-1} f_n e^{\frac{2\pi i n k}{N}} \quad k = 0, \ldots, N-1 \]

where \( F_k \) represents the computed frequency domain of the signal, \( f_n \) represents the time domain, \( N \) is the number of uniformly sampled data points, and ‘k’ is the angular frequency. The fast Fourier transform takes \( O(N\log(N)) \) time to compute for \( N \) data points, where the function \( O \) is dependent on the computation processes dictated by the computer used. Compared to the DTFT, the FFT is much faster; a DTFT takes \( O(N^2) \) time to compute [198]. However, the increase in speed which an FFT comes with causes its frequency resolution to decrease [198, 200]. The frequency resolution of an FFT is proportional to the temporal width of the window in which the FFT is being performed.
An FFT performed on a 1µs time window gives a 1MHz resolution in frequency, where decreasing the size of the time window by a factor of two will cause a decrease in frequency resolution making it 2MHz.

A discrete time Fourier transform requires an input function of discrete data, which is exactly the type of data obtained through acoustic testing; the sampling of continuous ultrasonic waves [200]. DTFT methods show how the intensity of a frequency dependent signal changes over time [200]. It provides frequency-based information over long signal times by operating on a smaller time window about the entire time domain. This window moves across the time domain in predefined, finite time steps. A resulting graph of the received information plots time versus frequency versus signal intensity [201].

A short time Fourier transform is the type of Fourier transform used for the signal processing performed in this thesis. The STFT is similar to the DTFT but is performed on smaller time windows where the signal is divided into uniformly sized segments equal to or less than the size of the sampling window [202]. Mathematically, the STFT is written as [200]:

\[
STFT\{x(t)\} \equiv X(\tau, \omega) = \int_{-\infty}^{\infty} x(t)w(t - \tau)e^{-j\omega t} \, dt \tag{Eq. 52}
\]

where \(x(t)\) represents the signal in the time domain, \(w(t)\) is a window function, \(\tau\) represents the phase of the signal over time and frequency, and \(X(\tau,\omega)\) is a DTFT of a windowed data centered about \(\tau\) [200]. There are multiple types of window functions, \(w(t)\), which can be used for this type of analysis but the window function used for the STFT performed in this thesis is a Blackman-Harris window. The equation for computing the coefficients of a four-term Blackman-Harris window is given as [203]:
\[ w(t) = a_0 - a_1 \cos \left( \frac{2\pi}{N} n \right) + a_2 \cos \left( \frac{2\pi}{N} 2n \right) - a_3 \cos \left( \frac{2\pi}{N} 3n \right) \]  

Eq. 53

where \( N \) is equal to the window length, L-1, ‘a’ are constants for specific window sizes, and \( 0 \leq n \leq N \). The STFT does not inflict limitations on frequency resolution based upon the size of the time window. The STFT also allows for one to transform singular peaks of interest from an A-Scan which makes it more efficient than transforming the entire time domain [200]. Figure 51 shows an example of the results of an STFT performed on a signal in the time domain.

Figure 51. (a) Signal in time domain; (b) STFT of signal to give time vs. frequency vs. signal intensity [204].
2.4.3.2.4. Measuring Attenuation Coefficient Spectrum-Power Spectral Density

The STFT returns a three-dimensional array of data: time, frequency, and intensity. The measurement of frequency-based attenuation coefficient is only concerned with the frequency and signal intensity of this data array. The power spectral density (PSD) is a plot of frequency versus the signal intensity contained within the peak reflection. More simply put the PSD is often called the spectrum of the signal [205]. Aside from obtaining the intensity of the signal at each frequency after the wave has passed through a material, the PSD is also used to determine the frequency output of an ultrasonic transducer. This is done by measuring the PSD of the reflection off of the top surface of a highly polished material (usually silicon carbide or steel) or by measuring the PSD of a transducer delay [193]. Transducer delay lines are discussed in a future section. An example of a transformed sample reflection to obtain its PSD can be seen in Figure 52.

**Figure 52.** (a) Signal in time domain; (b) PSD of signal [20].
The power spectral density can have units of power per Hz which equates to Joules, or the energy output of the transducer at each frequency. It is customary practice to use units of $V^2 \cdot Hz^{-1}$ for voltage signals; however, this thesis makes use of the PSD being capable of having units of Joules. To obtain the actual energy output of a transducer, in Joules, one must normalize the area of the PSD to the total energy supplied to the transducer from a pulser-receiver [193, 206]. This is due to amplification and gain factors present in the individual components of an ultrasonic NDE system. The energy output at the strongest frequency is expected to be on the order of $\mu$J or less [193, 206].

2.4.3.2.5. Measuring Attenuation Coefficient Spectrum-Corrective Techniques

The attenuation coefficient is not only affected by microstructural features, but also by inherent geometric loss factors. These geometric loss factors are caused by reflection and diffraction [19, 207]. Corrections for these losses ensure that a measured attenuation coefficient is a parameter influenced by solely the material microstructure. Reflective losses are constant with frequency as reflection is dependent on sonic velocity which does not exhibit dispersion in dense, polycrystalline, ceramics. Diffractive losses show a strong dependency on frequency as well as the size of the transducer aperture [208].

As explained above, reflection and transmission occur at any surface where there exists a mismatch in acoustic impedance. When measuring the attenuation coefficient the first two successive bottom surface reflections are used (see Figure 44). These reflections can be labeled as $A_o$ and $A$ to represent the first and second reflections, respectively. The reflection which is representative of the top surface of the sample indicates how much energy never penetrated the sample. Upon each interaction with an interface there are
different percentages of energy which are reflected and transmitted. Therefore, considerations must be made to account for the percentage of energy (of the original output) of which the measured peaks actually represent. An iterative algebraic process, outlined in Figure 53, detailing the acoustic energy according to the reflection and transmission coefficients at each interface, yields a more accurate form for the measured attenuation coefficient [110].

**Figure 53.** Schematic diagram of acoustic reflection and transmission. \(E_i\) is initial energy output from transducer (a). Oscilloscope temporal positions corresponding to (b) top surface reflection, (c) first bottom surface reflection, (d) second bottom surface reflection [111].

Figure 53 demonstrates the processes of ultrasonic reflection and transmission through a dense elastic solid. If one were to consider an ideal material which is acoustically transparent and no diffractive losses occurred, attenuation would still occur due to the reflection phenomena. This attenuation can be described as a quadratic combination of the reflection and transmission coefficients multiplied by the initial
amount of energy emitted by the transducer. After the first reflection about the top surface of the sample, the subsequent bottom surface reflections decrease by a factor of $R^2$ upon each pass. Correction of the attenuation caused by reflection amounts to a linear decrease in attenuation coefficient for both C-Scan and frequency-dependent attenuation coefficient spectra by a factor of $[111]$

$$\alpha_{reflection} = -\frac{8.686}{2x} (\ln(R)^2)$$  \hspace{1cm} Eq. 54

Combining the attenuation due to reflection with the inverted Beer-Lambert law produces a more exact form for the measured material attenuation coefficient.

$$\alpha_{measured} = -\frac{8.686}{2x} (\ln\left(\frac{A}{A_0}\right)^2 - \ln(R)^2)$$  \hspace{1cm} Eq. 55

Diffraction is the phenomenon in which sound waves spread out or bend at an interface of discontinuity [208]. The causes of diffraction inherent with a non-contact, pulse-echo ultrasonic NDE system are due to transducer aperture size, the path length of beam travel, and frequencies used [195]. The error due to diffraction is related to the ratio of the frequencies used and transducer aperture. Error is increased with smaller apertures and lower frequencies [208]. After the acoustic beam exits the transducer there is a natural Gaussian focusing effect as the beam transitions from the near field to the far field (explanation in future section) [209]. This becomes amplified by any refraction that occurs at a water-sample interface. By the time the ultrasonic pulse is returned back to the transducer, a considerable amount of energy has been directed away from the transducer aperture. This loss in energy is not due to the material and should not be convoluted with an attenuation coefficient measurement.
The mathematics used in the correction for diffractive losses invoke the use of spherical Bessel functions and other non-linear transforms. Specifics on the actual algorithms used for diffraction correction are highlighted in the referenced literature [195, 208]. Custom made software from Rutgers University Center for Ceramic Research (CCR) performs the rigorous operations necessary to calculate diffraction losses based on sample thickness, water path, frequency, and transducer aperture radius [20]. When performed as a function of frequency, the overall effect is a subtraction of diffraction losses from the measured attenuation coefficient; an example can be seen in Figure 54. Figure 54 demonstrates the frequency dependence of diffraction: as frequency increases diffractive losses begin to become negligible.

![Graph](image)

**Figure 54.** Example of frequency based diffraction correction on measured attenuation coefficient spectrum. 20MHz central frequency transducer, 3.55mm radius aperture, sample thickness of 10mm.
To account for the attenuation due to beam spreading one must use a spherical coordinate system and a solution of Bessel’s differential equation, the spherical Bessel function of the first kind [207]. It can be represented as an integral of trigonometric functions, but more concise notation will be used here. The m\(^{th}\) order Bessel function of the first kind will be shown as \(J_m(x)\) in its generalized form. Transforms must be used for each sample surface reflection that is of interest. The surface peaks that are typically used are the first and bottom surface reflections, noted as \(D_1\) and \(D_2\), respectively.

Equation 56 is the form used to calculate the intensity of the diffracted portion of the ultrasonic beam, or percentage of energy lost due to diffraction at each surface [207].

\[
D_n = 1 - e^{-\left(\frac{2\pi n}{s}\right)}\left[J_0\left(\frac{2\pi}{s}\right) + J_1\left(\frac{2\pi}{s}\right)\right] \quad \text{Eq. 56}
\]

Where \(J_0\) and \(J_1\) are representative of the first kind of Bessel’s functions that account for the zeroth and first order perturbations. The subscript ‘\(n\)’ on \(D\) is indicative of which surface reflection the transform is manipulating and \(s\) is defined as equation 57.

\[
s = \frac{2 \cdot t_w \cdot c_w + 2 \cdot n \cdot t_m \cdot c_m}{f \cdot a^2} \quad \text{Eq. 57}
\]

The path lengths of the sample and the water between the transducer aperture and sample top surface are labeled as \(t_m\) and \(t_w\), respectively. The sonic velocities in the sample and water are shown as \(c_w\) and \(c_m\), respectively. Frequency is denoted as \(f\), transducer aperture is \(a\), and \(n\) is either 1 or 2 correlating to the 1\(^{st}\) or 2\(^{nd}\) bottom surface reflections.

Equation 58 shows the diffraction corrected, modified version of equation 55. This final equation accounts for geometric losses caused by both reflection and diffraction.
\[ \alpha_{measured} = -\frac{8.686}{2x} (\ln\left(\frac{A}{A_o}\right))^2 - \ln(R)^2 - \ln\left(\frac{D_2}{D_1}\right) \]  

Eq. 58

An overall attenuation coefficient C-Scan map, which is incapable of showing frequency dependence, can be corrected for the effect of diffraction over all frequencies. As an attenuation coefficient C-Scan map represents acoustic energy loss as the weighted average over all frequencies output by a transducer, a weighted average accounting for the effects of diffraction can be calculated. This is done by using the frequency profile of the transducer output and weighting the frequency dependence of diffraction to the corresponding strength at each frequency. The overall diffraction correction is then a summation of the weighted frequency diffraction corrections over all frequencies [111].

Overall diffraction losses are also dependent on sample thickness. Any thickness dependency on the correction for overall diffraction when used when creating an overall attenuation coefficient C-Scan image is corrected for automatically through the use of custom made software at Rutgers CCR. Figure 55 shows an example of thickness dependency on overall diffraction corrections in aluminum oxide. The regression lines shows what is to be expected: attenuation coefficient is a material property and should not vary with sample thickness. Figure 56 shows comparative overall attenuation coefficient C-Scan maps of an alumina sample before and after correcting for overall diffraction losses. The effect is essentially a linear decrease in attenuation by approximately 1.70dB/cm across the entire sample. Any attenuation coefficient data shown in this thesis have been corrected for of the effects of reflection and diffraction.
Figure 55. Thickness dependency on overall diffraction correction [111].

Figure 56. (a) Overall attenuation coefficient C-Scan image of an Al$_2$O$_3$ sample without diffraction correction; (b) overall attenuation coefficient C-Scan image of Al$_2$O$_3$ sample in (a) after diffraction correction. Alumina sample is 5mm thick [111].
2.4.3.2.6. Measuring Attenuation Coefficient Spectrum-Standard Method

The final measurement of an attenuation coefficient spectrum can be made after careful corrections from all non-material loss mechanisms are done. Figure 57 shows a flow diagram of the standard method used for collecting ultrasonic attenuation coefficient spectra [168]. Using a piezoelectric ultrasonic transducer (a), one obtains an A-Scan of sample surface reflections (b). The power spectral density of the two successive bottom surface reflections is determined through the use of a short time Fourier transform (c). As the power spectral densities represent the square of amplitude, the powers of 2 on amplitudes, seen in equation 58, are not necessary [210]. The final equation used for obtaining attenuation coefficient spectra is shown as equation 59. This equation is a modification of equation 58 to account for the use of the PSD’s of each bottom surface reflection.

Figure 57. Schematic diagram of procedure used to obtain ultrasonic attenuation coefficient spectrum [183].
\[ \alpha(f) = -\frac{8.686}{2x} (ln\left(\frac{PSD_2(f)}{PSD_1(f)}\right) - ln(R)^2 - ln\left(\frac{D_2(f)}{D_1(f)}\right)) \quad \text{Eq. 59} \]

Interpreting an attenuation coefficient spectrum depend upon knowing the output frequency profile of the transducer used to make the measurement. Figure 52 shows a frequency output profile of a 20MHz central frequency transducer. As the signal deviates from the central frequency, the statistical reliability regarding the accuracy of the signal at those frequencies decreases. The tail ends of the PSD shown in figure 52 have lower signal intensity at these frequencies where signal noise could potentially account for a greater percentage of the measured data [20]. Setting a bandwidth from where the signal can be considered to be reliable is common practice when dealing with acoustics [90]. Typically, a -6dB bandwidth is set such that only the center 50% of the frequency output profile is used. A -6dB line represents the portions of a PSD which is equal to 25% of the maximum PSD intensity. The -6dB points are shown in Figure 52 as green lines. Attenuation coefficient data outside of these bounds are considered to be unreliable and disregarded [90]. An interpretation of the attenuation coefficient within the -6dB points require an understanding of the different acoustic loss mechanisms as well as some knowledge regarding the microstructure of the interrogated material [19].

2.4.4. Sample Requirements

Specifics regarding sample requirements for ultrasonic testing are highlighted in this section. When performing automated C-Scan measurements electronic gates are set prior to the start of the transducer raster motion and data acquisition. These electronic gates are set about specific sample surface reflections and are unable to move during a scan. If there exist certain sample nonuniformities the sample surface reflections will move outside of the measurement gates and incoherent data will be recorded. The
sample nonuniformities which must be checked for prior to performing ultrasonic C-Scan analysis are sample thickness, beveled sample surfaces, uneven sample surfaces, surface roughness, or too much porosity [142]. Different ultrasonic NDE test setups have different tolerance limits for each of these sample nonuniformities where setups with greater resolution will be affected to a greater degree [142].

Ultrasonic C-Scan maps of sample surface amplitude are common measurements which go into attenuation coefficient and used to determine full sample area homogeneity [14]. If the acoustic wave encounters a sample surface at any angle which is not perpendicular to its direction of travel a portion of the wave is reflected away from the transducer. This causes a decrease in peak amplitude which is not caused by any feature present in the bulk material microstructure. A resulting C-Scan map can be mislead one into believing that these regions of low amplitude were caused by microstructural effects when in fact they were caused by sample nonuniformity. Figure 58 shows two examples of how surface roughness and beveled or uneven surfaces affects C-Scan amplitude maps [20, 142].

If a sample is too thick or contains too much porosity the ultra high frequency wave is far too attenuated by the time it makes it back to the receiving transducer. For these cases, the sample surface reflections of interest are too small to measure. The limits for sample thickness and porosity are different depending on the output strength of the transducer. If the output strength is on the order of a microJoule, as is with the ultrasonic testing system at Rutgers CCR, the approximate thickness of a high hardness ceramic sample should be less than 50mm and its pore volume should not exceed more than 10% [142].
Figure 58. C-Scan amplitude maps of (a) sintered SiC showing error caused by surface roughness (circled) and (b) sintered Al₂O₃ showing error caused by sample bevel and uneven surfaces [20, 142].

2.5. Ultrasound Test Equipment

There are many brands of necessary ultrasound hardware which can be integrated to create a fully functional, automated scanning, ultrasonic NDE system. Many companies, such as Olympus, Imperium, and General Electric manufacture and sell ultrasonic NDE systems already integrated. Advantages of purchasing a turnkey NDE system lie in ease of use and full technical support. Usually on-site training accompanies a purchase agreement for a fully built system and the end user does not have to worry about understanding the minutia of every component. A disadvantage of using such preassembled equipment is the higher cost. Users who purchase prebuilt NDE setups are at the mercy of the manufacturer in the sense of only being able to use predefined functionality. Any increase in different types of resolution or changes to data acquisition and processing modes a user may require are not concerns of large manufacturers. The NDE system used for the work done in this thesis was assembled using integral parts
from individual suppliers. Software which controls automated motion, data acquisition, and data manipulation was created at the Rutgers CCR by Portune and others [20]. The construction of both the NDE system and software allows for the freedom of controlling all aspects of data collection. This section is concerned only with the specific types of individual components used as part of the whole NDE system used for this thesis. Figure 59 shows a black box schematic of each component which are described in full detail.

![Diagram of individual components of ultrasound NDE system]

**Figure 59.** Black box schematic diagram showing individual components of ultrasound NDE system.

### 2.5.1. Ultrasonic Transducers

The ultrasonic transducer is the crux of ultrasonic nondestructive testing. These are the devices which emit and receive the ultrasonic pulses. The transducer controls all
aspects of the emitted ultrasonic wave which ultimately dictate the end measurements; sonic velocities, elastic moduli, or attenuation coefficient. The shape and geometry of the active element within a transducer controls its frequency output along with the degree of bandwidth [88]. Transducer operation, wave parameters, determination of frequency output, and types of resolution is discussed. Specific types of transducers including planar, focus, or phased array are explained.

2.5.1.1. Ultrasonic Transducer Components and Operation

Ultrasonic transducers operate on the principles of electrostriction piezoelectricity. This is the phenomenon certain types of materials exhibit which convert electrical pulses to mechanical vibrations and vice versa [211]. The application of alternating current to a piezoelectric material causes it to strain while an applied stress generates a voltage [88]. The active element is a polarized material with electrodes attached to two of its opposite faces. An electric field causes the polarized molecules to align causing the material to change dimensions [211]. Permanently polarized materials will produce an electric field when a material is strained as a result of an imposed mechanical force.

![Illustration of piezoelectric effect](image)

Figure 60. Illustration of piezoelectric effect [211].
The active piezoelectric element of most acoustic transducers used today is a piezoelectric ceramic such as quartz, barium titanate, or ceramic composites. Common ceramic composite piezoelectric materials include PMNT (lead, magnesium, niobium, titanium) and PZT (lead, zirconia, titanium) [212, 213]. The thickness of the active element dictates the desired frequency it will vibrate at upon an applied voltage. A thin element vibrates with a wavelength which is twice its thickness; therefore, thinner piezoelectric elements provide higher frequencies and the need for higher frequency transducers is primarily limited by machining capabilities and how thin the element can be made [211].

Reasoning as to why an acoustic transducer emits more than one frequency, or has an associated bandwidth, is due to how the piezoelectric element is packaged within the transducer assembly. Figure 61 shows a cross section of an ultrasonic transducer. The external housing and inner sleeve of the transducer protects the active element and backing material while providing a means of gripping and manipulating the device. The electrical leads are connected through the backing material to both faces of the piezoelectric element [214]. The backing material provides a damping force which creates the broadband nature of an emitted wave [88]. A backing material with similar acoustic impedance to that of the active element will produce high damping and give a wider bandwidth [215].

The physics behind how the transducer operates can be described through the second order differential equation for a damped, driven, harmonic oscillator [90]. Equation 14 describes the amplitude of oscillation over a range of frequencies. The amplitude of oscillation is analogous to the intensity output at each frequency; the driving
force is related to the electrical voltage; and the damping force is provided by the backing material. The output profile of a transducer is identical to its sensitivity spectrum [216]. This means that any acoustic wave which does not match a portion of the frequency bandwidth associated with the transducer will go unmeasured [88].

![Cross section of acoustic transducer](image)

**Figure 61.** Cross section of acoustic transducer [214].

To get as much energy out of the transducer as possible an impedance matching layer is placed between the active element and the faceplate of the transducer (Figure 62). This is necessary due to the inherent acoustic reflections which occur at every interface where there is an acoustic impedance mismatch. To optimize acoustic impedance matching the size of the matching layer is machine to be the thickness of $\frac{1}{4}$ the desired emitted wavelength. This allows for the reflected waves within the matching layer to stay in phase when they eventually exit the layer [215]. Immersion transducers use an
impedance matching layer with an acoustic impedance value which is between that of water and the piezoelectric element [215]. The dB loss of energy on transmitting a signal from one layer to another is given as [217]:

\[
dB \text{ loss} = 10 \log_{10} \left[ 1 - \left( \frac{Z_1 - Z_2}{Z_1 + Z_2} \right)^2 \right]
\]

Eq. 60

Where it can be seen that by having a matching layer (or multiple matching layers) which have acoustic impedances close to that of the active element and water will result in lower amounts of energy lost.

**Figure 62.** Illustration showing optimal thickness of matching layer according to wavelength [217].
2.5.1.2. Ultrasonic Transducer Wave Aspects

The sound field emitted by a transducer is divided into two zones; the near field and the far field. The near field, or Fraunhofer Zone, is directly in front of the transducer and the echo amplitude goes through a series of maxima and minima (Figure 63a and 63b) [217]. At some distance, N, from the transducer the near field terminates and the far field begins. Beyond N the far field begins and the sound pressure level gradually drops to zero. Due to the variations within the near field it can be difficult to characterize flaws using amplitude-based measurements [217]. The acoustic beam in the far field spreads out in a predictable manner due to Gaussian beam spreading [88].

Figure 63. (a) Illustration of intensity of sound field. Brighter colors indicate higher intensity; (b) Illustration of amplitude variations between near and far fields; (c) Illustration of focal zone, Fz; (d) Illustration of far field beam spreading [217, 218].
The length of the near field (N) can be described as a function of the transducer frequency, transducer aperture diameter (D), and speed of sound in the test material (c) [217].

\[ N = \frac{D^2 f}{4c} \]  

Eq. 61

Other than knowing near field distance, there are a number of other sound field parameters that are useful in describing transducer characteristics. The transition region between the near and far fields is called the transducer’s focal zone, \( F_Z \) (Figure 63c). The focal length, \( F \), in a planar transducer is approximately equal to the near field distance.

The focal zone for a planar wave transducer is given as [217]:

\[ F_Z = NS_F^2 \left[ \frac{2}{1 + \frac{F}{2N}} \right] = \frac{4N}{3} \]  

Eq. 62

Where \( S_F \) is the normalized focal depth given as \( F/N \). Optimal detection of flaws is obtained when the focal zone envelopes such features.

All ultrasonic beams diverge or undergo beam spreading. This effect is more noticeable in the far field region. The degree of beam spreading is controlled by transducer aperture and frequency [217]. A quantification of the amount the beam has diverged is given by the half angle spread (\( \alpha/2 \)) at the point where the beam energy is 25% of its maximum (Figure 63d).

\[ \sin \left( \frac{\alpha}{2} \right) = 0.514 \frac{c}{fD} \]  

Eq. 63

The degree of beam spreading for ultra high frequency transducers (MHz) regime is somewhat negligible, and the ultrasonic beam can be approximated as a cylindrical
column of acoustic energy [20]. For example, a transducer with an aperture of 7mm and nominal frequency of 20MHz, the ultrasonic beam will only diverge by approximately 1° in an alumina tile. The maximum sound pressure is always found along the acoustic axis, or centerline, of the transducer; therefore, the strongest reflections occur from the area directly in front of the transducer [219].

2.5.1.3. Ultrasonic Transducer Resolution

There are two primary types of resolution associated with ultrasonic transducers: lateral and axial. Lateral resolution refers to the ability of resolving two adjacent boundaries which are orthogonal to the acoustic beam axis. Axial resolution is described as the ability of resolving two planes which are normal to the beam axis as being either top or bottom surfaces [220]. Both types of resolution are greatly affected by frequency. The frequency dependence of resolution leads to another factor which must be taken into account when performing ultrasonic NDE: depth of penetration. Essentially there is a tradeoff between having greater resolution versus higher depth of penetration. Depth of penetration increases with decreasing frequency, where a decrease in frequency will also cause a decrease in both types of resolution [221]. Higher frequency sound waves are attenuated to a greater extent than that of lower frequencies by almost all materials [19, 151, 221]. Successful ultrasonic inspection requires some knowledge of the ultrasonic transducers used, the tolerance limits for resolution, and the interrogated material.

2.5.1.3.1. Ultrasonic Transducer Resolution: Lateral Resolution

The lateral resolution of a transducer is inversely proportional to frequency. The main factor dictating lateral resolution is the beam diameter of a transducer. As stated above, the ultrasonic beam emitted from a transducer can be approximated as a
cylindrical column of energy. The diameter of this column of acoustic energy, $B_D$, can be calculated using the equation [217]:

$$B_D = 1.02 \frac{F_c}{f D} = 0.26D \cdot S_F$$  \hspace{1cm} \text{Eq. 64}$$

Equation 64 gives the diameter of the beam where the signal amplitude drops to -6dB of its maximum amplitude; the focal zone of the ultrasonic beam [217]. The sensitivity of obtaining a reflection from a defect or feature within the microstructure is affected by beam diameter as well. This is caused by a smaller beam diameter resulting in a greater amount of acoustic energy reflected by a defect [217]. Decreasing the aperture size of the transducer allows for one to increase lateral resolution to a degree. An increase in frequency will also increase lateral resolution, but it decreases the focal zone, and thereby reduces the range of intensity where the beam diameter can encompass flaws [88].

2.5.1.3.2. Ultrasonic Transducer Resolution: Axial Resolution

Axial resolution is the ability of an ultrasonic system to produce distinct reflections from features located at nearly the same position with respect to the axis of the propagating ultrasound beam [88]. Axial resolution of an ultrasonic system is only applicable when there exists the possibility of resolving two features. For two features to be separately resolvable they each have to cause an intense enough reflection of acoustic energy from each surface such that different peaks in an oscilloscope are formed [89].

A direct reflection from a feature in the volume of a material will only be seen in an oscilloscope as a peak if it is large and provides a large acoustic impedance mismatch between itself and another feature. The greater the acoustic impedance mismatch between inclusions gives a larger amount of reflected acoustic energy. A reflection is a type of scattering where the size of the scattering feature dictates which direction the
energy is redirected. For features approximately 5 to 10 times less than that of the size of the acoustic wavelength, Rayleigh scattering occurs [136, 139]. Rayleigh scattering can be characterized as forward scattering behavior with a narrow cone of redirection. Therefore smaller features will cause scattering of the ultrasonic energy in directions not directly back to the transducer in a pulse-echo configuration [128]. For this reason the size of an inclusion will have to be commensurate with the wavelength to cause a backwards scattering reflection.

When viewing an A-Scan in an oscilloscope, the resolvable limit of peak reflections is dictated by the wavelength and size of feature. The minimum distance between two features such that each shows distinct reflections is $3\lambda$ [94]. Higher frequency transducers exhibit greater axial resolution as they emit smaller acoustic wavelengths. Transducers can be engineered to emit acoustic pulses of only fractions of a wavelength [94]. Therefore a 20MHz central frequency transducer emitting pulses of only $0.1\lambda$ will have an axial resolution limit of approximately 158$\mu$m in alumina. This can be calculated by determining the size of the wavelength in alumina, dividing by the pulse length, and then multiplying by 3 [94, 217].

2.5.1.4. Ultrasonic Transducer Types

Many types of ultrasonic transducers exist for different applications. The types of transducers discussed in this section include planar, focused, and array. Planar and focused transducers rely on using a single active piezoelectric element while array transducers use multiple elements in different arrangements [222]. The multiple active elements in an array transducer are separately controlled as to when they are pulsed to
control the size and shape of the wavefront. A discussion of delay lines, a feature found in ultra high frequency transducers, finishes this section on ultrasonic transducers [222].

Planar transducers have a flat face aperture with no focusing lens inside the column assembly [217]. These types of transducers emit acoustic beams that only exhibit focusing due to natural refraction and diffraction. A planar transducer exhibits the longest focal zone making it useful for inspecting bulk volumes of material. Intense reflections from the large focal zone of a planar transducer make it suitable for use with thick specimens [217]. Planar transducers have decreased axial resolution when compared to other types of focused transducers [222]. Being easier to manufacture, the planar type of transducers is typically of a lower cost and can be purchased off the shelf without any special order needed.

Single element focused transducers are available in two configurations: spherical (spot) and cylindrical (line) focused (see Figure 64) [217]. Focusing of the acoustic beam can be achieved by machining the active element to be curved or, more commonly, add a focusing lens into the column of the transducer [217]. The radius of curvature of either the element or lens is dictated by what the specific focal length and focal target needs to be. Focused immersion transducers use an acoustic lens to shorten the focal zone. This can give a dramatic increase in axial resolution and sensitivity to whatever defect would be present in the focal zone [222]. However, when using a focused transducer one will encounter the effect of focusing gain [217]. Focusing gain is essentially an increase in the signal amplitude at the focal zone. An A-Scan would reflect this by not showing the typical, intuitive, exponential decrease in amplitude of successive bottom surface reflections. In this case, the first bottom surface reflection decreases in amplitude from
the top reflection, but after which the second bottom surface reflection increases
signifying a gain in energy. It is for this reason that focused transducers are not used in
this thesis. Accounting for the relative increase in energy due to focusing gain is not
trivial when using ultrasound NDE as a microstructural characterization tool.

Figure 64. (a) Spherically focused transducer; (b) cylindrically focused transducer [217].

Ultrahigh frequency single element planar and focused transducers typically have
a delay line inside the transducer column. A delay line is a physical structure which
allows the active element to stop vibrating before a returned signal can be received [217].
Some transducers have the option to change the delay line to obtain different effects. For
the type of testing performed in this thesis delay line transducers can be troublesome as
the delay line itself gives multiple echoes on an A-Scan. An image of an A-Scan using a
150MHz central frequency transducer can be seen in Figure 65. Every peak seen in this
A-Scan is caused by a reflection off of the delay line. This makes it difficult when trying
to discern sample peaks with low amplitudes.
Figure 65. A-Scan showing multitude of delay line echoes [142].

An array transducer (or phased array) is an organized arrangement of large quantities of active piezoelectric elements [217]. The simplest form of an ultrasonic array for NDE is a series of several active elements arranged linearly to increase inspection coverage and the speed of inspection. A phased array is commonly used for tube, weld, and bridge inspections [217]. Phased array systems require high speed multi-channel processing with proper pulsers, receivers, and computation power to process the data from each individual element. Due to limitations of processing power and machining capabilities, phased array transducers can only be made to emit frequencies up to approximately 40MHz [223].

Phased array transducers come in a wide range of sizes, shapes, frequencies, and number of active elements [223]. Phased array transducer elements are typically made of piezocomposite materials which are thin rods of piezoelectric ceramics embedded in a polymer matrix. Segmented metal plating is used to divide the piezoelectric composite
into a specific number of elements which can be pulsed individually [223]. The segmented plating includes a protective matching layer, backing layer, and cable connections to each element segment (Figure 66). Each element can be pulsed simultaneously or individually at different times to control beam parameters such as focus depth, propagation direction of the wavefront, or intensity of the focal point [223]. By digitally controlling each elements pulse delay and excitation voltage several possible beam profiles can be created by a linear phased array transducer (Figure 67).

**Figure 66.** (a) Coaxial connector cable; (b) element wiring; (c) backing materials; (d) inner sleeve; (e) piezocomposite element [223].
Figure 67. (a) Linear wavefront, all elements pulsed simultaneously; (b) angled wavefront, elements pulsed at increasing times from left to right; (c) focused wavefront, outer to inner elements pulsed at increasing times. Direction of pulses indicated by black arrows [223].

2.5.2. Pulser-Receiver

The pulser-receiver is the device which controls when the transducer emits a pulse. The pulser portion of the apparatus generates short, large amplitude electric pulses of energy, which are converted to short pulses applied to an ultrasonic transducer. The receiver end of the device collects the returned voltage response generated by the piezoelectric, filters the signal, and amplifies it such that it can be displayed on a digital oscilloscope as an A-Scan [206]. Typical functionality of pulser-receivers includes the ability to control the amount of time the pulse is applied to the transducer as well as the voltage supplied to the transducer. These two functions operate on the pulser circuit while the receiver circuit includes the abilities of signal rectification, filtering, and amplification [224].

Pulser-receivers are capable of operating in two modes; internal and external triggering. Internal triggering allows the pulser-receiver to supply its own continual
pulse to the transducer while external trigger mode uses pulses supplied by other attached hardware. The use of an external trigger for C-Scans is accomplished by synchronizing the pulser-receiver with a motion control device and forced to pulse when the device causes motion of the transducer [14].

The functionality and settings of the receiver circuit can greatly affect the outcome of ultrasound testing. Control over frequency filters, or band pass filters, allows for the reduction of either low or high frequency noise [206]. Band pass filter settings must be made to optimize the intensity of the received signal and increase the signal to noise ratio such that the received signal is not also filtered. The bandwidth of the receiver dictates what frequencies are capable of being resolved by the pulser-receiver [224]. If performing ultra high frequency testing one will need a high frequency, broadband pulser-receiver. Receiver bandwidth varies depending on the type of system and testing performed, but common high frequency ultrasonic testing typically use pulser-receivers with receiver bandwidth between 1 and 500MHz [206].

Modern pulser-receivers utilize remote pulsers. This effectively shortens the distance between the pulser circuit and transducer to minimize noise or electronic reflections in cables [206]. Remote pulsers amplify the signal before reaching the transducer. Remote pulsers are made to be interchangeable such that different ones can be chosen to match the frequency of the transducer to be used. Only a few types of remote pulsers are necessary as they cover a wide frequency bandwidth: low frequency, high frequency, and ultra high frequency. These frequency terms for remote pulsers are general where the manufacturer can supply information on what type of remote pulser should be used with different frequency transducers [206].
2.5.3. Analog-to-Digital Converter Card

The analog-to-digital (A/D) card is the device which converts the pulses sent from the pulser-receiver to a digital signal which can be read on an oscilloscope or through software which supports oscilloscope functionality [225]. A/D cards dictate all aspects of digital oscilloscopes such as time resolution, time range, amplitude resolution, and voltage range [225]. Choosing the right A/D card is mainly dependent on the frequency of the transducer needed to be used. Depending on its functionality, A/D cards can be somewhat expensive reaching into tens of thousands of dollars.

When performing ultra high frequency ultrasound testing it is critically important to use an A/D card with a sampling rate which is capable of matching the transducer frequency. Sampling, or digitization, rate dictates the time resolution of the oscilloscope. Essentially it will define how often a new data point is plotted. Each peak seen in an oscilloscope is the convolution of multiple sine waves of different frequencies put out by the transducer. For an oscilloscope to plot sine waves of accurate frequencies it must be capable of discerning at least five data points [20]. For large wavelengths (low frequencies) the time resolution need not be that high, but as wavelength decreases (frequency increasing) the time resolution of an A/D card must be greater. A/D cards measure sampling rate in Hertz, or samples per second, where most A/D cards can be found in the range of 100-2000MHz [225]. As at least five data points are necessary to distinguish one sine wave from another, this effectively means that transducers of frequencies at least five times less than that of the sampling rate are capable of being used with such an A/D card.
The time range of an oscilloscope is dictated by the amount of on-board acquisition memory the card comes with [225]. Cards with more on-board memory are capable of extending to higher time. This is useful if one is inspecting a material with low sonic velocity and a surface reflection won’t appear until a certain time. An A/D card with 256MB of on-board memory is capable of reaching out to 64µs. Cards can be purchased to have as much as 4 GB of on-board memory which would extend the time range to 1000µs [225].

Amplitude resolution of oscilloscopes is measured in bits supplied by the A/D card. The number of bits in an A/D card along with what the cards voltage range is determines the minimum separation in volts between two adjacent amplitude values [20]. The amplitude resolution supplied by an A/D card can be determined by dividing the voltage range by two raised to the power of number of bits. For example, an 8 bit A/D card with a voltage range of 2V (±1V) will have an amplitude resolution of 2/256 or 7.8125mV. Error in amplitude based measurements such as attenuation coefficient can be decreased by using a higher bit A/D card [226].

2.5.4. Motion Controller and Scanning Gantry

Automated motion of a transducer about a sample is accomplished through the use of a motion controller and scanning gantry. Both B-Scans and C-Scans require the use of a precision motion control unit. A transducer, or other measurement device, is affixed to an assembly which can be controlled to move in however many axes the motion control unit is capable of driving. For simplicity only two axis motion controller which facilitates movement in the x and y axes are considered. Each axis is controlled by microstepping drivers which are housed in the motion controller itself. The drivers give
pulse and direction signals to stepper motors (or servo motors) attached to the scanning gantry. The use of DB-9 or amphenol connector cables is typically found on many modern motion control units [227]. Each pin of the DB-9 or amphenol cable relays a different function from the microstepper driver to the stepper motor. Newer microstepper drivers use dipswitches which can be used in conjunction with a truth table to change functions such as steps per revolution or signal current.

Many newer models of motion controllers have the capability of easily bridging off of the pulse amplitude circuit of the microstepper driver to reroute and collect positional information with different types of software [227]. Motion control units used in conjunction with stepper motors are required to physically tap into the circuitry of the driver to record positional data while motion control units used with servo motors are not. Servo motors have the ability to export encoder data which are meant to provide some relative positional information [227]. Positional information is crucial when collecting ultrasonic information during a C-Scan. Without it one would just collect the ultrasound data and have no perception of where in the sample it came from [14].

2.5.5. Counter-Timer Card

A counter-timer card is used to interface between the pulser-receiver and the microstepper drivers of the motion control unit. Simply put a counter-timer card acts as a timer; every preset number of steps the servo motors takes, a high voltage pulse is sent to the transducer from the pulser-receiver [228]. A program can be written to control how long the counter-timer card has to wait before triggering the pulser-receiver to pulse the transducer. As stated above, newer motion control and scan gantry units which utilize servo motors do not need such a device. Older motion controllers and stepper motors
need to be used in conjunction with a counter-timer card such that the motion controller and pulser-receiver can be synced to record where in the sample acoustic data is collected from [14].

2.5.6. Cables

The cables used to connect all of the components previously mentioned become important when performing ultra high frequency ultrasonic testing. Every component of an ultrasound system introduces some noise at different frequencies. The cables themselves also increase noise which can overwhelm high frequency signals. Higher frequency pulses have low signal intensities and the longer a cable gets the more it will deplete the signal strength [90]. For this reason shielded cables of short lengths should be used for ultra high frequency testing. The effect of cable length have been studied by Portune et al, where it was shown that longer cables decrease signal intensity for ultra high frequency testing where shorter cables will decrease intensity for lower frequency transducers [20]. Typically it is beneficial to use an array of different cables specified for each transducer type to decrease electronic reflections and noise while also optimizing signal intensity [20].

2.5.7. Personal Computer and Software

All individual components of an ultrasound nondestructive testing system are linked to a personal computer capable of running software which controls each aspect of data collection and analysis. The use of modern computing power with multi-threading with multiple cores is beneficial as a large amount of data can be collected in a single ultrasound scan. The amount of physical memory, RAM, and clock speed of a computer
should be maximized when performing acoustic testing, especially if it relies on heavy signal processing as is the case when performing acoustic spectroscopy [20].

Linking the A/D card, motion controller, counter-timer card, and pulser-receiver is done through the use of software created for such a purpose. Software used for data collection should be capable of doing this to effectively collect information. This type of software should also allow users to directly interact with sample surface reflections in real time through the use of a digital oscilloscope [20]. Oscilloscope-based peak interactions typically include being capable of setting electronic gates for measurement, setting properties to be measured, and setting some acquisition area for automated scanning. Data processing software can be separate from data acquisition software but should allow a user enough freedom to manipulate collected data. Data manipulation includes cropping, rescaling axes, obtain statistical information, and exporting data in common file formats [20].

2.5.8. Commercially Available Ultrasound Systems

There are many companies and manufacturers of ultrasound test equipment and the hardware which can be integrated for use as part of an entire setup. For the sake of this section only three of the more popular commercial manufacturers of ultrasound setups and components will be highlighted: The Ultran Group, The Mistras Group, and Olympus NDT. The majority of the products manufactured and sold by these companies are used for large scale industrial nondestructive testing. Each company does, however, perform research and development to come up with innovative products, methods, and software.
The Ultran Group has been creating unique ultrasonic inspection devices for the last 25 years. Their goal is to target cost-effective production of acoustic testing equipment targeted for applications which their clients can test and characterize materials in the earlier stages of formation [229]. Ultran is the inventor of the modern non-contact, air-coupled, ultrasonic testing system. Non-contact acoustic testing allows for the testing of porous, hygroscopic, or touch sensitive materials. Ultran has improved the field of ultrasonics by creating devices capable of testing a wide range of materials, from composites, plastics, and foams, to wood, ceramics, and metals [229]. Although the Ultran Group is better known today as the leading manufacturer of air-coupled transducers, they are still proponents of integrating ultrasonic testing systems capable of many testing configurations such as pulse-echo, through-transmission, pitch-catch, and water immersion [229].

The Mistras Group is a global nondestructive testing corporation which researches and manufactures many types of NDE equipment, such as eddy current, digital radiography, acoustic emission, and automated ultrasonic inspection [230]. Their automated ultrasonic testing services offer benefits to clients including high speed corrosion scanning systems, on-line weld inspection, phased array ultrasonics, and time of flight diffraction testing. Aside from manufacturing fully integrating ultrasonic testing equipment, Mistras also provides individual components of setups as part of their services. Such components include motion control units, transducers, and A/D cards. However, while Mistras’ readily available fully integrated systems or components will meet most needs for industrial testing, they make custom equipment for research facilities looking to improve in areas such as digitization rate or transducer frequency [230].
A final commercially available ultrasound testing system can be acquired through Olympus and their NDT branch [231]. They provide equipment for inspection applications including weld inspections, cracks, voids, porosity, and other types of heterogeneities within metals, composites, plastics, and ceramics [231]. Olympus specializes in making versatile, rugged, portable units capable of running different NDE types through the use of plug and play modules. The types of NDE modules supported by Olympus’ Omniscan system include eddy current to phased array ultrasound to thermography [231]. The Omniscan unit coupled with a phased array ultrasound module is capable of running A, B, and C-Scans for the detection and sizing of anomalous within bulk material. This system is only able to use lower frequency transducers due to processing power limitations and machining limitations of the transducers piezoelectric element [231]. Olympus also offers software used to acquire and process data collected using the Omniscan unit linked with a personal computer.
3. Method of Attack

The goal of this work was to develop a nondestructive ultrasonic measurement technique which gives mean grain size of aluminum oxide over large sample areas as well as the concentration and size distribution of secondary phases within dense aluminum oxide. The primary method of meeting this goal is to measure frequency dependent attenuation coefficient spectra of aluminum oxide to obtain data from both the absorption and scattering frequency regimes. From this, four necessary objectives are delineated to meet this goal. The first objective was to determine and implement equipment upgrades such that a wider range of acoustic frequencies could be used and measured. The second objective involved the creation of analytical equations and standard values which are used to describe energy loss and attenuation caused by absorption and scattering in dense aluminum oxide. A third objective was defined to list appropriate alumina sample sets which include standard materials, materials with known varying microstructures, and materials with unknown microstructures to test created concepts. The fourth objective was to corroborate ultrasound results given by the first three objectives by characterizing these samples with conventional microstructural measurement techniques.

Distinctive tasks were assigned to reconcile each objective. Determination of appropriate frequency ranges to measure attenuation coefficient for each sample set dictated the specifics of equipment upgrades. Regarding the creation of analytical equations which describe thermoelastic energy loss to expedite the measurement of secondary phase size distributions in alumina, specific assumptions were made and explanations for the validity of their use was determined. The effect of grain size
distributions and concentrations of alumina and secondary phases contained within
alumina on attenuation coefficient spectra was necessary to properly characterize real
samples. A determination of the accuracy of the methodology created was accomplished
through a series of common bulk characterization techniques. These objectives and tasks
were developed as a systematic method of attack used for meeting principal goal of this
thesis.

The method of attack used to meet specific objectives and subtasks assigned to
each objective is outlined in this section. Reasoning as to why innovative equipment
upgrades were necessary is discussed first. This is followed by an explanation of the
necessity of creating analytic equations which describe the amount of acoustic energy lost
due to thermoelastic absorption and the number of grains actively causing this type of
absorption. The desired aspects of samples to be used for testing will be explained, along
with the chosen characterization methods used to determine bulk grain size information.
A justification of the techniques used to validate acoustic testing results with microscopy
will be explained.

3.1. Enhancements and Upgrades to Ultrasound System

When measuring acoustic attenuation coefficient one will obtain results specific
to the microstructure of the material as well as the frequency of the ultrasound. Having a
robust ultrasound testing system capable of measuring attenuation coefficient over a wide
frequency range allows for the collection of attenuation data caused by different loss
mechanisms. The ability to measure attenuation coefficient spectra in frequency regimes
where absorption and/or scattering are dominant is the crux of achieving the goal of this
thesis. It has been shown that intraparticle thermoelastic absorption dominates loss
spectra up to approximately 50MHz in commercially available dense aluminum oxide used for structural applications with average grain size less than 10µm. To obtain statistically relevant loss spectra caused primarily by scattering mechanisms with minimal convolution of absorption losses one must either increase the frequency range used or create materials which have significantly larger grains. The latter choice violates the integrity or purpose of creating alumina with grains of this size, thereby making the only option for obtaining scattering information in real, commercial, alumina samples is to increase the range of frequencies used for measuring attenuation coefficient spectra.

As absorption in alumina can be seen up to approximately 50MHz, equipment upgrades to obtain reliable attenuation coefficient spectra caused primarily by scattering were made to extend the measurable frequency range to 150MHz. The necessity for such a large frequency range where scattering would be the primary loss mechanism is due to the fact that there are different types of scattering mechanisms which are dependent on the wavelength of ultrasound and size of the scatterer. By changing frequency, changes in wavelength occur and the different types of scattering can be measured according to grain size. A general rule of thumb for obtaining accurate scattering data is to use wavelengths which range between the average size of the grains and 10 times larger than the grains. This range will ensure that both Rayleigh and stochastic scattering mechanisms will be seen and measured. The average grain size of alumina used for structural applications and tested in this thesis is on the order of microns; with a distribution that allows for grains above 10µm. This translates to using frequencies up to approximately 150MHz.
There were two tasks involved in meeting the goal of extending the measureable frequency range: integrate an analog-to-digital converter card which has a sampling rate capable of distinguishing these frequencies and acquiring a broadband, planar, longitudinal transducer which is also capable of emitting frequencies in this range. As stated earlier, the sampling rate of an A/D card must be approximately 10 times greater than the transducer used meaning an A/D card capable of resolving frequencies up to 150MHz must have a sampling rate of 1.5GHz or greater. The integration of new hardware requires upgrades to the software as well as testing to ensure accurate frequencies are being emitted and received.

3.2. Creation of Analytical Equation for Thermoelastic Energy Loss

An analytical equation which describes the amount of acoustic energy lost due to intraparticle thermoelastic absorption does not exist. A derivation of an equation which returns the number of secondary phase grains in an aluminum oxide microstructure was the first task of this objective. It is known that there is a relationship between frequency, the thermal properties of the absorbing material, its density, and the size of the grain actively causing absorption. However, an equation was lacking which quantifies the amount of acoustic energy lost as a function of frequency-based attenuation coefficient, size, and concentration of grains. A solution such as this was necessary to be derived such that an acoustic attenuation coefficient measurement can be used to determine a particle size distribution of the actively absorbing grains within a microstructure. This solution led to the derivation of an analytical equation which allowed for the transformation of frequency dependent attenuation coefficient, in an absorption regime, to give grain size distributions of secondary phases in two types of alumina containing...
different microstructural features. The task of developing this equation was necessary in completing the overarching goal as it directly links measured attenuation coefficient to alumina microstructure.

3.3. Sample Sets

Two sets of alumina-based samples were chosen to systematically study the effects of and differences between absorption and scattering loss mechanisms. The samples studied in this thesis needed to meet certain criteria such that they would prominently exhibit specific types of acoustic loss behavior at specific frequencies. All samples were required to have greater than 98% of theoretical density such that any attenuation would not be caused by porosity and a strong bottom surface reflection could be seen. The lateral dimensions of the samples must have been greater than 20mm in diameter with the only restraint on their upper size limit being the size of the immersion tank. All samples were, however, confined to being between 3 and 25mm thick. If the samples were too thin then all of the surface reflections shift towards each other and convolute; if they were too thick then high frequency acoustic waves would have been too highly attenuated.

3.3.1. Custom Engineered Alumina Sample Series for Absorption

The samples used to study acoustic absorption were two sets of aluminas containing incremental amounts of different secondary phases. One sample set was created at the Rutgers CCR while the second set was acquired from a commercial manufacturer. The average grain sizes of the secondary phases were targeted to fall in a certain range such that these samples would exhibit strong thermoelastic absorption in the frequency range of approximately 10-30MHz. Along with these two sample sets, a 100%
alumina disc was created to be used a baseline. By having samples with known secondary phase concentrations and a baseline pure alumina to compare against, the derived equation from a previous objective was verified to be accurate.

3.3.2. Custom Engineered Alumina Sample Series for Scattering

Work done by previous authors laid the foundation of developing acoustic scattering loss theory which relates the attenuation coefficient to the average size of grains within a microstructure. This has only been done in metals with minor success. The lack of modern computing power or standard sample sets limited the study of using scattering attenuation coefficient spectra as a means of obtaining mean grain size. This task relies on defining a method for obtaining standard values for the Rayleigh and stochastic scattering prefactors, $C_R$ and $C_S$, respectively. In doing this a standard alumina sample set was used which systematically varies the average grain size. This sample set was acquired from a commercial manufacturer using their standard production powder which is primarily $\text{Al}_2\text{O}_3$ containing a small percentage of sintering additives.

Nine lots of alumina samples were created where each lot was varied in firing temperature, dwell time, or both with the goal of coarsening the grains. Each sample in this set should not contain any large solid inclusions. These samples were examined using acoustic spectroscopy to obtain attenuation coefficient spectra and FESEM imaging to determine actual grain size distributions. The results of this task provided a carefully controlled sample set used to obtain standard values to be used with the Nicolleti Rayleigh and stochastic prefactors. An alumina sample series with unknown grain size, provided by the same manufacturer having the same composition as the above sample series, was used for testing the accuracy of the created scattering factors.
3.4. Ultrasonic Testing

Ultrasonic testing included both evaluation and characterization based methods. With the exception of one sample set, each sample had ultrasonic C-Scan measurements performed for longitudinal velocity, Young’s modulus, and overall signal attenuation coefficient. This was done to determine any variation or large features within the bulk microstructure. The sample set which could not have C-Scan measurements made had samples which were too small in their lateral dimensions. This sample set had A-Scan point measurements of sonic velocities and elastic moduli performed. Acoustic spectroscopy measurements were performed on all samples. The frequency range of the spectra taken was dependent on the loss mechanism studied for each specific sample set. Samples to be studied for absorptive-based loss mechanisms had attenuation spectra taken from approximately the 10-30MHz range. Samples to be studied for a scattering-based mechanism had attenuation spectra taken from higher frequencies, approximately 40-110MHz. Possible anomalous agglomerations of sintering additives were located through C-Scan imaging and these points were omitted during acoustic spectroscopy testing.

3.5. Conventional Microstructural Testing

This task sought to reveal and examine the microstructures of the several alumina-based samples studied in this thesis. A full microstructural characterization of each sample tested ultrasonically was necessary to begin creating quantitative correlations and causal relationships between acoustic spectra, specific loss mechanisms, and the microstructure of aluminum oxide. Testing included X-ray diffraction (XRD), field
emission scanning electron microscopy (FESEM), energy dispersive spectroscopy (EDS), and grain size analysis. The purpose of each test for this task is further explained.

3.5.1. X-ray Diffraction

XRD was conducted to determine the type of secondary phases present in each of the two sample sets used to study acoustic absorption. As each sample set used for this purpose was created to contain incremental amounts of separate secondary phases, XRD was needed to quantify the volume percent of each phase present in each sample. X-ray diffraction is an integral step in using the derived analytical equation to determine secondary phase grain size distributions using acoustic spectroscopy. Sections from each sample to be tested using XRD were taken after all nondestructive testing was performed.

3.5.2. FESEM and EDS

FESEM imaging was performed to collect micrograph images such that correlations could be made between acoustic spectroscopy results and alumina microstructure. Each sample was sectioned about a region which did not present with any large or anomalous feature from C-Scan testing. These sections were polished to a submicron finish and etched to reveal the granular microstructure. The different sample sets of alumina containing various secondary phases required different etching procedures. Multiple micrograph images were taken from each sample at different magnifications depending on the size scale of the grains to be measured. Many images were necessary to be collected from each sample such that a statistically relevant population of grain sizes could be measured. EDS was performed to determine which features were the grains to be measured.
3.5.3. Grain Size Analysis

After each set of micrograph images were collected from each individual sample, analyses of grain size began. This task involved using image processing software which allows for the measurement of grains from micrograph images. Requirements for using this software included knowing calibration factors of pixel length to actual length, which was given as part of the micrograph image header file. Obtaining measured grain size distributions for each sample is critically important in the creation of the equation described in the second objective, obtaining standard scattering prefactors, and validating the methodologies put forth in this thesis.

3.6. Data Correlation

Once all data were collected from both nondestructive ultrasound testing and destructive microstructural characterization, it became admissible to begin correlating the two sets of results. Correlations of predicted grain size measurements using ultrasonic-based techniques with actual grain size measurements provided theoretical validation regarding the causal relationship between acoustic loss mechanisms, frequency, and alumina microstructure. The connection of ultrasonic measurements with microstructure built on the foundation for using acoustic spectroscopy as a characterization technique to nondestructively characterize dense aluminum oxide used for structural applications.
4. Experimental Procedure

This section describes the specific the equipment and procedures used for meeting the objectives outlined in Method of Attack are described in this section. A detailed discussion explaining each component of the ultrasound testing system used in this work is first given. Special attention is committed to the acquisition, integration, and testing of the ultra high frequency transducers and A/D card utilized to achieve the goal of this thesis. The attributes of the custom made and commercially acquired alumina samples studied in this thesis is discussed. Details of ultrasonic testing parameters with respect to A-Scans, C-Scans, and acoustic spectroscopy are highlighted along with the procedures used for transforming acoustic spectra into reliable grain size information. An explanation of the methodologies used with the conventional microstructural characterization techniques for the alumina samples studied in this thesis conclude this section.

4.1. Ultrasound System

While transducers, individual components of ultrasonic NDE systems, and commercially available preassembled systems were discussed in general in the background section, this section seeks to explain the full details of the individual constituents of the equipment used to complete the work done in this thesis. Discussions regarding the parameters of the transducers used are first, followed by explanations of the motion control unit, scanning gantry, pulser-receiver, counter-timer card, and the personal computer which controls each component. An account on the importance of the A/D card acquired specifically for this work and its integration with other components
and software reconciliation is given. The final discussion concerning the ultrasound system used for this thesis work gives attention to the acoustic testing software.

### 4.1.1. Ultrasonic Transducers

Acoustic testing performed on the samples in thesis made use of three separate transducers. Attenuation coefficient spectra which contain information relating to thermoelastic absorption for specific sample sets was obtained using the transducer which emits the lowest frequencies out of the three used. This transducer emits a central frequency of 20MHz and is sold commercially by Olympus. As a labeling scheme, this specific transducer will be referred to as the ‘20MHz transducer’ hereafter. The 20MHz transducer is an immersion, planar wave, transducer with an aperture diameter of 3.1mm.

![Figure 68. Oscilloscope A-Scan using 20MHz transducer. No Sample present. No delay line reflections. Reflections above 45µs are from immersion tank.](image)

An oscilloscope view of a clean signal shows that this transducer does not contain a delay line (Figure 68). The noise variations with a signal gain of 18dB set by the pulser-receiver range from ±23.4375mV. A signal gain of 18dB is the typical gain set for this transducer when measuring attenuation coefficient. It should be noted that this noise will increase as signal gain increases. The -6dB bandwidth, or the frequency range where
a signal is considered to be useable, varies depending on the degree of attenuation caused by different materials. The -6dB bandwidth for the 20MHz transducer and the alumina samples studied in this thesis was consistently 12-30MHz. Figure 69 shows the power spectral density of the 20MHz transducer taken from the top surface of a highly polished silicon carbide mirror.

![Figure 69. Power spectral density of 20MHz transducer output and oscilloscope view of top surface reflection from silicon carbide mirror.](image)

Testing performed on alumina samples to acquire attenuation coefficient spectra dominated by scattering losses made use of two ultra high frequency, immersion-based, planar transducers. These transducers emit central frequencies of approximately 60MHz and 150MHz, respectively, and will hereafter be referred to as the ‘60MHz transducer’ and the ‘150MHz transducer’. The 60MHz transducer was acquired through the Ultran Group, having an aperture of 8.9mm, and the 150MHz transducer was provided by Imaginant, having an aperture of 14.65mm. Both of these transducers contain delay lines as they emit exceptionally high frequencies. Oscilloscope views of each, not centered about any sample, are shown in Figures 70 and 71. Every reflection that is seen in these two oscilloscope images is caused by the delay lines within the transducers. As a result, reflections which are generated by the sample are placed within the two temporal regions
highlighted in red. The signal gain used for the 60MHz transducer is 10dB which results in noise variations of ±11.5mV. The 150MHz transducer is used with a signal gain of 24dB, giving a noise variation of ±23.5mV.

**Figure 70.** Oscilloscope A-Scan using 60MHz transducer. No sample present. All peaks caused by delay line reflections. Red window is where sample reflections are placed for measurement.

**Figure 71.** Oscilloscope A-Scan using 150MHz transducer. No sample present. All peaks caused by delay line reflections. Red window is where sample reflections are placed for measurement.

The bandwidths used from the 60MHz and 150MHz transducers for the samples studied in this thesis are 40-70MHz and 80-110MHz, respectively. It should be noted that there is a 10MHz gap between these two separate transducers where no data are available to be recorded due to the output profiles of each transducer. Secondly, the
bandwidth profile of the 150MHz transducer drops due to massive high frequency scattering attenuation caused by the alumina samples. Power spectral densities of each of these two ultra high frequency transducers can be seen in Figures 72 and 73. These intensity profiles were taken by performing an FFT of the delay lines within the transducer, a common method of measuring transducer output profiles as the wave has yet to be attenuated by any material. Ultra high frequency planar transducers with large bandwidths and high energy output over all frequencies are uncommon, requiring the need for multiple transducers to be used. Ideally, the use of a single transducer which emits frequencies of the same intensity over a broad range should be used for acoustic spectroscopy measurements; however, these types of transducers do not currently exist.

Figure 72. Power spectral density of 60MHz transducer output and oscilloscope view of first delay line reflection.
4.1.2. Ultrasound Test Equipment

The hub of all ultrasound components necessary for the acoustic tests performed in this thesis is the personal computer (PC). It connects with each component to allow for direct control of all the ultrasonic equipment. Data acquisition, formatting, and processing are also accomplished through the use of the PC. The calculations performed about tens of thousands of points in a sample used to obtain property maps require exceptionally high computing power to make acoustic testing a time feasible process. The computer used for ultrasonic testing was tailor-made to accommodate the high speed processing of the large data sets collected from each sample. The specifications of the computer are as listed: 2.83GHz Intel Core2 Quad core processor, 8GB PC6400 800MHz DDR2 RAM, 750GB hard drive, an EVGA GeForce 9400 GT 512MB PCIe video card, and a 700W 80+ power supply. Real-time data of acoustic spectra are capable of being viewed due to the use of multithreaded processing by the quad core processor.

The software used to perform data acquisition, formatting of datasets, processing, and manipulation was created in-house at the Rutgers CCR using MATLAB as the programming platform [20]. The software which was used to acquire and format the data is called Legacy© and the data processing and manipulation software is called Hermes©. Legacy© has the capability of viewing oscilloscope, power spectral density, and attenuation coefficient spectra modes all in real time. Six electronic gates allow for the measurement of predefined properties such as sonic velocities, elastic moduli, and attenuation coefficient along with options for user-defined measurements. Full wave data

---

**Figure 73.** Power spectral density of 150MHz transducer output and oscilloscope view of first delay line reflection.
are also capable of being stored during a C-Scan such that one is able to save all information and run virtual scans after the initial C-Scan is performed. Hermes® is capable of reading in files created by Legacy® to show A-Scans, power spectral densities, attenuation coefficient spectra, C-Scans, and four dimensional attenuation coefficient spectra taken about all points in a sample. Axes manipulation and palette realignment are also accomplished through this program. Hermes® gives real time statistics of whatever file is loaded on screen such as mean value, standard deviation, minimum and maximum, and the range of values.

The pulser-receiver which was used was provided by JSR (a division of Imaginant) and is known as a JSR DPR500. The receiver bandwidth is 295MHz due to its high and low pass filters. The JSR DPR500 has a high-pass filter of 5 or 30MHz and a low-pass filter of 150 or 300MHz, giving a maximum bandwidth of 295MHz. Depending on the frequency bandwidth of the transducer used, these filters are changed to provide optimal matching. For example, a 150MHz transducer will be used with a high-pass filter setting of 30MHz and a low-pass filter setting of 300MHz. The need for remote pulsers was described in general in the background section. The DPR500 can make use of several remote pulsers depending on the frequency of the transducer.

The ultrasonic testing done in this thesis required the use of three remote pulsers, all manufactured by JSR and designed to function seamlessly with the DPR500 pulser-receiver. Each remote pulser has a specific associated bandwidth meant to be matched with low, high, and ultrahigh frequency transducers. The three remote pulsers used in this thesis are called RP-L2, RP-H2, and RP-U2, where L, H, and U relate to being either low, high, and ultrahigh, respectively. The RP-L2, RP-H2, and RP-U2 have bandwidths
of 1-65MHz, 40-165MHz, and <100MHz, respectively. Depending on the remote pulser used, different settings for damping become available in the software used to control pulser-receiver parameters. The damping is always kept at a maximum for each remote pulser to ensure safety from the electronic noise. The RP-L2 uses a damping setting of 330Ω, while the RP-H2 and RP-U2 both use a setting of 100Ω. To further protect against erroneous noise reflections, shorter cables with microdot receptacles were used to connect the remote pulsers to the transducers.

The motion control unit, scan gantry table, and stepper motors were manufactured by Techno-Issel Inc. The motion control unit was a C-10 series controller which allows for up to three axes to be controlled by using microstepper drivers for each axis. The acoustic testing done for this thesis makes use of only two axes (x and y) to accomplish automated raster scanning. Each of these drivers is connected to stepper motors by RS232 DB9 to amphenol cables. The two stepper motors are mounted to the x-y scanning frame; a Gantry II Cartesian Robot with a vertical clearance of 200mm and table size of 850mm by 750mm. The useable x-y travel distance of this scan gantry is 500mm by 540mm. The stepper motors provide a discrete step size of 0.0125mm for either the x or y axes. The z-axis, pitch, and yaw were controlled manually by a stacked rotational goniometer designed at the Rutgers CCR. The goniometer has a dummy UHF attachment which allows for the connection of the ultrasonic transducers.

The stepper motors used did not have the means to provide absolute or relative positional information to the computer on their own. As a result the microstepper x-axis driver was bridged to create a connection which takes the signal containing positional information to the computer via a counter-timer card. The counter-time card creates the
positional information of the measured ultrasound data while a C-Scan is being performed. The counter-timer card used was a PCI-CTR05 five channel counter-timer board manufactured by Measurement Computing. The counter-timer card was connected to the mother board by a PCI slot. It collects the +5 voltage pulse given by the motion controller each time a step is taken in the x-axis. Each time the counter-timer card counts a predefined number of pulses it triggers the pulser-receiver to fire the transducer. As the step size of the scan gantry was 0.0125mm, each time the counter-timer card counts either 16 or 40 pulses it will cause the transducer to fire at either 0.2mm or 0.5mm intervals, respectively. This provides a method of changing the C-Scan image resolution by either increasing or decreasing the number of data points collected.

As part of the first objective for this thesis, the analog-to-digital converter card had to be upgraded such that it provided a higher digitization rate to be used with an ultrahigh frequency transducer. The original A/D card which was used had a digitization rate of 500MHz which effectively allowed for transducers up to 100MHz to be used with reliably. Acquired through Gage, a CobraMax high speed A/D card allowed for reliable transducer use up to 300MHz. The A/D card is inserted into a PCI slot on the PC’s motherboard. This A/D card had a dual channel, 8 bit vertical resolution, 356MB on-board memory, 1.5GHz bandwidth, with a 3GHz sampling rate. The CobraMax A/D card provides a 64µs time range, a ±1000mV amplitude range, with a temporal resolution of 0.3ns, and an amplitude resolution of 7.1825mV.

Hardware modifications on the card were necessary to change the cards channel receptacle from SMB to BNC such that it can be linked to the pulser-receiver and counter-timer card. Aside from hardware modifications, recoding of the Legacy©
software was also necessary. This involved changing resistance parameters from 50Ω to 1MΩ in the A/D card initialization portion of the software along with changing code to reflect the new 3GHz digitization rate.

4.2. Sample Sets

Alumina sample sets capable of demonstrating high absorptive or high scattering losses were necessary to acquire to complete the goal of this thesis. As a result, several sets of alumina tiles or discs, each containing multiple samples, were either fabricated at the Rutgers CCR or acquired through commercial manufacturers. This section delineates each sample set based on its use for testing with acoustic absorption or scattering. The parameters for manufacturing each sample set are described along with basic sample measurements.

4.2.1. Alumina for Absorption Testing

To test the absorptive nature of ultrasound as it passes through a material two alumina-based sample sets were chosen to have increasing concentrations of separate secondary phases. As described by equation 30, the frequency of attenuation is affected by a variety of factors, but most strongly dependent on the size of the absorbing feature within the microstructure. The grain sizes of the secondary phases present in each sample set were controlled such that they would cause strong absorption in the frequency range of approximately 12-30MHz. As the secondary phase concentration increases it is expected to cause an increase in thermoelastic absorption which was seen as an increase in the attenuation coefficient spectra at these frequencies.

To provide a baseline for this testing, a 100% aluminum oxide sample was created using the spark plasma sintering method. It was believed that the only thermoelastic
absorption that occurred in this 100% alumina sample would solely be caused by the alumina grains and any attenuation above this base spectrum is caused by the presence of secondary phases. The 100% alumina standard sample was made from A16 alumina powder which was ball milled to give a d90 particle size of 5.4µm. Six grams of this powder was rapidly sintered using a heating rate of 200°C/min and holding at 1600°C for 10 minutes. A pressure of 30MPa was applied to the sample during the maximum hold temperature. The final product had a density of 3.97g/cm³ (Archimedes method) and thickness of 6mm. The surfaces of the dense 100% alumina standard were sand blasted to remove residual graphoil (used for conductance during SPS) and ground flat for acoustic testing.

4.2.1.1. Mullite Series

The first of two alumina-based sample series used for acoustic absorption testing was created at the Rutgers CCR using the spark plasma sintering method. The milled A16 powder which was used to create the 100% alumina standard sample was used as the primary powder as the basis of the samples in this set. Degussa Aerosil 200 SiO₂ powder, with an average particle size of 12nm, was added to the A16 alumina powder to make five batches of powders containing between 1-5wt% SiO₂. According to the Al₂O₃-SiO₂ phase diagram (Figure 7) it was expected that five, alumina-rich, mullite samples containing between 2.7wt%-13.5wt% mullite would result after sintering. Alumina-rich mullite was chosen as a sample set to study as it is somewhat common structural ceramic being widely used in the field of refractories. Using Equation 30, the thermal conductivity of mullite (3.5W/m·K), specific heat of mullite (962J/kg·K), and the density of mullite (3050kg/m³), suggest that mullite grains of approximately 300nm would
strongly cause thermoelastic absorption in the range of 12-30MHz [232]. Therefore the starting powder size of the SiO₂ was chosen to be exceptionally small such that fine grain mullite would be produced.

Each powder batch, containing different concentrations by weight of SiO₂, was ball milled in isopropanol for three hours to ensure relatively uniform mixing using millimeter-sized alumina media. After mixing, the resultant slurries were sieved to remove the milling media and heated on a hot plate to evaporate the isopropanol. The dried, mixed, powders were placed in a drying oven for 24 hours at 100°C to further dry the powders. Each fully dried powder batch had any large agglomerates broken apart using a mortar and pestle. Approximately 50 grams of each alumina-silica powder batch was created. Six grams of each powder mixture was rapidly sintered using an SPS using a heating rate of 200°C/min and holding at 1600°C for 15 minutes. 30MPa of pressure was applied to the sample during the maximum hold temperature.

The resulting alumina-rich mullite samples were disc-shaped. They were sand blasted to remove excess graphoil and surface ground such that they could be tested ultrasonically. Table VI shows the measured densities (via Archimedes method) and dimensions of each alumina product containing increasing amounts of secondary phase mullite. The theoretical densities of each sample were unable to be calculated before X-ray diffraction was performed. This alumina-based sample set is referred to as the mullite series. For the sake of Table VI each sample is labeled according to the weight percent of SiO₂ in each starting powder. XRD results, shown in the Results and Discussion chapter, give the volume percentage of mullite which was formed. These
samples will later be relabeled according to the volume concentration of mullite present in each.

**Table VI.** Diameter, thickness, and density of samples from the mullite series.

<table>
<thead>
<tr>
<th></th>
<th>Diameter (mm)</th>
<th>Thickness (mm)</th>
<th>Density (g/cm³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO₂ - 1wt%</td>
<td>20</td>
<td>5</td>
<td>3.84</td>
</tr>
<tr>
<td>SiO₂ - 2wt%</td>
<td>20</td>
<td>5</td>
<td>3.84</td>
</tr>
<tr>
<td>SiO₂ - 3wt%</td>
<td>20</td>
<td>5</td>
<td>3.83</td>
</tr>
<tr>
<td>SiO₂ - 4wt%</td>
<td>20</td>
<td>5</td>
<td>3.77</td>
</tr>
<tr>
<td>SiO₂ - 5wt%</td>
<td>20</td>
<td>5</td>
<td>3.76</td>
</tr>
</tbody>
</table>

4.2.1.2. Titanium Carbide Series

An aluminum oxide sample set containing incremental concentrations of titanium carbide (TiC) between samples was acquired through the commercial manufacturer, the Greenleaf Corporation. In total, five alumina-based samples were manufactured to contain approximately 5, 10, 15, 25, and 35 percent by volume of titanium carbide. Alumina-TiC composites can commonly be found in use as high speed, high hardness, cutting tools and abrasives. As with the mullite sample series, the TiC series was used to validate the theory put forth in this thesis regarding the effects of thermoelastic absorption in dense, polycrystalline, ceramics.

These samples were hot pressed at slightly varying conditions, shown in table VII, to accommodate the change in powder composition between samples. The exact powder composition and preparation procedure was proprietary to Greenleaf. The resulting, dense, discs were 60mm in diameter and 8.25mm thick. Each sample was surface ground to a hundredth of a millimeter to remove any surface roughness which would affect the acoustic tests. The density of each sample was measured using the Archimedes method where the theoretical densities were calculated after X-ray diffraction was performed to
verify the volume percent of TiC within each sample. The TiC series samples were labeled according to the concentration of the titanium carbide present in each sample (e.g. TiC-5vol% refers to the TiC series alumina-based sample which was created to contain 5 volume percent of TiC). The average size of the titanium carbide grains was expected by the manufacturer to be approximately 1µm. Titanium carbide has a thermal conductivity of 16.7W/m·K, specific heat of 710J/kg·K, and density of 4930kg/m³ [26]. In a frequency range of 12-30MHz, for titanium carbide to cause thermoelastic absorption, it would have to be approximately 0.5-0.8µm, which was the approximate size range of the TiC grains in the acquired samples.

Table VII. Hot pressing conditions, diameter, thickness, and densities for TiC series.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Temp. (°C) (held for 30min)</th>
<th>Pressure (MPa) (held for 30min)</th>
<th>Diameter (mm)</th>
<th>Thickness (mm)</th>
<th>Density (g/cm³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TiC-5vol%</td>
<td>1750</td>
<td>13.8</td>
<td>60</td>
<td>8.25</td>
<td>4.044</td>
</tr>
<tr>
<td>TiC-10vol%</td>
<td>1800</td>
<td>13.8</td>
<td>60</td>
<td>8.25</td>
<td>4.076</td>
</tr>
<tr>
<td>TiC-15vol%</td>
<td>1850</td>
<td>13.8</td>
<td>60</td>
<td>8.25</td>
<td>4.120</td>
</tr>
<tr>
<td>TiC-25vol%</td>
<td>1850</td>
<td>13.8</td>
<td>60</td>
<td>8.25</td>
<td>4.027</td>
</tr>
<tr>
<td>TiC-35vol%</td>
<td>1850</td>
<td>13.8</td>
<td>60</td>
<td>8.25</td>
<td>4.308</td>
</tr>
</tbody>
</table>

4.2.2. Alumina for Scattering Testing

It has been shown that the grains of the primary phase of a material dominate acoustic scattering losses at high frequencies. In high hardness, dense, polycrystalline ceramics, this refers to frequencies above approximately 50MHz where absorption losses are negligible. The phenomenon of scattering attenuation has been well studied in metals where several analytical equations exist for different materials systems. Each theory
shows that attenuation due to scattering is dependent on frequency being raised to a power. It was shown by Portune that most of the various scattering equations already in place are not applicable to dense, polycrystalline, ceramics [20]. These equations only worked for the material system being tested at the time (metals in every case) with empirically determined constants specific for each system [20].

An objective of this thesis was to determine a method of calculating the average grain size of alumina over large sample areas using acoustic spectroscopy. The universally accepted Nicoletti equations which relate scattering attenuation to average grain size, frequency, and constants specific to each material are the most general solutions to this problem. After measuring the acoustic spectra of a material, one is left with the Nicoletti equations being ill-defined; the constants and average grain sizes are not known. The alumina sample sets used in the creation of the method to calculate average grain size of alumina over large sample areas are described in this section. All alumina samples used for this purpose were provided by the commercial manufacturer, Industrie Bitossi. Exact specifications regarding the powder compositions and sintering conditions were proprietary to Bitossi.

4.2.2.1. Microstructural Evolution Alumina Series

Nine lots of alumina samples, containing several samples per lot, were custom made to have varying grain sizes. It was told by the manufacturer that the powders for these samples contained 98% alumina by weight and a 2% mixture by weight of CaO, SiO$_2$, and MgO. The samples were fired in a stacked position using an electric furnace with a corundum powder bed between samples to prevent them from sticking to one another. Information regarding the exact firing temperatures or holding times was not
accessible, so a labeling scheme for each sample relative to Industrie Bitossi’s standard hold temperature and dwell time was created. Table VIII shows how each sample was labeled. The standard maximum firing temperature which Bitossi uses is referred to as T0 and the standard dwell time at T0 is given as D0. The sample lots in this series had their firing temperatures and dwell times systematically, and independently, varied with the goal to promote a controlled degree of alumina grain growth between lots. Any increase in temperature was given in Celsius while increases in dwell time were given in hours. A single sample from each lot was chosen for complete study including acoustic testing and conventional microstructural testing. The sample dimensions and densities (via Archimedes method) for each sample chosen are shown in Table IX.

Table VIII. Labeling scheme for Microstructural Evolution Alumina series. T0 is standard maximum firing temperature, D0 standard dwell time.

<table>
<thead>
<tr>
<th></th>
<th>D0</th>
<th>D0+5</th>
<th>D0+15</th>
</tr>
</thead>
<tbody>
<tr>
<td>T0</td>
<td>(T0,D0)</td>
<td>(T0,D0+5)</td>
<td>(T0,D0+15)</td>
</tr>
<tr>
<td>T0+50</td>
<td>(T0+50,D0)</td>
<td>(T0+50,D0+5)</td>
<td>(T0+50,D0+15)</td>
</tr>
<tr>
<td>T0+100</td>
<td>(T0+100,D0)</td>
<td>(T0+100,D0+5)</td>
<td>(T0+100,D0+15)</td>
</tr>
</tbody>
</table>
Table IX. Dimensions and densities of selected samples from each lot of the Microstructural Evolution Alumina series.

<table>
<thead>
<tr>
<th></th>
<th>(T0,D0)</th>
<th>(T0,D0+5)</th>
<th>(T0,D0+15)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dimensions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lateral (mm x mm)</td>
<td>50.16 x 50.26</td>
<td>50.08 x 50.05</td>
<td>50.03 x 50.01</td>
</tr>
<tr>
<td>Height (mm)</td>
<td>10.41</td>
<td>10.38</td>
<td>10.46</td>
</tr>
<tr>
<td><strong>Density (g/cm³)</strong></td>
<td>3.89</td>
<td>3.89</td>
<td>3.90</td>
</tr>
<tr>
<td>(T0+50,D0)</td>
<td>(T0+50,D0+5)</td>
<td>(T0+50,D0+15)</td>
<td></td>
</tr>
<tr>
<td><strong>Dimensions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lateral (mm x mm)</td>
<td>50.08 x 50.03</td>
<td>50.05 x 50.10</td>
<td>50.10 x 50.09</td>
</tr>
<tr>
<td>Height (mm)</td>
<td>10.38</td>
<td>10.42</td>
<td>10.41</td>
</tr>
<tr>
<td><strong>Density (g/cm³)</strong></td>
<td>3.89</td>
<td>3.89</td>
<td>3.84</td>
</tr>
<tr>
<td>(T0+100,D0)</td>
<td>(T0+100,D0+5)</td>
<td>(T0+100,D0+15)</td>
<td></td>
</tr>
<tr>
<td><strong>Dimensions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lateral (mm x mm)</td>
<td>50.11 x 50.11</td>
<td>50.11 x 50.11</td>
<td>50.11 x 50.11</td>
</tr>
<tr>
<td>Height (mm)</td>
<td>10.46</td>
<td>10.41</td>
<td>10.41</td>
</tr>
<tr>
<td><strong>Density (g/cm³)</strong></td>
<td>3.88</td>
<td>3.88</td>
<td>3.85</td>
</tr>
</tbody>
</table>

4.2.2.2. Unknown Grain Size Alumina Series

The purpose of the Microstructural Evolution Alumina series is to empirically obtain the scattering constant prefactors for use with the Nicoletti scattering equations. Once this was done, the constants had to be tested for their validity. These scattering constants were specific to the Microstructural Evolution Alumina series and their composition. Therefore, to test these constants, three arbitrarily chosen alumina samples, manufactured by Bitossi and known to be of the same composition as the previous test samples, were used to ultrasonically predict their average grain sizes. These three samples each had densities of 3.89g/cm³ with lateral dimensions of approximately 50mm
x 50mm. They were labeled according to differences in their thickness: small (5mm), medium (6mm), and large (11mm).

4.3. Ultrasound Test Procedures

Before any mechanical sectioning and preparations for microscopy could take place, all of the alumina-based samples previously described were tested ultrasonically. The objectives of specific sample series were to test different facets of ultrasonic attenuation mechanisms. The ultrasonic testing performed on these samples followed the established criteria described in the background of this thesis. C-Scans were performed on samples whose surface area was large enough, while samples with smaller lateral areas had singular point measurements performed. This section categorizes the specifics of acoustic testing performed on each sample set.

4.3.1. Ultrasound Testing of Alumina for Absorption

Acoustic testing done on alumina to gain an understanding of thermoelastic absorption was done at relatively low frequencies; using the 20MHz transducer. The frequency bandwidth in the two alumina sample series tested for acoustic absorption is 12-30MHz. When viewing an acoustic attenuation coefficient spectra from one of these samples (shown in Results and Discussion), the peak-like behavior associated with absorption tends to drop off as frequency increases. Therefore, only the use of the 20MHz transducer is necessary as possible coherent absorption attenuation does not occur past approximately 40MHz. Each sample was submerged in the immersion tank, gently brushed to remove air bubbles, and set resting on two 6.4mm glass slides. As mentioned in the Background section, a water-alumina interface, rather than a tank-alumina interface, is necessary to avoid convolution of the bottom surface of the sample
and the tank peaks. Once the 20MHz transducer was moved about the samples, it was lowered to a depth of approximately 7.4mm above the sample. This ensured that the measured bottom surface reflections were in the far field of the acoustic beam. This depth was calculated such that accurate correction for diffractive attenuation could be made.

4.3.1.1. Ultrasound Testing of Mullite Series

The alumina-based mullite sample series exhibited too small of an area to obtain full area C-Scan maps. This sample set had A-Scan point measurements performed on them to obtain all elastic properties as well as attenuation coefficient spectra. The 20MHz ultrasonic transducer was centered about the disc-shaped samples, lowered to the appropriate depth, and had its pitch and yaw maximized such that the acoustic beam was normal to the sample surface. The measured thicknesses and densities were input into Legacy© and four electronic gates were placed around oscilloscope peaks relating to the top surfaces, the first two successive bottom surface reflections, and the hybrid peak of each sample. Elastic properties were calculated by hand using the inflection method highlighted in section 2.4.3.1.1. and using the equations shown in sections 2.4.3.1.2. and 2.4.3.1.3. Acoustic spectra were measured by setting the electronic gates about the top surface and first two successive bottom surface reflections. A signal gain was used such that the bottom surface reflections were not clipped on either end. The attenuation coefficient spectra function in Legacy© was used to view in real time the loss spectra for each sample. A frequency step size of 0.5MHz was used as the discrete interval for each attenuation coefficient spectra graph. These spectra were saved as comma-delimited text files capable of being open with Hermes© or other graphical analysis software.
4.3.1.2. Ultrasound Testing of Titanium Carbide Series

C-Scan measurements of elastic properties, overall signal attenuation coefficient, and attenuation coefficient spectra maps were collected for each sample in the Titanium Carbide Series. The pitch and yaw were manually aligned to maximize the orthogonality of the transducer relative to the sample surfaces. Four electronic gates were used to measure longitudinal and shear time of flights using the inflection method about several thousand points in each sample. These two TOF measurements were transformed by the software to give all of the elastic properties for each sample. A signal gain of 28dB was used to ensure that the hybrid reflection was intense enough to be measured during the automated scans. A step size of 0.5mm was used between the collections of data points giving approximately 11,300 measurements per sample for each C-Scan performed. The elastic moduli from each scan were saved as a comma-delimited text file.

The overall signal attenuation, longitudinal velocity, and attenuation coefficient spectra maps were measured as part of a separate scan as the signal gain had to be reduced to eliminate the effects of signal clipping of the measured bottom surface reflections. Longitudinal velocity is a critical parameter to measure alongside attenuation coefficient as it is necessary for the correction of diffraction. The overall signal attenuation C-Scan maps were used to determine the presence of any large heterogeneity which would be excluded during further testing. The step size of these scans was 0.5mm with a frequency step of 0.5MHz for the attenuation coefficient spectra maps. The four dimensional data array for the attenuation coefficient spectra maps had approximately 400,000 data points per sample.
4.3.2. Ultrasound Testing of Alumina for Scattering

The ultrasound testing performed on the specific alumina sample sets to be used as part of the methodology of nondestructively determining average grain size was performed at much higher frequencies than what was used for absorption testing. This testing relied on two transducers, the 60MHz and 150MHz transducers. The frequency bandwidth observed in the Microstructural Evolution Alumina Series and Unknown Grain Size Alumina Series deviated strongly from what the actual transducer output is, shown in section 4.1.1. The useable bandwidth for these two transducers was 40-70MHz and 80-110MHz, giving a gap of 10MHz between 70 and 80MHz. Based on the measured spectra, shown in the Results section, the common power-law behavior attributed to scattering mechanisms dominates in the measured frequency range. Each sample was submerged in the immersion tank, brushed to remove air bubbles, and rested on two 6.4mm glass slides. The height of the two transducers over each sample was fixed to be approximately 4.6mm using the 60MHz transducer and 3.3mm using the 150MHz transducer. These heights ensured that the successive bottom surface reflections were such that the acoustic beam was in the far field. At these heights there were temporal windows where sample reflections could be placed which would not interfere with the delay line reflections.

4.3.2.1. Ultrasound Testing of Microstructural Evolution Alumina Series

C-Scan measurements of elastic properties and overall signal attenuation coefficient were collected using the lower frequency 20MHz transducer. These maps were performed to determine the presence of large, anomalous defects, as well as property variability. C-Scan measurements of overall signal attenuation and attenuation
coefficient spectra maps could not be performed using the 60MHz or 150MHz transducers. This was due to the massive scattering attenuation caused at these frequencies which caused a drop in signal intensity. Slight surface beveling across each sample had the effect of dropping the signal intensity even further about the edges of the samples. A-Scan point measurements for attenuation coefficient spectra were performed about the center of each sample. The pitch and yaw were manually aligned to introduce the maximum acoustic energy into the samples. A signal gain of 10dB was used with the 60MHz transducer while a gain of 24dB was used with the 150MHz transducer. A step size of 0.5MHz for the frequency interval of the attenuation coefficient spectra was used. The total spectra from each sample on a range of 40-70MHz and 80-110MHz contained 120 data points each.

4.3.2.2. Ultrasound Testing of Unknown Grain Size Alumina Series

The three alumina samples to be used as a test for the alumina scattering constants determined from the prior sample set were all scanned at 20MHz to for overall signal attenuation coefficient and elastic properties using a 0.5mm step size. This was done to evaluate the three alumina samples for large defects or gradients in properties. Full area attenuation coefficient spectra maps using the 60MHz transducer were not possible due to sample beveling (a common problem seen when testing alumina materials). A smaller area about the center of each sample (approximately 7.5mm x 7.5mm) was scanned for attenuation coefficient spectra maps to alleviate the effects of sample beveling. Only the 60MHz transducer with a signal gain of 10dB was able to be used with these three samples as acoustic waves emitted by the 150MHz transducer exhibited extreme attenuation to the point where the second bottom surface reflection was not
distinguishable from the noise. A step size of 0.5mm was used for these selected area
scans with a frequency step of 0.5MHz giving 225 data points per sample.

4.4. Transforming Acoustic Attenuation Coefficient Spectra

After acoustic spectroscopy was performed on the various sample sets at different
frequencies, the attenuation coefficient spectra were transformed to give relevant
microstructural information. There are two methods outlined to transform attenuation
coefficient spectra from both the absorption and scattering regimes. The absorption
method relies on an analytical equation derived as part of an objective of this thesis. The
actual derivation is shown in the Results and Discussion section. The second method, for
use with measured scattering spectra, makes use of the Nicoletti equations for Rayleigh
and stochastic scattering along with the determined alumina constants for each. The
outcome of these transformations on measured ultrasound data is shown in chapter 5.

4.4.1. Absorption Regime

The equation given below (derivation in section 5.1.2.) was derived to give the
number of absorbing grains as a function of frequency and frequency dependent
attenuation coefficient. All assumptions made for the derivation of this equation are
shown the Results section. The procedure for creating grain size distributions of
secondary phases within alumina is outlined through several steps.

\[ N_G(f) = \frac{3 \cdot E_i(f) \cdot (1 - e^{-\alpha(f) \cdot d})}{2F_T(f) \cdot \alpha(f)} \]  

Eq. 65

Where the variables are given as \( N_G(f) \) being the number of grains in the path of the
ultrasound beam, \( E_i(f) \) the energy output of the transducer over its bandwidth (Joules),
\( \alpha(f) \) is the frequency dependent attenuation coefficient (dB/cm), ‘d’ is sample thickness
\( F_T(f) \) is the force output of the transducer, and \( a(f) \) is the diameter of the absorbing grain according to the Zener relationship given by equation 30. This ultrasonic grain size equation gives the grain size distribution of grains on a size range dictated by the inversion of the Zener relationship (seen in equation 66). This size range is dependent on the thermal properties and density of the absorbing grains in the path of the ultrasound beam as well as the frequency bandwidth of the transducer used for testing.

\[
a = \sqrt{\frac{\pi \chi}{2 \rho C_v f}}
\]

Eq. 66

The first step in using equation 65 to ultrasonically predict grain size distributions was to measure the attenuation coefficient spectra in a frequency range where it was expected thermoelastic absorption occurred (Figure 74 (a)). Determination and quantification of the volume percent of the secondary phase was necessary through the use of XRD (Figure 74 (b)). This volume percent was converted to the actual volume (in terms of \( m^3 \)) of the secondary phase that was present in the path of the ultrasound beam. This was done by multiplying the volume percent of the secondary phase measured via XRD by the sample volume which the ultrasound beam interacts with (calculated by knowing sample thickness and transducer aperture radius). A 100% alumina sample was used as the baseline for attenuation coefficient spectra. Depending on the volume percent of the different secondary phases for each sample set, the measured attenuation coefficients were corrected for the contribution of absorption due to the alumina grains (Figure 74 (c)). The corrected attenuation coefficient spectra for each sample were then used in equation 65 along with the respective thermal properties and densities, depending on which sample set was being interrogated at the time (Figure 74 (d)). The thermal
properties of alumina, mullite, and titanium carbide were taken from online databases and engineering materials reference books. Once a size distribution for the secondary phases were found relative to the frequency bandwidth used, the remainder of the grain size distributions was constructed by performing Gaussian curve fitting. An expected or estimated smallest grain size was set, after which the upper bounds of the grain size distributions were extended until the area under each curve matched the actual volumes of the secondary phases present in each sample (Figure 74 (e)).

Figure 74. Procedure for obtaining secondary phase size distributions in alumina using acoustic spectroscopy. (a) measure attenuation coefficient spectra of sample of interest and 100% standard alumina; (b) perform XRD to determine secondary phase and volume percent; (c) subtract absorption attenuation contribution caused by alumina; (d) use equation 65 to determine acoustic grain size distribution; (e) curve fit to Gaussian function and force area under the curve to equal actual volume of secondary phase.
4.4.2. Scattering Regime

The theory of ultrasonic scattering in dense polycrystalline materials is better known than that of acoustic absorption. Equations which seek to model acoustic scattering as functions of grain size and frequency exist as the Mie scattering solution, a general power law, power laws specific to the Rayleigh, stochastic, or diffuse scattering regimes, or ad hoc mixtures which attempt to mix the specific power laws to accommodate all three scattering regimes. The Mie scattering solution is the most powerful, but an inverse solution to take attenuation coefficient spectra as an input to obtain grain size as an output does not exist. The mixtures of the power laws specific to the Rayleigh, stochastic, and diffuse scattering regimes were created specifically for cubic metals and do not apply to dense, polycrystalline, alumina.

Transformations of attenuation coefficient spectra which reflect scattering behavior in aluminum oxide were done using the Nicoletti scattering equations. These equations can be seen in section 2.2.5., Table VII. The Nicoletti Rayleigh and stochastic equations were used to transform the scattering attenuation coefficient data from the Microstructural Evolution Alumina series and the Unknown Grain Size Alumina series. Once the scattering prefactors, $C_R$ and $C_S$, were found, the Rayleigh and stochastic scattering equations were inverted to give a solution for average grain size as a function of frequency based attenuation coefficient spectra. The equations which were used for this are given as:

$$\alpha = 3 \sqrt[3]{\frac{\alpha_R}{C_R f^4}} \quad \text{Eq. 67}$$
4.5. Selecting Regions of Interest for Ceramographic Preparation

After all nondestructive testing was performed on the above sample sets, areas from each sample were chosen for the preparation of conventional microstructural testing. The criterion for the selection of sample regions was based on the lateral homogeneity seen in each samples respective C-Scan images. Any peculiar regions of a sample seen in the C-Scan maps were excluded as candidates for sample areas to be sectioned and prepared. These regions were deemed to be peculiar based on the C-Scan images showing noticeable large defects within the sample bulk or having a large elastic property gradient. These features implied that the sample microstructure was not uniform in these regions and were therefore not suitable candidates for what an ideal microstructure would indicate. As the Mullite Series was not large enough to collect C-Scan images, they were sectioned about their centers, where all ultrasound measurements were made. The edges of all other samples were excluded as regions to be studied due to ultrasonic reflections from the sides of each sample which result in incoherent data.

4.6. Sample Preparation for Microstructural Characterization

The conventional microstructural testing techniques used to corroborate ultrasound results with each relied on a methodical and careful step-by-step procedure for sample preparation. The preparation of the four alumina sample series studied in thesis resulted in their destruction which is why all acoustic data had to be measured before revealing the microstructure. This section outlines the exact procedures used for preparing each sample for FESEM, EDS, and XRD analysis.
4.6.1. Mechanical Sectioning Methods

Selected regions of interest from each sample were sectioned using a variable speed LECO Vari/ Cut VC50 cutoff saw. With the exception of the Unknown Grain Size Alumina Series, each sample was sectioned vertically to reveal the volumetric cross sectional area which the acoustic wave has travelled through. It was necessary to reveal the sample surfaces which relate to height dimension of each sample as the acoustic tests were volumetric. The Unknown Grain Size Alumina Series were sectioned such that inside center horizontal surfaces were revealed. This was done to obtain lateral microstructural information about a single surface which the ultrasonic wave passed through. Each sectioned sample region was approximately 0.5-1cm in the length and width dimensions and approximately 0.5cm in the height dimension.

4.6.2. Preparation for FESEM and EDS

Each sectioned region underwent a series of steps necessary for obtaining surfaces suitable for imaging in the FESEM. Each section was mounted in a thermoset polymer resin using a Beuhler automated mounting press. A grinding and polishing process using a Beuhler autopolisher was used for each section mounted in the thermoset polymer. The polishing procedure was performed using diamond abrasive pads where the diamond grit size was reduced between steps. The sizes of the diamond abrasives are as follows: a 45µm, 15µm, 9µm, 6µm, 1µm, 0.25µm. Table X shows the specifics regarding each polishing step used for all samples. Each pad was cleaned with water between uses to avoid cross contamination. Between polishing steps each sample was rinsed in their epoxy mounts and evaluated using an optical microscope to ensure that scratches from the previous steps were completely removed. After the polishing procedure was finished,
each section was removed from their epoxy mounts and ultrasonicated separately in baths of isopropanol, a 10% solution of hydrogen peroxide, and distilled deionized water. This cleaning procedure removed oils and other hydrocarbons from the final polished surfaces. Each sample series then underwent different etching procedures to reveal their fine microstructures. The various etching procedures used depending on the sample series is outlined in section 4.6.2.1. The final prepared samples were mounted on aluminum SEM studs using double-sided carbon tape and placed in a vacuum dessicator for at least 24 hours prior to FESEM imaging.

Table X. Polishing procedure used for the preparation of all alumina samples studied in this thesis.

<table>
<thead>
<tr>
<th>Pad Type</th>
<th>Pressure (lbs/sample)</th>
<th>Time (minutes)</th>
<th>RPM</th>
<th>Direction</th>
<th>Fluid</th>
</tr>
</thead>
<tbody>
<tr>
<td>45µm Diamond Embedded</td>
<td>5</td>
<td>Until Flat</td>
<td>250</td>
<td>Contra</td>
<td>Water</td>
</tr>
<tr>
<td>15µm Diamond Embedded</td>
<td>5</td>
<td>10</td>
<td>220</td>
<td>Contra</td>
<td>Water</td>
</tr>
<tr>
<td>9µm Nylon - Diamond Suspension</td>
<td>6</td>
<td>10</td>
<td>180</td>
<td>Contra</td>
<td>Oil</td>
</tr>
<tr>
<td>6µm Nylon - Diamond Suspension</td>
<td>6</td>
<td>20</td>
<td>180</td>
<td>Contra</td>
<td>Oil</td>
</tr>
<tr>
<td>1µm Felt - Diamond Suspension</td>
<td>7</td>
<td>5</td>
<td>150</td>
<td>Comp.</td>
<td>Oil</td>
</tr>
<tr>
<td>0.25µm Felt - Diamond Suspension</td>
<td>7</td>
<td>5</td>
<td>150</td>
<td>Comp.</td>
<td>Oil</td>
</tr>
</tbody>
</table>
4.6.3. Etching Procedures

Etching implies some sort of selective corrosion for the visual enhancement of micrograph images. Each sample series studied in this thesis had some form of etching performed on them to reveal their microstructures and the phases of interest. A common etching procedure for alumina is thermal etching. This is where a polished section is put into a furnace and brought to approximately 50°C below its sintering temperature. This has the effect of selectively removing the lower temperature grain boundary phases. Thermal etching of the alumina-based samples used in this thesis was not an option. Thermally etching alumina may run the risk of growing the grains if it is performed at too high a temperature and for too long. Three different etching methods were used for the four sample series in this thesis; two which rely on chemical etching and one which relied on plasma etching.

Following the order of the sample designation listed above, the etching procedures used for each sample series are further described. The Mullite Series was etched using a dilute solution of hydrofluoric acid (HF) and water. A 50% HF solution was further diluted to 10% by carefully adding it to a large amount of distilled, deionized, water. A more dilute HF solution was necessary to better control the time each of the Mullite Series sample sections were etched for. Each sample section was placed in individual, shallow, plastic cups where a plastic pipette was used to place several drops of the HF solution on each polished surface. The HF solution was allowed to chemically attack the grain boundaries between the mullite and alumina grains for 60 seconds. To stop the reaction and neutralize the HF acid, each sample was doused with sodium
bicarbonate powder. Hydrofluoric acid was used for etching the Mullite Series samples as it preferentially attacks glassy phases, which formed the mullite grain boundaries.

The Titanium Carbide Series had to be etched using a plasma etching method. Typical chemical etching procedures for alumina-based materials involve removing glassy grain boundaries. The purpose of preparing the Titanium Carbide Series for FESEM analysis was to gain an understanding of the titanium carbide grain sizes present in the alumina matrix. To do this, an etching procedure for TiC had to be used and it was suggested by the manufacturer to use a plasma etching technique. Sample sections from this series was placed on an alumina dish and put under vacuum in an SPI Plasma Prep II plasma etching unit. Carbon tetrafluoride (CF₄) gas was used as the etching plasma which preferentially attacks carbide-based materials. For TiC etching, the fluorine species in the plasma absorbed onto the sample surfaces, reacted with the titanium carbide, and created volatile titanium fluoride. The volatile TiF₄ and residual CF₄ was removed through the attached vacuum. This left each sample with etched TiC grains within an unetched alumina host matrix.

The Microstructural Evolution Alumina Series and Unknown Grain Size Alumina Series were both chemically etched using boiling phosphoric acid (H₃PO₄). As with plasma HF etching this chemical etching procedure ensures that no grain growth can occur. An 80% solution of H₃PO₄ was placed in a glass beaker and brought to a rolling boil using a hot plate. Once a boil was achieved, each sample was separately placed in the acid and kept there for varying amounts of time depending on how long the phosphoric acid was allowed to boil and how many samples were being etched. The first sample to be etched was placed in the acid for approximately 2 minutes and checked
using an optical microscope at 500x magnification to determine the degree of etching. As the acid was allowed to boil for several minutes, it became more concentrated (the water evaporated). As this occurred, each subsequent sample was etched in 15 second intervals to ensure that over-etching did not occur. For the nine sections which came from the Microstructural Evolution Alumina Series, by the time the last section was to be etched only an etching time of 15 seconds was necessary to achieve a well defined microstructure. As with HF etching, boiling phosphoric acid preferentially removed the glassy grain boundary between alumina grains.

4.6.4. Preparation for XRD

Sample preparation for X-ray diffraction was somewhat less involved than that for FESEM preparation. After FESEM imaging was performed on all of the alumina-based samples used in this thesis, those sections were used for XRD analysis. Each sample was affixed to a shallow aluminum sample holder using a small amount of adhesive Blu-Tack. Preparation of samples for XRD required that the sample surface which the X-rays impinge be even with the X-ray line of axis to ensure that peak shifting did not occur. Each sample section which was placed into the aluminum holder is pressed into the Blu-Tack such that it was flush with the top face of the holder itself.

4.7. FESEM Characterization and Micrograph Analysis

Electron microscopy was performed using a Zeiss Sigma Field Emission Scanning Electron Microscope. Each alumina-based sample from each series had four micrograph images taken at various magnifications depending on the grain sizes. It was desirable to obtain FESEM images which contained at between 50-100 grains per image. Image magnification ranged from 3000x to over 100,000x magnifications. All samples
were left uncoated to ensure that any small-grained features would not be obscured. The Mullite Series sample images were taken using the in-lens detector while the Titanium Carbide Series sample images with the secondary electron detector. Both the Microstructural Evolution Alumina Series and Unknown Grain Size Alumina series sample images were taken using the secondary electron detector. As these samples were left uncoated, a very low accelerating voltage of 2kV-5kV was used to approach these alumina-based materials zero point of charge.

Determination of the mullite phase and titanium carbide phase in the Mullite and Titanium Carbide Series was done using an Oxford Inca PentaFetx3 energy dispersive spectroscopy system in conjunction with the FESEM described above. EDS was performed using a 10kV accelerating voltage to obtain a 0-10keV spectrum range with 2000 channels. At these voltages, surface charging built quickly which resulted in significant beam drift. Due to this, elemental mapping using the EDS system was not feasible. Single point spectra were taken from regions which appeared to be alumina, mullite, or TiC grains to verify their presence in each of the samples.

Image analyses and measurement of grain size distributions were done using the image analysis software, Lince. Lince is a software package which performs the semiautomatic linear intercept method of measuring grain sizes according to Heyn’s model and ASTM E-1382 [233, 234]. Approximately 80 grains per micrograph image for each sample section were measured using the linear intercept method. This provided between 300-400 grain size measurements for each sample studied in this thesis which were used to created grain size distributions and calculate statistical information such as grain size averages, standard deviations, and range.
A stereographic correction was applied to each grain size measurement to account for the inherent error introduced when sectioning through a randomly distributed microstructure. For example, if one assumes a material is comprised of a random distribution of spherical grains, upon sectioning, polishing, and measuring such grains, one would find that the measured grain size is underestimated by 1.5 times. This is due to the fact that sectioning and polishing is not likely to reveal the greater diameter of each sphere. An illustration of this can be seen in Figure 75. The alumina, mullite, and titanium carbide grains all vary from being spherical by some degree, so an underestimate of 1.5 times for each measured grain gave an upper bound of what the measured deviation from the true grain size. Each measured grain size was corrected for stereographic effects by a multiplication of 1.5.
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**Figure 75.** (a) Cross section through random distribution of spherical grains. (b) Illustration of different cross sectional areas obtained for same size sphere [114].

### 4.8. XRD Characterization

X-ray diffraction was performed on the Mullite Series and Titanium Carbide Series alumina-based samples to verify the presence of each of these secondary phases.
and quantify the volume percent present within each sample. XRD characterization made use of a Philips XPert Panalytical XRD unit. The acquisition settings were kept constant for all samples having this characterization performed. The scan range was 10-80 degrees with a step size of 0.03 degrees and a dwell time of 2 seconds per step. These scans took approximately 1 hour and 17 minutes to complete, giving an average intensity of 12,000 counts with a background of approximately 1000. The XRD analysis software used to analyze each spectrum was MDI Jade version 9.2.0. using the inorganic crystal structure database (ICSD) acquired through FIZ Karlsruhe, the Leibniz Institute for Information Infrastructure.

Each collected spectra was saved as a .xrdml file which was then read into the Jade software. A background subtraction was used along with a Golay-Savitz filter to smooth any high frequency noise. Each spectral peak was identified using a search-match function according to expected elemental compositions of each secondary phase of interest. The volume percentage of the secondary phases contained within each sample was determined using the Jade Easy Quant function for the Reference Intensity Ratio method outlined in the cited reference [235].
5. Results and Discussion

The goal of this thesis was to apply acoustic spectroscopy to dense aluminum oxide to predict average grain size of the alumina as well as determine grain size distributions of secondary phases. This section furnishes the results of the testing described in the Experimental Method section. Derivations of equations regarding thermoelastic energy loss and the number of grains causing such a loss are given first. This includes obtaining frequency-based standards used in each equation, discussing the specifics of various assumptions. Following this, results regarding each of the four alumina-based sample series studied in this thesis will be presented. Information of ultrasonic nondestructive testing along with conventional destructive FESEM and XRD testing are shown for each sample series. This includes FESEM image analysis of measured grain size distributions and XRD obtained volume percentages of secondary phases contained within two of the four sample sets. An analysis of the acoustic spectroscopy results attempts to create a causal relationship between measured frequency-based attenuation coefficients with measured microstructural features. This is done for each of the two acoustic loss regimes; absorption and scattering. A discussion of potential sources of error is given.

5.1. Development of Analytical Equations

A currently established method of analyzing acoustic attenuation coefficient spectra from an absorption-dominated frequency regime is to perform a nonlinear least squares regression on multiple three-parameter Lorentzian functions. As stated in section 2.3.4., it was believed that minimizing the three parameters of how ever many Lorentzian functions it took to constructively combine into an attenuation coefficient spectra would
give information relating to specific microstructural features. This amounts to having an infinite number of solutions (as there are an infinite number of ways to combine an unlimited number of Lorentzian functions to create a single curve) where only several of these solutions may hold true information regarding the microstructure. A minimization of three parameters for as many Lorentzian distributions a computer algorithm requires for every point in a tile of aluminum oxide takes a staggering amount of time. The development of equations which do not require a least squares regression can have the effect of significantly decreasing this time. The results presented in this section describe the derivations for that of thermoelastic-energy-loss and attenuation coefficient based grain size distribution.

5.1.1. Derivation of Thermoelastic Energy Loss Equation

According to the theory put forth by Zener and Bhatia on intraparticle thermoelastic absorption (section 2.2.6.4.2.), the ability for a grain or solid inclusion to cause this type of absorption is directly dependent on its size compared to the interrogating wavelength. The discussion on thermoelastic absorption in the Background section regarded grain size being constant and the conditions of adiabatic or isothermal equilibration at small or large wavelengths compared to grain size. Considering the converse of this, when the frequency is fixed and grain size is allowed to vary, the same argument for the conditions of intraparticle thermoelastic energy loss apply. Inferred from this is the statement, If the grains are of a size which would cause intraparticle thermoelastic energy loss in the measured frequency range, larger grains will cause a greater loss at lower frequencies compared to smaller grains at higher frequencies. An important factor which also arises is the energy output profile of a transducer; the
available acoustic energy to be absorbed across a frequency bandwidth (and grain size distribution) is not constant. For example, the 20MHz transducer is peak-like about approximately 20MHz, where the energy decreases from this maximum as frequency is decreased or increased. This means that there is considerably less energy available for the smaller and larger grains to absorb compared to grains somewhere in between.

The basis of this derivation attempts to account for these facets:

$$ E_{\alpha TE} (f) = V_{TE}(f) \cdot N_G(f) \cdot S(f) $$  \hspace{1cm} \text{Eq. 69}

where $E_{\alpha TE}$ is the energy absorbed due to intraparticle thermoelastic absorption having units of joules, $V_{TE}$ is the spherical volume of a grain according to the diameter term given by Zener (equation 30), $N_G$ is the number of grains capable of absorbing at a given frequency, and ‘S’ is a frequency-dependent factor to account for the nonuniform output of the transducer. The ‘S’ factor will be specific to the ultrasonic transducer used for testing and must have units of pascals for dimensionality agreement.

$$ V_{TE}(f) = \frac{\pi \cdot a(f)^3}{6} = \frac{\pi}{6} \left( \frac{\pi \chi}{2 \rho C_v f} \right)^{\frac{3}{2}} $$  \hspace{1cm} \text{Eq. 70}

The determination of the ‘S’ parameter for the 20MHz transducer used in this thesis is necessary to continue with the derivation of creating an equation which relates intraparticle thermoelastic absorption to attenuation coefficient.

The following derivation gives a method of obtaining the ‘S’ parameter as a function of measured attenuation coefficient, spherical volume of an absorbing grain, and energy output of the transducer each of which are dependent on frequency.

$$ E_M (f) = E_i (f) - E_{\alpha TE} (f) $$  \hspace{1cm} \text{Eq. 71}
Where \(E_M\) is the energy returned to the transducer after the energy lost due to intraparticle thermoelastic absorption is subtracted from the initial energy, \(E_i\), output from the transducer. The energy returned to the transducer can also be given by the Beer-Lambert law, as shown below.

\[
E_M(f) = E_i(f) \cdot e^{-\alpha(f) \cdot d}
\]  
Eq. 72

where \(\alpha\) is the measured attenuation coefficient according to the method described in section 2.4.3.2.6. and \(‘d’\) is sample thickness. A combination and algebraic rearrangement of equations 71 and 72 give:

\[
E_{\alpha TE}(f) = E_i(f) \cdot (1 - e^{-\alpha(f) \cdot d})
\]  
Eq. 73

Substitution of equation 69 into equation 73 results in the equation:

\[
V_{TE}(f) \cdot N_G(f) \cdot S(f) = E_i(f) \cdot (1 - e^{-\alpha(f) \cdot d})
\]  
Eq. 74

Algebraic rearrangement gives a final equation for the ‘S’ parameter.

\[
S(f) = \frac{E_i(f) \cdot (1 - e^{-\alpha(f) \cdot d})}{V_{TE}(f) \cdot N_G(f)}
\]  
Eq. 75

To obtain the ‘S’ parameter as a standard, functional data set according to the frequency output of the 20MHz transducer used, the \(E_i\) and \(N_P\) parameters must be known first. Determination of the \(N_P\) parameter was taken from a standard 100% alumina sample and is described below. The \(V_{TE}\) parameter can be calculated and the attenuation coefficient is measured.

To obtain the \(E_i\) parameter, a Fourier transform of the top surface reflection off of a polished silicon carbide mirror (considered to be a perfect reflector) was taken. This
gave the power spectral density over all frequencies emitted by the transducer. The measurement of power spectral density using the Legacy software gives it in terms of counts relating to the discrete intensity of the oscilloscope peaks. The $E_i$ factor must take the form of a power spectral density in terms of Joules. This was done by normalizing the area under the curve of the measured PSD to the known overall energy output of the transducer supplied by the pulser-receiver. The overall energy output was given as 12.4$\mu$J. The energy output profile of the 20MHz transducer, given in Joules, can be seen in Figure 76.
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**Figure 76.** Energy output of 20MHz transducer measured off SiC mirror surface. AUC normalized to known overall energy output.

The standard 100% alumina sample described in Experimental Method was used to ascertain an approximate number of grains which would cause intraparticle absorption at frequencies corresponding to sizes according to the Zener relationship in equation 30. This involved measuring an attenuation coefficient spectrum about the center of the
alumina sample, as seen in Figure 77, and then sectioning about that point to obtain micrograph images (Figure 78) and measure a grain size distribution. The measurement of the grain size distribution only gave the number of grains which were counted from the micrograph images (Figure 79).

![Attenuation Coefficient Spectrum](image)

**Figure 77.** Measured attenuation coefficient spectrum of 100% Al$_2$O$_3$ standard sample.

An accurate description of the ‘S’ parameter relies on $N_P$ being the actual number of grains encountered by the ultrasonic beam as it passed through the sample. To obtain this, the measured grain size distribution about the point where the attenuation coefficient spectrum was measured; was curve fitted to a Weibull distribution, and its area under the curve was normalized to the total volume of the interrogating ultrasonic beam. The volume of acoustic beam was calculated to be approximately $4.53\times10^{-8}$ m$^3$ having a radius of 1.55mm and a height of 6mm through the sample. Figure 80 shows the normalized curve fit grain size distribution for the 100% alumina standard sample. Only
the portion of the grain size distribution which matches alumina grain size to frequency through the Zener relationship (equation 30) can be used for $N_P$. The alumina grain sizes which correspond to a frequency range of 12-30MHz are necessary. Values for $\chi$, $C_v$, and $\rho$ of 40W/m·K, 930J/kg·K, and 3970kg/m$^3$, respectively, were used as inputs into equation 30 to determine the appropriate size range from the grain size distribution to be used for $N_P$. In a frequency range of 12-32MHz, alumina grains of approximately 0.75-1.2µm will cause intraparticle thermoelastic absorption.

Figure 78. (a)-(d) Micrograph images used to create grain size distribution for 100% $\text{Al}_2\text{O}_3$ standard sample.
Figure 79. Histogram of measured grain size distribution for 100% Al₂O₃ standard sample.

Figure 80. Curve fit histogram to Weibull function. Dashed lines represent diameter range of alumina grains to actively cause absorption in 12-30MHz range.
Inputting the $E_i$, $N_p$, $\alpha$, factors along with calculated values for $V_{TE}$ a standard data set for the ‘S’ parameter is found. As stated above, the ‘S’ parameter has units of Pascals and is related to pressure. In the form shown in Figure 81, the ‘S’ parameter is still dependent on both the transducer output as well as the grain volumes of the standard alumina material which went into its derivation.

![Graphical form of ‘S’ parameter data set as a function of frequency.](image)

**Figure 81.** Graphical form of ‘S’ parameter data set as a function of frequency.

Ideally, any constant factor used as part of the whole equation should not be a function of any single material sample. The ‘S’ parameter, being a pressure, is deconstructed to give the force exerted by the acoustic wave at a given frequency on a grain of a size corresponding to such a frequency. This can be seen in equation 76.

$$S(f) = \frac{4F_T(f)}{\pi a(f)^2}$$  \hspace{1cm} \text{Eq. 76}
Where $F_T$ is the frequency-based force output of the transducer. A graphical illustration of the $F_T$ data set can be seen in Figure 82.

![Graphical form of $F_T$ data set as a function of frequency. Units are in Newton’s.](image)

**Figure 82.** Graphical form of $F_T$ data set as a function of frequency. Units are in Newton’s.

Combining equation 76 with equation 69 gives an analytical form for the amount of energy absorbed due to intraparticle thermoelastic absorption. This final equation is a function of the force output of the transducer, the diameter of the grains actively causing absorption as well as the number of grains present.

$$E_{aTE}(f) = \frac{2}{3} \cdot F_T(f) \cdot a(f) \cdot N_G(f)$$

Eq.77

5.1.2. Derivation of Grain Size Distribution Equation

Now that a term which relates the amount of acoustic energy lost due to intraparticle thermoelastic absorption in terms of size and number of grains has been found, a simple algebraic transformation gives an equation for grain size distribution. This equation is dependent on two constant data sets relating to the transducer used,
calculatable diameter according to equation 30, and a measured attenuation coefficient. Combining equations 73 and 77 produce the analytical equation used to provide an ultrasonic grain size distribution of secondary phases within dense aluminum oxide. The exact procedure for using this equation, shown again below, is outlined in section 4.4.1.

\[ N_G(f) = \frac{3 \cdot E_i(f) \cdot (1 - e^{-\alpha(f) \cdot d})}{2F_T(f) \cdot a(f)} \]  
Eq. 78

5.1.3. Derivation Assumptions

The derivation of equations 77 and 78 required assumptions to simplify the complex nature of the system. The effect of these assumptions as a source of error is discussed in section 5.6.3. The first assumption which is made regards the width of the absorption profile of a single grain. A single grain causes absorption across multiple frequencies according to a Lorentzian distribution. Defining Lorentzian-based absorption profiles for materials with a wide range of grain sizes requires the use of a lengthy least-squares regression analysis where its disadvantages of being ill-defined and time consuming were discussed earlier. The assumption that each grain of a specific size only absorbs at a singular frequency provides a basis for not needing a regression analysis over all frequencies. The full width at half maximum (FWHM) of a Lorentzian distribution is defined as 2\( \gamma \). This first assumption requires that the FWHM of the Lorentzian absorption profile of a single grain collapses to either a Delta function or to the point where 2\( \gamma \) is less than the frequency resolution of the attenuation coefficient spectrum (Figure 83). The case of the latter is more easily argued as the frequency resolution can be altered to provide this scenario. A physical interpretation of this assumption posits that intraparticle thermoelastic absorption occurs instantaneously in dense aluminum
oxide containing rigidly bound secondary phase grains. This assumption is the leading factor which allows for a deviation of the time consuming least squares regression analysis.

Figure 83. Illustration of Lorentzian absorption profile of single grain having FWHM less than frequency resolution.

The following assumptions were made out of necessity to account for extraneous sources of attenuation, grain morphology, and acoustic beam interaction. It already known that scattering attenuation dominates attenuation coefficient loss spectra at high frequencies, regardless if absorption components exist at such frequencies. The assumption that scattering losses for the Mullite and Titanium Carbide Series is negligible in the frequency range of 12-30MHz was made to avoid the deconvolution of an unknown degree of scattering with what is believed to be an overwhelming amount of absorption. Along with this assumption is that intraparticle thermoelastic absorption is the only absorption mechanism occurring in the frequency range of 12-30MHz and that
its effects are negligible at higher frequencies. Relating to assumptions based on acoustic loss mechanisms, a final assumption is that only grains which fall in the size range according to the frequencies used and equation 30 are actively causing absorption and any increase in absorption is due to an increase in the concentration of grains of this size.

Assumptions relating to the geometry of the system have already been stated throughout the derivation of equations 77 and 78. Namely that the ultrasound beam interacts with a finite volume of material approximated as a cylinder and the morphology of the grains are considered to be spherical. The deviation from a cylinder-like beam volume can be calculated through the use of equation 63. At 12MHz the largest deviation from the central axis of the acoustic beam is approximately 17°. Using trigonometry it can be shown that the acoustic wave will have to travel further than the thickness of the sample to cause a significant difference in what can be considered to be a cylinder of ultrasound energy. As frequency increases, the acoustic wave must travel an even greater distance to refract to the point where the interaction volume cannot be considered a cylinder.

Justification for considering grain shapes to be spherical lies in the method used to create measured grain size distributions and the theory of intraparticle thermoelastic absorption. Using Heyn’s lineal intercept method for measuring grain sizes assumes that any line drawn through a grain gives a measurement of the diameter of a circle or sphere. Intraparticle thermoelastic absorption occurs due to a bending of the grains about their largest dimension perpendicular to the acoustic wave. Essentially, the theory of intraparticle thermoelastic absorption also provides information on grains as if they were
spheres. Both the measured grain sizes and acoustic predicted grains sizes are using the same assumption that the grains are spherical.

5.2. Characterization of Mullite Series

The characterization results with respect to ultrasound testing, FESEM imaging, EDS analysis, micrograph analysis, and XRD testing for the Mullite Series sample set are shown in this section. A discussion on the set of results is given to highlight specific trends or irregularities. Analysis of acoustic spectra are given in this section while the linkage of measured acoustic spectra, theory of intraparticle thermoelastic absorption, use of derived equations for predicting grain size, and comparison to measured grain sizes is given in section 5.6.1.1.

5.2.1. Mullite Series Ultrasound Testing Results

As the Mullite Series samples only had diameters of 20mm, full C-Scan testing could not be performed. A-Scan point measurements were taken about their centers to give singular values of longitudinal velocity, shear velocity, Poisson ratio, Young’s modulus, shear modulus, and bulk modulus. Attenuation coefficient spectra were also recorded about their center points. A table containing the point measurements of sonic velocities and elastic moduli for the Mullite Series samples along with the 100% standard Al₂O₃ sample, for comparison, is given below. The labeling of these samples is changed from what was used in Experimental Procedure to reflect the volume percent of mullite present in each sample calculated via XRD analyses. The XRD analysis is shown in section 5.2.3.
Table XI. A-Scan point measurements of elastic properties for Mullite Series samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>CL  (m/s)</th>
<th>CS  (m/s)</th>
<th>$v$</th>
<th>$E$ (GPa)</th>
<th>$G$ (GPa)</th>
<th>$K$ (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100% Al2O3</td>
<td>10576</td>
<td>6229</td>
<td>0.234</td>
<td>378</td>
<td>153</td>
<td>237</td>
</tr>
<tr>
<td>Mullite 2.1vol%</td>
<td>10524</td>
<td>6197</td>
<td>0.242</td>
<td>374</td>
<td>151</td>
<td>242</td>
</tr>
<tr>
<td>Mullite 5.6vol%</td>
<td>10414</td>
<td>6040</td>
<td>0.247</td>
<td>349</td>
<td>140</td>
<td>230</td>
</tr>
<tr>
<td>Mullite 16.3vol%</td>
<td>10310</td>
<td>6056</td>
<td>0.237</td>
<td>347</td>
<td>140</td>
<td>220</td>
</tr>
<tr>
<td>Mullite 20.6vol%</td>
<td>10212</td>
<td>6028</td>
<td>0.233</td>
<td>338</td>
<td>137</td>
<td>210</td>
</tr>
<tr>
<td>Mullite 26.9vol%</td>
<td>9908</td>
<td>5945</td>
<td>0.219</td>
<td>324</td>
<td>133</td>
<td>192</td>
</tr>
</tbody>
</table>

With the exception of shear velocity and Poisson ratio, each property measured through ultrasonic means show a one-to-one correspondence with the concentration of mullite present in each alumina-based sample. Aluminum oxide has higher theoretical sonic velocities and elastic moduli compared to mullite, which is reflected in the measurements shown in table XI; as mullite concentration increases in these alumina-based samples, mostly all properties decrease in a linear fashion. It appears that a linear rule of mixtures for each property does not result in the exact volume percent of each phase. This may be due to poor mixing where mullite tended to agglomerate nonuniformly throughout the samples, the inherent error associated with each test (ultrasound and XRD) is causing the slight deviation, or a linear rule of mixtures does not apply to this specific material system. The expected correlation does exist providing a sample set which is well defined.

The measured attenuation coefficient spectra about the center of each sample show a one-to-one correspondence with the concentration of mullite present in each sample. This is reflected as the general increase in attenuation coefficient from sample to sample. The increase in attenuation from the 100% alumina standard sample, not containing any mullite, is expected to be solely caused by the increase in volume percent
of the mullite phase per sample. The non-uniform increase across the frequency range of 12-30MHz implies that the size distribution of the mullite grains varies among samples. These spectra are later corrected for the contribution of intraparticle thermoelastic absorptive attenuation from the alumina grains and used to create ultrasound predicted grain size distributions of the mullite phase present in each (shown in section 5.6.1.1.)

Figure 84. Measured attenuation coefficient spectra about the centers of each sample in the Mullite Series. 20MHz Olympus transducer used with a frequency bandwidth of 12-30MHz.

5.2.2. Mullite Series FESEM Results

Multiple efforts were given to properly etch the grain boundaries between the mullite-phase grains in each sample to reveal the fine grained mullite microstructure. Figure 85 shows representative micrograph images taken from the Mullite 26.9vol%
sample. These micrographs show the mullite phase being uniformly mixed and demonstrate an interconnected pattern. The other samples in the Mullite Series show similar behavior. As magnification is increased from the micrographs seen in Figure 85 to the micrographs in Figure 87 it becomes clear that the interconnected-like pattern of the mullite phase within the alumina is in fact composed of separate smaller mullite grains. EDS spectra revealed the presence of silicon in the darker regions shown in the micrographs of Figure 86. These darker regions are taken to be the mullite phase (highlighted in blue), which is later corroborated through XRD testing.

The images in Figure 87 show the best attempts at etching this microstructure. As can be seen from Figure 87, the average size for the mullite grains from each sample are all submicron, being on the order of a few hundred nanometers. Determination of grain size distributions was performed using four FESEM images taken from each sample. A source of error, which is discussed in section 5.6.3., arises from the quality of the etching as well as the quality of the FESEM images used to measure grain size from. Careful consideration was taken while manually measuring the size of each grain to distinguish between scratches and partially connected grain growth.
Figure 85. FESEM images showing interconnected-like pattern of mullite phase in Al₂O₃. (a) 1.3kX; (b) 3kX; (c) 20kX magnifications. Images taken from mullite 26.9vol% sample.
Grain size distributions were measured for the mullite phase present in each sample using the method highlighted in Experimental Procedure. Four micrograph images from each sample were used to accomplish this. The micrographs shown in Figure 87 are representative of the images used to collect a large count of grain sizes. Grain size distribution histograms were created from the measured sizes and fit to Gaussian curves using MATLAB for easier comparison to their ultrasound predicted size distribution counterparts. The measured size distributions for the mullite phase in each sample can be seen in Figure 88. These distributions were normalized to a value of unity for direct comparison. Figure 88, (a)-(d), show a decrease in measured mean grain size which would indicate that as the volume percent of the mullite phase increases, the concentration of smaller mullite grains also increases. The grain size distribution for
Mullite 26.9vol% shows bimodal behavior and an increase in its concentration of larger grains when compared to the other four Mullite Series samples.

Figure 87. FESEM images showing mullite grains. (a) Mullite 2.1vol%, (b) Mullite 5.6vol%, (c) Mullite 16.3vol%, (d) Mullite 20.6vol%, (e) Mullite 26.9vol%.
5.2.3. Mullite Series XRD Results

X-ray diffraction results of the Mullite Series samples are shown in this section. Quantitative information regarding the calculated volume percent of mullite present in each sample was necessary to obtain such that the measured acoustic attenuation
coefficient spectra could be scaled appropriately. The measured density values for each sample are compared to the theoretical densities calculated by knowing the volume percent of both the alumina and mullite phases present in each sample. The labeling of each sample changed from reflecting the weight percent of SiO₂ added to each base alumina powder to reflect the volume percent of mullite within each sample after XRD quantitative analyses were performed.

![Figure 89. X-ray diffraction spectra. (a) Mullite 2.1vol%, (b) Mullite 5.6vol%, (c) Mullite 16.3vol%, (d) Mullite 20.6vol%, (e) Mullite 26.9vol%. Arrows indicate major peak of 2:1 mullite.](image)

Figure 89 shows the measured XRD spectra for each sample in the Mullite Series. The arrows in each spectrum indicate the major peak of 2:1 mullite. Obtaining a mullite phase with a stoichiometric composition of 2Al₂O₃·SiO₂ is considered to be a somewhat rare occurrence which is usually obtained by rapidly cooling from a melt or by direct solidification [236]. The effects of spark plasma sintering on alumina-silica systems is
not fully understood and the 2:1 mullite phase which formed may have formed by the fast cooling of an aluminosilicate melt during SPS treatment.

Quantitative analyses to determine the volume percent of the 2:1 mullite present in the alumina matrix was performed on each sample spectra according to method highlighted in section 4.8. Analysis of the major 2:1 mullite peak for the sample containing the least amount of mullite, Mullite 2.1vol%, required an XRD scan about a shortened two-theta range with a longer dwell time such that the major 2:1 mullite peak would be quantifiable. This separate XRD spectrum for Mullite 2.1vol% is shown in Figure 90.

**Figure 90.** X-ray diffraction spectra. (a) Mullite 2.1vol%, (b) Mullite 5.6vol%, (c) Mullite 16.3vol%, (d) Mullite 20.6vol%, (e) Mullite 26.9vol%. Arrows indicate major peak of 2:1 mullite.
Calculations for the volume percents of mullite present in each sample reveal that an increase in the secondary mullite phase formed during sintering between samples. A histogram plot showing the volume percents of both the alumina and 2:1 mullite in each sample can be seen in Figure 91. According to these XRD calculated volume percents, a simple linear rule of mixtures was applied to obtain theoretical densities which are compared to measured densities for each sample (table XII). It should be noted that the Mullite Series samples containing 16.3 and 26.9 volume percent of mullite resulted in having calculated, theoretical densities which were lower than what was measured. This may be due to agglomeration of the mullite phase over different parts of the sample, which would go unmeasured through an XRD scan of a single surface.

**Figure 91.** X-ray diffraction quantitative analysis of Mullite Series samples. Volume percent of 2:1 mullite present in each sample.
Table XII. Comparison of theoretical calculated densities based on volume percent of mullite in each Mullite Series samples to measured densities.

<table>
<thead>
<tr>
<th>wt% SiO$_2$ added</th>
<th>vol% mullite formed</th>
<th>Measured Density (g/cm$^3$)</th>
<th>Theoretical Calculated Density (g/cm$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.1</td>
<td>3.84</td>
<td>3.95</td>
</tr>
<tr>
<td>2</td>
<td>5.6</td>
<td>3.84</td>
<td>3.91</td>
</tr>
<tr>
<td>3</td>
<td>16.3</td>
<td>3.83</td>
<td>3.82</td>
</tr>
<tr>
<td>4</td>
<td>20.6</td>
<td>3.77</td>
<td>3.78</td>
</tr>
<tr>
<td>5</td>
<td>26.9</td>
<td>3.76</td>
<td>3.72</td>
</tr>
</tbody>
</table>

5.3. Characterization of Titanium Carbide Series

The characterization results with respect to ultrasound testing, FESEM imaging, EDS analysis, micrograph analysis, and XRD testing for the Titanium Carbide Series sample set are given in this section. A discussion of the results is given to highlight specific trends or irregularities. Analysis of acoustic spectra are given in this section while the conclusions regarding measured acoustic spectra, theory of intraparticle thermoelastic absorption, use of derived equations for predicting grain size, and comparison to measured grain sizes are drawn in section 5.6.1.2.

5.3.1. Titanium Carbide Series Ultrasound Testing Results

Ultrasonic C-Scan images for each sample from the Titanium Carbide Series are shown in Figures 92-96. The acoustic data collected gave full area property maps of attenuation coefficient, sonic velocities, Poisson ratio, and all elastic properties. These images were used to determine variations in bulk uniformity and the spatial location of anomalous defects. Table XIII gives statistical information for each sample regarding mean values, standard deviations, and the range for each property measured. Slight pressing patterns can be seen in the attenuation coefficient and longitudinal speed of sound C-Scan images for TiC-5vol% and TiC-25vol% samples. These patterns present...
as diagonal striations where the property values vary slightly showing alternating behavior between low and high values (colors alternate between yellow and orange). Sample TiC-15vol% shows large pressing patterns on the left and upper right edges of the sample. The manufacturer noted these pressing defects to be caused by incongruence with the die face. The section from this sample was taken in a region which was uniform and away from these pressing defects. The variation of acoustically measured properties across the total area of each sample is minimal. The scales for each C-Scan image may vary between samples to draw attention to this minimal variation. The standard deviation of values over the entire sample areas is relatively low implying their microstructures are uniform and excellent mixing of the TiC particles occurred.

Figure 92. Ultrasonic C-Scan images of measured properties for Titanium Carbide Series sample TiC-5vol%.
Figure 93. Ultrasonic C-Scan images of measured properties for Titanium Carbide Series sample TiC-10vol%.

Figure 94. Ultrasonic C-Scan images of measured properties for Titanium Carbide Series sample TiC-15vol%.
Figure 95. Ultrasonic C-Scan images of measured properties for Titanium Carbide Series sample TiC-25vol%.

Figure 96. Ultrasonic C-Scan images of measured properties for Titanium Carbide Series sample TiC-35vol%.
### Table XIII. Statistical information taken over all points from Titanium Carbide Series sample C-Scan images.

<table>
<thead>
<tr>
<th></th>
<th>20MHz α (dB/cm)</th>
<th>C_L (m/s)</th>
<th>C_S (m/s)</th>
<th>v</th>
<th>E (Gpa)</th>
<th>G (Gpa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TiC-5vol%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>1.99</td>
<td>10761</td>
<td>6260</td>
<td>0.24</td>
<td>394</td>
<td>158</td>
</tr>
<tr>
<td>StDev</td>
<td>0.12</td>
<td>3.32</td>
<td>8.21</td>
<td>0</td>
<td>0.76</td>
<td>0.52</td>
</tr>
<tr>
<td>Min</td>
<td>1.6</td>
<td>10749</td>
<td>6231</td>
<td>0.24</td>
<td>391</td>
<td>157</td>
</tr>
<tr>
<td>Max</td>
<td>2.43</td>
<td>10806</td>
<td>6286</td>
<td>0.24</td>
<td>396</td>
<td>160</td>
</tr>
<tr>
<td>TiC-10vol%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>1.96</td>
<td>10756</td>
<td>6267</td>
<td>0.24</td>
<td>398</td>
<td>160</td>
</tr>
<tr>
<td>StDev</td>
<td>0.09</td>
<td>5.89</td>
<td>12.6</td>
<td>0</td>
<td>1.15</td>
<td>0.71</td>
</tr>
<tr>
<td>Min</td>
<td>1.57</td>
<td>10740</td>
<td>6235</td>
<td>0.24</td>
<td>396</td>
<td>159</td>
</tr>
<tr>
<td>Max</td>
<td>2.31</td>
<td>10822</td>
<td>6760</td>
<td>0.24</td>
<td>440</td>
<td>186</td>
</tr>
<tr>
<td>TiC-15vol%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>1.93</td>
<td>10673</td>
<td>6236</td>
<td>0.24</td>
<td>398</td>
<td>160</td>
</tr>
<tr>
<td>StDev</td>
<td>0.08</td>
<td>3.65</td>
<td>7.97</td>
<td>0</td>
<td>0.76</td>
<td>0.52</td>
</tr>
<tr>
<td>Min</td>
<td>1.68</td>
<td>10661</td>
<td>6203</td>
<td>0.24</td>
<td>395</td>
<td>159</td>
</tr>
<tr>
<td>Max</td>
<td>2.26</td>
<td>10684</td>
<td>6260</td>
<td>0.24</td>
<td>400</td>
<td>161</td>
</tr>
<tr>
<td>TiC-25vol%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>1.86</td>
<td>10590</td>
<td>6192</td>
<td>0.24</td>
<td>410</td>
<td>165</td>
</tr>
<tr>
<td>StDev</td>
<td>0.09</td>
<td>4.72</td>
<td>6054</td>
<td>0</td>
<td>0.69</td>
<td>0.45</td>
</tr>
<tr>
<td>Min</td>
<td>1.5</td>
<td>10582</td>
<td>6164</td>
<td>0.24</td>
<td>407</td>
<td>164</td>
</tr>
<tr>
<td>Max</td>
<td>2.26</td>
<td>10606</td>
<td>6212</td>
<td>0.24</td>
<td>412</td>
<td>166</td>
</tr>
<tr>
<td>TiC-35vol%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>1.87</td>
<td>10595</td>
<td>6193</td>
<td>0.24</td>
<td>412</td>
<td>170</td>
</tr>
<tr>
<td>StDev</td>
<td>0.08</td>
<td>7.84</td>
<td>19.16</td>
<td>0</td>
<td>0.76</td>
<td>0.45</td>
</tr>
<tr>
<td>Min</td>
<td>1.59</td>
<td>10563</td>
<td>6167</td>
<td>0.24</td>
<td>408</td>
<td>169</td>
</tr>
<tr>
<td>Max</td>
<td>2.24</td>
<td>10660</td>
<td>7392</td>
<td>0.24</td>
<td>416</td>
<td>171</td>
</tr>
</tbody>
</table>

The average values for longitudinal velocity decrease as the concentration of titanium carbide increases from 5-35 volume percent. This is not reflected in the increase in Young’s and shear moduli; it is more likely that this increase in elastic properties is
occurring due to each sample’s overall increase in density with higher concentrations of TiC. The average values for 20MHz overall attenuation coefficient show a decrease with increasing TiC concentration. The standard deviation and range for 20MHz overall attenuation coefficient values for each sample decrease accordingly with increasing amounts of TiC in each sample. Viewing the full bandwidth of attenuation coefficient spectra taken about the central points of each sample gives a clearer understanding of the frequency dependent nature of acoustic loss and explanations regarding the size and concentration of the TiC particles actively causing thermoelastic absorption. The attenuation coefficient spectra from each sample in the Titanium Carbide Series on a frequency range of 12-30MHz can be seen in Figure 97.

**Figure 97.** Ultrasonic C-Scan images of measured properties for Titanium Carbide Series sample TiC-35vol%. 

```plaintext
Figure 97. Ultrasonic C-Scan images of measured properties for Titanium Carbide Series sample TiC-35vol%. 
```
The attenuation coefficient spectra seen in Figure 97 all show similar behavior between approximately 18-24MHz. Slight deviation of each spectrum can be seen at the lowest and highest frequencies. The similar behavior of each spectrum does not imply that the sample microstructures which the ultrasonic waves interacted with are similar. Assuming that the magnitude of each spectrum indicates the total thermoelastic attenuation caused by the alumina and TiC grains, once the relative contribution of attenuation from the alumina is subtracted, the attenuation coefficient spectra will spread apart revealing the frequency dependent attenuation coefficient caused solely by the TiC. The corrected spectra for the attenuation caused by the alumina grains can be seen in section 5.6.1.2.

5.3.2. Titanium Carbide Series FESEM Results

The Titanium Carbide Series samples presented with a relatively simpler ceramographic preparation compared to the Mullite Series samples. The TiC grains within the alumina host were significantly larger than the mullite grains in the Mullite Series samples. This made the etching process easier to control as the extent of TiC erosion could be viewed in an optical microscope before using the FESEM. Charging issues which typically occur while performing scanning electron microscopy on alumina-based materials at high magnifications were alleviated due to the relatively lower magnifications that were used on the Alumina-TiC samples. The magnification used for the Titanium Carbide Series samples was 20,000 times. Micrograph images, representative of each of the five samples in the Titanium Carbide Series, are shown in Figure 98. Opposed to the Mullite Series samples where the mullite grains tended to
cluster uniformly over the entire samples, the titanium carbide grains presented as distinct homogeneously spaced grains throughout the alumina-TiC samples.

![FESEM images showing titanium carbide grains.](image)

**Figure 98.** FESEM images showing titanium carbide grains. (a) TiC-5vol%, (b) TiC-10vol%, (c) TiC-15vol%, (d) TiC-25vol%, (e) TiC-35vol%.

The light grey phase seen in the micrograph images of Figure 98 are the titanium carbide grains. This was verified through EDS while FESEM imaging was being performed. EDS spectra showing the difference between the TiC and alumina phases can be seen in Figure 99. Small carbon and titanium peaks can be seen in the spectra which
were taken about alumina grains. The same can be seen for the presence of aluminum in the spectra taken about TiC grains. This is caused by multiple reflections of the electron beam and scattered X-rays impinging on the surrounding material. The dominant peaks seen in the spectra of Figure 99 represent the phases which were present about the labeled areas.

Figure 99. (a) Micrograph image showing distinct regions of alumina and titanium carbide. (b) EDS point analysis of region consisting of Al₂O₃ (red) and (c) region consisting of titanium carbide (blue).

Analysis of the micrograph images provided grain size distributions for each sample in the Titanium Carbide Series. The measured grain size distribution histograms were curve fit to Gaussian distributions such that they could be easily viewed and compared. The curve fit and normalized TiC size distributions can be seen in Figure 100. The grain size domains for each of the measured distributions in Figure 100 are on
different scales as the average grain size tended to increase as the volume percent of titanium carbide increases. Figure 101 shows each grain size distribution from the Titanium Carbide Series on the same plot using the same scaling to show the relative increase in TiC grain size as the volume percent in each sample is increased. The arithmetic mean for TiC grain size from each sample in the Titanium Carbide Series increases accordingly as 0.76, 1.00, 1.17, 1.40, and 1.59 microns as the volume percent of TiC is increased across samples.

**Figure 100.** Measured titanium carbide grain size distributions. (a) TiC-5vol%, (b) TiC-10vol%, (c) TiC-15vol%, (d) TiC-25vol%, (e) TiC-35vol%.
Figure 101. Measured titanium carbide grain size distributions. The domain for the size range is held constant to show the minute increase in measured grain size.

The occurrence of each measured grain size distribution was normalized to 100. Measuring grain size distributions according to a linear intercept method gives no information regarding the relative concentration of phases present within a material. The method developed as part of this thesis attempts to account for this by giving grain size distributions with an absolute scale of occurrence. Comparisons of measured TiC grain size distributions to TiC grain size distributions predicted through ultrasonic means can be seen in section 5.6.1.2.

5.3.3. Titanium Carbide Series XRD Results

Quantifying the volume percent of TiC present within each of the Titanium Carbide Series samples was necessary in creating ultrasound predicted grain size distributions. XRD results showing the increase of titanium carbide for each of these alumina-based materials are shown in Figure 102. The arrows highlight the major peak
of titanium carbide. X-ray diffraction revealed that the volume percent of TiC within the alumina host was almost exactly what the manufacturer claimed them to be. Figure 103 shows the XRD calculated volume percents of the two phases present in each of the Titanium Carbide Series samples. These results indicate that the attenuation coefficient spectra seen in Figure 97 will show a one-to-one correspondence between magnitude of attenuation and concentration of TiC once they are corrected for the absolute concentration of alumina present within each sample.

**Figure 102.** X-ray diffraction spectra. (a) TiC-5vol%, (b) TiC-10vol%, (c) TiC-15vol%, (d) TiC-25vol%, (e) TiC-35vol%.
5.4. Characterization of Microstructural Evolution Alumina Series

The characterization results with respect to ultrasound testing, FESEM imaging, and micrograph analysis for the Microstructural Evolution Alumina Series sample set are given in this section. A discussion of the results is given to highlight specific trends or irregularities for both the ultrasound test results and conventional microstructural testing results. Analysis of acoustic spectra are given in this section while the conclusions regarding measured acoustic spectra, acoustic scattering theory, creation of standard scattering factors for Rayleigh and stochastic scattering, and comparison to measured average grain sizes are drawn in section 5.6.2.1.

**Figure 103.** X-ray diffraction quantitative analysis of Titanium Carbide Series samples. Volume percent of TiC present in each sample.
5.4.1. Microstructural Evolution Alumina Series Ultrasound Testing Results

This section highlights all of the ultrasonic testing results obtained for the Microstructural Evolution Alumina Series samples. C-Scan images of 20MHz overall attenuation coefficient are used to determine the overall homogeneity of each sample. These images were taken into consideration for where smaller sections were cut out of each sample for conventional microstructural testing. Along with the overall attenuation coefficient C-Scan maps, sonic velocity and elastic moduli C-Scans were measured for each sample. The C-Scan maps containing all information collected with the 20MHz transducer for each sample are shown below.

![Figure 104. Ultrasonic C-Scan images of measured properties for Microstructural Evolution Alumina Series sample (T0, D0).](image-url)
Figure 105. Ultrasonic C-Scan images of measured properties for Microstructural Evolution Alumina Series sample (T0, D0+5).

Figure 106. Ultrasonic C-Scan images of measured properties for Microstructural Evolution Alumina Series sample (T0, D0+15).
Figure 107. Ultrasonic C-Scan images of measured properties for Microstructural Evolution Alumina Series sample (T0+50, D0).

Figure 108. Ultrasonic C-Scan images of measured properties for Microstructural Evolution Alumina Series sample (T0+50, D0+5).
Figure 109. Ultrasonic C-Scan images of measured properties for Microstructural Evolution Alumina Series sample (T0+50, D0+15).

Figure 110. Ultrasonic C-Scan images of measured properties for Microstructural Evolution Alumina Series sample (T0+100, D0).
Figure 111. Ultrasonic C-Scan images of measured properties for Microstructural Evolution Alumina Series sample (T0+100, D0+5).

Figure 112. Ultrasonic C-Scan images of measured properties for Microstructural Evolution Alumina Series sample (T0+100, D0+15).
The scaling used for the various C-Scan maps seen in Figures 104-112 was approximately constant between samples with the exception of a few maps where the scales were changed slightly to avoid maxing out the color palette. This occurred notably for the samples listed: (T0, D0+15) bulk modulus map, (T0+100, D0) bulk modulus map, (T0+100, D0+15) 20MHz attenuation coefficient map, and (T0+100, D0+15) shear modulus map. The homogeneity of each sample can be determined by the attenuation coefficient C-Scan images. The samples in the Microstructural Evolution Alumina Series each have some degree of nonuniformity where these nonuniform regions were omitted during microstructural evaluation. Table XIV gives a statistical quantification regarding the variability of each sample property map. The sectioned regions from each sample for conventional microstructural testing were based off of the 20MHz attenuation coefficient C-Scans. The regions from each sample which were sectioned are highlighted in red on the attenuation coefficient C-Scan images, seen in Figure 113.

Almost all samples in this series presented with anomalous features noticeable primarily in the 20MHz attenuation coefficient C-Scan maps. If the features were prominent enough, their effect persisted to the TOF-based measurement; velocities and moduli. This occurred for samples (T0, D0), (T0+50, D0), and (T0+100, D0). All other points within the velocity or elastic properties maps which appear to be erroneous were caused by small fluctuations in the oscilloscope signal which went unmeasured. Each sample had some degree of beveling across its entire area which caused some regions to go unmeasured during acoustic testing. These effects can be seen in samples (T0, D0+15), (T0+50, D0), (T0+100, D0+5), and (T0+100, D0+15). The sample areas where beveling became prominent were excluded from further testing.
Table XIV. Statistical information taken over all points from Microstructural Evolution Alumina Series sample C-Scan images.

<table>
<thead>
<tr>
<th>(T0, D0)</th>
<th>20MHz $\alpha$ (dB/cm)</th>
<th>$C_L$ (m/s)</th>
<th>$C_S$ (m/s)</th>
<th>$v$</th>
<th>$E$ (Gpa)</th>
<th>$G$ (Gpa)</th>
<th>$K$ (Gpa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1.7</td>
<td>10474</td>
<td>6046</td>
<td>0.25</td>
<td>356</td>
<td>142</td>
<td>237</td>
</tr>
<tr>
<td>StDev</td>
<td>0.17</td>
<td>11.88</td>
<td>7.37</td>
<td>0</td>
<td>0.8</td>
<td>0.44</td>
<td>0.98</td>
</tr>
<tr>
<td>Min</td>
<td>1.07</td>
<td>10473</td>
<td>6036</td>
<td>0.25</td>
<td>355</td>
<td>142</td>
<td>242</td>
</tr>
<tr>
<td>Max</td>
<td>3.37</td>
<td>10526</td>
<td>6078</td>
<td>0.25</td>
<td>359</td>
<td>144</td>
<td>236</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(T0, D0+5)</th>
<th>20MHz $\alpha$ (dB/cm)</th>
<th>$C_L$ (m/s)</th>
<th>$C_S$ (m/s)</th>
<th>$v$</th>
<th>$E$ (Gpa)</th>
<th>$G$ (Gpa)</th>
<th>$K$ (Gpa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1.9</td>
<td>10498</td>
<td>5988</td>
<td>0.26</td>
<td>351</td>
<td>139</td>
<td>243</td>
</tr>
<tr>
<td>StDev</td>
<td>0.18</td>
<td>14.82</td>
<td>13.48</td>
<td>0</td>
<td>1.27</td>
<td>0.73</td>
<td>1.04</td>
</tr>
<tr>
<td>Min</td>
<td>1.27</td>
<td>10473</td>
<td>5954</td>
<td>0.26</td>
<td>348</td>
<td>137</td>
<td>240</td>
</tr>
<tr>
<td>Max</td>
<td>3.57</td>
<td>10547</td>
<td>6028</td>
<td>0.26</td>
<td>355</td>
<td>142</td>
<td>246</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(T0, D0+15)</th>
<th>20MHz $\alpha$ (dB/cm)</th>
<th>$C_L$ (m/s)</th>
<th>$C_S$ (m/s)</th>
<th>$v$</th>
<th>$E$ (Gpa)</th>
<th>$G$ (Gpa)</th>
<th>$K$ (Gpa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1.92</td>
<td>10509</td>
<td>5967</td>
<td>0.26</td>
<td>353</td>
<td>140</td>
<td>247</td>
</tr>
<tr>
<td>StDev</td>
<td>0.33</td>
<td>12.64</td>
<td>17.96</td>
<td>0</td>
<td>1.58</td>
<td>0.89</td>
<td>1.24</td>
</tr>
<tr>
<td>Min</td>
<td>0.87</td>
<td>10484</td>
<td>5924</td>
<td>0.26</td>
<td>350</td>
<td>138</td>
<td>241</td>
</tr>
<tr>
<td>Max</td>
<td>3.7</td>
<td>10559</td>
<td>6030</td>
<td>0.26</td>
<td>358</td>
<td>144</td>
<td>252</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(T0+50, D0)</th>
<th>20MHz $\alpha$ (dB/cm)</th>
<th>$C_L$ (m/s)</th>
<th>$C_S$ (m/s)</th>
<th>$v$</th>
<th>$E$ (Gpa)</th>
<th>$G$ (Gpa)</th>
<th>$K$ (Gpa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1.83</td>
<td>10473</td>
<td>6028</td>
<td>0.25</td>
<td>354</td>
<td>141</td>
<td>238</td>
</tr>
<tr>
<td>StDev</td>
<td>0.22</td>
<td>15.08</td>
<td>8.42</td>
<td>0</td>
<td>0.57</td>
<td>0.44</td>
<td>1.48</td>
</tr>
<tr>
<td>Min</td>
<td>0.95</td>
<td>10444</td>
<td>5990</td>
<td>0.25</td>
<td>351</td>
<td>140</td>
<td>235</td>
</tr>
<tr>
<td>Max</td>
<td>3.11</td>
<td>10518</td>
<td>6046</td>
<td>0.25</td>
<td>355</td>
<td>142</td>
<td>243</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(T0+50, D0+5)</th>
<th>20MHz $\alpha$ (dB/cm)</th>
<th>$C_L$ (m/s)</th>
<th>$C_S$ (m/s)</th>
<th>$v$</th>
<th>$E$ (Gpa)</th>
<th>$G$ (Gpa)</th>
<th>$K$ (Gpa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1.95</td>
<td>10469</td>
<td>5977</td>
<td>0.26</td>
<td>350</td>
<td>139</td>
<td>241</td>
</tr>
<tr>
<td>StDev</td>
<td>0.22</td>
<td>15.13</td>
<td>9.92</td>
<td>0</td>
<td>0.93</td>
<td>0.52</td>
<td>0.99</td>
</tr>
<tr>
<td>Min</td>
<td>0.83</td>
<td>10444</td>
<td>5884</td>
<td>0.26</td>
<td>342</td>
<td>135</td>
<td>238</td>
</tr>
<tr>
<td>Max</td>
<td>2.85</td>
<td>10529</td>
<td>6014</td>
<td>0.26</td>
<td>353</td>
<td>140</td>
<td>244</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(T0+50, D0+15)</th>
<th>20MHz $\alpha$ (dB/cm)</th>
<th>$C_L$ (m/s)</th>
<th>$C_S$ (m/s)</th>
<th>$v$</th>
<th>$E$ (Gpa)</th>
<th>$G$ (Gpa)</th>
<th>$K$ (Gpa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>2.17</td>
<td>10460</td>
<td>5978</td>
<td>0.26</td>
<td>348</td>
<td>138</td>
<td>240</td>
</tr>
<tr>
<td>StDev</td>
<td>0.19</td>
<td>13.98</td>
<td>15.5</td>
<td>0</td>
<td>1.56</td>
<td>0.75</td>
<td>1.16</td>
</tr>
<tr>
<td>Min</td>
<td>1.31</td>
<td>10440</td>
<td>5495</td>
<td>0.26</td>
<td>306</td>
<td>137</td>
<td>237</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>2.95</td>
<td>10524</td>
<td>6031</td>
<td>0.26</td>
<td>353</td>
<td>142</td>
</tr>
<tr>
<td>----------</td>
<td>--------</td>
<td>-------</td>
<td>-------</td>
<td>------</td>
<td>------</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>(T0+100,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>1.9</td>
<td>10512</td>
<td>6003</td>
<td>0.26</td>
<td>352</td>
<td>140</td>
<td>242</td>
</tr>
<tr>
<td>StDev</td>
<td>0.18</td>
<td>16.21</td>
<td>8.38</td>
<td>0</td>
<td>0.93</td>
<td>0.51</td>
<td>1.04</td>
</tr>
<tr>
<td>Min</td>
<td>0.73</td>
<td>10481</td>
<td>5981</td>
<td>0.26</td>
<td>350</td>
<td>139</td>
<td>239</td>
</tr>
<tr>
<td>Max</td>
<td>2.91</td>
<td>10576</td>
<td>6039</td>
<td>0.26</td>
<td>356</td>
<td>142</td>
<td>246</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(T0+100,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D0+5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>1.88</td>
<td>10451</td>
<td>5952</td>
<td>0.26</td>
<td>346</td>
<td>137</td>
<td>240</td>
</tr>
<tr>
<td>StDev</td>
<td>0.19</td>
<td>15.25</td>
<td>9.9</td>
<td>0</td>
<td>0.9</td>
<td>0.58</td>
<td>1.33</td>
</tr>
<tr>
<td>Min</td>
<td>1.3</td>
<td>10422</td>
<td>5921</td>
<td>0.26</td>
<td>344</td>
<td>136</td>
<td>236</td>
</tr>
<tr>
<td>Max</td>
<td>3.03</td>
<td>10517</td>
<td>6171</td>
<td>0.26</td>
<td>364</td>
<td>140</td>
<td>244</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(T0+100,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D0+15)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>2.04</td>
<td>10407</td>
<td>5937</td>
<td>0.26</td>
<td>342</td>
<td>136</td>
<td>236</td>
</tr>
<tr>
<td>StDev</td>
<td>0.33</td>
<td>25.19</td>
<td>10.95</td>
<td>0</td>
<td>1.21</td>
<td>0.6</td>
<td>1.59</td>
</tr>
<tr>
<td>Min</td>
<td>1.22</td>
<td>10337</td>
<td>5899</td>
<td>0.26</td>
<td>339</td>
<td>134</td>
<td>233</td>
</tr>
<tr>
<td>Max</td>
<td>4.54</td>
<td>10504</td>
<td>5984</td>
<td>0.26</td>
<td>350</td>
<td>140</td>
<td>241</td>
</tr>
</tbody>
</table>
The goal of this sample set was to study uniform alumina microstructures and the effect of grain size on acoustic testing. The anomalous regions seen in the 20MHz overall attenuation coefficient C-Scan images were omitted as they were not represented of a uniform alumina microstructure. Due to the inhomogeneity seen in the 20MHz attenuation coefficient maps, slight sample nonuniformity and bevel, full area attenuation
coefficient C-Scan images using the 60MHz or 150MHz transducer could not be obtained. The effects of sample nonuniformity become increasingly noticeable as acoustic frequency was increased. For this reason, single A-Scan point measurements of frequency dependent attenuation coefficient were taken using the 20, 60, and 150MHz transducers about the regions which were deemed acceptable for further testing. The composite graphs of attenuation coefficient using all three transducers can be seen in Figure 114. Again, gaps in the frequency regions of approximately 30-40MHz and 70-80MHz can be seen due to the limited bandwidth of each transducer.

Figure 114. Attenuation coefficient spectra taken about labeled regions in Figure 113. (a) Full scale; (b) Frequency region where absorption dominates; (c) Frequency region where scattering dominates.
The attenuation coefficient spectra measured on the largest frequency bandwidth capable shows both absorption and scattering behavior at different frequencies. Figure 114 (b) shows the peak-like behavior associated with absorptive attenuation. This absorption is most likely caused by the small amount of sintering additives or impurities within the samples. It would be expected that the maxima of these peaks would shift to lower frequencies as alumina grain size increased if the attenuation seen in Figure 114 (b) was controlled by alumina grains. According to the theory of acoustic thermoelastic absorption, alumina grains on the order of 5 microns and greater will actively absorb at much lower frequencies than what was used to measured attenuation coefficient in this thesis.

Figure 114 (c) is the truncated portion of the total measured attenuation coefficient spectra which is controlled by alumina grain scattering. It is this portion of the attenuation coefficient spectrum that is crucial for achieving one of the goals in this thesis. The spectra in the frequency range of 40-105MHz taken from each sample in the Microstructural Evolution Alumina Series shows a strong correlation between the magnitude of attenuation and the increase in dwell time and firing temperature. This indicates that attenuation increased with increasing grain size. The increase in grain size as firing temperature and dwell times increased across samples is verified through microscopy in the next section.
5.4.2. Microstructural Evolution Alumina Series FESEM Results

Each sample in the Microstructural Evolution Alumina series was section about the region labeled in Figure 113. Each of these sections was vertically cut to reveal the inside cross section which the acoustic wave travelled through. These surfaces were those which were examined using the FESEM. Representative micrograph images of each sample are shown in Figures 116-118. The FESEM images are grouped such that temperature is held constant and dwell time varies. Qualitatively, there is a slight increase in grain size between groupings seen in Figures 116-118. As the firing temperature increases the grain size increases as well. Quantitative assessments of sample grain size can be seen in Figure 115. The plots in Figure 115 represent a top-down view of the size distributions from each sample. The samples have been ordered such that they are on an increasing size scale.

![Figure 115](image)

**Figure 115.** Quantitative evaluation of grain sizes measured from FESEM micrographs. Sizes have been corrected for stereographic effects. Error bars show standard deviation. Ordered pair sample notation is (+increase in temperature, +increase in dwell time).
Figure 116. Representative FESEM micrograph images of Microstructural Evolution Alumina Series samples keeping firing temperature at T0 and varying dwell time.
Figure 117. Representative FESEM micrograph images of Microstructural Evolution Alumina Series samples keeping firing temperature at T0+50 and varying dwell time.
Figure 118. Representative FESEM micrograph images of Microstructural Evolution Alumina Series samples keeping firing temperature at T0+100 and varying dwell time.
5.5. Characterization of Unknown Grain Size Alumina Series

The characterization results with respect to ultrasound testing, FESEM imaging, EDS analysis, and micrograph analysis for the Unknown Grain Size Alumina Series sample set are given in this section. A discussion of the results is given to highlight specific trends or irregularities for both the ultrasound test results and conventional microstructural testing results. Analysis of acoustic spectra are given in this section while the conclusions regarding measured acoustic spectra, acoustic scattering theory, creation of standard scattering factors for Rayleigh and stochastic scattering, and comparison to measured average grain sizes are drawn in section 5.6.2.2.

5.5.1. Unknown Grain Size Alumina Series Ultrasound Testing Results

The purpose of the Unknown Grain Size Alumina Series is to validate the results and standard scattering prefactors, $C_R$ and $C_S$, obtained from the Microstructural Evolution Alumina Series. Elastic moduli C-Scans from three different alumina samples are given in this section along with attenuation-based measurements. Figures 119-121 show these elastic property maps for each sample in this set. Table XV gives statistical information obtained from each property map for each sample.

More importantly are the attenuation coefficient spectra obtained over portions of the sample areas at frequencies where scattering is dominant. Overall attenuation coefficient C-Scan images were created for each sample to determine the presence of any large anomalous features present at 20MHz in the bulk microstructure. Figure 122 shows these C-Scan images which verify that these samples have rather uniform microstructures at 20MHz.
Figure 119. Ultrasonic C-Scan images of measured elastic properties for Unknown Grain Size Alumina Series sample Small.

Figure 120. Ultrasonic C-Scan images of measured elastic properties for Unknown Grain Size Alumina Series sample Medium.
Figure 121. Ultrasonic C-Scan images of measured elastic properties for Unknown Grain Size Alumina Series sample Large.
Table XV. Statistical information taken over all points from Unknown Grain Size Alumina Series sample C-Scan images.

<table>
<thead>
<tr>
<th></th>
<th>$C_L$ (m/s)</th>
<th>$C_S$ (m/s)</th>
<th>$v$</th>
<th>$E$ (Gpa)</th>
<th>$G$ (Gpa)</th>
<th>$K$ (Gpa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMALL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>10486</td>
<td>5979</td>
<td>0.26</td>
<td>346</td>
<td>137</td>
<td>238</td>
</tr>
<tr>
<td>StDev</td>
<td>26.2</td>
<td>23.71</td>
<td>0</td>
<td>1.94</td>
<td>1</td>
<td>1.49</td>
</tr>
<tr>
<td>Min</td>
<td>10426</td>
<td>5901</td>
<td>0.26</td>
<td>340</td>
<td>134</td>
<td>234</td>
</tr>
<tr>
<td>Max</td>
<td>10570</td>
<td>6503</td>
<td>0.26</td>
<td>353</td>
<td>141</td>
<td>244</td>
</tr>
<tr>
<td>MEDIUM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>10507</td>
<td>6028</td>
<td>0.25</td>
<td>351</td>
<td>139</td>
<td>237</td>
</tr>
<tr>
<td>StDev</td>
<td>17.08</td>
<td>16.48</td>
<td>0</td>
<td>1.53</td>
<td>0.84</td>
<td>1.3</td>
</tr>
<tr>
<td>Min</td>
<td>10468</td>
<td>5974</td>
<td>0.25</td>
<td>346</td>
<td>137</td>
<td>233</td>
</tr>
<tr>
<td>Max</td>
<td>10564</td>
<td>6078</td>
<td>0.25</td>
<td>356</td>
<td>142</td>
<td>242</td>
</tr>
<tr>
<td>LARGE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>10426</td>
<td>6066</td>
<td>0.24</td>
<td>352</td>
<td>141</td>
<td>229</td>
</tr>
<tr>
<td>StDev</td>
<td>12</td>
<td>9.65</td>
<td>0</td>
<td>0.89</td>
<td>0.58</td>
<td>0.99</td>
</tr>
<tr>
<td>Min</td>
<td>10400</td>
<td>6037</td>
<td>0.24</td>
<td>350</td>
<td>140</td>
<td>227</td>
</tr>
<tr>
<td>Max</td>
<td>10471</td>
<td>6096</td>
<td>0.24</td>
<td>355</td>
<td>143</td>
<td>234</td>
</tr>
</tbody>
</table>

These samples had significant sample bevel which made them not perfectly parallel. Most high hardness, high density, ceramic tiles have some form of beveling over their entire areas. The slight beveling in each sample makes it such that the top and bottom of each surface are not even with each other. High frequency C-Scans obtained with ultrasound greater than 30MHz have the tendency of containing erroneous information as the acoustic wave gets redirected away from the transducer due to the sample bevel. This can be seen in Figure 123 which show attempts to obtain 60MHz overall signal attenuation C-Scan images.
Figure 122. 20MHz overall attenuation coefficient C-Scan maps of (a) Small, (b) Medium, and (c) Large samples from the Unknown Grain Size Alumina Series.

Figure 123. 60MHz overall attenuation coefficient C-Scan maps of (a) Small, (b) Medium, and (c) Large samples from the Unknown Grain Size Alumina Series. Highlighted regions represent areas scanned to alleviate sample bevel effects.

The red highlighted areas seen in the 60MHz overall attenuation coefficient C-Scan maps in Figure 123 represent smaller sections which were rescanned to alleviate issues due to sample bevel. It was necessary to obtain frequency-based attenuation coefficient information over the area of these samples such that maps of mean grain size could be created. The rescans of the smaller sections shown in Figure 123 are shown in Figure 124.
Figure 124. Selected regions from 60MHz overall attenuation coefficient C-Scan maps of (a) Small, (b) Medium, and (c) Large samples from the Unknown Grain Size Alumina Series.

The frequency bandwidth which was used to create these images was on a range of 40-70MHz. Average frequency-based attenuation coefficient spectra were created using the individual spectra from each point in each sample. These average spectra show if absorption, scattering, or both types of loss mechanisms are occurring about the selected region of each sample. These average spectra can be seen in Figure 125. Figure 125 (a) reveals that there is peak-like behavior indicative of an absorption mechanism up to approximately 62MHz. This part of the attenuation coefficient spectrum is believed to be caused by absorption where scattering does not become dominant until approximately 64MHz. All transformations using the attenuation coefficient spectra about the selected area in this sample will omit the portion of the spectra which shows absorptive behavior.
Figure 125. Average attenuation coefficient spectra taken from multiple points in samples (a) Small, (b) Medium, (c) Large.

The average spectrum from the medium sample in this set shows some peak-like behavior which is superimposed on the increasing attenuation coefficient spectrum at approximately 57MHz. Qualitatively, the overall trend of this spectrum can be seen to be power-law in nature. The peak which appears at 57MHz for this spectrum is more likely to be convolution with some small degree of diffuse scattering than an absorptive loss mechanism. This is believed to be the case as a significant concentration of alumina grains of approximately 550nm would need to be present to cause intraparticle thermoelastic absorption at such high frequencies. The entire measured bandwidth (40-70MHz) will be used in transforming the spectra from the medium and large samples into average grain size maps.

Frequency dependent attenuation coefficient spectra maps are typically shown in a slideshow format which cannot be presented as part of this thesis. Figures 126-128
show these data as separate images as attenuation coefficient C-Scan maps using a frequency interval of 1MHz starting from 40MHz. As frequency increases, the magnitude of attenuation is monotonically increasing on average. This is a tell-tale feature of scattering loss behavior.

**Figure 126a.** Attenuation coefficient spectra maps for Unknown Grain Size Alumina Series sample Small. Color palette range: 0-2.25dB/cm. Frequency range: 61-70MHz with an interval of 1MHz.
Figure 126b. Attenuation coefficient spectra maps for Unknown Grain Size Alumina Series sample Small. Color palette range: 0-2.25dB/cm. Frequency range: 61-70MHz with an interval of 1MHz.
Figure 126c. Attenuation coefficient spectra maps for Unknown Grain Size Alumina Series sample Small. Color palette range: 0-2.25dB/cm. Frequency range: 61-70MHz with an interval of 1MHz.
Figure 127a. Attenuation coefficient spectra maps for Unknown Grain Size Alumina Series sample Medium. Color palette range: 0-1.25dB/cm. Frequency range: 64-70MHz with an interval of 1MHz.
Figure 127b. Attenuation coefficient spectra maps for Unknown Grain Size Alumina Series sample Medium. Color palette range: 0-1.25dB/cm. Frequency range: 64-70MHz with an interval of 1MHz.
Figure 127c. Attenuation coefficient spectra maps for Unknown Grain Size Alumina Series sample Medium. Color palette range: 0-1.25dB/cm. Frequency range: 64-70MHz with an interval of 1MHz.

Figure 128a. Attenuation coefficient spectra maps for Unknown Grain Size Alumina Series sample Large. Color palette range: 0-4dB/cm. Frequency range: 55-66MHz with an interval of 1MHz.
Figure 128b. Attenuation coefficient spectra maps for Unknown Grain Size Alumina Series sample Large. Color palette range: 0-4dB/cm. Frequency range: 55-66MHz with an interval of 1MHz.
Figure 128c. Attenuation coefficient spectra maps for Unknown Grain Size Alumina Series sample Large. Color palette range: 0-4dB/cm. Frequency range: 55-66MHz with an interval of 1MHz.
Figure 128d. Attenuation coefficient spectra maps for Unknown Grain Size Alumina Series sample Large. Color palette range: 0-4dB/cm. Frequency range: 55-66MHz with an interval of 1MHz.

The attenuation coefficient spectra maps show little variation between individual frequencies. Looking on a larger frequency scale, the true nature of how these spectra maps change can be understood. It was shown by Portune that for high hardness, dense, polycrystalline ceramics, a change in attenuation coefficient at ultra high frequencies where scattering dominates is caused primarily by fluctuations in grain size [20]. The patterns seen in the spectra maps from Figures 126-128 are believed to be caused by exactly this and will be verified in section 5.6.2.2.

5.5.2. Unknown Grain Size Alumina Series FESEM Results

Five micrograph images taken about horizontal sections through the center of the regions labeled in Figure 123 were used to create measured grain size distributions for each of the three samples in the Unknown Alumina Grain Size Series. A considerable
degree of charging occurred while performing FESEM analysis on these samples; however, using the inlens detector allowed for imaging at low voltages and high magnifications acceptable to be read into the Lince® software for grain size measurements. Representative micrograph images from each sample, Small, Medium, and Large, are shown in Figure 129.

Figure 129. Micrograph images samples (a) Small, (b) Medium, and (c) Large from the Unknown Grain Size Alumina Series.

Measured grain size distributions for each sample show size variations between sections. Table XVI gives the mean, standard deviation, minimum, and maximum values for measured grain sizes. Figure 130 shows normalized grain size distributions fit to Weibull functions for simple comparisons. The size scale for each plot is different
between samples. Comparison of these measured grain size distributions are made with what is predicted through acoustic spectroscopy in section 5.6.2.2.

**Table XVI.** Statistical information taken from grain size measurements of Unknown Alumina Grain Size Series samples. Units are in microns.

<table>
<thead>
<tr>
<th></th>
<th>SMALL</th>
<th>MEDIUM</th>
<th>LARGE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean</strong></td>
<td>1.94</td>
<td>1.58</td>
<td>3.90</td>
</tr>
<tr>
<td><strong>StDev</strong></td>
<td>1.47</td>
<td>1.15</td>
<td>3.40</td>
</tr>
<tr>
<td><strong>Min</strong></td>
<td>0.21</td>
<td>0.25</td>
<td>0.42</td>
</tr>
<tr>
<td><strong>Max</strong></td>
<td>13.26</td>
<td>8.62</td>
<td>21.68</td>
</tr>
</tbody>
</table>

**Figure 130.** Measured Unknown Grain Size Alumina Series size distributions. (a) Small, (b) Medium, (c) Large.
5.6. Analysis of Acoustic Spectroscopy Results

This section examines correlations between acoustic spectroscopy results and microstructural analyses for each of the four alumina-based sample sets studied in this thesis. Discussions of these results are broken into two sections: samples relating to absorption-based attenuation and those relating to scattering-based attenuation. Possible sources of error which would cause ultrasound predicted grain sizes to differ from conventionally measured grain sizes are explored at the end of this section.

5.6.1. Absorption-Based Acoustic Spectroscopy

The following results involve the transformations of the attenuation coefficient spectra collected from the Mullite Series and Titanium Carbide Series samples to give absolute grain size distributions. The process involving correction for the contribution of thermoelastic absorption by alumina grains is explained. The curve fitting parameters along with how well each fit matched measured acoustic predicted grain size data are given.

5.6.1.1. Analysis of Mullite Series

The attenuation coefficient spectra measured for the Mullite series is used in conjunction with equation 78, the initial energy output of the 20MHz transducer, force output of the 20MHz transducer, and the thermal properties of mullite to obtain mullite grain size distributions. The contribution of the alumina grains present in the path of the ultrasound beam which would also cause intraparticle thermoelastic absorption must be taken into account. The attenuation coefficient spectra obtained from the 100% alumina standard sample is multiplied by the volume percent of alumina measured through X-ray diffraction for each sample. The volume percent of Al₂O₃ in each sample of the Mullite
Series is less than 100%, so this gives a decrease in the 100% alumina attenuation coefficient spectra. These spectra are then subtracted from their associated spectra for each sample containing different amounts of mullite. The final result gives the attenuation coefficient spectra caused solely by the mullite grains in each sample which would be of the appropriate size to cause thermoelastic absorption in the frequency range of 12-30MHz. Figure 131 gives these attenuation coefficient spectra.

![Figure 131. Mullite Series attenuation coefficient spectra corrected for thermoelastic absorption contribution of alumina grains. Gives attenuation spectra solely caused by mullite in each sample.](image)

Using the spectra in Figure 131 along with the other necessary components listed above, grain size distributions in the size range of 0.25-0.40µm for each mullite sample were created. The range of 0.25-0.40µm is dictated by the Zener relationship (equation...
30) used in equation 78. Figure 132 shows the mullite grain size distributions in this narrow range for each sample in the Mullite Series.

**Figure 132.** Ultrasound predicted Mullite Series grain size distributions on size range of 0.25-0.40µm corresponding to frequency range of 12-30MHz.

The ultrasound predicted grain size distributions given in Figure 132 show only a portion of the full mullite grain size distributions present in each sample. It was grains of the sizes shown above which contributed to intraparticle thermoelastic absorption. These curves were fit to Gaussian functions using the curve fitting tool in MATLAB. Figure 133 shows the fully Gaussian reconstructed mullite grain size distributions for each sample in the Mullite Series. Table XVII gives information relating to the parameters of each curve fit. Each Gaussian curve fit was allowed to take multiple modes if it provided the best fit.
Figure 133. Ultrasound predicted Mullite Series grain size distributions on (a) full range of 0.05-2.00µm and (b) shortened range of 0.05-0.40µm.

Table XVII. Goodness of fit parameters for Gaussian reconstruction curve fits to ultrasound predicted mullite grain size distributions.

<table>
<thead>
<tr>
<th></th>
<th># Modes</th>
<th>$R^2$</th>
<th>Adjusted $R^2$</th>
<th>SSE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mullite 2.1vol%</td>
<td>2</td>
<td>0.9973</td>
<td>0.9968</td>
<td>1.13E+09</td>
<td>6047</td>
</tr>
<tr>
<td>Mullite 5.6vol%</td>
<td>4</td>
<td>0.9986</td>
<td>0.9982</td>
<td>8.62E+09</td>
<td>17540</td>
</tr>
<tr>
<td>Mullite 16.3vol%</td>
<td>4</td>
<td>1.0000</td>
<td>1.0000</td>
<td>2.04E+07</td>
<td>904</td>
</tr>
<tr>
<td>Mullite 20.6vol%</td>
<td>4</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.05E+07</td>
<td>647</td>
</tr>
<tr>
<td>Mullite 26.9vol%</td>
<td>3</td>
<td>0.9999</td>
<td>0.9998</td>
<td>3.98E+08</td>
<td>3989</td>
</tr>
</tbody>
</table>

Table XVII gives the number of Gaussian modes used for each curve fit along with the goodness of fit parameters. The R-squared parameter gives a measure of how well a regression line approximates real data points. An R-squared of 1 indicates a perfect fit. Adjusted R-squared is a modification of R-squared which also measures how well the regression fit models the data, but takes into account the number of degrees of freedom associated with the system. Again, an adjusted R-squared value of 1 indicates the best fit. SSE is the sum of squared errors which gives a measure of the discrepancy between the data and the regression model. A smaller SSE value indicates a tighter fit to the model. The RMSE is the root-mean square error which gives a good measure relating to the precision of the fit. A RMSE value which is small indicates a better curve fit. The
R² and adjusted-R² values for each curve fit illustrates that these fits matched the data fairly well. The SSE and RMSE values appear to be somewhat large; however, with comparison to the occurrence scale in Figure 133, these values are less than 1% of the total which also indicate that the curve fits match experimental data quite well.

Comparing the reconstructed ultrasound grain size distributions to the experimental grain size distributions using FESEM imaging reveals a strong correlation. Figures 134-138 show both the measured mullite grain size distributions along with the mullite size distributions predicted by acoustic spectroscopy. The occurrence scales for each figure was normalized to a value of unity for direct comparison of each distribution.

**Figure 134.** Comparison of ultrasound predicted and measured mullite grain size distributions for Mullite Series sample Mullite 2.1vol%.
Figure 135. Comparison of ultrasound predicted and measured mullite grain size distributions for Mullite Series sample Mullite 5.6vol%.

Figure 136. Comparison of ultrasound predicted and measured mullite grain size distributions for Mullite Series sample Mullite 16.3vol%.
Figure 137. Comparison of ultrasound predicted and measured mullite grain size distributions for Mullite Series sample Mullite 20.6vol%.

Figure 138. Comparison of ultrasound predicted and measured mullite grain size distributions for Mullite Series sample Mullite 26.9vol%.

The modes of ultrasound predicted grain size distributions match almost perfectly with the conventionally measured grain size distributions. In each case it can be seen that
the ultrasound grain size distributions show an increase in mode of mullite grain size along with a decrease in standard deviation when compared to the FESEM measured grain size distributions. Figure 138 shows interesting behavior for the sample labeled Mullite 26.9vol%: the modes of each type of distribution differ significantly but the ultrasound grain size distribution attempts to mimic the behavior seen with the FESEM measured grain size distribution.

5.6.1.2. Analysis of Titanium Carbide Series

As with the Mullite Series sample spectra, the attenuation coefficient spectra taken about the sample regions in the Titanium Carbide Series were corrected for the intraparticle thermoelastic absorption caused by the alumina grains also present in the path of the ultrasound beam. X-ray diffraction results giving the volume percent of titanium carbide and aluminum oxide in each sample were used to determine the relative increase in attenuation in each spectra, seen in Figure 97, shows due to the contribution of the alumina. The spectra representing 100% alumina shown in Figure 97 was multiplied by the percentage of alumina in each sample. These values were then subtracted from each respective attenuation coefficient spectra relating to each sample in the Titanium Carbide Series. The corrected attenuation coefficient spectra, representing only the attenuation caused by the titanium carbide grains, can be seen in Figure 139. These corrected spectra were used in conjunction with equation 78 along with the energy and force output profiles of the 20MHz transducer to obtain titanium carbide grain size distributions in the range of 0.50-0.80µm. These ultrasound predicted size distributions for TiC grains can be seen in Figure 140.
Figure 139. Titanium Carbide Series attenuation coefficient spectra corrected for thermoelastic absorption contribution of alumina grains. Gives attenuation spectra solely caused by TiC in each sample.

Figure 140. Ultrasound predicted Titanium Carbide Series grain size distributions on size range of 0.50-0.80µm corresponding to frequency range of 12-30MHz.
The ultrasound predicted grain size distributions given in Figure 140 show only a portion of the full titanium carbide grain size distributions present in each sample. It was grains of the sizes shown above which contributed to intraparticle thermoelastic absorption. It should be noted that the absolute occurrence for grains in this size distribution does not scale linearly with the concentration of TiC present in each sample. This implies that the widths of each TiC grain size distribution vary significantly. For instance, there must be many larger TiC grains for sample TiC-35vol% compared to sample TiC-5vol% such that the total volume of the TiC in each sample can be accounted for as the area under the distributions. These curves were fit to Gaussian functions using the curve fitting tool in MATLAB. Figure 141 shows the fully Gaussian reconstructed titanium carbide grain size distributions for each sample in the Titanium Carbide Series. Table XVIII gives information relating to the parameters of each curve fit. Each Gaussian curve fit was allowed to take multiple modes if it provided the best fit.

Figure 141. Ultrasound predicted Titanium Carbide Series grain size distributions on (a) full range of 0.08-12.00µm and (b) shortened range of 0.08-3.00µm.

The scale on which the reconstructed TiC grain size distributions are on, greatly influence their size and shape. For example, TiC-15vol% appears to contain significantly more titanium carbide when compared to every other sample. However, it only reaches
up to approximately 6 microns, where samples TiC-25vol% and TiC-35vol% extend to 10 and 12 microns, respectively. For these two samples containing the most amount of TiC, there exist considerably more large TiC grains than small ones when compared to the samples containing less titanium carbide. TiC-15vol% appears to be somewhat anomalous as it didn’t follow the same trend as the other samples. It appears that as TiC concentration increases to 15 volume percent, the distribution did not extend to appreciable sizes greater than about 6 microns causing the lower end of the distribution to rise dramatically. For the samples containing 25 and 35 volume percents of titanium carbide, it appears that there was enough of this secondary phase such that it was able to coalesce with surrounding TiC grains and form many more large grains. The commonality that each of these distributions has is the large spike in occurrence at approximately 0.5 microns. Looking at the micrograph images for each sample in Figure 98 it can be seen that there are many TiC grains in each sample that are approximately this size. Qualitatively, it appears that one would expect bimodal (or multimodal) distributions due to the large occurrence of TiC grains at approximately 0.5 microns.

### Table XVIII. Goodness of fit parameters for Gaussian reconstruction curve fits to ultrasound predicted titanium carbide grain size distributions.

<table>
<thead>
<tr>
<th></th>
<th># Modes</th>
<th>$R^2$</th>
<th>Adjusted $R^2$</th>
<th>SSE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>TiC-5vol%</td>
<td>4</td>
<td>0.9873</td>
<td>0.9862</td>
<td>1.12E+06</td>
<td>183.9</td>
</tr>
<tr>
<td>TiC-10vol%</td>
<td>3</td>
<td>0.9987</td>
<td>0.9974</td>
<td>3.19E+08</td>
<td>10140</td>
</tr>
<tr>
<td>TiC-15vol%</td>
<td>2</td>
<td>0.9828</td>
<td>0.9807</td>
<td>2.76E+09</td>
<td>29390</td>
</tr>
<tr>
<td>TiC-25vol%</td>
<td>2</td>
<td>0.9912</td>
<td>0.9901</td>
<td>8.24E+08</td>
<td>16040</td>
</tr>
<tr>
<td>TiC-35vol%</td>
<td>2</td>
<td>0.9950</td>
<td>0.9944</td>
<td>1.04E+09</td>
<td>18010</td>
</tr>
</tbody>
</table>
Considering the high number of TiC grain occurrences, the goodness of fit parameters indicate that each reconstructed ultrasound TiC grain size distributions fits well with each respective Gaussian function.

Comparing the reconstructed ultrasound grain size distributions to the experimental grain size distributions using FESEM imaging reveals a strong correlation. Figures 142-146 show both the measured titanium carbide grain size distributions along with the titanium carbide size distributions predicted by acoustic spectroscopy. The occurrence scales for each figure were normalized to a value of unity for direct comparison of each distribution.

**Figure 142.** Comparison of ultrasound predicted and measured TiC grain size distributions for Titanium Carbide Series sample TiC-5vol%.
**Figure 143.** Comparison of ultrasound predicted and measured TiC grain size distributions for Titanium Carbide Series sample TiC-10vol%.

**Figure 144.** Comparison of ultrasound predicted and measured TiC grain size distributions for Titanium Carbide Series sample TiC-15vol%.
Figure 145. Comparison of ultrasound predicted and measured TiC grain size distributions for Titanium Carbide Series sample TiC-25vol%.

Figure 146. Comparison of ultrasound predicted and measured TiC grain size distributions for Titanium Carbide Series sample TiC-35vol%.
The modes of ultrasound predicted grain size distributions match quite well with the conventionally measured grain size distributions. In each case it can be seen that the ultrasound grain size distributions show an increase in mode of titanium carbide grain size along with a decrease in standard deviation when compared to the FESEM measured grain size distributions. Figure 142 shows a significant deviation between the measured size distribution and ultrasound predicted size distribution. It appears that the ultrasound predicted size distribution for TiC-5vol% is matching with the second mode seen in the measured size distribution at approximately 0.5 microns. The FESEM images show the presence of many really small TiC grains which were almost incapable of being measured using the ASTM approved method. Qualitatively these small grains range in size from approximately 70-150nm.

5.6.2. Scattering-Based Acoustic Spectroscopy

The following results are based on the Microstructural Evolution Alumina Series and Unknown Grain Size Alumina Series samples. The method of determining the Rayleigh and stochastic scattering prefactors, $C_R$ and $C_S$, based on the Microstructural Evolution Alumina Series is outlined. Validation of these prefactors is given through the correlation of acoustic predicted average grain size versus measured average grain size of the Unknown Grain Size Alumina Series samples.

5.6.2.1. Analysis of Microstructural Evolution Alumina Series

The method used to determine the Rayleigh and stochastic scattering prefactors, $C_R$ and $C_S$, is described in this section. Comparison of acoustic predicted average grain with measured average grain size for each sample in the Microstructural Evolution Alumina Series using the determined $C_R$ and $C_S$ prefactors is given. An outcome of these
results validates the concept that losses due to stochastic scattering by a few large grains outweigh Rayleigh scattering losses caused by many smaller grains.

Figure 115 gave the mean, minimum, maximum, and standard deviations of the measured grain size distributions for each sample in the Microstructural Evolution Alumina Series. By knowing the sonic velocities and wavelength of sound in these materials distinctions for where Rayleigh, stochastic, or both types of scatter occur according to alumina grain size could be made. Figure 147 highlights where the different types of scattering would occur due to the measured grain sizes. Each sample has the lower end of their grain size distributions falling in the range where Rayleigh scattering is operable. With the exception of sample (T0, D0) and possibly (T0, D0+5) it was expected that stochastic scattering would influence the attenuation behavior seen in these samples due to the large grains in the tail ends of each distribution falling in the range where stochastic scattering occurs.

![Figure 147. Measured grain sizes for Microstructural Evolution Alumina Series. Size ranges where Rayleigh, stochastic, or both types of scattering labeled.](image)
Using the measured average grain sizes for each sample along with the measured average attenuation coefficient values taken from the spectra seen in Figure 114 (c) values for $C_R$ and $C_S$ were found for each sample by inverting equations 38 and 39. These $C_R$ and $C_S$ values are expected to be constant between each sample as they are dependent on the material providing their grain sizes allow for either Rayleigh or stochastic scattering. Figure 148 shows the scattering prefactor values as a function of each sample. The sample (T0, D0) is a complete outlier in both cases indicating that its scattering behavior varies dramatically compared to what occurs in the other 8 samples. Due to the exceptionally small grain sizes seen in sample (T0, D0) and the grain size range where Rayleigh scattering dominates, the value of $C_R$ from sample (T0, D0) is taken to be accurate.

![Figure 148](image.png)

**Figure 148.** Computed (a) $C_R$ and (b) $C_S$ values for each sample assuming either Rayleigh or stochastic scattering.

Sample (T0, D0+5) shows behavior akin to the samples with larger grain sizes for its values of $C_R$ and $C_S$ with a slight deviation towards the Rayleigh behavior sample (T0, D0) indicates. Although sample (T0, D0+5) has a grain size distribution somewhat similar to sample (T0, D0), its slight increase in grain size distribution allows for stochastic scattering to prevail. The sample containing the largest grains and largest
distribution, (T0+100, D0+15), has the majority of its grains in a region where stochastic scattering certainly dominates. The $C_S$ value given by sample (T0+100, D0+15) is taken to be correct for this type of alumina with grains of the appropriate size to cause stochastic scattering. The deviation of sample (T0, D0) for both $C_R$ and $C_S$ compared to every other sample indicates the size range where there is a strong disconnect between Rayleigh and stochastic scattering.

Omitting sample (T0, D0), the averages and standard deviations for the $C_R$ and $C_S$ values, seen in Figure 148, were computed using the values from the rest of the samples. The average and standard deviation for the $C_R$ prefactor are $3.36 \times 10^{-15}$ and $4.66 \times 10^{-15}$, respectively. The fact that the standard deviation is greater than the mean creates the case where $C_R$ could possibly be a negative value which has no physical interpretation. For this reason it is believed that all samples, except for (T0, D0), do not exhibit Rayleigh scattering behavior. Using all samples containing grains larger than those seen in sample (T0, D0), the average and standard deviation for the $C_S$ prefactor are $1.27 \times 10^{-8}$ and $3.28 \times 10^{-9}$, respectively. The values for $C_R$ and $C_S$ which are accepted to be valid for dense, polycrystalline, alumina are $4.12 \times 10^{-13}$ and $8.45 \times 10^{-9}$, respectively. Empirically, $C_R$ and $C_S$ must have units of (seconds/meter)$^4$ and (seconds/meter)$^2$, respectively; although, analytical forms for each are not understood.

These values were tested by back-predicting the average grain size of the Microstructural Evolution Alumina Series. The $C_R$ and $C_S$ values, measured attenuation coefficient spectra, and known frequency were used according to equations 38 and 39 to solve for acoustic predicted mean grain size. These acoustic predicted average grain size values were compared with measured data. Linear curve fits were performed for each set
of data where the slope of the line indicates how well the predicted data matches with experimental. Figures 149 and 150 show the results of these tests.

**Figure 149.** Measured vs. Rayleigh predicted vs. stochastic predicted average grain sizes for each sample in the Microstructural Evolution Alumina Series.

**Figure 150.** Linear fits with regression equation for (a) Rayleigh predicted vs. measured average grain sizes and (b) stochastic predicted vs. measured average grain sizes.
The slope of a linear curve fit indicates how well two sets of data are correlated,
where a slope of ‘0’ indicates there is no correlation and a slope of ‘1’ indicates a strong
correlation. The slope of the linear regression line seen in Figure 150 (a) reveals that a
strong correlation between Rayleigh predicted mean grain size and measured mean grain
size does not exist. This regression line has a slope of 0.12. The linear curve fit for the
plot seen in Figure 150 (b) show that the acoustic stochastic mean grain sizes correlate
almost perfectly with the measured mean grain sizes for each sample, having a slope
1.01. Figures 149 and 150 give strong validation to the concept that a few large grains
causing stochastic scattering result in more acoustic energy loss than many small grains
causing Rayleigh scattering. Although the modes of each measured grain size
distribution for this sample set lie in a range where Rayleigh scattering can occur, it is the
larger grains in the tail-ends of each distribution which cause stochastic scattering to
completely dominate the attenuation seen at ultra high frequencies.

5.6.2.2. Analysis of Unknown Grain Size Alumina Series

Testing of the $C_R$ and $C_S$ prefactors was done on three alumina samples known to
have the same composition as the samples in the Microstructural Evolution Alumina
Series. For this, the Rayleigh and stochastic scattering prefactors, measured attenuation
coefficient spectra at each point, frequencies of 40-70MHz, and equations 38 and 39 were
used to solve for average grain size at each point. As each attenuation coefficient spectra
map, seen in Figures 126-128, consists of multiple points at multiple frequencies,
equations 38 and 39 were used to calculate the average grain size at each frequency per
point in each sample. The calculated grain sizes, per point, were then averaged to obtain
mean grain size at each point. This was done assuming either Rayleigh or stochastic
scattering. When performing this type of analysis it would be unknown whether a sample has grains small enough to cause predominantly Rayleigh scattering, large grains to cause stochastic scattering, or a distribution of both. Therefore, it is assumed that the grain size distributions of each sample are wide enough to cause both types of scattering.

The following results show the acoustic predicted mean grain size maps created for the smaller area scans of the Unknown Grain Size Alumina Series samples. The mean, standard deviation, minimum, and maximum values of each map are shown in Table XIV. These statistical data were overlaid on the measured grain size distributions from each sample as a measure of how well the acoustic predicted average grain size matched with the measured.

**Figure 151.** Acoustic predicted mean grain size maps of Unknown Grain Size Alumina sample Small. (a) Assuming Rayleigh scattering and (b) assuming stochastic scattering.
Figure 152. Acoustic predicted mean grain size maps of Unknown Grain Size Alumina sample Medium. (a) Assuming Rayleigh scattering and (b) assuming stochastic scattering.

Figure 153. Acoustic predicted mean grain size maps of Unknown Grain Size Alumina sample Large. (a) Assuming Rayleigh scattering and (b) assuming stochastic scattering.

Each of the acoustic predicted grain size maps seen in Figures 151-153 mimic the behavior of the overall attenuation coefficient maps seen in Figure 124. This is consistent with the belief that acoustic attenuative losses at high frequencies are controlled by scattering by the grains of the primary phase of the material in scrutiny. It
would be a misconception to claim that the assumed Rayleigh or assumed stochastic mean grain size maps represent the actual values of the grains at each point. These maps appear to show the mode and breadth of the grain size distributions where any variation seen across the spatial dimension of each sample would represent a change in the width of the samples grain size distribution.

Table XIV. Statistical information taken from Rayleigh and stochastic predicted mean grain size maps.

<table>
<thead>
<tr>
<th></th>
<th>SMALL</th>
<th>MEDIUM</th>
<th>LARGE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Rayleigh</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>1.61</td>
<td>1.43</td>
<td>1.77</td>
</tr>
<tr>
<td>St.Dev.</td>
<td>0.10</td>
<td>0.10</td>
<td>0.21</td>
</tr>
<tr>
<td>Min</td>
<td>0.96</td>
<td>0.29</td>
<td>0.76</td>
</tr>
<tr>
<td>Max</td>
<td>1.79</td>
<td>1.62</td>
<td>2.11</td>
</tr>
<tr>
<td><strong>Stochastic</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>4.47</td>
<td>3.12</td>
<td>6.74</td>
</tr>
<tr>
<td>St.Dev.</td>
<td>1.20</td>
<td>0.56</td>
<td>1.58</td>
</tr>
<tr>
<td>Min</td>
<td>1.41</td>
<td>1.82</td>
<td>3.15</td>
</tr>
<tr>
<td>Max</td>
<td>6.01</td>
<td>10.15</td>
<td>10.07</td>
</tr>
</tbody>
</table>

It would be impossible to completely verify the validity of these acoustic predicted grain size maps as one would have to measure the actual grain sizes of every grain the in the bulk of the material through some serial sectioning process. The amount of time necessary to count each grain through micrograph images for these samples would take an estimated ten thousand years, assuming one could measure a single grain every second. Upon matching the statistical data of each map with the measured grain size distribution from each sample, a strong correlation can be seen between acoustic predicted and micrograph measured sizes.
Figures 154-156 give the measured grain size distributions with the acoustic predicted statistical data assuming Rayleigh and stochastic scattering. Statistical Rayleigh data are shown in shades of green while statistical stochastic data are shown in shades of blue. The dotted vertical lines within the green or blue shades represent the average predicted grain sizes assuming Rayleigh and stochastic. The darker green and darker blue shaded boxes about the dotted vertical lines represent the standard deviation for each type of predicted grain size and the lighter green and blue boxes represent the minimum and maximum for Rayleigh and stochastic grain sizes, respectively.

**Figure 154.** Overlay of predicted statistical information seen in Table XIV on measured grain size distribution of Unknown Alumina Grain Size Series sample Small.
Figure 155. Overlay of predicted statistical information seen in Table XIV on measured grain size distribution of Unknown Alumina Grain Size Series sample Medium.

Figure 156. Overlay of predicted statistical information seen in Table XIV on measured grain size distribution of Unknown Alumina Grain Size Series sample Large.
The information shown in Figures 154-156 comparing the measured grain size distributions with the acoustic predicted data show a strong correlation for using Rayleigh scattering to predict the modes of these distributions. Assumptions regarding stochastic scattering predict how skewed each distribution is. The difference between the sheer numbers of grains an acoustic wave interacts with compared to the amount of grains that can be measured using an ASTM standard using micrograph images is a strong factor as to why predicted and measured grain sizes do not match perfectly. This is discussed further as a source of error in the next section.

5.6.3. Sources of Error

Each test performed on the four sample sets discussed in this thesis has some error associated with it. This can be caused by initial assumptions, experimental error due to the user, or experimental error due to the measurement technique and equipment resolution. Possible sources of error are discussed regarding the results seen for each sample set.

5.6.3.1. Attenuation Coefficient Spectra-Ultrasound Test Setup Accuracy

The prediction of microstructural feature sizes using an acoustic amplitude attenuation based technique has accuracy commensurate with the voltage resolution of the oscilloscope. Due to the finite voltage step created by the analog-to-digital converter card for the oscilloscope display, amplitude based measurements have some standard deviation associated with them. Again, the voltage resolution for the ultrasound test equipment used in this thesis is 7.1825mV. This amounts to an average standard deviation in attenuation coefficient spectra of 0.054dB/cm when using the 20MHz transducer. Use of the 60MHz transducer gives an average standard deviation in
attenuation coefficient of 0.079dB/cm. Comparing these standard deviation values for each transducer with the measured attenuation coefficient spectra for all sample sets used in this thesis, the absolute occurrence of grain sizes can have as much as approximately 5% error.

The relation of the attenuation coefficient spectra to microstructural feature size is not dependent on the voltage resolution but rather the time resolution and the ability to obtain accurate power spectral densities through the use of fast Fourier Transforms. As mentioned in section 2.5.3., the necessary time resolution of an oscilloscope to perform FFT's is dictated by how high of a frequency transducer is being used. A Fourier transform requires at least 5 data points to accurately define a sine wave. Therefore at the highest frequencies used in this thesis a time resolution of 2ns is necessary to obtain all frequency components of signals containing as much as 110MHz. The time resolution which is achieved by the ultrasound test equipment used in this thesis is approximately 0.3ns which is far greater than the necessary 2ns at the highest frequencies. Therefore, there is no significant error introduced due to the time resolution of the ultrasound test equipment.

5.6.3.2. Derived Equations-Analytical Equation of Acoustic Grain Size Distribution

The derived equation used to determine ultrasound predicted grain size distributions, (equation 78) for the Mullite Series and Titanium Carbide Series made use of an assumption which may introduce some error into the final results. This assumption is that the microstructural features which the acoustic wave interacts with have spherical morphologies. The derivation of the ‘S’ parameter made use of a standard 100% alumina sample whose grain size distribution was measured and used as an input to determine the
force output of the 20MHz transducer. All parts of this derivation which involved length, area, or volume terms assumed those for perfect spheres. It is not known how much error this assumption may impart as the features within the alumina-based microstructures have morphologies which are not perfect spheres; they can all be approximated as different forms of spheroids. It appears, however, that this assumption still allows for predicted grain sizes which show strong correlations with measured data. This may be due to the fact that grain size measurements based off of micrograph images also assume that measurements of the grains great diameter are being performed and thereby also assume spherical or circular grains.

5.6.3.3. Material Properties-Assumption of Thermal Properties

The Zener equation uses frequency, density, thermal conductivity, and specific heat as its inputs. Frequency and density are measured, known terms; however, the thermal conductivity and specific heat are taken from various sources (JANAF tables, Engineered Materials Handbook, or literature). The error introduced in assuming the referenced literature for these values if correct affects the size of the grains predicted through acoustic means. An increase in thermal conductivity causes an increase in predicted grain size where an increase in specific heat will cause a decrease. Due to the fact that the inverted Zener equation is dependent on exceptionally high frequencies, small variations in referenced values for the thermal conductivity or specific heat will not create large variation in the predicted grain sizes.
5.6.3.4. Measurement of Secondary Phase Concentration-X-ray Diffraction

The absolute occurrence of the grain size distribution predicted for the Mullite Series and Titanium Carbide Series is directly dependent on the quantitative results obtain via XRD. The error given to the occurrence of acoustic predicted grain size distributions from XRD results scales proportionally with the error associated with the RIR method for determining relative concentrations of different phases within a material. All quantification-based XRD results had less than 5% error, which is considered acceptable for accurate concentration measurements using the RIR method.

5.6.3.5. Measured Number of Grains-Micrograph versus Ultrasound

It is unclear which type of measurement technique for these grain size distributions is more valid; ultrasound predicted or micrograph measured. The micrograph measured grain size distributions were created from a single sectioned surface using between 300-500 grains, whereas the ultrasound predicted size distributions contain information from billions of grains contained within the entire volume of the sample. As a standard model for measuring grain size distributions using acoustic spectroscopy in dense polycrystalline ceramics does not exist, it is assumed that the micrograph measured distributions, based on Heyn’s lineal intercept model, is more accurate [233]. A complete comparison of this would involve serial sectioning and measurement of an inordinate amount of grains which would require a tremendous amount of time.

Variability in a grain size distribution will become extremely sensitive to acoustic based measurements, whereas it may not be easily detected through the use of micrograph measurements. Statistically, a sample population consisting of 300 or more
elements is considered to be representative of the entire population according to specific distribution models (such as the Student t distribution). The measured grain size distributions would therefore be valid for the sample surface interrogated using a microscope, and it is assumed that those single surfaces are representative of entire bulk grain size populations which the ultrasound beam interacted with. Therefore, it is expected that the acoustic predicted and micrograph measured grain size distributions or average grain sizes will vary from one another.

5.6.3.6. Measured Number of Grains-Stereographic Correction

The main source of measurement error for determining grain size distributions from micrograph images lies with the assumption that the grains are spherical. Stereographic inconsistencies account for the measurement of features to be under by 1.5 times of what is seen in micrographs. However, this is valid for perfect spheres which would be an upper limit of this source of error. The lower limit would assume the features are approximated as cubes, in which case the measurement of features based off of micrograph images would be exact. For the grains measured in the sample series for this thesis (alumina, mullite, and titanium carbide), they tend to approximate oblate spheroids which are closer in shape to spheres than cubes. The correction for each measured grain size distribution by multiplying each size by 1.5 times is possibly a slight overestimate. Comparisons of the measured grain size distributions with those of the acoustic predicted distributions show strong correlations which validates that a stereographic correction of 1.5 times is accurate.
6. Conclusions

This thesis demonstrated the veracity of using high frequency acoustic spectroscopy as a feasible characterization technique for nondestructively predicting microstructural variability and size parameters. The goal of this thesis, to develop an ultrasound nondestructive measurement technique which provides a method to predict grain sizes of alumina-based materials, was achieved. The physics relating to the phenomena of acoustic loss mechanisms in dense, polycrystalline aluminum oxide was both expounded upon and developed to suit the needs of this thesis. Average values of primary phase alumina grains were found over large sample areas as well as predictions for secondary phase grain size distributions. These results correlate strongly with measured microscopy results.

Several important results from the work performed in this thesis are discussed below. Generally, these results can be described as the expansion of acoustic attenuation theory in dense, polycrystalline alumina and the characterization of aluminum oxide-based materials. The development of intraparticle thermoelastic absorption mathematics for alumina-based materials allowed for the testing performed on two of the sample sets studied in this thesis. The extension of acoustic scattering theory to account for grain sizes commonly associated with alumina used for structural applications gave merit to the testing performed on half of the samples used in this thesis.

6.1. Innovative Enhancements and Upgrades to Ultrasound System

To provide the ability to use acoustic spectroscopy as a method of characterizing alumina microstructure an analog-to-digital converter card with a 3GHz sampling rate was acquired through Gage Electronics. It was determined that a sampling rate of 3GHz
would provide sufficient temporal resolution such that fast Fourier transforms up to approximately 150MHz could be taken. The necessity of having this capability was paramount to measuring ultra high frequency attenuation coefficient spectra which exhibited predominantly scattering behavior. Two tasks involved in meeting the goal of extending the measureable frequency range was to integrate a high-sampling rate A/D card and acquiring an ultrasound transducer capable of ultra high frequencies. The integration of such an A/D card required reprogramming of the Legacy® software code used to transform the sample reflections to give power spectral densities. A custom made 150MHz longitudinal, planar transducer was acquired through Imaginant. Testing of this transducer with the ultrasound equipment used in this thesis revealed it had a useable bandwidth of approximately 80-110MHz.

6.2. Development of Analytical Equations

As stated in an earlier chapter, equations which describe the amount of energy lost due to intraparticle thermoelastic absorption as well as the size and number of grains causing such absorption did not exist. This thesis developed equations for both where the latter provides the means of determining grain size distributions of secondary phases within aluminum oxide. Scattering attenuation coefficient is proportional to average grain size, frequency, and constant factors (depending on which scattering regime is applicable). These scattering factors are material constants and must be determined before using acoustic scattering attenuation coefficient spectra as a means of determining average grain size. This thesis provides a basis on the process of obtaining such factors for aluminum oxide which can be applied to other dense, polycrystalline ceramics.

6.2.1. Intraparticle Thermoelastic Energy Loss Equation
Knowledge of acoustic intraparticle thermoelastic absorption was furthered through this work. A derivation which gave an analytical solution for the amount of energy which is lost due to this type of attenuation mechanism was developed.

\[ E_{\alpha TE} (f) = \frac{2}{3} \cdot F_T(f) \cdot a(f) \cdot N_G(f) \]

### 6.2.2. Intraparticle Thermoelastic Energy Loss Equation

The creation of an analytical equation to predict grain size distributions of secondary phases within dense aluminum oxide was achieved. This equation shows the strong dependency of measured attenuation coefficient on the concentration of secondary phases present within a bulk material microstructure.

\[ N_G(f) = \frac{3 \cdot E_i(f) \cdot (1 - e^{-a(f) \cdot d})}{2F_T(f) \cdot a(f)} \]

### 6.2.3. Foundation of Determining Scattering Prefactors

The extension of acoustic scattering theory to include the predictability of average aluminum oxide grain size over large sample areas was demonstrated in. This included empirically obtaining the Rayleigh and stochastic scattering prefactors, \( C_R \) and \( C_S \), respectively. Knowing these two prefactors is the foundation of utilizing ultra high frequency attenuation coefficient data in predicting average grain sizes of alumina-based materials. The methodology behind obtaining these prefactors can be applied to other dense, polycrystalline materials whose scattering behavior is strongly dictated by primary phase grains.
6.3. Acquisition and Creation of Custom Engineered Alumina Sample Sets

The transformation of acoustic attenuation coefficient spectra to provide microstructural information was facilitated by gaining an understanding of the acoustic loss mechanisms operable in these samples. Understanding why the material causes such losses is critical for any application. The frequency range in which acoustic losses could be measured was dictated by the output profile of each transducer. It is understood that the microstructure for each material system inspected using an acoustic spectroscopy method must considered accounting for different loss mechanisms dominating in different frequency regimes.

As a result alumina sample sets where created or acquired to have microstructures that would cause strong absorptive or scattering acoustic losses. Four alumina sample sets were used in this thesis; two for testing absorption-based loss mechanisms and two for testing scattering-based loss mechanisms. The two alumina-based sets used for testing absorption-based loss mechanisms contained incremental amounts of either mullite or titanium carbide. The two sample sets which were used to test scattering attenuation as a method of determining microstructure systematically varied the alumina grain size and contained unknown alumina grain sizes.

6.4. Ultrasonic, FESEM Imaging, Grain Size Analysis, and XRD

Alumina-based materials were characterized both ultrasonically and through conventional microstructural testing methods include FESEM analysis and XRD quantification. Ultrasonic testing provided material properties such as sonic velocities and elastic moduli. The ultrasound NDE also gave C-Scan attenuation coefficient images for each sample set not produced via SPS. These C-Scan images showed the
homogeneity and variability of each sample which allowed for the determination of smaller sections to be studied further.

These chosen sections from each sample were ceramographically prepared for FESEM imaging, and several micrographs were taken for each sample. Each micrograph was analyzed using a semi-automated process to determine grain size distributions. Each measured distribution took into account for stereographic effects. X-ray diffraction was used to determine the volume percent of the secondary phases present within the two sample sets containing either mullite or TiC. XRD revealed that each sample set was well defined, containing an incremental amount of different secondary phases.

6.5. Correlation of Predicted and Measured Data

Before preparation for conventional microstructural testing, acoustic attenuation coefficient spectra were obtained about the region of interest in each sample. The attenuation coefficient spectrum from each sample was transformed using the techniques developed and highlighted in this thesis to output grain size information on either the primary alumina phase or the secondary phases present. Determination of average alumina grain sizes about large sample areas showed strong correlations with conventionally measured distributions. Average grain size maps of aluminum oxide were proportional to the overall attenuation coefficient C-Scan maps using a 60MHz transducer. This further validates that scattering attenuation is dominated by the grains of the primary phase within dense, polycrystalline ceramics. Quantitative predictions of mullite and titanium carbide grain size distributions in two of the sample sets studied in this thesis showed good agreement with their associated micrograph measured grain size distributions. Possible sources of error, including assumptions, equipment resolution, and
that introduced by a user were discussed as potential causes of variability seen between acoustic predicted grain size and micrograph measured grain size.
7. Future Work

The techniques outlined in this thesis used to perform acoustic spectroscopy on dense, polycrystalline alumina have the potential of becoming commonplace testing methods. This is true for not just alumina-based materials, but all types of high hardness, dense structural ceramics. Expanding the use of acoustic spectroscopy as a nondestructive microstructural characterization technique to other types of materials will require a jump in the understanding of acoustic-based physics, specifically the physics involved with acoustic attenuation mechanisms. This thesis laid a foundation for using two types of loss mechanisms in specific frequencies regimes such that valuable microstructural information could be gleaned.

Extending this concept to a wider variety of materials will require completing certain tasks. In general these tasks can be listed as followed:

1.) The understanding of different types of absorption mechanisms applicable on frequency ranges and size scales different than what was used in this thesis. The theory of acoustic scattering is understood, where the concept of using attenuation spectra to predict average grain sizes outlined in this thesis is robust enough to easily transfer to different types of dense ceramic or metallic materials. Creation of standard sample sets to do this is outlined below.

Many acoustic absorption mechanisms exist. Intraparticle thermoelastic absorption was the specific kind of absorption that occurs in the frequency range used for the samples in this thesis. There is a wealth of information which can be extracted from lower frequencies pertaining to materials with feature sizes larger than what was seen in the samples studied. Covering a larger frequency range will allow for the extension of
using acoustic spectroscopy not only in dense ceramics but also different types of materials to include plastics, glasses, glass ceramics, and metals. Each of these materials has microstructures which cause fundamentally different absorptive losses at frequencies lower than the megahertz regime. Gaining an understanding on the specifics of these different loss mechanisms will allow for the interpretation of microstructural information from attenuation spectra.

2.) To study attenuation spectra taken from lower frequencies it is crucial to obtain transducers, pulser-receivers, and remote-pulsers which are capable of emitting and receiving ultrasonic pulses in the kHz regime. This equipment is readily available and less expensive than their higher frequency counterparts. Having a pulser-receiver which is rated to go as low as a tenth of a megahertz should be sufficient for the acoustic testing performed on dense solid materials such as ceramics, glasses, glass ceramics, plastics, and metals. Ultrasonic transducers in this frequency range are easier to manufacturer with a more reliable and repeatable signal output.

It has been a misconception that using higher frequencies is always better. Higher frequency ultrasonic testing is useful when performing C-Scan imaging to locate smaller features; however, there is a realistic upper limit to how high a frequency can be used before diffraction becomes an issue. The wealth of information able to be obtained through acoustic spectroscopy contained at lower frequencies has yet to be exploited.

3.) Software which can accommodate the manipulation of large data sets and expedite the process of transforming acoustic spectra into microstructural information is needed. This should be done to account for as many loss mechanisms which can be understood at any given time. This software can possibly be an add-on to the Rutgers CCR developed
program Hermes® where a new function sorts attenuation coefficient spectra over large sample areas such that the same manipulations used in this thesis are automatically performed.

Depending on the type of loss mechanism being exploited, user-defined inputs for different parameters will be necessary. For example, if one is performing acoustic spectroscopy using spectra which exhibit strong intraparticle thermoelastic absorption behavior, inputs for the materials thermal conductivity, specific heat, and volume concentration (via XRD) will be necessary. If spectra are taken from where scattering dominates, one will need to input the Rayleigh ($C_R$) and stochastic ($C_S$) scattering prefactors.

Once all of the appropriate data can be read into such a program, it will need the capability of being displayed and exported as a file type able to be opened with other graphical analysis software. Data display of grain size distributions may take the form of .avi files which can easily show four dimensional datasets as a type of movie. The four dimensions of such datasets include the x and y spatial dimensions, a color scale representing occurrence, and the size changing as a function of time as the movie is playing. The user should have the option of easily obtaining singular grain size distributions from each point in this four dimensional dataset and creating an average grain size distribution from multiple points.

4.) Software in the form of a database that allows for the creation of a library of materials, their parameters, active acoustic loss mechanisms across different frequencies, acoustic scattering parameters, attenuation coefficient spectra, etc. This database should allow the user to easily input new materials or change parameters of old ones as it is
developed. Recording all information from multiple materials collected with the methods highlighted in this thesis is essential in progressing acoustic spectroscopy as a useful characterization technique. Users need the capability of easily comparing acoustic data such that a stronger understanding of acoustic spectroscopy can be obtained.

5.) To confirm the trends presented in this thesis, different types of dense, polycrystalline ceramics must be tested. This should take the form of using custom engineered samples which vary one aspect of their microstructures at a time. The common structural ceramic materials which could be examined at the Rutgers CCR include silicon carbide, boron carbide, and magnesium aluminate spinel. Each of these materials has a wide host of processing procedures including different methods of densification and use of additives. Ideally, each custom engineered sample set should maintain a constant densification method using as little additives as possible or using a single type of additive at a time. Each type of custom engineered sample set should also include a sample which contains no additives. This sample is necessary to be used as a baseline standard to which all other samples containing additives will be compared against. This will simplify studying measured attenuation coefficient spectra as a start of confirming the trends seen with the alumina-based materials in this thesis.

Starting possible custom engineered silicon carbide sets should include those which vary the grain size, boron carbide additive concentration, carbon additive concentration, and alumina additive concentration. These additives are those which may be considered to be common within SiC used for structural applications. Hot pressing of SiC will ensure that near full densities can be reached without the use of sintering aids. A method of varying the SiC grain size is to systematically change firing temperatures,
pressing pressures, and dwell times at such temperatures and pressures. Starting powders should be as fine as possible such that samples containing submicron grain sizes can be achieved. The size range between samples in this SiC set should range from submicron to hundreds of microns. Having a SiC sample set which systematically varies grain size will allow for the determination of the Rayleigh and stochastic scattering prefactors. These prefactors can then later be used with attenuation spectra taken from silicon carbide with unknown grain size such that average of SiC grain size can be predicted.

Once lower frequency acoustic capabilities are obtained through the acquisition of low frequency pulser-receivers, additives of specific size ranges no longer have to be targeted (as was done with the Mullite and Titanium Carbide Series in this thesis). The size of additives such as boron carbide, carbon, and alumina can be allowed to vary without consequence being incapable of measuring their thermoelastic absorption behavior (both intra and inter particle). These three samples sets should independently contain incremental concentrations of B_4C, Carbon, and Al_2O_3 spanning several samples within each set. Covering a wide range of additive concentration may be difficult but it is necessary in being able to accurately use acoustic spectroscopy to predict the concentration of these additives in future SiC samples. These custom engineered samples should contain between 0.5-30vol% of the different additives. If other methods are necessary (HIP, CIP, etc.) to fully densify these materials with such high and low additive concentrations, then the entire sample set should be produced using such methods.

As with the proposed custom engineered silicon carbide sample sets, the boron carbide sample sets should be tailored in similar fashions. These B_4C samples should
also have systematically varied grain size through the same method of varying firing temperatures, pressing pressures, and dwell times. The use of additives such as carbon and silicon carbide should be varied in a controlled approach. Varying the boron carbide grain size will allow for a better understanding of acoustic scattering behavior while varying additive concentration will lend to acoustic absorption knowledge. Boron carbide has a tremendous degree of elastic anisotropy between its a and c crystallographic directions. A sample set which can vary the degree of texturing between samples will provide a standard for predicting possible texturing in future B$_4$C materials. Scattering behavior will certainly change depending on the crystal orientation in which the acoustic wave is introduced. This can certainly be quantified through the use of empirical observation of a sample set which varies the degree of texturing.

Magnesium aluminate spinel (MAS) is becoming a popular structural material due to its high mechanical properties and transparency across the visible spectrum and into the infrared. As with its mechanical properties, MAS exhibits transparency due to its microstructure. Additive type and concentration, such as lithium fluoride, can create color centers which may degrade the transparency of this material. A custom engineered MAS sample set should vary the concentration of LiF such that this set contains samples with LiF concentrations between 0-30vol%. The goal of this would be to alter the visible transparency. In this sense, acoustic absorption can be correlated with optical density through the use of a visible spectrometer. Creating a MAS sample set which varies grain size by changing the sintering temperatures and dwell times of each sample will promote different degrees of grain growth. This sample set can be used to obtain the Rayleigh and stochastic scattering prefactors, similarly to what was performed in this thesis with the
Microstructural Evolution Alumina Series. These scattering prefactors, specific to MAS, can be used for future prediction of average grain sizes.

The results provided by the work performed in this thesis expanded the knowledge of ultrasound nondestructive testing in ceramic materials. Future work can make acoustic spectroscopy a mainstay and common occurrence for microstructural testing of many types of solid materials. Acoustic nondestructive characterization can provide an inexpensive, safe, and faster alternative to conventional and nondestructive testing techniques for measuring microstructural features throughout large sample areas.
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