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ABSTRACT OF THE THESIS 
 

 

 

Acoustic metafluid with anisotropic mass density and tunable 

sound speed 
 

 

by Mark Joseph Seitel 

Thesis Director:  Prof. Jerry W. Shan 

 

 

 

Metamaterials are artificially synthesized materials with uniquely engineered properties 

that do not occur in nature.  Fabrication of such materials for application to acoustics has 

led to the creation of novel media with distinct bulk modulus and mass density 

characteristics.  Studies in this field have typically examined how the properties of these 

unique materials can be used to manipulate either the attenuation or speed of a 

propagating sound wave.  Previous works have used rigid structures with fluid cavities as 

a means to achieve changes in the acoustic behavior of the system.  These approaches 

have resulted in the successful fabrication of materials with anisotropic mass density as 

well as advanced theoretical considerations for the creation of materials with anisotropic 

bulk modulus.  This work uses a different approach to achieve anisotropic mass density, 

by creating a metafluid consisting of orientable anisotropic ferromagnetic particles.  The 

anisotropy of the mass density is achieved through the induced mass of the particles, 

which varies with the particles’ alignment relative to the direction of wave propagation.  

The successful manipulation of the speed of sound is experimentally demonstrated for the 

two particle orientations examined, namely that of parallel and perpendicular alignment.  

The changes in the speed of sound are found to vary with frequency, confirming that the 
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induced mass is the governing mechanism of the mass density anisotropy.  Comparison 

of the experimental data to theoretical predictions reveals higher-than-expected variations 

in the acoustic wave speed.  This behavior is qualitatively accounted for through 

experimental evidence that indicates particle-particle interactions, resulting in chained 

particle structures that effectively behave as a single particulate with larger dimensions.  

Furthermore, experimental investigations reveal that the magnitude of anisotropic wave 

speed can be controlled through the intensity of the external magnetic field used to align 

the particles.   
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Nomenclature 

 

 

a   semimajor axis for oblate spheroids; semiminor axis for prolate spheroids 

 

A   radius and coil spacing of Helmholtz coil 

 

b   semiminor axis for oblate spheroids; semimajor axis for prolate spheroids 

 

0B   magnetic field intensity 

 

0B


  magnetic field vector 

 

thE   thermal energy 

 

f   frequency 

 

rf   resonance frequency 

 

0F   Stokes drag 

 

DF   drag force 

 

h   aspect ratio 

 

I   electrical current 

 

k   shape factor 

 

Bk   Boltzmann constant 

 

iL   inertia coefficient 

 

m


  magnetic dipole moment 

 

M


  magnetization 

 

n   number of particles 

 

in   demagnetization factor for a direction, i 

 

N   number of turns of wire 

 



 

v 

P   pressure 
 

r


  position vector 
 

R   radius of spherical particle 
 

S   nematic ordering parameter 
 

t   time 
 

T   temperature 
 

mT


  torque applied by magnetic field 

 

u   instantaneous particle velocity 
 

0u   magnitude of the instantaneous particle velocity 

 

U   interaction energy 
 

v   speed of sound 
 

sigV   intensity of transmitted light 

 

321 ,, xxx  a set of Cartesian coordinates 

 

   adiabatic compressibility 

 

 ,,   a set of angles 

 

a   offset angle 

 

   dynamic viscosity 

 

0   magnetic permeability of free space 

 

   kinematic viscosity 
 

   density 

 

   volume fraction of particles in a suspension 

 

   magnetic susceptibility 

 

   volume 
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Chapter 1 

 

Introduction 

 
The speed of sound propagating through a pure fluid is characterized by its bulk modulus 

of elasticity and its density at a given temperature.  By nature, fluids are isotropic, 

exhibiting the same properties for any given direction; however, the addition of any 

foreign particles will result in properties different than that of the pure fluid.  For dilute, 

homogeneous suspensions consisting of particles much smaller than the wavelength of 

sound, the speed of wave propagation can be approximated by a simple volumetric 

averaging of the properties of the solid and fluid phases.  Though this works well as an 

approximation, it fails to accurately predict the behavior of the system for several cases, 

including high viscosity fluids, high density differences between the solid and fluid 

phases, and anisotropic particles.  The last point is of particular interest, as it provides a 

mechanism through which it is possible to create anisotropic behavior in a fluid based 

system.  The main focus of this work is the design of a particle-laden fluid with 

anisotropic properties that allows the suspension to exhibit variable characteristics that 

alter the speed at which sound propagates through the composite medium. 

1.1. Literature review 

A great deal of the recent work done in the field of acoustics has been inspired by the 

successful creation of metamaterials and cloaks for electromagnetic waves.  

Metamaterials are composite structures engineered to incorporate small inhomogenities 

which give the material effective properties that do not exist in naturally occurring 

mediums.  Studies have revealed that electromagnetic metamaterials can be constructed 

to produce magnetic permeabilities previously deemed unattainable, inside of which exist 
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highly augmented electrostatic fields [1]; furthermore, it has been shown that the 

corollary also holds true, in that negative permittivity materials can be constructed 

resulting in improved magnetic fields [2, 3].  This concept evolved into studies of 

cloaking, whereby an object is rendered invisible to incident electromagnetic waves, by 

surrounding it with a metamaterial which acts to bend the waves around the object.  The 

realization of this idea is achievable by a coordinate transformation to distort the EM 

fields about the object; this transformation is then used to produce the permittivity and 

permeability values necessary to achieve cloaking [4].  With the successful demonstration 

of cloaking for electromagnetic waves, investigations began to determine whether these 

concepts of metamaterials and cloaks could be extended to acoustic waves.  The resulting 

studies in this area have generated models of metamaterials that exhibit density and bulk 

modulus properties that cannot occur naturally, giving rise to interesting mediums and 

devices. 

 As the acoustic wave speed in a fluid is a function of density and compressibility, 

research into creating an acoustic metamaterial has resulted in mediums with complex 

properties, including negative mass density and negative bulk modulus.  Fang et. al. [5] 

showed that a negative bulk modulus could be achieved by attaching a series of 

subwavelength Helmholtz resonators to a straight channel filled with water.  Within a 

small resonance frequency range (30-35 kHz), the displacement of the fluid in the neck of 

the resonators became great enough to switch from in-phase to out-of-phase motion, 

creating a negative bulk modulus, and hence, a negative group velocity.  However, in 

order to achieve negative modulus at other frequencies, it is necessary to redesign the 

Helmholtz resonators, as the size and geometry are determining factors in the resonance 
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of the subwavelength structures.  It has also been shown analytically [6] and confirmed 

experimentally [7] that materials of negative mass density are attainable; a popular 

method involves construction of lattices of hard spheres coated by a soft, elastic material.  

However, the metamaterial is frequency-dependent, as the band gaps where negative 

mass density occurs only exist near the resonance frequency of the microstructure.  

Studies have also demonstrated that a metamaterial exhibiting both negative bulk 

modulus and negative mass density may be achieved by using structural units having 

monopolar resonances (creating negative bulk modulus) and dipolar resonances (creating 

negative mass density) [8, 9].  It has been demonstrated that these resonances may be 

achieved with a liquid suspension of rubber spheres in water [8], or with a solid, fcc 

lattice structure consisting of spherical water pockets and rubber coated gold spheres [9]; 

however, similar to the previously discussed works, the double negative conditions are 

frequency dependent over a narrow range. 

 More advanced studies in the area of acoustic metamaterials have led to 

formulations for mediums with anisotropic mass density and bulk modulus.  Torrent and 

Sanchez-Dehesa [10] showed that anisotropic mass density in the radial and angular 

directions could be achieved with concentric ring structures of alternating depths, with air 

as the working fluid.  Anisotropic mass density was also achieved in 2D Cartesian 

coordinates by Zigoneanu et. al. [11] through the inclusion of aluminum rectangles 

oriented with their broad side parallel or perpendicular to the direction of wave 

propagation.  The ability to regulate the mass density of a material in a given direction 

has potential for intriguing applications.  Using a non-resonant, radially symmetric finned 

structure, Li et. al. [12] was able to create an acoustic hyperlens capable of magnifying 
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subwavelength objects by gradually turning evanescent wave components into 

propagating waves.  Practical application of such devices capable of overcoming the 

diffraction limit would have large scale impacts on non-destructive acoustic testing as 

well as medical imaging [12].  Materials with anisotropic bulk modulus have also been 

experimentally realized through the works of Donado et. al. [13] and Nahmad-Molinari 

et. al. [14].  Upon application of an external magnetic field, liquid suspensions of 

ferromagnetic spheres were found to agglomerate and chain, causing sound waves to 

propagate through two different mediums: a primarily fluid phase and a chained 

particulate phase.  Treating the chain of particles as a single effective structure, it was 

shown that the bulk modulus of this solid phase varied with magnetic field strength, thus 

affecting the wave speed through this medium.  Though anisotropic mass density and 

bulk modulus have applications in acoustic hyperlenses and tunable speed of sound, the 

most interesting application of such materials is for acoustic cloaking.  

 One of the major projects in the study of acoustic metamaterials is the creation of 

acoustic cloaks capable of hiding an object from impinging sound waves by bending it 

around the object with no reflection.  There are primarily two proposed methods for 

achieving acoustic cloaking:  constant bulk modulus with anisotropic mass density, or 

constant mass density with anisotropic bulk modulus (pentamode material) [15].  The 

concept of anisotropic mass density has been used by Pendry and Li [16] as well as 

Cummer and Schurig [17] to formulate transformation based solutions devised to cloak 

an object or a “tunnel”, respectively.  It has been shown that these solutions cannot be 

practically applied, as it requires that the hidden object have infinite mass; however, these 

models may be applied to objects of finite mass if some scattering is allowable [15].  An 
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experimental mechanism proposed by Zhang et al [18], is claimed to have achieved 

nearly-perfect 2D acoustic cloaking, through a radially symmetric network of 

subwavelength cells and channels over a broad frequency range (52 to 64 kHz).  The 

results indicate greatly reduced scattering and shadow when the cloak has been employed 

compared to the free-standing object [18].  Therefore, the realization of acoustic cloaking 

has been shown to be feasible by devising mediums consisting of metamaterials with 

anisotropic mass density and bulk modulus.  Though the field of acoustic metamaterials 

is a fairly new and emerging field, significant work has already been accomplished in 

both the theoretical derivation and experimental fabrication of materials capable of 

producing remarkable acoustic behavior. 

1.2. Statement of objectives 

This thesis investigates the use of suspensions of anisotropic particles to create an 

acoustic metafluid with an anisotropic mass density through which it is possible to 

control the speed of sound waves propagating through the medium.  This concept is 

different from previous works, as the changes in speed of sound are achieved through the 

concept of induced mass, which affects the acceleration of the particles and hence the 

overall speed of wave propagation.  Furthermore, the anisotropic mass density effects are 

apparent over a large frequency range, as opposed to previous metamaterials which are 

only capable of operating over a narrow frequency band.  The specific objectives of this 

work are to: 

1. Determine the particle shape most effective in altering the acoustic velocity. 
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2. Validate that the mechanism responsible for the observed changes in the speed 

of sound is in fact due to the induced mass.  In particular, the dependence of 

the induced mass effects on frequency is examined. 

3. Compare experimental data to a theoretical model for sound propagating 

through a suspension of spheroidal particles proposed by Ahuja and Hendee 

(1978). 

4. Characterize the dynamics of the suspension to explain the greater than 

expected changes in velocity.  Specifically, the hypothesis of particle chaining 

due to magnetic dipole interactions is examined by studying the effects of 

interparticle spacing and external magnetic field strength. 

In the following chapters, an overview of the most popular models for speed of sound in 

suspensions of spherical particles (Sec 2.1) is given, as well as a model for spheroidal 

particles (Sec 2.2).  Next, a detailed description is provided of the design and fabrication 

of the experimental setup (Ch. 3), followed by our experimental results for the speed of 

sound propagating through suspensions containing different anisotropic particles (Ch. 4).  

The thesis concludes with a summary of results and suggestions for future work. 
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Chapter 2 

 

Background 

 
Though many theories have been developed to model acoustic wave propagation through 

a suspension, an examination of their principle assumptions is necessary to ensure their 

proper application.  The wave speed models have advanced greatly since the effective 

medium theory proposed by Wood [19], increasing accuracy by incorporating additional 

parameters affecting the sound.  The most successful and accepted models include 

viscosity and inertial terms to account for relative motion between the fluid and solid 

phases at high frequencies.  A review of the theoretical models for acoustic wave speed 

through suspensions of spherical and spheroidal particles is presented, along with the 

restrictions in applying these formulations. 

2.1. Wave propagation in suspensions of spherical particles 

2.1.1. The Urick model 

The model developed by Urick (1947) [20] is a direct application of Wood’s effective 

medium theory to suspensions of particulates in a fluid.  The velocity is calculated 

assuming that the two phases mix ideally such that the suspension may be modeled as a 

single phase with volume-averaged properties of its two components.  In order to apply 

this model, it must be assumed that the particle size, compared to the sound wavelength, 

is negligibly small, as are scattering effects.  The effective suspension properties are 

modeled as the volume averaged density and compressibility, given by 

   fseff   1   

   fseff   1 ,       (2.1) 
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where the subscripts eff, s, and f are used to denote the properties of the effective 

suspension, solid, and fluid, respectively, with the velocity then given by 

   21
 effeffeffv  .        (2.2) 

The Urick model, though simple, is not widely applicable, as any deviation from its 

restrictive assumptions yields inaccurate predictions.  Divergence between predicted and 

actual results arises when examining particles of finite size, as one of the key 

assumptions in this model is that the particles are infinitesimally small; furthermore, this 

divergence increases when the particles are significantly more dense than the fluid [21].  

This is due to an inertial force that arises from the relative motion between the phases, 

which is caused by the density difference, and results in a faster wave speed than 

predicted by the Urick model.  This theory also ignores the effects of fluid viscosity, 

which opposes the aforementioned inertial forces, and therefore tends to decrease the 

sound velocity.  Failure to account for inertial and viscous forces makes application of 

the Urick model limited to all but a few special cases. 

2.1.2. The Urick and Ament model 

Urick and Ament (1949) [22] sought to derive a more robust expression using scattering 

theory, that could be applied to suspensions with particles of finite size.  They modeled 

the particles as discontinuities in the fluid and assumed that the total excitation of a 

particle would be the sum of the incident wave and re-reflected wave excitations.  The 

major assumptions in this derivation are that the particles are rigid, compressible, 

unbound in their movement, and negligible in volume; furthermore, only the zero and 

first order scattering coefficients derived by Lamb [23] for a rigid sphere oscillating in a 

sound field, are used.  Due to the limited number of scattering coefficients, multiple 
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scattering and particle interaction effects remain unresolved, limiting the applicability of 

this theory to weak scattering.  However, by using scattering theory, other parameters, 

such as fluid viscosity, particle size, and acoustic frequency, are accounted for in the 

formulation.  The wave speed formulation found by Urick and Ament (1949) is the same 

as the expression given in Eq. (2.2), with the effective compressibility the same as in Eq. 

(2.1), but with the effective density given by 
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This formula is an improvement upon the Urick model (1947) as it incorporates the 

particle’s radius, R, the sound frequency, through f 2 , and the kinematic fluid 

viscosity, ν.  The model accounts for viscous forces over the critical length δ, which 

represents the distance over which the amplitude of shear waves decline by a factor of e.  

In the limit of infinitesimally small particles, the inertial and viscous effects are 

negligible and this velocity equation reduces to that of Urick (1947).  The limitations in 

applying this formulation arise from the use of only the zero and first order scattering 
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coefficients, which make it unsuitable for higher volume fraction suspensions, where 

multiple scattering may be present [21]. 

2.1.3. The Ament model 

Ament (1953) [24] derived an expression for the wave speed propagating in a suspension 

through an analysis of the equations for incompressible flow, conservation of momentum, 

and equilibrium between the drag (from Lamb (1932)) and buoyant forces acting on an 

oscillating sphere.  Similar to the previous models, the particles in suspension were 

assumed to be rigid and compressible spheres; however, in this model, the particle size 

may approach the height of the shear waves, δ, provided this distance is much smaller 

than the propagating wave.  In addition, the length δ is assumed to be smaller than the 

interparticle spacing, such that the effects of particle-particle interactions are negligible.  

Eq. (2.2) is applied to calculate the velocity in the suspension, with the effective 

compressibility determined from Eq. (2.1) and the effective density from 
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Due to the condition that the length scale of the shear waves be much smaller than the 

particle spacing, concentrations over which the Ament equation is applicable require low 

volume fractions.  However, this proves to be the only major limitation in the use of the 

Ament model, as discussed in a review by McClements et. al. (1987) [21]; furthermore, 
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due to its incorporation of both inertial and viscous effects as well as less restriction in 

particle size, the Ament model has been suggested to be the most applicable and accurate. 

2.1.4. The Ahuja model 

Similar to the derivation employed by Ament (1953), Ahuja (1972) [25] devised a wave 

equation for sound propagating through a suspension by solving the equations of 

conservation of mass and momentum on a homogeneous suspension volume element.  

The equation of motion is determined for an oscillating particle subject to a drag force 

consisting of both inertial and viscous forces, and may be expressed as 
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where vp and vf are the velocity at the center of the particle and velocity of the fluid in the 

absence of particles, respectively, and τ and s are dimensionless parameters that depend 

on the material properties of the solid and fluid.  Assuming that vf varies as tie  , the 

equation of motion is solved to give the instantaneous particle velocity 
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where 
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The equation of continuity, determined through a perturbation analysis on a differential 

suspension volume element, is given by 
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where the subscript eff denotes volume average properties of the suspension.  The 

momentum equation is derived by taking the derivative of the volume-average 

momentum density equation, which may be expressed as (ignoring higher order terms) 
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The final form of the momentum equation calculated by Ahuja, incorporates the equation 

of motion (Eq. (2.10) and (2.11)) to form the expression 
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The mass and momentum equations (Eq. 2.13 and 2.15) were differentiated with respect 

to position, x, and time, t, respectively, to give a final wave equation, from which the 

acoustic wave speed is found to be 
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The model developed by Ahuja (1972), much like the Ament (1953) formulation, is 

applicable to dilute suspensions, where inter-particle spacing is large enough that no 

interactions occur between particles. 

 In the aforementioned review conducted by McClements et. al. (1987) [21], the 

various models discussed are compared to experimental data to examine the validity and 

applicability of each theory.  Of the situations examined, the Ament model (1953) proved 

fairly accurate in the majority of cases, and was therefore deemed the overall most useful 
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by McClements et. al. [21]; however, the Ahuja model gave very similar predictions to 

the Ament model, thereby validating the accuracy of this model as well.  Fig. 2.1 

illustrates one example of the comparability between the two predictions for a suspension 

of Kaolinite in water.  McClements et. al. (1987) compared these results to experimental 

data, with the predictions of the Ament model lying slightly below the experimental data; 

therefore, the Ahuja model (which lies slightly above the Ament model) is an equally 

appropriate approximation for the experimental results.   

 
Figure 2.1. Ament and Ahuja predictions for Kaolinite in water 

 

Assertion of the validity and accuracy of the model posed by Ahuja (1972) is necessary, 

as a variation of this model was developed by Ahuja and Hendee (1978) to account for 

particles of non-spherical shape. 
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2.2. Wave propagation in suspensions of spheroids – Ahuja and Hendee model 

As apparent from the previous section, there exist several theories to model acoustic 

wave propagation through suspensions of spherical particles; however, there is a scarce 

number of theories designed to account for the presence of spheroids.  In contrast to the 

analysis of spherical particles, where the isotropy of the particle makes alignment 

definition unnecessary, analysis of spheroids requires specification of the alignment of 

the particles’ axes.  A complete analysis of such particles is difficult as determining 

distribution functions to account for all angular orientations is complex.  For this reason, 

Ahuja and Hendee (1978) [26] analyzed the simplified case of spheroids where the only 

orientations considered are those with the axis of symmetry aligned parallel or 

perpendicular to the direction of wave propagation.  The theory is developed for both 

prolate and oblate spheroids through an analysis analogous to that employed by Ahuja 

(1972) for spherical particles.  The total drag force experienced by spheroids oscillating 

in a viscous fluid is a combination of inertial and viscous forces, and is given by 

 suba
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and u and ε are defined as in Eq. (2.11) and (2.12), respectively, with the values of τ and s 

given by Eq. (2.19) and (2.20), respectively.  The first term of Eq. (2.18), proportional to 

the instantaneous acceleration, du/dt, represents the inertial forces and the second term, 
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proportional to the instantaneous velocity, u, represents the viscous forces.  This is 

similar to the formulation proposed by Ahuja (1972) for spherical particles, however, this 

version of the drag force reflects the shape and alignment dependence of spheroids 

through the shape factor, k, and the inertia coefficient, Li.  The values of shape factor and 

inertia coefficient are derived for unsteady flow across an axisymmetric particle as 

determined by Happel and Brenner (1965) [27] and Lamb (1932) [23], respectively.  

These terms are functions of both the type of spheroid under consideration (prolate or 

oblate) as well as whether the alignment of the spheroid is parallel or perpendicular to the 

direction of wave propagation.  In this work, the alignments are defined as relative to the 

axis of symmetry of the spheroid; hence a particle with parallel alignment is positioned 

with its axis of symmetry parallel to the acoustic wave vector, as shown schematically for 

an oblate spheroid in Fig. 2.2. 

             
Figure 2.2. Oblate spheroid aligned parallel (left) and perpendicular (right) to the acoustic velocity, v 

 

The dimensions a and b denote the semimajor and semiminor axes of oblate spheroids, 

respectively, with the opposite designation for prolate spheroids.  The drag force for 

spheroids is then used to formulate the equation of motion for the suspension given as 
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Substitution of the equation for drag force (Eq. (2.18)) into this expression, and using the 

same relation for instantaneous acceleration from Eq. (2.11), the equation of motion is 

found to be identical to that of Eq. (2.10), where the values of τ and s are given by Eq. 

(2.19) and (2.20), respectively.  Similarly, the conservation of mass and momentum for 

spheroids is identical to that derived by Ahuja (1972) for spherical particles, with the 

appropriate substitutions made for τ and s.  The formulation for the wave equation is 

therefore identical to that previously described for the Ahuja model for spherical 

particles, with the speed of sound given by Eq. (2.16).  The Ahuja model is thus rather 

elegant, as its derivation and governing equations are the same for any particle, with the 

adjustments for particle shape and orientation accounted for in the τ and s parameters. 

 To the best of this author’s knowledge, few experimental studies have been 

performed to study wave speed in suspensions of anisotropic particles; therefore, direct 

comparison of theory to experiment cannot be made.  However, the derivation executed 

by Ahuja is independent of particle shape and thus the comparison previously made to the 

Ament model provides a basic assessment of the accuracy of the method employed by 

Ahuja.  This leaves only the shape factor and inertia coefficient as possible sources of 

inaccuracy; however, the derivations of these parameters by Happel and Brenner [27] and 

Lamb [23], respectively, are highly cited in literature, leaving little doubt about their 

validity.  Therefore, though no direct comparison has been made with the Ahuja model 

for spheroids, the validity of the constituent components of the theory provides 

justification of the use of this formulation. 
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2.2.1. Influence of shape and alignment on the speed of sound in suspensions 

The formulation for the drag force acting on a particle oscillating in a viscous medium is 

composed of an inertial term and a viscous term.  As previously discussed, the inertial 

term acts to increase the relative motion between the solid and liquid phases, resulting in 

a change in the speed of sound relative to that predicted by effective medium theory, 

while the viscous term dissipates the energy of the system, thus restoring the change 

incurred in the speed of sound; therefore, only inertial effects are capable of altering the 

acoustic wave speed.  Furthermore, within the inertial term, is the induced mass of the 

particle which is responsible for modifying the momentum conservation equation and 

thus, in turn, altering the wave equation and the speed of wave propagation [26].  As a 

particle accelerates through a fluid, it must displace, and thus accelerate, some of the 

fluid surrounding it, which changes the inertia of the system to a value greater than that 

of just the accelerating particle alone.  Furthermore, the volume of fluid accelerated by 

the particle will vary for anisotropic particles with their alignment, and thus the overall 

inertia of the system will depend on the particle’s shape and orientation.  The induced 

mass, given by 

 







 fiinduced baLm  2
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       (2.22) 

consists of an inertia coefficient, Li, and the equivalent mass of fluid occupied by a 

particle.  The inertia coefficient is ½ for spherical particles, but is a function of the 

dimensions of the particle and its orientation for spheroids.  It can be seen the spheroids 

thus have an anisotropic mass density, which for a given particle, may vary with 

orientation, as governed by the induced mass, thus creating a variable speed of sound.  In 

order to create the greatest changes in the speed of sound, it is necessary to have an 
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inertia coefficient that varies significantly with orientation.  Fig. 2.3 shows the relation 

between the inertia coefficient and aspect ratio, as the aspect ratio increases from less 

than ½ (oblate spheroid) to greater than ½ (prolate spheroid), for the cases of parallel and 

perpendicular alignment.  The change in the inertia coefficient due to alignment for 

prolate spheroids is small, as in the limit of infinitely large aspect ratios, Lparallel 

approaches zero, and Lperpendicular approaches unity.  In contrast, the changes in the inertia 

coefficients for oblate spheroids increase exponentially with decreasing aspect ratio, as 

Lperpendicular tends to zero and Lparallel tends to infinity. 

 
Figure 2.3.  Inertia coefficients for prolate and oblate spheroids oriented parallel or perpendicular to 

the direction of wave propagation; aspect ratio of unity denotes a sphere 

 

Qualitatively, this large change may be interpreted as the significantly greater drag 

present on a flat particle moving broadside in a fluid, as oppose to the substantially 

smaller drag seen on the particle when moving edgewise.  The prolate spheroid, being 
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long and thin does not have a large area profile when moving either end-on or side-on in 

a fluid, and therefore does not experience any substantial change in induced mass with 

orientation.  Therefore, the greatest changes in the inertia coefficient (and consequently, 

the speed of sound) due solely from varying the orientation of the particles is predicted to 

be seen in oblate spheroids; conversely, a minimal change in the speed of sound is 

expected for prolate spheroids. 

 Though the inertial term has been shown to be affected significantly by the 

induced mass, it is necessary to discuss the other term which also constitutes the 

coefficient of the instantaneous acceleration.  This term, given by 
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arises from the formulation of the drag force acting on an axisymmetric particle 

oscillating in a viscous fluid [28].  Similar to the inertia coefficient, Li, the shape factor, k, 

is a function of aspect ratio and orientation in the acoustic field; however, the direct effect 

of the shape factor in modifying the speed of sound is minimal.  Fig. 2.4 shows the 

magnitude of the shape factor as a function of aspect ratio, which, for an isotropic particle 

(a sphere), the value is unity. 
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Figure 2.4. Shape factor, k, for prolate and oblate spheroids oriented parallel or perpendicular to the 

direction of wave propagation 

 

The shape factors for oblate spheroids do not vary significantly with orientation, even in 

the limit of 1ab , as kparallel approaches  38  and kperpendicular approaches  916 .  

In contrast, the shape factors for prolate spheroids both rapidly increase in magnitude 

with higher aspect ratios, with kperpendicular higher than kparallel.  Though these differences in 

the shape factors with alignment may appear to have a significant impact on the speed of 

sound, in the limit of high aspect ratio, the semiminor axis, a, approaches zero, which 

causes the expression for Stokes drag, given by 

 00 6 auF f ,        (2.24) 

(where u0 is the magnitude of the instantaneous velocity of the particle) to approach zero.  

Therefore, any effects that may have been predicted from the shape factors of prolate 
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spheroids of high aspect ratio are negated by the resulting decrease in the formulation of 

the drag force. 

2.2.2. Influence of frequency on the speed of sound in suspensions 

In the previous section, the significance of the inertia coefficient (through the induced 

mass) and shape factor were discussed in the context of greatest effect on the speed of 

sound, and it was shown that the induced mass has the most impact.  However, the 

magnitude of the induced mass’s effect is only readily apparent for certain conditions.  

The first condition, which was previously discussed in the assumptions of wave 

propagation in suspensions of spherical particles, is that the change in the speed of sound 

will be greater for higher density differences between the liquid and solid phases.  The 

second condition is that the inertial forces will dominate over the viscous forces at high 

frequencies.  In the limit that the frequency approaches infinity, δ approaches zero, 

whereby τ approaches Li, and s and ε approach zero.  As a result, the equation for the 

speed of sound in the suspension is reduced to 
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such that the induced mass (as seen through the inertia coefficient) dominates the 

behavior of the system.  Therefore, as the frequency increases, the viscous effects are 

reduced and the shape and orientation dependence of the particle becomes most 

significant.  Fig. 2.5 shows a system similar to that presented by Ahuja and Hendee 

(1978), revealing the frequency dependence of prolate and oblate spheroids of volume 

87μm
3
, suspended in a fluid of kinematic viscosity 0.015cm

2
/s.   
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Figure 2.5. Total change in velocity due to alignment relative to that of the base fluid for oblate and 

prolate spheroids with density ratios of solid to liquid of 2.5 and 7.5 

 

The ratio of adiabatic compressibilities  fs   is taken to be zero and the concentration 

of particulates to be 0.1 v.f.; furthermore, the density dependence was examined by 

considering solid phases of density 2.5 and 7.5 times that of the suspending fluid.  In 

order to emphasize the difference in the frequency response of prolate and oblate 

spheroids, the semimajor axes were increased to double that presented by Ahuja and 

Hendee (1978).  Fig. 2.5 reveals that the induced mass begins to affect the system at the 

kilohertz frequency and eventually dominates the behavior of the system at and above 

megahertz frequencies, as at these higher frequencies the length of the shear waves, δ, is 

reduced and becomes less influential.  Furthermore, the figure reveals far greater changes 

in the speed of sound for oblate spheroids than for prolate spheroids, which is due to the 

large differences in the induced masses for oblate spheroids oriented perpendicular 
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(where Li approaches zero) and parallel (where Li approaches infinity).  Therefore, the 

greatest changes in the speed of sound, for a given particle, due solely to alignment are 

predicted to occur for ultrasonic waves propagating through suspensions of oblate 

spheroids with a density much greater than that of the suspending fluid and an aspect 

ratio 1/ ab . 

 The model derived by Ahuja and Hendee (1978) predicts that the acoustics of 

suspensions of non-spherical particles depends on more than just the physical properties 

of the materials.  Rather, the anisotropy of the particles must be accounted for, as well as 

the orientation relative to the propagating wave.  Furthermore, particles composed of the 

same material and encompassing the same volume, but having dissimilar geometry, are 

predicted to experience widely different results at ultrasonic frequencies due to this 

anisotropy. 
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Chapter 3 

Experimental Setup for Speed of Sound Measurements 

 

A review of the most common techniques for measuring the speed of sound in liquids is 

given as well as a discussion on the criterion for the selection of the technique used in 

this work.  A detailed discussion of the system used to measure the speed of sound is 

presented and the design specifications are explained for the suspension chamber and 

electromagnet.  To ensure the accuracy of the data acquired, calibration tests are 

performed using pure fluids and the empirical results compared to published values.  In 

order to achieve the most stable suspensions, a variety of suspending fluids are tested for 

miscibility and particulate stability and the details regarding the preparation of the 

suspension is presented.  Finally, the experimental procedure is given for the 

measurement of the speed of sound. 

3.1. Review of Speed of Sound Measurements of Liquids 

3.1.1. Techniques for Measurement of the Speed of Sound in Liquids 

Primarily, the speed of sound in liquids is measured using either variable path-length 

interferometry or time-of-flight measurements.  The basic design of a variable path-

length interferometer consists of a transducer and a reflector (whose position can be 

adjusted) separated by a volume of fluid.  The transducer emits a wave burst, originating 

from a continuous waveform, which traverses the volume of fluid, strikes the reflector 

and returns to the transducer.  The phase of the reflected burst is compared to that of the 

continuous waveform over a range of path lengths [29].  In typical devices, such as the 

one used by Del Grosso [30], the exact position of the reflector is determined from an 
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optical interferometer, by fringe counting; the exact position, combined with the phase 

difference between the continuous and burst waveforms, enables computation of the 

acoustic speed.  In contrast, the time-of-flight technique uses one or more fixed path 

lengths and the exact time required for the wave burst to traverse this path is measured 

directly.  Multiple path length devices, such as that used by Ball and Trusler [31], consist 

of two cylindrical cavities of different known lengths where the fluid is placed, with a 

single transducer exposed to one of the open sides of each of the cavities, and a reflector 

closing off the other end of each cavity.  The transducer transmits wave pulses 

simultaneously through both cavities, and the different transit times of the reflected 

waves are recorded by a digital data acquisition device.  The velocity in this pulse-echo 

overlap technique is found by dividing the difference in the distances traveled by the 

difference in the times of the received waveforms.  The advantage of this technique is 

that system errors arising from electrical delays are eliminated when taking the difference 

of the travel times, as they are both recorded by the same transducer.  Single path 

devices, though less common, may also use the pulse-echo technique, but they require 

additional calibration tests with well documented fluids to determine the magnitude of 

electrical delays, which can then be eliminated during data processing.  Greenspan and 

Tschiegg [32] developed such a system with their “sing-around” velocimeter, which 

consists of two transducers and a reflector.  One transducer is used to emit the wave 

pulse, which impinges on a reflector that redirected the pulse, almost back upon itself, to 

a second transducer.  Similar to the Ball and Trusler apparatus, the velocity is calculated 

by dividing the path length by the difference of sent and received signal times, with 

system timing errors eliminated through calibration with distilled water [32].  The “bent” 
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path is used to minimize errors arising from bulk motion of the fluid; however, for small 

volume apparatuses, the effects of fluid motion are negligible [32].  Though the use of 

two transducers requires additional calibration to eliminate error, it has the advantage of 

having transducers with independent functions and simplifies the electrical connections.  

In both variable path-length interferometry and time-of-flight measurements, planar mode 

vibration transducers are used to maximize the intensity of the wave transmitted in a 

single direction.  Furthermore, due to the dependence of a fluid’s bulk modulus and 

density on temperature, each experimental setup is temperature controlled to ensure 

accuracy and repeatability of results. 

3.2. Suspension chamber for speed of sound measurement 

3.2.1. Selection of measurement technique 

In this work, a single path, time-of-flight technique proved the optimal choice for speed 

of sound measurements, due to simplicity of its design and high degree of accuracy.  As 

the overall objective of this work is to examine the changes in the speed of sound of 

anisotropic, alignable particulate suspensions, design priority was given to achieving 

particle alignment.  Two categories of orientation-controllable particles were considered:  

those which could be directed by electric fields and those by magnetic fields.  It was 

determined early on to use piezo-ceramic transducers for sound wave generation, which 

require an electrical signal input; therefore, inducing particle alignment by electric fields 

was warranted against, to avoid potential destructive interactions between the electrical 

transducer signal and the electrical field for particle alignment.  The decision, then, to use 

a controllable magnetic field from an electromagnet with ferromagnetic particles, made it 

clear that variable path-length interferometry would not be practical due to physical 
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constraints.  As the two particle alignments under examination are axis of symmetry 

parallel or perpendicular to the wave vector, it is necessary to apply the magnetic field in 

these directions, which would be feasible for perpendicular alignment, but impractical for 

parallel alignment, as it would require that the entire interferometer fit between the coils 

of the electromagnet.  The alternative would be to modify the classic design of the 

variable path-length interferometer to accommodate the dimensions of the electromagnet; 

however, creation of such a device with the necessary accuracy would be very difficult 

and modification of the design would by trying.  For these reasons, variable path-length 

interferometry was not selected for this study. 

Time-of-flight techniques, in contrast, can be more readily modified to fit the 

constraints of various experimental investigations due to the simplicity of their design.  

Initially, the well-proven pulse-echo overlap technique was considered; however, 

preliminary experiments revealed that it would not be suitable for application to 

particulate suspensions.  The addition of micron-scale particles to a liquid causes 

attenuation of the signal with increasing volume fraction of particulates.  It was seen 

experimentally that the intensity of the reflected signal traveling through a particle-laden 

suspension was very low, and oftentimes, indistinguishable from the noise.  Since a 

received signal of high intensity is desirable, the reflector was replaced with a second 

transducer, to receive the signal, thus reducing the path-length by a factor of two, and 

producing clear received signals of greater intensity.  The resulting design is essentially 

the “sing-around” [32] technique, without the “bent” path, which is viable so long as the 

appropriate calibration tests are run to eliminate electronic delays, and the volume small 

enough ensure that bulk fluid motion is negligible [32]. 
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3.2.2. Suspension chamber specifications 

Due to the unique nature of the current work, a specialized suspension chamber is 

designed to carry out the time-of-flight measurements.  The chamber, seen in Fig 3.1, is 

composed of acrylic and contains two 5.0MHz resonance frequency, planar mode 

vibration, piezo-ceramic discs (20mm diameter), from Steiner & Martins, Inc. 

 
Figure 3.1. Suspension chamber, showing the 5.0MHz resonance frequency piezo-ceramic discs 

 

Epoxy is used to mount one flat surface of each disc to a bored depression in the acrylic 

wall, such that the freely vibrating surface of the disc and its wall are flush with one 

another.  One piezo disc is fixed to the wall of the chamber and the second to a 

removable acrylic plate, dimensioned to fit precisely into any of the nine equally spaced 

slots traversing the length of the chamber.  The equally spaced slots are used for 

calibration purposes, while only one, fixed position of the removable transducer is used 

for the actual experiments.  Fig 3.2 shows a CAD rendering of the suspension chamber 

with its dimensions.  As the volume of the chamber is small, effects of bulk fluid motion 
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are negligible, such that the “bent” design of the “sing-around” technique is not necessary 

[32].  Diffraction effects are minimized by designing the chamber width to be twice the 

transducer diameter [29]. 

 
Figure 3.2. CAD drawing of suspension chamber showing dimensions and slots (measurements are in 

inches) 

 

The suspension chamber is also designed to house a set of 450kHz resonance frequency, 

planar mode vibration, piezo-ceramic discs (5mm diameter), mounted on two removable 

acrylic walls, dimensioned to securely fit in the chamber slots.  A set of piezo discs, 

designed for a lower resonance frequency was necessary when examining frequency 

effects on the suspension acoustics.  Though the original, 5.0MHz piezo discs could be 

forced to operate at a lower frequency, the received signal often appeared too distorted; 

however, operating the discs at a higher frequency produced no distortion and only a 

small decrease in the intensity of the transmitted pulse.  Similar behavior was seen with 

the 450kHz piezo discs; in fact, the 450kHz discs produced cleaner signals when 

operating at 1.0MHz, than at 450kHz, so experiments with these discs were performed at 

1.0MHz. 
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3.2.3. Calibration Tests 

As previously mentioned, single path time-of-flight (T.o.F.) techniques require additional 

calibration tests with pure fluids to account for electronic time delays.  For a perfect time-

of-flight system, the velocity is calculated by dividing the absolute distance traveled by 

the time difference of the received and sent signals; however, electronic time delays 

present in all systems may shift the measured time values.  In order to obtain the same 

velocity as the perfect time-of-flight system, a correcting factor must be added to the 

absolute distance.  Assuming that the time delay arises solely from the electronics of the 

system, it can be assumed a constant, and invariant with the position of the removable 

piezo disc.  Since the spacing of slots are of an equal and known dimension, time data 

collected at each of these positions combined with the known separations, is used to 

determine the velocity with minimal error by a linear regression analysis.  The resulting 

velocity is the true velocity, as the error from the time delay is inconsequential as each 

time value is shifted by the same amount; furthermore, the y-intercept provides the 

information necessary for correction of the absolute distance.  Once this distance 

correction is known, the velocity may be determined by the data collected for a single 

path length. 

 In the following calibrations, the data collected for the transducers at their closest 

position is plotted as a distance of zero, and the time data for successive positions spaced 

in accordance with the known spacing between slots.  The advantage of displaying the 

data in this fashion is that the y-intercept of the linear regression curve directly gives the 

time-delay corrected distance of the first transducer position.  The calibration 

experiments are performed on both the fr = 450kHz and fr = 5MHz piezo-ceramic discs at 
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a stable temperature of T=20°C (the temperature regulation and experimental setup are 

discussed in another section).   

Distilled water is examined as the first calibration fluid, as its properties are well-

documented and the wave propagation speed through it has been calculated to a high 

degree of accuracy.  The calibration curves of distilled water, in the format described 

earlier, are presented in Fig. 3.3. 

 
Figure 3.3. Calibration curves of fr=450kHz and fr=5MHz piezo discs using distilled water, with 

linear regression curves and their equations shown. The fr=450kHz are operated at f=1MHz 

 

Visual observation of the experimental data points reveals a high degree of linearity with 

minimal deviations.  The y-intercept differences between the two sets of piezo discs 

occurs because the fr=5MHz set has one disc attached to the wall at some distance 

different than the spacing between slots, whereas each of the fr=450kHz discs lie in the 

slots and are therefore spaced according to the slot spacing.  To assess the accuracy of the 
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velocity measurements obtained, the calculated velocities are compared to those 

determined by Del Grosso [30], and are shown in Table 3.1. 

Table 3.1. Speed of sound measurement accuracy for the two piezo-ceramic systems 

Method Del Grosso fr = 450kHz piezo 

discs 

fr = 5MHz piezo 

discs 

Velocity (m/s) 1482.343 1498.4 1482.8 

Percent Error (%) ------ 1.083 0.0308 

 

The results show that the fr=5MHz piezo disc system is highly accurate; though the 

fr=450kHz piezo disc system displays a higher error, it is still accurate within the required 

parameters of this experiment. 

 The second calibration fluid selected was SAE30 oil (available from Bel Ray), as 

it is the optimal fluid for suspending the particulates (selection of the suspending fluid is 

discussed in another section).  The theoretical speed of sound is determined from the 

tabulated bulk modulus and density values at T=20.0°C, provided by the manufacturer in 

the Material Safety Data Sheet.  The calibration curves for the fr=450kHz and fr=5MHz 

piezo systems, along with their linear regression curve-fits, are shown in Fig 3.4.  The 

experimental data matches well with the linear regression curve-fits with minimal 

deviations.  As the closest position of the transducers in both systems is the same for 

distilled water and SAE30 oil, the time-delay corrected distance, given by the y-intercept 

of the linear-regression curve, should be the same in both cases.  Comparison of the 

values for the fr=5MHz system reveals a minor difference of 0.274%, and 7.13% for the 

fr=450kHz system.  Though the difference in the effective distance of the first 

measurement point is slight, the lengths determined from the SAE30 oil are employed in 

the velocity computation of the particulate suspensions, as the fluid is the same. 
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Figure 3.4. Calibration curves of fr=450kHz and fr=5MHz piezo discs with SAE30 oil. The fr=450kHz 

are operated at f=1MHz 

 

The accuracy of this time-of-flight device is examined by comparing the velocity 

computed experimentally with that predicted by theory; the results are shown in Table 

3.2. 

Table 3.2. Accuracy of speed of sound measurements determined by experiment 

Method Theoretical fr = 450kHz piezo 

discs 

fr = 5MHz piezo 

discs 

Velocity (m/s) 1477.556 1486.5 1476.1 

Percent Error (%) ------ 0.6053 0.0985 

 

The high degree of accuracy of the results validates the use of this time-of-flight method 

for finding the speed of sound of particulate suspensions. 

3.3. Electromagnet for particle alignment 
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The major focus of this work is to examine the alignment effects of anisotropic particles 

on the acoustics of a system; therefore, creation of a controllable and reliable method of 

orienting the particles is of critical importance.  As was previously discussed, the design 

of the suspension chamber restricted the external field-based methods for alignment to 

magnetic fields for manipulation of ferromagnetic particles.  In order to ensure 

homogeneous particle alignment within the chamber, a uniform magnetic field must be 

applied, which is most easily achieved with a Helmholtz coil.  Though Helmholtz coils 

are available for purchase, it was necessary to fabricate one to meet the unique field 

strengths and dimensions of the experiments.  The design process was executed as 

follows:  first, polarimetry experiments were performed to determine the ideal magnetic 

field strength for particle alignment; second, the physical parameters of the Helmholtz 

coil were calculated to satisfy system requirements; lastly, the coil was calibrated for 

experimental application. 

3.3.1. Polarimetry 

A modified version of the polarimetry technique (shown in Fig. 3.5) used by Brown et. 

al. (2007) [33] was implemented to determine the relation between magnetic field 

strength and particle alignment.  Rather than using electrodes to apply electric fields, 

permanent magnets were positioned around the sample cuvette and the magnetic field 

strength varied by altering the separation between magnets.  Nickel coated multi-walled 

carbon nanotubes (MWNTs), available from NanoAmor, were chosen as the suspending 

particle, as their nanoscale size and high aspect ratio make them suitable for light 

polarization when they are aligned [33].  The experimental setup consists of a linearly 

polarized helium-neon laser, two polarizers, a cuvette containing the Ni-MWNTs 
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suspended in a solution of water and a surfactant (details of the suspension are presented 

in another section), and a photodiode, which detects the intensity of the transmitted light. 

 
Figure 3.5. Schematic of the laser polarimetry experimental setup [33] 

 

The laser beam first passes through one polarizer, oriented at an angle of 4 , relative 

to the x-axis, travels through the sample, then reaches the second polarizer oriented at 

4  plus a small offset angle, and finally terminates at the photodiode.  The angle of the 

polarizers creates nearly complete extinction of light when the Ni-MWNTs are randomly 

aligned; however, for nanotubes alignment at an angle of zero, light is transmitted to the 

photodiode, with intensity dependent on the degree of particle alignment.  The nematic 

order parameter, S  (defined as 0 for random alignment and 1 for perfect alignment), is a 

measure of the extent of a particle’s alignment in a given direction, and may be calculated 

by measuring the light intensity transmitted for the unaligned case,  0sigV  and aligned 

case,  SVsig  as follows: 

xS log600         (3.1) 

 

where 
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The  term is a constant for a given particle and is a function of the absorption cross 

section; however, for the purposes of finding an appropriate magnetic field strength, 

neither the exact values of  or S are of importance.  Rather, the focus lies in locating 

the magnetic field strength of alignment saturation; that is, the lowest magnetic field 

strength at which the nematic ordering parameter, S , attains its highest value.  Therefore, 

plotting the parameter S  against the field strength yields the minimum magnetic field 

necessary to achieve the highest possible ordering parameter of the given particle.  This 

analysis was performed on the Ni-MWNT, with the results displayed in Fig. 3.6.  As the 

data shows, the alignment of the particles begins to stabilize near a field strength of 1000 

Gauss, with only minor improvement in the nematic ordering parameter for higher 

magnetic fields.  Therefore, field strengths in the vicinity of 900 to 1000 Gauss were 

considered as saturation limits, providing the primary design requirement of the 

Helmholtz coil. 
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Figure 3.6. Alignment saturation of Ni-MWNTs as determined by laser polarimetry 

 

3.3.2. Design and fabrication of Helmholtz coil 

A Helmholtz coil consists of two connected rings of wire wound the same number of 

turns, allowing a single and constant electrical current to flow through the system.  The 

Helmholtz coil is unique in that the separation of rings is equal in dimension to the radius 

of each ring, creating a uniform magnetic field in the center of the two coils.  The 

magnetic field in the center of a Helmholtz coil is governed by [34], 
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NIB   ,       (3.5) 

where A is defined as both the radius of the coil and the distance between coils.  As the 

coil of wires have a finite width and height, the parameter A was calculated from the 

center of the bundle of wires, as shown in Fig. 3.7, where d is the diameter of the wire, N 
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is the number of turns of wire, D is the length of the suspension chamber with a safety 

factor added to account for any additional equipment that must be located in that space. 

 
Figure 3.7. Schematic of Helmholtz coil 

 

The parameter A  is readily calculated from the physical relation NdDA  , and since 

D is known, Eq. (3.5) becomes a function of the unknowns N, I, and d; furthermore, I and 

d are related as the maximum current that can be safely passed through a wire depends on 

the wire’s diameter.  In considering the maximum current, the value for chassis wiring 

arrangement was selected from The American Wire Gauge (AWG) tables [35], because 

failure of the wires due to overheating was unlikely due to the brief duration of the 

experiments; however, once a wire was selected, the heat transfer was calculated as a 

precaution (this is presented later in the section).  With the dependence of I and d 

established, an optimal gauge of wire was selected so as to prevent a cumbersome wire 

bundle, yet not have an impractical power requirement.  The final design consisted of 
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AWG12 wire, with 289 turns per coil in a 17x17 arrangement, requiring approximately 

3290 watts, with a predicted magnetic field strength of approximately 905 Gauss.  The 

heat transfer of copper wire (at room temperature) under these conditions [36] was 

assessed at 0.770 K/s; therefore, heating effects were not deemed a critical concern.  The 

Helmholtz coil was fabricated, using aluminum rings for inner coil housing and acrylic 

for the walls and base; the final product is shown in Fig. 3.8. 

     
Figure 3.8. Helmholtz Coil:  (left) CAD rendering; (right) fabricated product 

 

3.3.3. Calibration 

A series of calibration tests were executed to measure the performance of the fabricated 

model against the theoretical design, and to determine whether any biases were present in 

the system.  Of critical importance was ensuring that the magnetic field intensity and 

uniformity met the design requirements.  A gauss-meter (Walker Scientific, Inc. model 

DG-1T) was used to measure the actual field strength within the Helmholtz coil, as a 

function of position, for the designed electrical current of 40 Amperes.  The results, 

shown in Fig. 3.9, are compared against the theoretical model, and reveal a lower than 

expected intensity of 880 Gauss, though this deviation from the desired limits found by 
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the Ni-MWNT alignment tests is not great enough to warrant concern.  The error is most 

likely due to the less than ideal wrapping of the wire, as the calculations assumed 

perfectly stacked wires, which was impossible to achieve during fabrication.  However, 

the magnetic field proved highly uniform within the dimensions that the test fluid would 

be situated, guaranteeing that complications arising from magnetic field gradients would 

be insignificant. 

 
Figure 3.9. Intensity and uniformity of magnetic field produced by the Helmholtz coil compared to 

theoretical predictions 

 

 Another issue of importance was the duration of the transient behavior of the 

magnetic field, from the triggering point to activate the field, to steady-state.  The power 

necessary to generate the magnetic field is produced by two EMS 60-80 power supplies 

connected in series (the series connection is needed to achieve the voltage requirements), 

with its activation controlled by an input signal; therefore, the rise time of the power 
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supply’s output is examined to determine the transition point of transient to steady-state 

conditions.  In this calibration, the signal triggering the power supplies begins at time, t=0 

seconds and persists until time, t=8.5 seconds.  The output of the power supply was 

recorded at a sampling frequency of 1kHz; the results are shown in Fig. 3.10, where the 

output voltage has been normalized with respect to the steady state output voltage. 

 
(a) 

 
(b) 

Figure 3.10. Rise time of power supplies connected to the Helmholtz coil for long (a) and short (b) 

time scales 

 

As seen in the figure, the output rises rapidly and overshoots before settling to its steady-

state value; upon deactivation of the triggers signal at t=8.5 seconds, the output decays 

exponentially.  A closer examination (shown in Fig. 3.10(b)) reveals that the voltage 
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output reaches 80% after 0.1 seconds and achieves 100% after 0.22 seconds.  In addition, 

the limits for true steady-state behavior were determined to begin at 1.1 seconds and end 

at the termination of the trigger signal.  Though the output overshoots after 0.22 seconds, 

this time was selected as the minimum time necessary to attain full magnetic field 

strength.  Therefore, any data collected before 0.22 seconds would not be considered for 

analysis of a particular magnetic field strength, as the field would not have reached its 

required intensity level.  The calibration tests have thus established the transient and 

steady-state time domains and have validated the uniformity and intensity of the magnetic 

field. 

3.4. Overview of Experimental Setup 

In this section, a general overview of the full experimental setup is presented, outlining 

the key components and their purposes in the time-of-flight measurements.  The 

experimental setup consists of two computers, two power supplies, two DAQ (data 

acquisition) instruments, a function generator, a temperature regulating unit, the 

suspension chamber, the Helmholtz coil, and a temperature bath.  As shown in Fig. 3.11, 

one computer, equipped with a Labview DAQ system, controls the outputs of the power 

supplies and the function generator, through signals output from a National Instruments 

BNC-2120 connector block.  The two power supplies (both EMS 60-80) are connected in 

series and are triggered to an active state by a 10Vdc signal from Labview, with the 

output current from the power supplies generating the magnetic field through the 

Helmholtz coil.  Centered inside the electromagnet, is the suspension chamber, 

containing the particulate fluid and the apparatus for conducting the time-of-flight 

measurements.  The suspension chamber contains two piezo-ceramic discs: one to 
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transmit the sound wave and the other to receive it.  The transmitting disc is connected to 

the function generator (Agilent 33220A), which sends the voltage pulse to the piezo disc 

and the Picoscope (model 5203).  A second channel of the Labview DAQ system 

transmits a TTL, which triggers the function generator to output the pulse signal.  The 

receiving piezo disc captures the sound wave and transmits the collected pulse to a 

second channel of the Picoscope.  After each pulse, the Picoscope exports both the sent 

and received waveforms to the second computer, where analysis of the data occurs.  

Surrounding the suspension chamber is a temperature bath with circulating water, 

regulated by an Endocal RTE-Series Refrigerated Bath/Circulator which maintains the 

temperature of the system at T=20.0°C. 

 
Figure 3.11. Schematic of the experimental setup 
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 For each experiment, the activation and triggering of the various components is 

controlled by Labview.  At time, t=0 seconds, the 10Vdc trigger is sent to the power 

supplies, and maintained until time, t=8.5 seconds, providing a magnetic field of the 

required strength for a duration of approximately 8.3 seconds.  The function generator is 

triggered to emit pulses at times, t=0, 0.1, 0.2, and 5 seconds and then at 5 second 

intervals after this point.  The reason for the rapid measurements in the beginning is to 

examine the evolution of the speed of sound changes during the transient stage of the 

magnetic field activation; once steady-state is achieved the sampling frequency is 

reduced as the magnetic field is stable and only gradual changes occur in the system’s 

dynamics.  The 5 second interval measurements continue until t=35 seconds in order to 

assess the response of the suspension to the deactivation of the magnetic field and check 

for hysteresis effects. 

3.5. Particles and Suspension Preparation 

In this section, the various particles used in suspension are discussed as well as the 

procedure for their preparation.  Three different particles were used to determine the 

effect of their alignment on the speed of sound:  nickel multi-walled carbon nanotubes 

(Ni-MWNTs), nickel nanowires, and nickel flakes.  Particles containing nickel were 

selected, as the ferromagnetic properties of the metal guaranteed a response to the 

application of a magnetic field.  The particular particles selected, were chosen to satisfy 

several of the conditions stipulated in the model posed by Ahuja and Hendee (1978), so 

as to allow valid comparison of experimental results to theoretical predictions.  As 

previously discussed, application of the model requires the particle size be less than the 

acoustic wavelength.  The three liquids used in experiment were glycerol (glyercin), 
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water, and SAE30 oil, in which sound propagates at approximately 1904m/s [37], 

1482m/s [30], and 1478m/s (computed from the bulk modulus and density provided by 

the manufacturer), respectively.  At the highest frequency of 6MHz used in the 

experiments, the wavelength in each fluid, computed from fv  [30], is 317.33μm, 

247μm, and 246.33μm, respectively, which is significantly larger than the characteristic 

dimension of each of the particles:  10-20μm (Ni-MWNTs), 30μm (nickel nanowires), 

and 21μm (nickel flakes).  In addition, these particles were selected in order to study the 

effects of particle shape, with comparison to the prolate and oblate spheroids of Ahuja 

and Hendee’s model.  The specifications of the particles and details of their suspension 

preparation are given in the following sections. 

3.5.1. Ni-MWNTs 

Ni-MWNTs are one of the particle types used in this study to examine the effect of high-

aspect ratio particulates on suspension acoustics.  The Ni-MWNTs were purchased from 

NanoAmor, with reported dimension of 30-50nm outer diameter and 10-20μm length, 

and consisting of approximately 60% nickel, 38% carbon nanotube by weight (the 

remaining 2% is unspecified impurities).  Initial attempts to disperse the nanotubes in 

water proved unsuccessful due to fairly rapid particle aggregation and settling.  

Successful dispersion of MWNTs had been accomplished by Cherkasova et. al. (2010) 

[38] through use of a water-soluble surfactant, sodium dodecylbenzene-sulfonate 

(NaDDBS), available from TCI.  An optimal dispersion was achieved at a 10:1 mass ratio 

of surfactant to nanotubes, up to a concentration of 20g/L of NaDDBS in water, at which 

point settling occurred irrespective of MWNT concentration [38].  Though significantly 

different in their composition, the NiMWNTs dispersed well after the addition of 
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NaDDBS in the prescribed 10:1 mass ratio.  To ensure that the presence of the surfactant 

was not the source of changes in the speed of sound across different concentrations of Ni-

MWNTs, all suspensions contained the concentration of NaDDBS of a 0.08% volume 

fraction (v.f.) suspension.  Preliminary experiments revealed that the highest MWNT 

concentration achievable was only 0.06% v.f., as higher nanotubes concentrations proved 

unstable; however, the constant NaDDBS concentration previously mentioned continued 

to be used for consistency purposes.  Stability of the suspensions was also improved by 

the addition in glycerin, which, being water-soluble, mixed homogeneously with the 

water and surfactant.  The final suspensions were created by dissolving the stipulated 

amount of NaDDBS with a 50% water, 50% glycerin solution; mixing of the surfactant 

with the fluid was facilitated by the use of an ultrasonic bath.  The Ni-MWNTs were then 

added and uniformly dispersed through alternating shaking and ultra-sonication over the 

span of 24 hours. 

3.5.2. Nickel Nanowires 

Though the Ni-MWNTs may be easily acquired in large quantities, the uniformity of the 

coating of each particle was unknown as was the percent of fully coated nanotubes; 

therefore, it was preferable to have a particle composed solely of ferromagnetic material.  

The nickel nanowires (not available commercially), were fabricated through a template 

synthesis method developed by Bentley, et. al. (2005) [39] and yielded particles 20nm in 

diameter with a variable length (in this work, the length was set to a nominal value of 

30μm).  Fig. 3.12 shows microscope images of the nickel nanowires, with scale bars 

confirming the approximate dimensions of the particles. 
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Figure 3.12. Nickel Nanowires: (left) 16x magnification; (right) 64x magnification 

 

The disadvantage of applying these particles to the suspension arises from the synthesis, 

as the processing of each template requires several hours and yields only a few 

milligrams of nanowires, making it necessary to perform the procedure several times to 

obtain an appreciable quantity.  For this reason, only enough was synthesized for a low 

volume fraction suspension of 0.016%, as the process was deemed too inefficient for 

application to this experiment which required several grams of nanowires; however, the 

speed of sound was still examined for the nickel nanowire suspension.  Similar to the Ni-

MWNT suspension, a 50% water, 50% glycerin solution was used to suspend the nickel 

nanowires, though surfactant was not necessary in this case.  Ultrasonication and mixing 

by shaking were used over a 24 hour span to disperse the particles. 

3.5.3. Nickel Flakes 

The nickel flakes employed in this experiment were purchased from Alfa Aesar at -325 

mesh (corresponding to a breadth of 44μm or less) and thickness of 0.37μm.  In this 

sense, their shape is inverse that of the high-aspect ratio nanowires, as these are broad 

and flat, rather than narrow and long.  Microscope images of the nickel flakes, shown in 

Fig. 3.13, justify the modeling of the particles as oblate spheroids. 
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Figure 3.13. Nickel Flakes with 16x magnification 

 

As the dimensions of the particles are not uniquely defined, but rather distributed over a 

range of values less than or equal to 44 microns, it was necessary to measure the 

dimensions of a sample of particles to determine the size distribution.  The geometric 

mean of each particle’s dimensions for a sample size of 320 randomly selected flakes was 

used to generate the population distribution shown in Fig. 3.14. 

 
Figure 3.14. Particle size distribution for a large sample of nickel flakes 
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From this data, the geometric mean of the population was calculated to be 21.239μm, 

which is used in the remainder of this work as the representative dimension of the nickel 

flakes. 

Initial attempts to mix the nickel flakes with water (which had proven an adequate 

suspending fluid for the other particles) proved unsuccessful; in fact, the nickel flakes 

formed a single hydrophobic bubble that remained, undispersed, on the surface of the 

water, even after ultrasonication.  As the nickel nanowires mixed well with water, it is 

assumed that some stage in the processing of the nickel flake produced the extremely 

hydrophobic behavior.  Three different oils, light viscosity mineral oil, heavy viscosity 

mineral oil, and SAE30 oil, were found to mix well and disperse the nickel flakes.  A 

series of tests were performed to determine which oil maintained the flakes in stable 

suspension for the greatest duration, with the time until phase separation given as 

follows:  light viscosity mineral oil, 15 minutes; heavy viscosity mineral oil, 45 minutes; 

SAE30 oil, 55 minutes.  As the SAE30 oil provided the greatest stability, it was 

employed for all nickel flake experiments.  Similar to the Ni-MWNTs and Ni-nanowires, 

the nickel flake suspensions dispersed more effectively after several treatments of 

ultrasonication and mixing by shaking; in addition, empirical tests showed a greater 

consistency of results if the suspension had been exposed to a magnetic field at least three 

times before use in experiments.  It is thought that the magnetic field drew aggregates 

apart, thus creating a more uniform dispersion, as it was visually apparent that 

magnetized suspensions appeared more homogenous than the non-magnetized ones. 

3.5.4. Pre-experiment preparation of suspensions 
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Each of the suspensions, regardless of particle type, was primed for experiments in same 

manner, to ensure consistency and repeatability of results.  The suspension was first 

mixed by shaking until a homogeneous appearance was achieved.  It was then encased in 

a sealed plastic bag to avoid contamination and submerged in an ultrasonic bath set at a 

temperature, T=20.0°C (matching that of the experiment’s temperature bath) for one 

hour.  To prevent settling effects, which appeared to be accelerated by the ultrasonication 

process, the suspension was shaken for one minute at twenty minute intervals.  The 

suspension was then transferred to the suspension chamber as quickly as possible to 

reduce heat transfer effects in the time between the temperature regulated baths.  After 

the experiment, the suspension could be reused a number of times before it degraded to a 

state where results proved inconsistent. 

3.6. Data Analysis 

As previously mentioned both the transmitted and received signals are recorded by the 

Picoscope and saved to a computer for computation of the time-of-flight.  As seen in Fig. 

3.15, the intensity of the received wave rises quickly as the transmitted pressure wave 

forces oscillatory motion of the receiving piezo disc.  The received signal reaches a peak 

when the last wave of the pulse is encountered and then gradually decays as the piezo 

disc continues to oscillate in an underdamped vibration.  There is also noise in the 

received signal that occurs at nearly the exact time as the transmitted signal; however, 

this noise signal does not represent the received sound wave, but rather the electrical 

signal detected by the long thin wires on the receiving piezo disc acting as antennae (this 

noise signal was eliminated during the data analysis processing).  A cross correlation 
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technique was implemented to determine the time delay (time-of-flight) between the two 

signals.  The cross correlation of two real valued functions, f and g is given by: 

       



  dtgftgf .      (3.5) 

The technique shifts the function g by a small time step and then integrates its product 

with f, with the process repeating at each incremental time step.  When f and g align in 

phase, the result is positive, and when they are π radians out of phase, the result is 

negative; furthermore, when the functions are perfectly aligned, a maxima is achieved.  

Therefore, the time-of-flight was calculated by determining the maxima of the cross 

correlation of the transmitted and received signals. 

 The cross correlation was executed with Matlab, which has a pre-programmed 

cross-correlation function (‘xcorr’); however, before being implemented, it was necessary 

to eliminate the data in the underdamped vibration envelope, as inclusion of these points 

would cause the cross-correlation to reach a maximum at a time later than that of the true 

time-of-flight.  As seen in 10-waveform pulse in Fig. 3.14, waves 1 through 10 of the 

received waveform constitute the actual received signal; however, the cross correlation 

yields a higher value for waves 2 through 11, than 1 through 10, due to the higher 

amplitude of the 11
th

 wave compared to the 1
st
 wave.  Therefore, it is necessary to 

eliminate data points after the 10
th

 received wave to ensure that the cross correlation 

achieves a maxima at the correct time-of-flight.  Cross correlation was carried out on the 

modified waveform, shown in Fig. 3.15, and used to extract the time-of-flight. 
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Figure 3.15. Original waveforms of the transmitted and received signals 

 

 
Figure 3.16. Modified received waveform for application to cross correlation 
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In the next chapter, the experimental investigations of the various particulate 

suspensions are presented.  The empirical results are compared to the theoretical 

predictions from the model of Ahuja and Hendee and the effectiveness of the suspensions 

to behave as metafluids with anisotropic mass density are examined. 
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Chapter 4 

 

Speed of Sound Measurements for Suspensions of Anisotropic 

Particles 

 

 

In this chapter, the suspensions of Ni-MWNTs, Ni nanowires, and Ni flakes are tested to 

determine their effectiveness as metafluids with anisotropic mass density.  This is done 

by examining the changes in the speed of sound attainable through particle alignment.  

Experimental results are compared to the model proposed by Ahuja and Hendee (1978), 

with Ni-MWNTs and Ni nanowires modeled as prolate spheroids and nickel flakes 

modeled as oblate spheroids. The effects of several parameters are analyzed, including 

particle shape, concentration, frequency, and magnetic field strength, to determine their 

influence of the behavior of the metafluid as well as better characterize the suspensions. 

4.1. Ni-MWNT and the prolate spheroid model 

The Ni-MWNTs, having a small diameter compared to their length are modeled as 

prolate spheroids for comparison with the Ahuja model.  Two different concentrations 

(volume fraction, ϕ = 0.04% and 0.06%) were tested with the fr=5MHz piezo discs, 

operating at resonance frequency, under an applied magnetic field of 880 Gauss.  Several 

experiments were performed for repeatability for both parallel and perpendicular 

alignment of the nanotubes (defined as the alignment of the particle’s semimajor axis 

relative to the direction of wave propagation).  The changes in the speed of sound, for the 

theoretical and empirical data, are presented as the difference between the parallel and 

perpendicular alignment velocities, normalized by the sound speed in the base fluid 

(solution of 50% glycerin, 50% water).  Fig. 4.1 shows the theoretical results generated 

for prolate spheroids of the same material properties as the Ni-MWNTs. 
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Figure 4.1. Predicted velocity change of prolate spheroids with properties of Ni-MWNTs 

 

For dilute suspensions, the model predicts that the total velocity change will increase with 

increasing concentration; however, the non-dimensional velocity changes are small, 

being on the order of 10
-8

.  The experimental results, shown in Fig. 4.2 with the 

theoretical curve, reveal a minimal average change in velocity between parallel and 

perpendicular alignment.  Furthermore, the resolution attainable with the time-of-flight 

apparatus, being on the order of 10
-4

, is not sufficient to detect the small velocity 

variation arising from the different induced masses.  As previously discussed, a particle 

oscillating in the presence of a sound wave, has an effective mass greater than its own 

when in a viscous medium, as the applied force must not only accelerate the particle, but 

also the fluid that the particle is displacing.  For a given particle shape, the variation of 

the induced mass with orientation is expressed in the inertia coefficient, L, which has a 

value of 1.000 for perpendicular and 510553.3  for parallel alignment of Ni-MWNTs.  
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The difference in these values is not great enough to impart an appreciable change in the 

mass coefficients, making a negligible difference in the detected velocities for the two 

alignment cases. 

 
Figure 4.2. Experimental results of Ni-MWNTs compared to the Ahuja model 

 

This gives evidence that alignment of Ni-MWNTs is not effective at changing the speed 

of sound for such low concentrations of particulates; furthermore, the concentration could 

not be increased beyond 0.06% v.f. due to the resulting aggregation and settling effects 

previously discussed.  For these reasons, this particle was deemed ineffective for the 

purposes of attaining a suspension with anisotropic mass density of practical application.  

As a result no additional experiments were performed on the Ni-MWNTs. 

4.2. Nickel nanowires and the prolate spheroid model 

The nickel nanowires, similar to the Ni-MWNTS, are treated as prolate spheroids for 

comparison to the model of Ahuja and Hendee (1978).  The experimental conditions are 
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the same as those of the Ni-MWNTs with analysis of only one concentration of 0.016% 

v.f. performed, due to the previously discussed inefficiency of the particle synthesis 

procedure.  Fig. 4.3 illustrates the predicted non-dimensional change in the speed of 

sound for prolate spheroids having the same material properties and dimensions as the 

nickel nanowires. 

 
Figure 4.3. Predicted change in the speed of sound due to alignment for increasing concentrations of 

nickel prolate spheroids 

 

Similar to the Ni-MWNTs, the model predicts greater differences in the parallel and 

perpendicular sound speeds with increasing concentration for dilute suspensions.  

Comparison of the theoretical results for Ni-MWNTs and nickel nanowires reveals that 

alignment effects for nickel nanowires are two times greater than that of Ni-MWNTs 

over the same concentration range.  The higher change in the nickel nanowires arises 

from the lower inertia coefficient for parallel alignment ( 610114.3  ), which is more 
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than a full order of magnitude smaller than Ni-MWNTs (the inertia coefficient at 

perpendicular alignment was 1.000 for both particles).  This change, however, is still not 

significant enough to be resolved by the time-of-flight mechanism, as shown in Fig. 4.4, 

which demonstrates a resolution of order 10
-4

.   

 
Figure 4.4. Comparison of theoretical and empirical data for nickel nanowires 

 

In fact, the maximum velocity change attainable, 6105.1  at 0.20% v.f., still lies outside 

the resolution of the instrument by two orders of magnitude, as illustrated by Fig. 4.5.  

Therefore, even if a sufficient amount of nanowires were amassed, the predicted velocity 

anisotropy would still be minimal, and well below the detectable limit of the instrument. 
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Figure 4.5. Prediction of the maximum velocity change for Ni-nanowire suspensions 

 

 The theoretical predictions for Ni-MWNTs and nickel nanowires demonstrate that 

the difference in added mass due to alignment is not significant enough to substantially 

alter the sound speed.  Furthermore, the theoretical velocity anisotropy cannot be 

confirmed experimentally, as the resolution of the device is not high enough to examine 

such low variations.  These results provide evidence that at low concentrations, prolate 

spheroids and their degenerate case of long “needles”, are ineffective in creating velocity 

anisotropy. 

4.3. Nickel flakes and the oblate spheroid model 

Nickel flakes, being thin and broad, are modeled as oblate spheroids for comparison to 

the theoretical behavior predicted by Ahuja and Hendee (1978).  Disregarding particle 

size, the nickel flakes were a better choice as they were not subject to the same 

concentration limitations as the Ni-MWNTs, which agglomerated and settled due to 
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interactions between the nanotubes, or the inefficient synthesis limitations of the Ni-

nanowires.  As the nickel flakes were commercially available, higher concentrations 

suspensions could be readily fabricated and increased to values where the velocity change 

due to alignment could be resolved by the system.  A theoretical prediction of the 

velocity change, shown in Fig. 4.6, was generated to determine which volume fractions 

would produce appreciable velocity anisotropy due to particle alignment. 

 
Figure 4.6. Predicted velocity changes due to alignment of Ni oblate spheroids 

 

As revealed by the Ni-MWNT and Ni-nanowire experiments, the resolution of the 

normalized velocity change is on the order of 10
-4

; therefore, noticeable variation in the 

wave speed is theoretically attainable for Ni-flakes of concentration on the order of 10
-3

 

v.f., as illustrated in Fig. 4.6.  The substantially higher velocity anistropy due to 

alignment, is not, however, solely the result of considering higher concentrations, but 

rather the influence of the induced mass.  As previously discussed, the induced mass is 
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orientation dependent and affects the acceleration of a particle oscillating in the presence 

of an acoustic wave.  The influence of alignment is expressed in the inertia coefficient 

term, Li, which, for oblate spheroids modeled from the nominal dimensions and material 

properties of the nickel flakes, has values of Lparallel = 36.36 and Lperpendicular = 1.36×10
-2

 

(where parallel and perpendicular refer to the alignment of the semiminor axis of oblate 

spheroids relative to the direction of wave propagation).  Comparison of the inertia 

coefficients for Ni-MWNTs, Ni-nanowires, and Ni-flakes, reveals a substantial difference 

in values for the Ni-flakes, whereas the differences for the nanotubes and nanowires were 

minimal, corresponding to their trivial velocity changes with alignment.  Therefore, 

theoretical predictions indicate that alignment of broad, thin particles are best suited to 

altering the speed of wave propagation and anisotropy. 

 In order to determine whether a suspension of concentration on the order of 

magnitude shown in Fig. 4.6 would be stable, a test sample of Ni-flakes at 0.5% v.f. was 

mixed with SAE30 oil.  Though the suspension proved stable, preliminary experiments 

indicated that higher concentrations would not be advisable, as the received signal from 

the time-of-flight apparatus would probably be too attenuated to distinguish above the 

noise level. 

 The Ni-flakes suspended in SAE30 oil, proved the optimal choice for examining 

the effects of anisotropic mass density on the acoustics of a system, due to the 

appreciable velocity changes predicted by theory as well as its physical stability and ease 

of fabrication.  In order to confirm that the effects of induced mass could significantly 

vary the speed of sound, the change in the time-of-flight between the aligned and 

unaligned suspensions was measured.  The results, shown in Fig. 4.7, are for a 0.5% v.f. 
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suspension of Ni-flakes probed at a frequency of 5.0 MHz.  The particles are initially 

unaligned at time t=0 seconds, at which point the suspension is exposed to a magnetic 

field of 880 Gauss, lasting a duration of 8.5 seconds. 

 
Figure 4.7. Change in time-of-flight between aligned and unaligned suspensions 

 

The data clearly indicates that a detectable change in the speed of sound can be achieved 

with Ni-flakes and that it is anisotropic, with particles aligned parallel having a greater 

time-of-flight than the unaligned state (indicating a slower velocity) and particles aligned 

perpendicular experiencing a decreased time-of-flight (indicating a faster velocity than 

the unaligned case).  Furthermore, the behavior is consistent with that predicted by theory 

through examination of the induced masses for the two alignment cases; namely, the 

larger inertia coefficient for parallel alignment (36.36 for parallel, compared to 1.36×10
-2

 

for perpendicular) contributes to a high induced mass, such that the particles experience a 

smaller acceleration, reducing the acoustic wave speed.  In contrast, particles oriented 
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perpendicular have a much smaller induced mass, allowing them to achieve higher 

accelerations, and hence an increase in the speed of sound.  However, due to the design 

of the experimental setup, the results for the parallel alignment case may not be for 

particles with the ideal alignment that was desired.  Upon application of the magnetic 

field, the particles will rotate so that their semimajor axis aligns in the direction of the 

magnetic field, but this does not ensure that the axis of symmetry is parallel to the 

direction of wave propagation, as the particles are free to rotate along their semimajor 

axis, as shown in Fig. 4.8. 

 
Figure 4.8. Oblate spheroid for the conditions of parallel alignment, showing that the constraints 

allow free rotation about the semimajor axis of symmetry 

 

Therefore, the particles may have alignments ranging from parallel to perpendicular as 

well as arbitrary angles in between.  However, qualitatively, the experimental results 

suggest that the majority of the particles are close to true parallel alignment, as the time 

of flight was found to increase when the experimental setup was configured for the 

parallel case.  This is likely due to gravitational effects, which will tend to orient the 

particle in the direction that creates the smallest Stokes drag, which in this case, in 

particle alignment with its broad side facing the direction of the propagating wave.  The 
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fact that perhaps not all the particles have true parallel alignment leads to the possibility 

that the macroscopic changes in the time-of-flight for this case may be a volume averaged 

result of primarily, particles with true parallel alignment, but with smaller contributions 

from particles with arbitrary angular orientations.  As shown in Fig. 4.7, as the particle 

alignment changes from parallel to perpendicular, there is a decrease in the time of flight; 

therefore, the small number of particles with arbitrary angular orientations serves to 

decrease the time of flight to a value potentially smaller than the time of flight for 

perfectly parallel alignment.  This implies that even greater time of flight values may be 

achieved if the system can be constrained to force all particles to have true parallel 

alignment.  It should be noted that this freedom to rotate about the semimajor axis is 

inconsequential for the perpendicular alignment case, as each particle’s axis of symmetry 

would remain orthogonal to the direction of wave propagation, even with this 

unconstrained rotation.  As construction of an apparatus capable of constraining two 

degrees of motion would be difficult, further work into ensuring true parallel alignment 

was not pursued.  In the remainder of this work, references to parallel alignment for 

experimental data will mean the parallel alignment achieved with the current 

experimental setup, and for theoretical predictions it will mean true parallel alignment. 

The results also reveal that even after the removal of the magnetic field, the velocity 

change persists, suggesting that the Ni-flakes have formed some type of ordered array.  

These effects, however, are not permanent, as repeatable results were obtained for the 

same suspension after it had been exposed to ultrasonication for approximately one hour.  

This data confirms the theoretical predictions that appreciable velocity changes can be 

achieved with Ni-flakes and that these velocity differences are anisotropic.  Therefore, 
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the main focus of this work will be the analysis of Ni-flakes suspended in SAE30 oil with 

three main objectives: 

 Confirm that the anisotropic velocities observed are in fact due to the induced 

mass of particles as predicted by the model of Ahuja and Hendee (1978); 

furthermore, this will confirm that the suspension has anisotropic mass density.  

This hypothesis will be tested by examining the frequency dependence of the 

suspension.  At high frequencies, where the flow is unsteady, the inertial forces 

dominate over the viscous forces, so the effects of the induced mass for different 

alignments are expected to be more profound (namely through greater differences 

in the speed of sound for the two alignment cases).  As the frequency decreases 

and the flow becomes steady, the fluid and solid states move in-phase, so that the 

induced mass effects become negligible and the velocity anisotropy is expected to 

decrease. 

 Form a quantitative comparison of experimental results to the theoretical model 

for oblate spheroids predicted by Ahuja and Hendee (1978).  In particular, the 

effects of particle-particle interactions and suspension dynamics are examined, 

with theoretical and empirical considerations given. 

 Examine the effects of magnetic field strength and particle concentration on the 

change in the speed of sound that is achievable with alignment.  The focus is on 

determining the degree to which the anisotropy in the speed of sound can be 

controlled.  
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4.3.1. Frequency effects and the induced mass 

In this section, the dependence of the anisotropic acoustics on frequency is 

experimentally examined to validate that the orientation-specific velocity changes arise 

from the induced mass and not another mechanism.  As previously stated in the 

discussion of the model of Ahuja and Hendee (1978), the magnitude of the frequency 

greatly influences the significance of the added mass coefficient.  In the limit of 

frequencies approaching zero, the flow around the oscillating particles becomes steady, 

and the induced mass has negligible effect on the behavior of the suspension.  However, 

as the frequency increases, the flow becomes unsteady and the effect of the added mass 

(which directly depends on particle shape and orientation due to the inertia coefficient) 

becomes apparent as the inertial forces begin to dominate over the viscous forces.  As this 

is the proposed mechanism by which the observed anisotropic changes in the time-of-

flight, shown in Fig. 4.7, are believed to operate, it is necessary to confirm that the added 

mass is the governing principle; furthermore, as this will confirm that the suspension has 

anisotropic mass density, as it has orientation specific added mass.  Fig. 4.9 shows the 

total change in velocity attainable through alignment, normalized by the velocity of the 

pure fluid, as predicted from the Ahuja and Hendee model, applying the appropriate 

material properties of nickel and SAE30 oil. 
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Figure 4.9. Predicted rise of the anisotropic velocity for high frequencies 

 

From the model, it can be seen that the velocity anisotropy becomes noticeable at 

approximately 100kHz and then increases rapidly with frequency; however, as the model 

is only valid for sound of wavelength greater than the characteristic dimension of the 

particle, the predictions are only applicable for frequencies less than approximately 70 

MHz.  In order to determine whether the anisotropic velocity changes detected are caused 

by the difference in the mass coefficients, sound waves of frequencies 1, 5, and 6 MHz 

were transmitted through a 0.5% v.f. suspension, with alignment induced by an 880 

Gauss magnetic field.  The fr=450kHz piezo discs were used for the 1MHz experiments 

and the fr=5MHz piezo discs were used to generate the 5 and 6 MHz waveforms.  Though 

the discs were forced to operate at a non-resonance frequency, the received waveforms 

were clean and detectable, with repeatable results, as shown in Fig. 4.10. 



68 

 

 
Figure 4.10. Anisotropic velocity changes at different frequencies validating that induced mass is the 

governing mechanism 

 

The experimental results reveal that lower frequencies produce a smaller velocity 

anisotropy, as the effects of unsteady flow around the oscillating particle are smaller in 

magnitude; however, for frequencies only a few megahertz higher, the velocity 

anisotropy becomes more prevalent.  Apparent in Fig. 4.10, is the fact that the 

experimental data is significantly higher than that predicted by the model of Ahuja and 

Hendee; however, the empirical results follow the same behavior as that predicted for 

particles with acceleration governed by induced mass.  It is thought that this greater than 

expected behavior is due to particle chaining, resulting from the induced magnetic dipole-

dipole interactions between particles.  As the particles coalesce into chained structures, it 

is proposed that they act as a single effective particle of much larger characteristic 

dimension than an individual particle.  For oblate spheroids, as the characteristic 
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dimension (the semimajor axis, a) increases, so does the difference between the induced 

masses for parallel and perpendicular alignment, leading to greater velocity anisotropy.  

The experimental velocity changes are similar to those predicted for an oblate spheroid 

with a semimajor axis 6.5 times that of the actual particle size used in the experiments, as 

shown in Fig. 4.11.  This suggests that the Ni-flakes may be linking together to form a 

chain that effectively behaves as a single particle; however, it is important to note that the 

comparison of the experimental data to that of an oblate spheroid with semimajor axis 

6.5×a is purely to qualitatively demonstrate the effects of larger particle size and does not 

imply that the linked particles coalesce into an oblate spheroid shaped agglomerate. 

 
Figure 4.11. Qualitative comparison of experimental data to the behavior of large oblate spheroids as 

predicted by Ahuja and Hendee 

 

In fact, the physics of the situation prohibits this behavior, as the induced dipoles only 

favor attraction in the direction of the applied field, where the opposite poles of different 
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particles are aligned; therefore, the proposed structures formed by dipole-dipole 

interactions are more likely to form an elongated “chained” structure than an equilateral 

structure.  A more detailed discussion of induced magnetic dipole-dipole interactions is 

explained in another section, as are theoretical and empirical studies to show the presence 

of these interactions. 

Validation of induced mass as the governing mechanism for the observed velocity 

anisotropy has been proven through empirical data collected at different frequencies.  

Specifically, the increase in the velocity difference with increasing frequency, which 

arises due to the increased dependence on the induced mass for unsteady flows, was 

confirmed experimentally.  The experimental findings were seen to be significantly 

greater than that predicted by the model of Ahuja and Hendee, which assumes non-

interacting particles, and it is proposed that particle chaining, resulting in a larger 

effective particle size, is responsible for this behavior.  This hypothesis is examined 

theoretically and experimentally in the following sections. 

4.3.2. Torque and interaction energy for oblate spheroids with induced dipoles 

A study of induced magnetic dipoles is necessary to determine whether these effects are 

significant enough to alter the dynamics of the particles in suspension, as previously 

discussed.  This section examines the theoretical behavior predicted for oblate spheroids 

(with the properties of nickel) exposed to an external magnetic field.  When a 

ferromagnetic material is placed within a magnetic field, the material is polarized, in that 

opposite ends of the material will have opposite magnetic poles.  The ferromagnetic 

material will orient itself within the magnetic field to reduce the potential energy of the 

system, by arranging itself such that the induced magnetic poles within the material are as 
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far apart as physically possible.  In the case of an oblate spheroid, the particle will 

arrange itself with its semimajor axis parallel to the magnetic field direction, thus 

reducing the potential energy.  If the spheroid is initially at a random orientation when the 

magnetic field is applied, the particle experiences a torque that causes rotation until the 

semimajor axis is aligned with the applied field.  The torque acting on a ferromagnetic 

oblate spheroid due to the presence of an external magnetic field may be expressed as 

[40]: 

   0BMTm


         (4.1) 

where 0B


is the magnetic field vector, ba234  is the volume of the oblate spheroid 

and M


is the particle magnetization given (in index notation) by: 
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For an oblate spheroid with its axis of symmetry aligned in the x1-direction, as shown in 

Fig. 4.12, the demagnetization factor, ni is given by 
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Therefore, the torque experienced by the particle varies with the alignment of the axis of 

symmetry relative to the magnetic field vector as well as the magnitude of the applied 

field.  The theoretical predictions for the torque acting on a nickel oblate spheroid for 

angle 20   and magnetic field 1.00 0  B  Tesla are shown in Fig. 4.13.  Only 
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the angle θ is considered here, as the symmetry of the particle yields identical results for 

the angle ψ. 

 
Figure 4.12. Oblate spheroid with axis of symmetry in the x1-direction oriented at some angles θ and 

ψ relative to an external magnetic field 

 

 
Figure 4.13. Magnetic torque (in N•m) for a nickel oblate spheroid at angle θ due to a magnetic field 
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Though the particle is affected by the induced magnetic torque, it is necessary to evaluate 

whether the torque will in fact, be capable of aligning the particle, as the system has 

thermal energy which will lead to random movement of the particles.  The thermal 

energy of the system is governed by the simple relation: 

 TkEE Bththermal  .        (4.4) 

The particles will align if the magnetic torque is significantly larger than the thermal 

energy of the system.  It can be seen, from Fig. 4.14, that the torque will dominate over 

the thermal energy (on the order of 10
-21

) for all magnetic field strengths and initial 

orientation angles, with the exception of angles very close to 90º.   

 
Figure 4.14. Logarithmic plot of the torque for 0<B0<0.1 Tesla and 0º<θ<90 º compared to the 

thermal energy of the system Eth, given by the flat plane 

 

However, at these angles, the particles have nearly reached full alignment with the 

direction of the magnetic field and will maintain this orientation, as any deviation away 
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from this angle will result in a greater torque that restores the particles’ orientations.  

Therefore, theoretical predictions reveal that the particles in the system will experience a 

torque that will align them in the direction of the applied magnetic field, and that the 

torque will dominate over the thermal energy of the system by several orders of 

magnitude. 

 The second consideration that must be given in examining the effects of induced 

magnetic dipoles is the interaction energy between neighboring particles.  This factor is 

of critical importance as substantial interaction energy values may lead to attraction of 

particles, altering the dynamics of the system.  The interaction energy between two 

neighboring particles (denoted by subscripts 1 and 2) is given by: 
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.      (4.5) 

where Mm


  is the magnetic dipole moment.  Eq. 4.5 illustrates the dependence of the 

interaction energy on the strength of the external magnetic field as well as the spacing 

and position of the two particles relative to one another.  Upon application of a magnetic 

field, the particles will first align in the direction of the field, and then experience effects 

due to interaction; therefore, the theoretical analysis of the system will assume that the 

particles are fully aligned with the field direction, as shown in Fig. 4.15.  Furthermore, 

only one angle, ζ, need be considered, due to the symmetry of the oblate spheroids.  The 

theoretical predictions for the interaction energy for 1.00 0  B  Tesla and 

mrm  10020   is shown in Fig. 4.16. 
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Figure 4.15. Schematic of oblate spheroids aligned in the direction of the external magnetic field for 

modeling of particle-particle interactions 

 

 
Figure 4.16. Theoretical predictions of the interaction energy magnitude (in logarithmic scale) 

between two oblate spheroids as a function of spacing between particles and magnetic field strength 

(ζ=90 º) 
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Comparison of the torque with the interaction energy reveals that the latter is 

significantly smaller, confirming that the alignment of the particles will occur before any 

interaction between particles.  The interaction energy was compared to the thermal 

energy of the system to determine whether particle-particle interactions are predicted to 

have significant effects, as shown in Fig. 4.17 

 
Figure 4.17. Logarithmic scale comparison of the magnitude of the interaction energy to thermal 

energy of the system (ζ=90 º) 

 

The theoretical predictions indicate that the interaction energy will dominate over the 

thermal energy of the system except at low magnetic field strengths or when the particle 

spacing becomes large. The theoretical predictions given in Fig. 4.16 and 4.17 are 

calculated with angle ζ = 90º, and therefore represents the maximum interaction energy as 

the spheroids are in-line; however, as ζ decreases, the interaction energy becomes less 
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negative (indicating a decrease in attractive force between particles) and eventually 

becomes positive (indicating repulsive forces) at ζ~35º, as shown in Fig. 4.18.   

 
Figure 4.18. Interaction energy as a function of the distance and angular position between particles 

 

Therefore, there may be attractive, repulsive, or no forces at all due to neighboring 

particles depending on the position angle; furthermore, the magnitude of the attractive 

and repulsive energies will also vary with the position angle.  Though the strength of the 

interaction energy varies with the placement of the particles relative to one another, these 

dipole-dipole interactions cannot be assumed negligible and the effects may be 

influencing the behavior of the system.  In addition, if the dipole-dipole interactions are 

present, then the key assumption of the model of Ahuja and Hendee (that the particles are 

non-interacting) is not directly applicable, which may explain the large deviation between 

empirical data and theoretical predictions, as seen in the previous section; therefore, a 

more detailed examination of the suspension dynamics is necessary.  In the following 
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sections, the theoretical predictions of potential dipole-dipole interactions are empirically 

tested by examining the dependence of the interaction energy on two key parameters, 

namely the magnetic field strength and interparticle spacing. 

4.3.3. Magnetic field strength effects 

The intensity of the magnetic field has a strong influence over the interaction energy, as 

illustrated through Eq. 4.2 and 4.5; therefore, an experimental investigation was 

necessary to determine the degree to which the magnetization affects the behavior of the 

system.  The previous results found from the frequency response produced experimental 

values that were significantly higher than the Ahuja and Hendee model, which led to the 

hypothesis that particle interactions may be present.  Therefore, even though the 

Helmholtz coil was originally designed based on the magnetic field strength required to 

achieve the greatest degree of alignment of Ni-MWNTs (details are discussed in a 

previous section), it is apparent that the highest field strength of 880 Gauss is sufficient to 

induce a change in the suspension.  The theoretical predictions shown in Fig. 4.17 

indicate that at 880 Gauss, the nickel particles would have more than sufficient energy to 

overcome the thermal energy effects (which randomize the motion of the particles) and 

thus begin chaining.  Therefore, it is hypothesized that by reducing the magnetic field 

strength, the interaction energy will decrease, thus decreasing the number of interacting 

particles, which should manifest itself as a reduction in the relative change in the speed of 

sound for the alignment cases.  Furthermore, if the magnetic field is reduced such that the 

interaction energy is less than the thermal energy (but the torque is still greater than the 

thermal effects), then the particles should align without interacting and the experimental 

data should match the theoretical predictions of the Ahuja and Hendee model.  The 
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experimental results found for reduced magnetic field strengths are shown in Fig. 4.19, 

for a suspension of 0.5% v.f. Ni-flakes perturbed by a 5.0MHz wave pulse. 

 
Figure 4.19. Dependence of the relative change in speed of sound on magnetic field intensity 

 

The experimental data provides qualitative evidence that particle-particle interactions are 

present, as decreasing the magnetic field also decreases the relative change in the speed 

of sound.  Furthermore, sufficiently reducing the external magnetic field to a value of 

approximately 17 Gauss creates excellent correspondence between the theoretical model 

and the mean of the experimental data, indicating that at such low magnetic field 

strengths the particles have enough energy to align without significant particle-particle 

interactions.  This is confirmed theoretically in Fig. 4.20, which shows that at such low 

magnetic field strengths, the thermal energy is close to that of the interaction energy, 

favoring particle dispersion rather than agglomeration. 
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Figure 4.20. Comparison of interaction to thermal energies for a magnetic field strength of 17 Gauss 

 

Therefore, both theoretical and empirical data confirm that at sufficiently low magnetic 

field strengths (approximately 17 Gauss) the alignment of particles with minimal 

interactions is achievable and the experimental data tends towards the behavior predicted 

by the model of Ahuja and Hendee.  The experimental data in Fig. 4.19 also reveals a 

very significant characteristic of the suspension; namely, that the relative change in 

velocity is completely controllable through the intensity of the magnetic field.  As seen in 

the figure, increasing the magnetic field above the minimal value of 17 Gauss leads to 

greater changes in the measured speed of sound, as the stronger field causes the 

interaction energy to dominate over the thermal energy.  Through the hypothesized 

mechanism, the higher interaction energy will increase particle chaining, creating 

particles with larger effective size and increasing the relative change in the speed of 

sound above that predicted by the Ahuja and Hendee model.  Though the extent of the 
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anisotropy of the mass density was found to be controllable, it was necessary to 

determine the limits of the anisotropic changes.  Fig. 4.21 illustrates that the magnitude of 

the anisotropic effects has an upper limit, indicated by the saturation of the relative 

velocity change as the magnetic field strength increases; therefore, though the anisotropy 

of the mass density is controllable, it has a limit of approximately 0.45% change above 

that of the base fluid for a concentration of 0.5% v.f. Ni-flakes at a 5.0MHz frequency.   

 
Figure 4.21. Saturation of the relative velocity difference between alignment cases for increasing 

magnetic field strength 

 

However, the upper limit of the anisotropic effects can be altered by changing the 

concentration of the particles in suspension (the details of the concentration effects are 

discussed in another section) or the frequency of the propagating wave (as previously 

discussed, increasing the frequency will result in larger relative changes in the speed of 

sound).  The experimental data has thus revealed that the anisotropy of the system is 
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controllable through the external magnetic field, and that there exists a limit to the change 

that can be achieved for a given suspension composition and propagating wave 

frequency. 

 Another aspect of the magnetic field strength is its time response in changing the 

dynamics of the suspension.  The data shown in the previous sections is for time, t=5 

seconds until t=30 seconds, which is the time interval that the system is at steady-state 

(the relative change in the velocity is essentially constant); however, there is a very small 

interval before t=5 seconds, where the relative change in the speed of sound varies in 

intensity with time.  The degree of variation is found to be dependent on the strength of 

the magnetic field, as illustrated in Fig. 4.22 for a 0.5% v.f. Ni-flake suspension exposed 

to a 5MHz waveform pulse.  It should be restated here that the magnetic field was 

activated at time, t=0s and was not deactivated until time, t=8.5s.  At the lowest field 

strength of 17 Gauss, the particles do not approach their final velocity difference value 

until close to 5 seconds, whereas, at 880 Gauss, the particles reach close to 100% of their 

final velocity difference value after 0.1 seconds.  This indicates that at high field 

strengths the particles must align and have chained together to a significant effective size 

within one tenth of a second, whereas at the lowest field strength of 17 Gauss (where it is 

estimated that particle alignment without chaining occurs) the particles require 

approximately five seconds just to achieve alignment.  The reason for the large time 

discrepancy is most likely due to the greater influence of the thermal energy at lower 

field strengths than at higher field strengths, where the interaction energy is substantially 

larger and will thus dominate the behavior of the system. 
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Figure 4.22. Ratio of velocity difference at time, t, to the velocity difference at the final measurement 

time, t=35seconds as a function of time 

 

As the changes in the speed of sound were observed to evolve at a very rapid rate, 

it was necessary to have a high sampling rate; however, the experiment was limited by 

the data transfer rate between the Picoscope and its computer. The buffer of the 

Picoscope filled after three measurements, at which point it was necessary to transfer the 

data to the computer before the instrument was capable of collecting more measurements.  

Therefore, the highest rate at which sound pulses could be emitted, recorded, and 

transferred was limited to 10Hz.  Though the sampling rate is low, it is sufficient for 

examining the basic magnetization dependent time-evolution the suspension. 

The experimental data examining the effects of the magnetic field intensity 

provide excellent qualitative evidence supporting the hypothesis of particle interactions 

and chaining.  Furthermore, it has been shown that the extent of the anisotropy of the 

mass density may be regulated through the external magnetic field.  Though the 

examination of the magnetic field gave significant data for dipole-dipole interactions, the 

effects of particle spacing must also be studied for a thorough investigation. 

4.3.4. Interparticle spacing effects 

A second method used to determine whether particle chaining is present at high field 

strengths examined the magnitude of the experimental deviations from theory for 
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different volume fractions.  As previously discussed, at high enough field strengths, the 

induced dipoles in the particles may become large enough to overcome the thermal 

energy effects and attract neighboring particles, leading to chaining.  Therefore, by 

decreasing the concentration, the spacing between particles increases, reducing the 

amount of chaining, which should cause the experimental results to more closely match 

the theoretical predictions.  The experiments were executed using an applied field of 880 

Gauss, as this field strength created the greatest deviation between theoretical and 

experimental results, and examined concentrations of 0.5%, 0.3%, and 0.125% v.f; the 

results are shown in Fig. 4.23.   

 
Figure 4.23. Variation in the agreement between experimental results and the Ahuja model for 

different particulate concentrations 

 

The data does in fact, reveal a closer correspondence between theory and experiment at 

lower concentrations; furthermore, the experimental results collapse to the theoretical 
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predictions in a nonlinear manner.  This nonlinear behavior may be explained through a 

simple examination of the definition of the volume fraction of a suspension, given as: 

 
Total

particle

Total

Totalparticles n











,
        (4.6) 

where n is the total number of particles.  The expression can be rewritten as 

 


particleTotal

n





        (4.7) 

where the term nTotal  represents the total volume occupied by a single particle.  

Assuming that the particles are uniformly spaced and modeled as being surrounded by a 

cubic volume of fluid with side of length cubel , then equation (4.7) can be written as: 
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and therefore the particle-particle spacing is given by 

 

3131




















particleTotal
cube n

l .      (4.9) 

Equation (4.9) clearly shows that the distance between particles varies inversely and non-

linearly with the concentration of particulates.  Furthermore, the spacing between the 

particles has a direct influence on the interaction energy felt between them, and therefore 

their ability to chain.  From Eq. 4.5, it may be seen that the interaction energy decays as 

the cube of the spacing between any two particles, and therefore as the interparticle 

spacing increases, it is expected that the degree of particle chaining will decrease as well.  

The observed non-linear deviation in the experimental velocity changes relative to theory 

are therefore a combined result of particle spacing and its relation to magnetic field 

strength.   
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The decrease in the discrepancies between the Ahuja model and the experimental 

data is more readily apparent by observing the change in the deviation as a function of 

concentration, as given in Fig. 4.24.   

 
Figure 4.24. Deviation between the experimental results and the Ahuja model over a range of particle 

concentrations 

 

The results show that the higher concentrations create a greater divergence from 

predictions, as the 0.5% v.f. has an error of approximately 160%, but the 0.125% v.f. 

suspension only deviates by approximately 115%.  Furthermore, the figure suggests that 

there is a finite amount by which the experimental results can vary from theory, as the 

percent error appears to level off as the concentration increases.  It is thought that as the 

particles chain together, the agglomerated particles become spaced further apart, and 

eventually reach a limit where the induced dipole of the agglomerate is not strong enough 

to attract any more neighboring particles across the greater distances. 
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 The hypothesized presence of particle-particle interactions as the source of the 

deviations of experimental data from theory at high magnetic field strengths has been 

experimentally confirmed.  Examination of lower volume fractions reveals that greater 

spacing between particles improves the correspondence with the Ahuja model, as the 

particles have lower interaction energy and therefore will experience less chaining. 

4.3.5. Comparison of changes in the speed of sound 

A detailed analysis of the Ni-flake suspension has been given, providing insight into the 

dynamics of the system and its ability to alter the speed of sound through anisotropic 

mass density.  However, the question arises as to whether this method is more effective at 

creating changes in the speed of sound than with other arrangements of solids structures 

embedded within a liquid phase.  The results of this work are compared to the changes in 

the speed of sound predicted by Torrent and Sanchez-Dehesa (2008) [41] for iron 

cylinders periodically spaced within water; the lattice arrangement of the cylinders is 

shown in Fig. 4.25. 

 
Figure 4.25. Lattice of iron cylinders in water [41] 

 

The theoretical changes in the speed of sound were examined for sound waves 

propagating through the lattice in the x- and y-directions, for a configuration of a2 = 3a1.  
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The results, as a function of the ratio of the cylinder radius to the spacing between the 

cylinders, a, is shown in Fig. 4.26. 

 
Figure 4.26. Theoretical predictions for the speed of sound in a lattice of iron cylinders [41] 

 

In order to allow for a comparison to the results found for Ni-flakes suspended in SAE30 

oil, the Ra/a parameter of the Torrent and Sanchez-Dehesa predictions [41] was converted 

to volume fraction; furthermore, since the volume fraction of the Ni-flakes was so low, 

only a portion of the iron cylinder results need be examined for comparison (0 ≤ Ra/a ≤ 

0.2).  The changes in the speed of sound predicted for the Torrent and Sanchez-Dehesa 

(2008) [41] setup at a volume fraction of 0.5% (the highest value examined in this work) 

can be obtained by linearly approximating the data in the low volume fraction regime and 

then interpolating the theoretical results, as shown in Fig. 4.27.   

 
Figure 4.27. Low concentration regime of iron cylinders embedded in water, with linear 

approximations of the theoretical predictions shown [41] 
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The linear approximation of the data will actually be an overestimation of the changes in 

the speed of sound due to the curvature of the actual theoretical predictions.  Interpolation 

to a concentration of 0.5% v.f. gives a normalized change in the speed of sound between 

the two orientations   bxxyy ccc   of approximately 9.6ˣ10
-4

.  The relative change in the 

speed of sound found for Ni-flakes at a concentration of 0.5% v.f. for a wave propagating 

at 6.0MHz was determined to be ~4.6ˣ10
-3

; therefore, the Ni-flakes were capable of 

creating changes in the speed of sound approximately 4.8 times greater than that of iron 

cylinders embedded in water.  Though the changes in the speed of sound found for this 

work are only 0.46%, these changes are comparable to those found for other 

metamaterials with anisotropic mass density; thus, use of these metafluids to elicit 

direction dependent speed of sound is justified and as practical as other mechanisms 

currently under consideration. 
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Chapter 5 

 

Conclusions and considerations for future work 

 
5.1. Conclusion 

This experimental investigation sought to create an acoustic metafluid with variable 

anisotropic mass density that could be controlled, with apparent effects over a broad 

frequency range.  Two different types of anisotropic particles (prolate and oblate 

spheroids) were tested to determine the changes in the speed of sound that could be 

generated through particle orientation.  Experimental constraints and theoretical 

predictions ruled out prolate spheroids as effective candidates as it was either difficult to 

suspend or procure quantities sufficient to produce a measurable change in the acoustic 

wave speed; furthermore, the proposed mechanism responsible for the anisotropic mass 

density (the induced mass) theoretically predicted minimal attainable changes with 

prolate spheroids.  In contrast, the theoretical predictions for the changes in the induced 

mass of oblate spheroids under different alignments proved to be substantial, thus making 

the nickel flakes the most appropriate candidate.  Experimental results for alignment of 

the axis of symmetry of the particles parallel and perpendicular to the magnetic field 

revealed a measurable and significant change in the speed of sound.  Furthermore, the 

changes in the speed of sound were qualitatively consistent with the ideas of induced 

mass; namely that oblate spheroids oriented parallel have a higher induced mass and thus 

see a lower speed of sound than for a randomly aligned suspension, with the opposite 

holding true for perpendicular alignment.  The frequency dependence of the induced 

mass was also experimentally demonstrated, confirming that the governing mechanism in 

the system is the induced mass.  Though the experimental data proved to be significantly 
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higher than the theoretical predictions of the Ahuja and Hendee (1978) model, it was 

postulated that particle-particle interactions were present at the high experimental 

magnetic field strengths, the effects of which are unaccounted for in the proposed theory.  

Theoretical calculations revealed that the high magnetic field strengths increased the 

interaction energy of the system, providing evidence of dipole-dipole interactions.  

Experimental investigations into the effects of magnetic field intensity and particle 

spacing revealed qualitative evidence supporting particle chaining.  The experimental 

results were found to match closely with the Ahuja and Hendee predictions at low field 

strengths (around 17 Gauss) and low particulate concentrations (greater particle spacing), 

substantiating the hypothesis.  The tests done with the magnetic field strength also 

revealed that the relative change in the speed of sound (and thus the magnitude of the 

mass density anisotropy) could be controlled through the intensity of the magnetic field, 

with higher fields creating greater differences.  Therefore, this work has demonstrated 

that an acoustic metafluid may be fabricated using orientable anisotropic particles to 

produce controllable anisotropic mass density. 

5.2. Considerations for future work 

In this study, qualitative evidence was given for the presence of particle-particle 

interactions, however, a quantitative model is needed to account for this behavior.  A 

more detailed investigation should be made to determine the magnetic field limits 

necessary to achieve particle alignment without agglomeration.  Furthermore, the Ahuja 

and Hendee model should be expanded to account for the particle chaining, including a 

theoretical model predicting the behavior of the chained structure in the presence of an 

impinging sound wave, taking into account the non-symmetric shape.  A more detailed 
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microscopic characterization of the particle chaining process should also be performed, 

examining, in greater detail, the time dependence of the process as well as the shape of 

the linked-particle structure.  In addition, more experimental data should be collected 

over a larger frequency range to better map the behavior of the induced mass effects.  

Another possible future project may be to determine whether the particle concentration 

can be increased to the point where the speed of sound due to alignment can exceed that 

of the base fluid.  As the suspensions examined in this work were of low concentration, 

the measured acoustic wave speeds were less than that of the base fluid, due to the 

effective averaging of fluid and solid properties; however, if the concentration is 

increased, the speed of sound will reach a minimum value and then proceed to rise in 

magnitude.  Thus an interesting investigation would be the design of a suspension 

capable of achieving acoustic wave speeds greater than that of the base fluid, simply 

through particle alignment. 
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