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Let $K$ be a convex body in the plane. It is known that $K$ can never be partitioned into seven regions of equal area by three non-concurrent lines. We will be concerned with a partition of $K$ by three non-concurrent lines such that the ratio of the area of smallest region to the area of biggest region is maximum. We call this an optimal balanced partition at $K$. We show that the best possible ratio is achieved when $K$ is a triangle and we characterize the optimal balanced partition in this case. We conjecture that the condition holds for optimal balanced partitions of all convex bodies but can only prove a weaker result.

In the second part of the thesis, we switch to the zigzag problem. We are given a set of $n$ points in $\mathbb{R}^2$ and seek the minimum number of line segments required for a polygonal chain (or a simple polygonal chain) to traverse all the points. We show an $n/2 + O(n/\log n)$ upper bound if self-intersection is allowed and an $n - \left\lfloor \frac{n-2}{8} \right\rfloor$ upper bound if self-intersection is not allowed.

The third part of this thesis is about finding the optimally balanced forward degree sequence of a graph. The final part studies the optimal solutions for some variants of the Towers of Hanoi problem.
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Chapter 1
Introduction

Discrete and computational geometry is a vigorous subject that has grown out of Euclidean geometry and then was greatly stimulated by questions and methods from computer science and combinatorics. It is also driven by practical, real-world problems of a geometric nature and algorithmic and computational questions that have then originated in a natural way. This thesis touches a variety of different problems, but all relate to ideas from discrete and computational geometry in a natural way.

In 1949 Buck and Buck [2] showed that for any convex body $K \subset \mathbb{R}^2$ whose area is 1, there always exists three concurrent lines $l_0, l_1, l_2$ that equipartition $K$, i.e., divides $K$ into six regions of area $1/6$ each. They also showed that no convex body $K$ can be partitioned by three lines $l_0, l_1, l_2$ into seven regions of area $1/7$ each.

Since a convex body $K$ can never be equipartitioned into seven regions, Buck and Buck raised the following question: can $K$ be partitioned into seven regions such that there is one of area $t \in (0, 1/7) \cup (1/7, 1)$, and six of area $(1 - t)/6$ each? They showed that if such a partition exists, it must be the central region that has area $t$. Hence, such a partition received its name as six-way equipartition. Finally, Buck and Buck conjectured that if a six-way equipartition exists, then $t \leq 1/49$, which may be achieved when $K$ is a triangle.

This conjecture was proved a year later by Sholander [4]. He showed that the triangle is the extreme convex body which maximize the area of central region in a six-way equipartition, if such a partition exists. Later, there has followed a succession of interesting results [8], [9], [10], [11], [13], [14], [15], [16] about the possibilities/impossibilities of partitioning measures in various ways.

Surprisingly, the main existence question for six-way equipartitions of planar convex
bodies remained open for sixty years! In 2010, Steiger, Szegedy and Zhao [6] showed that, given a convex body $K \subset \mathbb{R}^2$ and a unit vector $v \in \mathbb{R}^2$, there exists a unique trio of lines that form a six-way equipartition of $K$, with one of them having normal vector $v$.

Recently, Steiger, Szegedy, Wang and Kalantari [7] addressed the following question which had been posed by Kalantari: instead of looking for six equal areas and one different area, what if we seek a partition of the convex body $K$ by three lines such that the ratio of the smallest area to the biggest area is maximized. We name such a partition as the most balanced partition, using the ratio as the measure of balance. If three lines are concurrent, $K$ is partitioned into six regions and the balance ratio is 0 (the point of concurrency is a triangle of area 0). If three lines are not concurrent, $K$ is partitioned into seven regions and we know from Buck and Buck [2] that optimal ratio 1 can never be achieved. In the latter case, seeking the most balanced partition for a convex body $K$ and seeking the extreme convex body that achieves the best ratio are interesting problems and we study them in Chapter 2.

Another interesting, though hard, partitioning problem is to simultaneously equipartition multiple point sets in the plane. The Ham-Sandwich Theorem tells us that two point sets in the plane can always be simultaneously equipartitioned by a straight line. Furthermore, Bárány and Matousek [10] showed that, there always exists a wedge that simultaneously equipartitions three point sets in the plane. Their proof is purely topological. Later, Bereg [11] gave a combinatoric proof which led to an efficient algorithm that constructs the desired wedge.

A natural extension of a line or a wedge with number of turns 1, is a polygonal path with number of turns $k$. Clearly, polygonal paths with more turns may simultaneously equipartition point sets with more different types of points. It turns out to be very hard to determine the minimum number of turns $k$ required to simultaneously equipartition any $n$ sets of points in the plane.

A huge simplification of the above problem is to make each point set a simple point. Thus, we are looking for the minimum number of segments that traverses $n$ points in the plane, which we call the zigzag problem. Though a simplified version of the zigzag
problem has been studied in [17], [18], where only axis-aligned segments are allowed, nothing better than trivial bounds is known for the general case. In chapter 3, we discuss zigzag problem and improve its upper bound.

Here is the classical secretary problem, which is well studied: There are \( n \) applicants arriving (online) one by one. Each has value \( v_i \) and the goal is to hire the best. After interviewing applicant \( i \), we learned his value \( v_i \). At this point we either reject him and continue interviewing more candidates, or hire him, and interviewing stops.

Here, we study a problem with the same flavor, which is called the *offer rejection problem*:

- There are \( n \) almost equally good candidates on the waiting list.
- Some pairs of the candidates can work together, some pairs cannot. These pairs are known in advance.
- After giving an offer to candidate \( i \), there is a probability \( p_i \) candidate \( i \) will take the offer. Again, all \( p_i \)'s are known in advance.

We will hire exactly two candidates. The goal is to select the best order to give the offers to maximize the likelihood of hiring two candidates that can work together.

The offer rejection problem leads naturally to a subject that is interesting in its own right, namely, the *forward degree sequences of graphs*. A forward degree sequence arises from an ordering \( \sigma \) of the vertices of a graph. We eliminate the vertices according to this ordering, and the forward degree \( d^\sigma_v \) of a vertex \( v \) is its degree in the remaining graph when we eliminate it.

The idea of forward degree sequences is related to two classical topics in graph theory, namely, the *degree sequence* and *vertex elimination order*. The degree sequences of graphs are well characterized in [20], [21], and [22]. The vertex elimination order gives a nice characterization of chordal graphs (see [25]). The forward degree sequences we define and study here arise from very different questions and are of different nature.

Several nice connections between the offer rejection problem and the forward degree sequences are known. Here we focus on the pure graph-theoretical aspects. One
connection arises when we associate to each forward degree sequence a polynomial
\[ P_\sigma(z) = \sum_{v \in V} z^{d_{\sigma}v}. \]
We find that the offer rejection problem with rejection probability \( q \) is equivalent to the problem of finding the \( \sigma \) which minimizes \( P_\sigma(1/q) \) in the graph where edges represent pairs that can not work together. We will define an ordering \( \sigma \) to be more balanced than \( \tau \) if \( P_\sigma(1/q) \leq P_\tau(1/q) \) for every probability \( q \). A related notion is strongly balanced. It is an interesting combinatorial question whether a graph has a most balanced (strongly balanced) forward degree sequence. We prove that this is true in some nice classes of graphs, for example, chordal graphs and 3-regular graphs, where we also give a polynomial time algorithm to find the most balanced sequence.

The forward degree sequences carry a lot of information about their graphs. One may easily express some usual graph parameters in terms of properties of the forward degree sequences (see Section 4.2). Here we define some new graph parameters (Section 4.3.3) based on the forward degree sequences. These parameters, besides their close relation to the offer rejection problem, are of purely graph-theoretic interest as well. One of the interesting problems that remains open is how to compute some of the parameters in polynomial time.

We study forward degree sequence in chapter 4 and we show that every 3-regular graph has a most balanced forward degree sequence. This gives some new insight into the graph isomorphism problem discussed in [23] and [24].

In chapter 5, we discuss two new variations of the famous Towers of Hanoi problem. The Towers of Hanoi was invented by the French mathematician Edouard Lucas in 1883. In the legend, 64 sacred disks were initially stacked in increasing size on one of three pegs, with the largest at the bottom. A monk has to move the entire tower to another peg. The disks are fragile; only one can be carried at a time. And most importantly, the monk must obey the following rule:

**The Divine Rule:** A disk may not be placed on top of a smaller disk.

The disks are of size 1, 2, \ldots, \( n \), usually we denote the disk of size \( i \) by \( \langle i \rangle \); and we denote the set of disks by \( [n] = \{ \langle i \rangle : 1 \leq i \leq n \} \). The three pegs are \( P_1 \), \( P_2 \), and \( P_3 \).

The Towers of Hanoi and its many variations are well studied. Here we just mention
a few of them: The cyclic towers of Hanoi was first studied by Atkinson [26]. In [32], Klein and Minsker solved the variation where there can be bigger disks above smaller disks in the initial configuration, but the moves still obey the divine rule. The multi-peg Towers of Hanoi problem was proposed by Stewart [34], and remains a big open problem (see related works by Stewart [35], Frame [30], Szegedy [37], Klavžar, Milutinović, and Petr [31], and Chen and Shen [27]). For a good bibliography with more than 200 entries on this subject, see Paul Stockmeyer’s manuscript ([36]).

In chapter 5 we study two new variations of the game. Both are on three pegs, and the monk may violate the divine rule slightly in some way. We give procedures to solve these two versions, and prove the optimality of our procedures.
Chapter 2
Optimal Partitioning by Three Lines in the Plane

2.1 Introduction

It is well known that a line can be drawn through any interior point of a convex body $K$ in the plane, partitioning it into two pieces of equal area. If we consider two lines which intersect in $K$, they partition it into four regions. It is an easy consequence of the Ham-Sandwich Theorem that there always exist two lines partitioning a convex body into four regions of equal area. Furthermore, Courant and Robbins [3] showed that those two lines can be chosen to be perpendicular.

When it comes to three lines that have all pairwise intersections in $K$, there are two cases: if the three lines are concurrent, they partition $K$ into six regions; otherwise, they partition $K$ into seven regions. Let us assume $|K| = 1$, where we write $|S|$ for the area of set $S \subset \mathbb{R}^2$. Buck and Buck [2] showed that for any convex body $K$ in the plane, there always exists three concurrent lines that equipartition $K$ into six regions, i.e., each region has area $1/6$. They also showed that no convex body $K$ can be partitioned by three non-concurrent lines into seven regions, each of area $1/7$.

Buck and Buck further proved that if there is a partition where six of the seven regions have equal area (this is called a six-way equiparition), these six regions are necessarily the six outer regions. They conjectured that, in this case, the area of the inner region is at most one eighth the area of the outer regions, i.e., at most $1/49$. This value is achieved when $K$ is a triangle and $K$ is six-way equipartitioned by three lines parallel to its own sides, a partition easily seen to exist. Buck and Buck’s conjecture was later proved by Sholander [4], who showed that the triangle is the extreme convex body admitting a six-way equipartitioning: for any convex body $K$ that has a six-way equipartition, if $K$ is not a triangle, then the area of the central triangle is less than
The general existence question for six-way equipartitions of convex bodies in the plane has remained open for a long time, until Steiger, Szegedy and Zhao [6] settled it by showing for any convex body, six-way equipartitions always exist and, if we fix the direction of one line, are unique.

2.2 Most balanced partition

Consider a convex body $K$ with $|K| = 1$ and lines $\ell_0, \ell_1, \ell_2$, each pair of which intersects in $K$. They form seven regions $A_1, A_2, \cdots, A_7$, as in Figure 2.1. Let $m = \min_{1 \leq i \leq 7} \{|A_i|\}$ and $M = \max_{1 \leq i \leq 7} \{|A_i|\}$. By Buck and Buck’s result [2], we know that $m < M$. Our goal is to maximize $m/M$, i.e., to find the most balanced partition.

![Figure 2.1: lines $\ell_0, \ell_1, \ell_2$ partition $K$ into seven regions $A_1, A_2, \cdots, A_7$](image)

There is a nice class of partitions of our special interest, which we call balanced partitions.

**Definition 1:** $\ell_0, \ell_1, \ell_2$ form a balanced partition of $K$ if

1. $|A_1| = |A_3| = |A_5| = |A_7| = a$, and
2. $|A_2| = |A_4| = |A_6| = b$.

The main fact is
**Theorem 2.2.1.** Maximum $m/M$ is achieved when $K$ is a triangle and $l_0,l_1,l_2$ form a balanced partition on $K$.

Proof.

Before we start, let us introduce several notions. As always, $l_0,l_1,l_2$ partition $K$ into seven regions $A_1,A_2,\cdots,A_7$, $m$ is the minimum area, $M$ is the maximum area. We say that $A_i$ is relaxed if $m < |A_i| < M$.

During the proof, we may either perturb partition lines $l_0,l_1,l_2$ to $l'_0,l'_1,l'_2$ or perturb convex body $K$ to $K'$. After the perturbation, $l'_0,l'_1,l'_2$ partition $K$ (or $l_0,l_1,l_2$ partition $K'$) into seven regions $A'_1,A'_2,\cdots,A'_7$, $m'$ is the minimum area, $M'$ is the maximum area. $A_i'$ is relaxed if $m' < |A_i'| < M'$. Also, let us denote $\Delta|A_i| = |A_i'| - |A_i|$.

There are special kinds of perturbations applying to $K$ and one of its region $A_i$:

1. only the boundary of $K$ inside region $A_i$ is changed,
2. $K'$ is still a convex body,
3. $|A_i'| < |A_i|$ (or $|A_i'| > |A_i|$),
4. $A_j = A'_j$ for $j \neq i$.

If $|A_i'| < |A_i|$, we call it a squeeze. If $|A_i'| > |A_i|$, we call it an inflate. If $A_i$ can not be squeezed, it is minimized. Similarly, if $A_i$ can not be inflated, it is maximized.

![Diagram of partition and perturbation](image)

Figure 2.2: If $|A_7| < \min_{1 \leq i \leq 6}\{|A_i|\}$, we can perturb $l_0,l_1,l_2$ to improve the ratio.
We will prove the theorem by establishing a sequence of numbered statements. Together they will prove the fact that unless $K$ is a triangle and the three lines form a balanced partition, either $K$ may be changed (making it closer to a triangle and increasing $m/M$) or one or more of the lines may be moved (making the partition more balanced and increasing $m/M$).

1. If $m/M$ is maximum, then $\min_{1 \leq i \leq 6} \{|A_i|\} \leq |A_7| \leq \max_{1 \leq i \leq 6} \{|A_i|\}$.

Suppose $|A_7| < \min_{1 \leq i \leq 6} \{|A_i|\}$. Translate $l_0$ (resp. $l_1, l_2$) towards $D$ (resp. $H$, $F$) by a small distance $\epsilon$ (as shown in Figure 2.2). It is clear that $|A_7|$ increases by $(AB + BC + CA)\epsilon + o(\epsilon)$ and $|A_1|, |A_3|, |A_5|$ decrease by a small amount. Our
Figure 2.5: The case $|A_6| = M$, $|A_5| = m$, $|A_4| < M$ and $A_4$ is not minimized.

Figure 2.6: One of $A_1$, $A_3$ is maximized and minimized, $|A_2| = m$.

only concern is that $|A_2|, |A_4|, |A_6|$ may increase. Let us consider $A_2$. Because

$$\Delta |A_2| = (\overline{AD} + \overline{BE} - \overline{AB})\epsilon + o(\epsilon),$$

and

$$\frac{\overline{AD}}{\overline{AC}} < \frac{M}{m}, \quad \frac{\overline{BE}}{\overline{BC}} < \frac{M}{m},$$

we have

$$\frac{m'}{M'} < \frac{m}{M},$$

contradicting the assumption that $m/M$ was maximal.

2. If $m/M$ is maximum, then $|A_1| = |A_3| = |A_5|$, $|A_2| = |A_4| = |A_6|$ and $K$ is a triangle.
(a) Pick some $A_i, 1 \leq i \leq 6$, such that $|A_i| = M$.

(b) If $A_i$ is not minimized, squeeze $A_i$ (see Figure 2.3) and go to (a).

(c) Without loss of generality, assume $i = 6$, we have $A_6$ is minimized and $|A_6| = M$. Assume line $HI$ is parallel with line $AC$ or they intersect at the “upper” side, then $|A_5| = m$, or we could decrease $|A_6|$ and $|A_5|$ simultaneously (see Figure 2.4) and go to (a). Also, $A_5$ must be maximized, or we could first increase $|A_5|$ to $m + \epsilon_1$, then use the previous argument.

(d) With the similar argument as (c), we can conclude that one of the following two cases must happen.

i. Either $|A_1| = m$ and $A_1$ is maximized, or

ii. $|A_1| > m$, $A_1$ is maximized and minimized, $|A_2| = m$ .

Otherwise, we can decrease $|A_6|$ without increasing $m$ and then go to (a).

(e) $A_4$ must be minimized, otherwise

i. $|A_4| = M$, we can decrease $|A_4|$ and increase $|A_5|$, then go to (c),

ii. $|A_4| < M$, we can keep or increase $|A_4|$ and increase $|A_5|$ at the same time (see Figure 2.5), then go to (c).

(f) With the similar argument as (e), we can conclude that one of the following two cases must happen

i. $|A_4| = M$ and $A_4$ is minimized.

ii. $|A_4| < M$, $A_4$ is maximized and minimized, $|A_3| = M$ and $A_3$ is minimized, $|A_2| = m$ and $A_2$ is maximized.

Furthermore, the second case is impossible, because if we consider it together with two cases in (d), we can only reach two impossible configurations. Therefore, $|A_4| = M$.

(g) Finally, we consider $A_3$. Similar to (d), either $|A_3| = m$ and $A_3$ is maximized, or $|A_3| > m$, $A_3$ is maximized and minimized, $|A_2| = m$. Combining with (d), we have three cases:
i. \( |A_1| = |A_3| = m \) and both are maximized. In this case, it is clear that \( A_2 \) must be minimized and \( |A_2| = M \), which is exactly what we want to prove.

ii. Exactly one of \( A_1, A_3 \) has area \( m \) and is maximized. The other is maximized and minimized, \( |A_2| = m \). As shown in Figure 2.6, we can increase two minimum areas and then go to (d).

iii. Both \( A_1, A_3 \) are maximized and minimized, \( |A_2| = m \). We can increase \( A_2 \) in this case and then go to (d).

3. If \( m/M \) is maximum, then \( |A_1| = |A_3| = |A_5| = |A_7| = m, |A_2| = |A_4| = |A_6| = M \) and \( K \) is a triangle.

(a) It is easy to check that \( |A_1| = |A_3| = |A_5| = M \) and \( |A_2| = |A_4| = |A_6| = m \) is an impossible configuration.

(b) If \( |A_1| = |A_3| = |A_5| = m, |A_2| = |A_4| = |A_6| = M \) and \( |A_7| > m \), we can improve the ratio by perturbing \( l_0, l_1, l_2 \).

As shown in Figure 2.7, let us translate \( l_0 \) (resp. \( l_1, l_2 \)) towards \( C \) (resp. \( B, A \)) by a small distance \( \frac{M}{AB} \) (resp. \( \frac{M}{AC}, \frac{M}{BC} \)). We have \( |A_i'| < |A_7| \) and \( |A_i'| < |A_i|(1 + \epsilon) \) for \( i = 2, 4, 6 \). Therefore, to prove that \( m'/M' > m/M \), all we need to show is \( |A_i'| \geq |A_i|(1 + \epsilon) \) for \( i = 1, 3, 5 \). We prove that by contradiction.
Suppose \( |A'_1| < |A_1|(1 + \epsilon) \). Then we have
\[
\frac{|A'_1| - |A_1|}{|A_1|} = \frac{Mc(\frac{AD}{AC} + \frac{AI}{AB})}{m} < \epsilon,
\]
i.e.,
\[
\frac{AD}{AC} + \frac{AI}{AB} < \frac{m}{M}.
\]
It is easy to see that \( \frac{AD}{AC} < \frac{m}{M} \) implies \( H \) is closer to \( l_1 \) than \( I \), so \( \frac{CH}{CB} < \frac{AI}{AB} < \frac{m}{M} \). This implies that \( G \) is closer to \( l_2 \) than \( F \). Similarly, we have \( \frac{BE}{BC} < \frac{AD}{AC} < \frac{m}{M} \), which implies \( F \) is closer to \( l_2 \) than \( G \). Thus we have a contradiction.

### 2.3 Uniqueness proof

**Theorem 2.3.1.** Given a convex body \( K \subset \mathbb{R}^2 \) with \( |K| = 1 \) and a unit vector \( v \in \mathbb{R}^2 \), there are exactly two triples of lines that form a balanced partition of \( K \), where one of the three lines has normal vector \( v \).

**Proof.**

Without loss of generality we may take the given normal vector to be \( v = (1, 0) \), so one of the three lines will be a vertical line which we denote by \( l_0 \). It will have equation \( x = t \) and we write \( l_0(t) \) to describe its position. Furthermore, we coordinatize \( \mathbb{R}^2 \) so that \( l_0(0) \) bisects \( K \), i.e., \( K \) has area 1/2 on both sides of \( l_0(0) \).

Our proof goes in two steps:

1. First, we construct a unique “candidate” for a balanced partition at \( t \), which is a triple of lines \( l_0(t), l_1, l_2 \), such that any other triple of lines \( l_0(t), l'_1, l'_2 \), where \( (l'_1, l'_2) \neq (l_1, l_2) \), can not be a balanced partition of \( K \).

2. Second, we prove that exactly two “candidates” are balanced partitions for all possible \( t \).
**Step 1. Construct a unique candidate at \( t \).**

We will focus on the case \( t \geq 0 \). For \( t < 0 \), a similar construction and argument will apply.

Given some \( t \geq 0 \), we write \( K_0^- \) for the smaller (right) part of \( K \) cut off by \( l_0(t) \), \( K_0^+ \) to be the bigger (left) part of \( K \) cut off by \( l_0(t) \) and \( \lambda = |K_0^-| \leq \frac{1}{2} \). It is clear that \( l_0(t), l_1, l_2 \) can form a balanced partition of \( K \) only if there exists non-negative numbers \( a \) and \( b \), which satisfy

\[
\begin{align*}
2a + b &= \lambda, \\
2a + 2b &= 1 - \lambda,
\end{align*}
\]

where \( a = |A_1| = |A_3| = |A_5| = |A_7| \) and \( b = |A_2| = |A_4| = |A_6| \) (see Figure 2.1).

Clearly,

\[
\begin{align*}
a &= \frac{2\lambda - 1}{2}, \\
b &= 1 - 2\lambda. \quad (2.1)
\end{align*}
\]

By Equation 2.1, both \( a \) and \( b \) are non-negative if and only if \( \lambda \in [1/3, 1/2] \). Notice that \( \lambda \) decreases from \( 1/2 \) to \( 0 \) as \( t \) goes from \( 0 \) to \( +\infty \), so \( a \) and \( b \) are determined uniquely by \( t \) and they are both non-negative if and only if \( t \in [0, t_{1/3}] \), \( t_{1/3} \) denotes the \( t \) value where corresponding \( \lambda \) is \( 1/3 \).

Now, for every \( t \in [0, t_{1/3}] \), we define \( l_1 \) and \( l_2 \). By the separated ham-sandwich theorem (see [1], [5]), the following equations uniquely define \( l_1 \) and \( l_2 \) (as shown in Figure 2.8).

\[
\begin{align*}
|l_1^+ \cap K_0^-| &= a, & |l_1^+ \cap K_0^+| &= a + b, \\
|l_2^- \cap K_0^-| &= a, & |l_2^- \cap K_0^+| &= a + b,
\end{align*}
\]

where \( l_i^+ \) (\( l_i^- \)) is the halfspace above (below) \( l_i \), \( i = 1, 2 \), \( a \) and \( b \) are non-negative numbers determined by \( t \) and the convex body \( K \).

On the other hand, it is clear that Equation 2.2 is a necessary (but not sufficient) condition for \( l_0(t), l_1, l_2 \) to be a balanced partition of \( K \). Therefore, for every \( t \in [0, t_{1/3}] \), a unique “candidate” for a balanced partition at \( t \), which is a triple of lines \( l_0(t), l_1, l_2 \), can be constructed (as in Figure 2.8). Similar results apply for \( t \in [t_{-1/3}, 0] \), where \( t_{-1/3} \) denotes the \( t \) for which \( l_0(t) \) cuts \( 1/3 \) off \( K \) on its left and \( 2/3 \) off \( K \) on its right.
Figure 2.8: \(l_0(t), l_1, l_2\) is the “candidate” balanced partition at \(t\).

Step 2. Among all \(t \in [t_{-1/3}, t_{1/3}]\), exactly two “candidates” are balanced partitions.

Suppose the unique “candidate” at \(t\) will partition \(K\) into seven regions \(A_1, A_2, \ldots, A_7\) (as in Figure 2.8), let us define the function

\[
f(t) = a - |A_5|, t \in [t_{-1/3}, t_{1/3}].
\]

Clearly, \(f(t) = 0\) is both necessary and sufficient for the “candidate” at \(t\) to be a balanced partition. Therefore, to prove there are exactly two “candidates” which are balanced partitions of \(K\), we only need to prove that there are exactly two roots of \(f(t)\) among \(t \in [t_{-1/3}, t_{1/3}]\).

The following properties of \(f(t)\) are enough to show that \(f(t)\) has exactly two roots (as illustrated in Figure 2.9):

1. \(f(t)\) is continuous on \([t_{-1/3}, t_{1/3}]\),
2. \(f(0) > 0, f(t_{-1/3}) < 0, f(t_{1/3}) < 0,\)
3. \(f(t)\) is strictly increasing on \([t_{-1/3}, 0]\) and strictly decreasing on \([0, t_{1/3}]\).

Suppose \(t\) and \(t'\) are very close. \(l_0(t), l_1, l_2\) form the candidate at \(t\) and \(l_0(t'), l_1', l_2'\) form the candidate at \(t'\). Clearly, \(l_0(t)\) will be very close (in distance) to \(l_0(t')\), \(\lambda\) will
be very close to $\lambda'$ and a (b) will be very close to $a'$ ($b'$). As $l_1$ and $l_2$ ($l'_1$ and $l'_2$) are separated ham-sandwich cuts determined by $l_0, a$ and $b$ ($l'_0, a'$ and $b'$), $l_1$ will be very close (in distance) to $l'_1$ and $l_2$ will be very close (in distance) to $l'_2$. Furthermore, $x$ will be very close to $x'$ because $x$ is determined by $K, l_1$ and $l_2$ and $x'$ is determined by $K, l'_1$ and $l'_2$. Therefore, $f = a - x$ will be very close to $f' = a' - x'$, which implies Property 1.

To prove property 2, we consider two boundary cases, $t = 0$ and $t = t_{1/3}$. The case that $t = t_{-1/3}$ is similar to $t = t_{1/3}$.

When $t = 0$, $a = 1/4$ and $b = 0$, $f(0) = 1/4 - 0 = 1/4$, as illustrated in Figure 2.10.

When $t = 1/3$, $a = 0$ and $b = 1/3$, $f(t_{1/3}) = 0 - |A_5| < 0$, as illustrated in Figure 2.11. One thing worth notice is why $|A_5| > 0$. Is it possible that $l_1$ and $l_2$ do not intersect inside $K$ so that $A_5$ vanishes and $|A_5| = 0$? The answer is no. Assume $l_1$ and $l_2$ do not intersect inside $K$, we have $|K| > |A_4| + |A_6| = 1/3 + 1/3 = 2/3$, which contradicts the fact that $|K| = 2/3$ when $t = 1/3$.

We will prove property 3 for $t \in [0, t_{1/3}]$; the proof for $t \in [t_{-1/3}, 0]$ is analogous.
Given $0 \leq t < t' \leq t_{1/3}$, let $l_0(t), l_1, l_2$ be the “candidate” at $t$, with the corresponding parameters $\lambda, a$ and $b$; let $l_0(t'), l'_1, l'_2$ be the “candidate” at $t'$, with the corresponding parameters $\lambda', a'$ and $b'$. Let us say that $l_0(t), l_1, l_2$ partition $K$ into seven regions $A_1, A_2, \ldots, A_7$ and $l_0(t'), l'_1, l'_2$ partition $K$ into seven regions $A'_1, A'_2, \ldots, A'_7$.

It is clear that $\lambda' < \lambda$. So Let us assume that $\lambda' = \lambda - \epsilon$ with some $\epsilon > 0$. By equation 2.1, we have

$$
\begin{cases}
  a' &= a - \frac{3\epsilon}{2}, \\
  b' &= b + 2\epsilon.
\end{cases}
$$

Notice that $|A_1| - |A'_1| = a - a' = 3\epsilon/2$, which is the result of moving $l_0(t)$ to $l_0(t')$ and moving $l_1$ to $l'_1$, as shown in Figure 2.12. Because moving $l_0(t)$ to $l_0(t')$ decreases
Figure 2.12: Moving \( l_1 \) to \( l'_1 \) cannot decrease the area of \( A_5 \) by more than \( \epsilon/2 \).

The area of \( A_1 \) by at most \( \epsilon \), we have that moving \( l_1 \) to \( l'_1 \) decreases the area of \( A_1 \) by at least \( \epsilon/2 \). On the other hand, moving \( l_1 \) to \( l'_1 \) decreases the area of \( A_1 \cup A_5 \cup A_6 \) by \( \epsilon \) (from \( \lambda \) to \( \lambda' \)). So we can conclude that moving \( l_1 \) to \( l'_1 \) cannot decrease the area of \( A_5 \) by more than \( \epsilon/2 \).

Similarly, we can show that moving \( l_2 \) to \( l'_2 \) cannot decrease the area of \( A_5 \) by more than \( \epsilon/2 \), too. Therefore, \(|A_5| \leq |A'_5| + \epsilon + o(\epsilon)|

Combine the previous observations together, we have

\[
a - |A_5| \geq a' + \frac{3\epsilon}{2} - |A'_5| - \epsilon - o(\epsilon) > a' - |A'_5|,
\]
i.e., \( f(t) > f(t') \), as claimed.

### 2.4 Optimal partition on triangles

By Lemma 2.2.1, we know that when \( m/M \) is maximum, \( K \) must be a triangle, say \( \Delta PQR \). Since \( \Delta PQR \) may be made equilateral by an affine transformation and an affine transformation preserves the ratio of areas, we may assume \( \Delta PQR \) is an equilateral triangle centered at point \( O \). Let \( T = \{l_0, l_1, l_2\} \) partition \( \Delta PQR \) into seven regions and let \( \Delta ABC \) be the center region (see Figure 2.13).

The following lemma shows that \( \Delta ABC \) is an equilateral triangle centered at point \( O \), if \( T \) is a balanced partition of \( \Delta PQR \).
Lemma 2.4.1. If $T = \{l_0, l_1, l_2\}$ forms a balanced partition of $\triangle PQR$, then $\triangle ABC$ is an equilateral triangle centered at point $O$.

Proof.

Given any unit vector $v = (\sin \theta, \cos \theta)$, let $v_1 = (\sin(\theta - \frac{\pi}{3}), \cos(\theta - \frac{\pi}{3}))$ and $v_2 = (\sin(\theta - \frac{2\pi}{3}), \cos(\theta - \frac{2\pi}{3}))$. $l_0$ (resp., $l_1$, $l_2$) is initialized to have normal vector $v$ (resp., $v_1$, $v_2$) and pass through the point $O$, the center of $\triangle PQR$ (see Figure 2.14).
It is clear that $|A_1| = |A_3| = |A_5|, |A_2| = |A_4| = |A_6|$ and $|A_7| = 0$.

Now let us translate $l_0$ towards $Q$, $l_1$ towards $R$ and $l_2$ towards $P$ at the same linear speed until the area of the center region equals one of the six outer regions. We denote this triple of lines by $T^+(v)$.

We claim that $T^+(v)$ has the following properties:

1. the center region is an equilateral triangle centered at $O$.
2. one line of $T^+(v)$ has normal vector $v$.
3. $T^+(v)$ forms a balanced partition of $\Delta PQR$.

The first two properties are trivially true. We will prove the third property here.

![Figure 2.15: Two cases for $T^+(v)$.

It is clear that for $T^+(v)$, either $|A_1| = |A_3| = |A_5| = |A_7| = m$, $|A_2| = |A_4| = |A_6| = M$ or $|A_1| = |A_3| = |A_5| = M$, $|A_2| = |A_4| = |A_6| = |A_7| = m$, as shown in Figure 2.15. $T^+(v)$ is a balanced partition of $\Delta PQR$ in the first case. All we need to show is that the second case is impossible.

Suppose that $QP$ is parallel to or converges towards $CB$ as in Figure 2.16. Let $E'DP'$ be parallel to $CB$, we have

$$\frac{\text{area}_{ABGF}}{\text{area}_{BDPG}} > \frac{\text{area}_{ABG}}{\text{area}_{BDP'G}} = \frac{\text{area}_{ACB}}{\text{area}_{BCE'D}} \geq \frac{\text{area}_{ACB}}{\text{area}_{BCED}},$$

i.e., $\frac{|A_4|}{|A_3|} > \frac{|A_7|}{|A_2|}$.

If $|A_1| = |A_3| = |A_5| = M$, $|A_2| = |A_4| = |A_6| = |A_7| = m$, we have $\frac{m}{M} > \frac{m}{m}$, which is a contradiction.
Similarly, we may define $T^-(v)$, by sliding $l_0$, $l_1$, and $l_2$ towards the other direction. By the same argument, we can show that $T^-(v)$ has the same properties as $T^+(v)$.

By Theorem 2.3.1, $T^+(v)$ and $T^-(v)$ are the only two balanced partitions of $\Delta PQR$, containing one line with normal vector $v$. Thus, we may conclude that every balanced partition of $\Delta PQR$ has the property that the center region is an equilateral triangle centered at $O$.

By Lemma 2.2.1 and Lemma 2.4.1, we have the following lemma.

**Lemma 2.4.2.** If $T = \{l_0, l_1, l_2\}$ achieves maximum $m/M$ on $\Delta PQR$, then $\Delta ABC$ is an equilateral triangle centered at point $O$.

**Lemma 2.4.3.** If $T = \{l_0, l_1, l_2\}$ achieves maximum $m/M$ on $\Delta PQR$, then $AB$ (resp., $BC$, $CA$) is parallel to $RP$ (resp., $PQ$, $QR$).

**Proof.**

First of all, $P$, $Q$, and $R$ must belong to regions of area $m$. Otherwise, there is some region of area $M$, whose area may be reduced without violating the convexity (see Figure 2.17). In this way, we get some convex body $K$ in which $m/M$ is the same as (or better than) maximum $m/M$ and $K$ is not a triangle. This contradicts the result of Lemma 2.2.1.
Figure 2.17: If P, Q and R do not belong to regions of area $m$, some regions of area $M$ may be reduced without violating the convexity.

Now let us assume $AB$ (resp., $BC$, $CA$) is not parallel to $RP$ (resp., $PQ$, $QR$). By Lemma 4, $\triangle ABC$ is an equilateral triangle centered at point $O$. As shown in Figure 2.18, let the perpendicular bisector of $AB$ (resp., $BC$, $CA$) meet $RP$ (resp., $PQ$, $QR$) at $C'$ (resp., $A'$, $B'$). Let $\triangle P'Q'R'$ satisfy the following:

1. $\triangle P'Q'R'$ is an equilateral triangle centered at $O$.
2. $P'Q'$ (resp. $Q'R'$, $R'P'$) passing through $A'$ (resp., $B'$, $C'$).
3. $\angle Q'A'Q = \angle R'B'R = \angle P'C'P = \epsilon$, where $\epsilon$ is a very small angle.

$l_0, l_1, l_2$ partitions $\triangle PQR$ into seven regions $A_1$ (CEQH), $A_2$ (CBDE), $\cdots$, $A_7$ (ABC). Correspondingly, $l_0, l_1, l_2$ partitions $\triangle P'Q'R'$ into $A'_1$ (CE'Q'H'), $A'_2$ (CB'D'E'), $\cdots$, $A'_7$ (ABC). Clearly, we have

1. $|A_1| = |A_3| = |A_5| = |A_7| = m$, $|A_2| = |A_4| = |A_6| = M$,
2. $|A'_1| = |A'_3| = |A'_5|$, $|A'_2| = |A'_4| = |A'_6|$, 

Furthermore, if $P'Q'$ is closer to being parallel to $BC$, we have

4. $|A'_2| = |A'_4| = |A'_6| < M$, 

Figure 2.18: AB (resp., BC, CA) is not parallel to RP (resp., PQ, QR)

Property 4 is obviously true, because $|\Delta A'E'E| > |\Delta A'D'D|$ by elementary geometry. Now we prove property 5 by showing $|A'_1| > |A_1|$. Since

$$|A'_1| - |A_1| = (|\Delta B'Q'A'| - |\Delta B'QA'|) + (|\Delta A'E'E| - |\Delta B'H'H|),$$

it is enough to show that $|\Delta B'Q'A'| > |\Delta B'QA'|$ and $|\Delta A'E'E| > |\Delta B'H'H|$. Notice that $\angle B'Q'A' = \angle B'QA' = \pi/3$, so Q and Q' lie on a circle which has A'B' as a chord. It is easy to see that the distance from Q' to A'B' is greater than the distance from Q to A'B', therefore, $|\Delta B'Q'A'| > |\Delta B'QA'|$. Finally, $|\Delta A'E'E| > |\Delta B'H'H|$ is true because $|\Delta B'H'H| = |\Delta A'D'D|$ and $|\Delta A'E'E| > |\Delta A'D'D|$.

Thus, with $l_0, l_1, l_2$, $\Delta P'Q'R'$ may achieve a ratio greater than $m/M$, which contradicts the assumption that $m/M$ is maximized.

By Lemmas 2.4.2 and 2.4.3, we have the following theorem.

**Theorem 2.4.1.** Given a convex body $K \subset \mathbb{R}^2$ and a triple of lines $T = l_0, l_1, l_2$ which partition $K$ into seven regions $A_1, A_2, \cdots, A_7$, we have

$$\frac{m}{M} \leq \frac{2}{1 + 2\sqrt{2}} \approx 0.522,$$

where $m = \min\{|A_i|\}$ and $M = \max\{|A_i|\}$. Equality holds only when $K$ is a triangle,
$l_0, l_1, l_2$ are parallel to three sides of $K$ and form a balanced partition of $K$ as in Figure 2.19. (Again, the ratio is preserved under affine transformation.)

![Figure 2.19: The configuration of $K$ and $l_0, l_1, l_2$ when optimal ratio is achieved.](image)

Proof.

We have shown that if $m/M$ is maximum, then $K$ is a triangle, $l_0, l_1, l_2$ are parallel to three sides of $K$ and form a balanced partition of $K$.

Now let us compute the maximum $m/M$. Let $x = |AC|$ and $y = |CE|$, it is clear that $x^2 = 2y^2$. Thus we have

$$
\frac{m}{M} = \frac{x^2}{(y + x)^2 - x^2} = \frac{2}{1 + 2\sqrt{2}} \approx 0.522.
$$
Chapter 3

Zigzag - Traversing Points in the Plane

3.1 Definition of the zigzag problem

**Definition** Let $P$ be a set of points in general position such that no three points of $P$ are colinear. A (simple) zigzag $z$ of $P$ is a (simple) polygonal chain which passes through every point $v \in P$.

Notice that a (simple) zigzag $z$ of $P$ may “turn” at points in $P$ or at points not in $P$. We denote the length of a (simple) zigzag $z$ as $|z|$, which is the number of line segments in $z$.

**Definition** Let $Z^P$ denote the length of the shortest zigzag of $P$, i.e., $Z^P = \min\{|z| : z \text{ is a zigzag of } P\}$. Similarly, $Z^P_s = \min\{|z| : z \text{ is a simple zigzag of } P\}$.

Furthermore, $Z(n) = \max\{Z^P : P \text{ is a set of } n \text{ points in general position}\}$. Similarly, $Z_s(n) = \max\{Z^P_s : P \text{ is a set of } n \text{ points in general position}\}$.

It is easy to show that $\lceil \frac{n}{2} \rceil \leq Z(n) \leq Z_s(n) \leq n - 1$. We will improve these trivial bounds in the following sections.

3.2 Zigzag with self-intersection

**Theorem 3.2.1.**

$$Z(n) = \lceil \frac{n}{2} \rceil + O\left(\frac{n}{\log n}\right).$$

**Proof.** Let us start with a simple observation that $k$ points in convex position can be traversed by a zigzag of size $\lceil (k + 1)/2 \rceil$. Besides, if $P_1$ and $P_2$ forms a partition of point set $P$, by connecting an endpoint of the shortest zigzag of $P_1$ to an endpoint of
the shortest zigzag of \( P_2 \) with one more extra line segments, we have a zigzag of \( P \) with length \( Z_{P_1} + Z_{P_2} + 1 \). So
\[
Z_P \leq Z_{P_1} + Z_{P_2} + 1.
\]

Therefore, if any set of \( n \) points in the plane in general position has a subset of \( k(n) \) points in convex position, then we have
\[
Z(n) \leq k(n)/2 + Z(n - k(n)) + 2. \tag{3.1}
\]

Let \( ES(k) \) denote the least integer such that among any \( ES(k) \) points in general position in the plane there are always \( k \) in convex position. By Erdős-Szekeres Theorem, \( ES(k) \) exists and
\[
ES(k) \leq \left( \frac{2k - 4}{k - 2} \right) + 1.
\]

Thus, we have
\[
k(n) = \Omega(\log n). \tag{3.2}
\]

Combining 3.1 and 3.2, we may conclude that
\[
Z(n) = \left\lceil \frac{n}{2} \right\rceil + O\left( \frac{n}{\log n} \right).
\]

3.3 Zigzag without self-intersection

**Theorem 3.3.1.**
\[
Z_s(n) \leq n - \left\lfloor \frac{n - 2}{8} \right\rfloor.
\]

**Proof.**

Consider \( P \), a set of \( n \) points in general position in the plane. For simplicity, we assume \( n = 8k + 2 \). First of all, we pick a direction \( d \) which is not parallel or perpendicular to any line passing through a pair of points in \( P \). Now points in \( P \) can be sorted by direction \( d \), that is, \( P = \{v_0, v_1, \cdots, v_{8k+1}\} \), such that \( v_i \) is “above” \( v_j \) in direction \( d \) for every \( 0 \leq i < j < n \). Let \( l(v_i) \) denote the line passing through \( v_i \) and perpendicular to \( d \) for \( 0 \leq i \leq 8k \). Let \( T(v_i) = R \) if line segments \( v_{i-1}v_i \) and \( v_iv_{i+1} \) turn right and \( T(v_i) = L \) otherwise, for \( 0 < i < 8k + 1 \).
Obviously, there is a trivial zigzag $v_0v_1 \cdots v_{8k}$ with $n - 2 = 8k$ turns. Our goal is to improve the trivial zigzag by removing $k$ turns. The idea is to “slice” the plane into $k$ consecutive horizontal slabs and revise the trivial zigzag in each slab so that at least one turn is saved. Formally, the $i$th slab contains the area between $l(v_{8i+1})$ and $l(v_{8i+9})$, 9 points $\{v_{8i+1}, v_{8i+2}, \ldots, v_{8i+9}\}$ and a part of the trivial “zigzag” with 8 turns (the turn at $v_{8i+9}$ belongs to the $(i + 1)$th slab), where $0 \leq i < k$. For each slab, we construct a new zigzag which still starts from $v_{8i+1}$, ends in $v_{8i+9}$ and has at least one less turn than the trivial zigzag. Furthermore, this zigzag should be inside the area of the $i$th slab to promise that zigzags of different slabs will not intersect.

**Proposition 3.3.2.** Let $d$ be a direction and $u_0, u_1, \ldots, u_9$ be 10 points in general position, so that $u_i$ is “above” $u_j$ in direction $d$ for every $0 \leq i < j \leq 9$. There always exists a zigzag $z$ that starts from $u_1$, ends in $u_9$ and totally falls inside the area between $l(u_1)$ and $l(u_9)$, so that the zigzag $z' = u_0u_1 + z$ contains at most 7 turns. We call such $z$ a nice zigzag.

Here, $u_1, u_2, \ldots, u_9$ correspond to $\{v_{8i+1}, v_{8i+2}, \ldots, v_{8i+9}\}$ in the $i$th slab, $u_0$ refers to the second to last (the one before $v_{8i+1}$) point in $P$ visited by the zigzag constructed
in the previous slab (if \( i = 0 \), then \( u_0 = v_0 \)). If we simply use the trivial zigzag, it will cost 8 turns.

We will prove the previous lemma by a sequence of lemmas, here is the first one.

**Lemma 3.3.1.** \( T(u_i) = T(u_{i+1}) \) for some \( i, 1 \leq i < 9 \), then a nice zigzag exists.

**Proof.** Suppose \( T(u_i) = T(u_{i+1}) = R \) for some \( i, 1 \leq i < 9 \). As shown in Figure 3.3, line \( u_{i-1}u_i \) must intersect line \( u_{i+1}u_{i+2} \) at some point \( x \) between \( l(u_i) \) and \( l(u_{i+1}) \). Take the trivial zigzag, replace line segment \( u_ixu_{i+1} \) by \( u_{i+1}xu_{i+1} \) and we have a nice zigzag. \( \square \)
Without loss of generality, from now on, we may assume $T(u_i) = R$ when $i$ is odd and $T(u_i) = L$ when $i$ is even for $1 \leq i < 9$.

**Lemma 3.3.2.** For any $i$ such that $2 \leq i \leq 6$, let $a_i$ denote the intersection of line $u_{i-1}u_i$ with $l(u_9)$ and $b_i$ denote the intersection of line $u_iu_{i+1}$ with $l(u_9)$. If $u_{i+2}$ does not lie inside $\triangle u_i a_i b_i$, then a nice zigzag exists.

![Figure 3.4: $u_4$ lies outside $\triangle u_2a_2b_2$.](image)

**Proof.** We check the case of $i = 2$. For other $i$’s, the proof is similar. As shown in Figure 3.4, if $u_4$ is outside $\triangle u_2a_2b_2$, it must be on the left side of line $u_1u_2$ because $T(u_3) = R$. Thus, line $u_0u_1$ intersects $u_4u_2$ at some point $x$ between $l(u_1)$ and $l(u_2)$. It is easy to check that $u_1xu_4u_3u_5u_6u_7u_8u_9$ is a nice zigzag ($u_3u_5$ may not intersect other line segments as $T(u_4) = L$).

Now we may assume each $u_{i+2}$ lies inside $\triangle u_i a_i b_i$ for $2 \leq i \leq 6$, otherwise a nice zigzag already exists. As a matter of fact, by the same argument, we may assume each $u_{i+4}$ lies inside $\triangle u_i a_i b_i$ as well, for $2 \leq i \leq 4$. Combining these two assumptions, we may conclude that, for $2 \leq i \leq 4$, ray $u_{i+4}u_{i+2}$ intersects either line segment $a_i a_{i+2}$ or line segment $u_{i+4} u_{i+2}$ at some point $x$. Besides, $x$ is not in line segment $u_{i+2} u_{i+4}$.

**Lemma 3.3.3.** For $2 \leq i \leq 4$, if line $u_{i+4}u_{i+2}$ intersects line segment $u_i a_i$ at some point $x$, then a nice zigzag exists.
Proof. Again, a nice zigzag is constructed for $i = 2$, similar construction could be done for other $i$’s. As shown in Figure 3.5, a nice zigzag can be constructed by passing through $u_1u_2u_4u_6$. If $u_5$ and $u_7$ are on the same side of line $u_3u_6$, then $u_1u_6u_3u_5u_7u_8u_9$ is a nice zigzag. Otherwise, $u_1u_6u_5u_3u_7u_8u_9$ is a nice zigzag.

Let us assume line $u_{i+4}u_{i+2}$ intersects line segment $u_iu_{i+1}$ at some point $x$, for $2 \leq i \leq 4$. Consider $y$, the intersection of line $u_iu_{i+2}$ with line $u_{i+4}u_{i+3}$. If $y$ is not on line segment $u_{i+4}u_{i+3}$, then $y$ must be “above” $u_{i+3}$ (as for direction $d$). The following lemma asserts that a nice zigzag could be found in this situation.

**Lemma 3.3.4.** For $2 \leq i \leq 4$, if line $u_{i+4}u_{i+2}$ intersects line segment $u_iu_{i+1}$ at some point $x$ and line $u_iu_{i+2}$ intersects line segment $u_{i+4}u_{i+3}$ at some point $y$ which is “above” $u_{i+3}$ (as for direction $d$), then a nice zigzag exists.

**Proof.** For $i = 2$, as shown in Figure 3.6, $u_1u_3u_2u_6u_7u_8u_9$ is a nice zigzag. The case $i = 3$ or $i = 4$ are similar.

Now we deal with the last case.

**Lemma 3.3.5.** If for every $i$, $2 \leq i \leq 4$, both line $u_{i+4}u_{i+2}$ intersects line segment $u_iu_{i+1}$ and line $u_iu_{i+2}$ intersects line segment $u_{i+4}u_{i+3}$, then a nice zigzag exists.

**Proof.** Line $u_2u_4$ must intersect line $u_8u_6$ at some point $z$ inside $\triangle u_4u_5u_6$. If $u_7$ and $u_9$ lie at the same side of line $u_8u_5$, then $u_1u_3u_2zu_8u_5u_7u_9$ is a nice zigzag. Otherwise,
Figure 3.6: $u_2u_4$ intersects $u_6u_5$ at some $y$ “above” $u_5$.

Figure 3.7: the last case.
$u_1u_3u_2zu_8u_7u_5u_9$ is a nice zigzag. In the latter case, line segment $u_5u_9$ may not intersect other parts of the zigzag because $T(u_8) = L$.  

We believe that the $n - \lfloor \frac{n-2}{8} \rfloor$ upper bound for the non-intersection case can be improved. One possible approach is to apply the technique in our proof recursively such that more nice zigzags can be constructed.
Chapter 4

Optimally Balanced Forward Degree Sequence

4.1 Introduction

Forward degree sequences, arising from orderings of the vertices in a graph, carry a lot of vital information about the graph. In this chapter, we focus our work on two special classes of forward degree sequences, which we named balanced and strongly balanced. Our main result is to prove that any chordal graph has a strongly balanced forward degree sequence and any graph with all degrees at most 3 has a balanced forward degree sequence. Moreover, we show that the (strongly) balanced forward degree sequence can be computed in polynomial time in the above cases.

The starting point for this topic was motivated by the following hypothetic situation:

A company has two open positions. On the waiting list there are \( n \) almost equally good candidates. Some pairs of the candidates can work together, some pairs can not. These pairs are known to the company. Most likely a person will accept the offer as soon as he gets it. It is also possible that he gets some better job and turns our offer down. We want to offer these candidates one at a time and get an immediate response. The goal is to maximize the likelihood of hiring two candidates that can work together. In what order the company should give the offers to the candidates?

In some variants, the acceptance probabilities are close to 0 instead of close to 1, or the number of open positions is greater than two. (In this case, the company wants to hire candidates that can mutually work with each other.) We refer to all of these situations as offer rejection problems. Our goal was to find the best strategy dealing with the possible rejections.

The offer rejection problem lead to a subject that is interesting in its own right, namely, the forward degree sequences of graphs. A forward degree sequence arises from an ordering \( \sigma \) of the vertices of a graph. We eliminate the vertices according to this
ordering, and the forward degree $d'_v$ of a vertex $v$ is its degree in the remaining graph when we eliminate it.

The idea of forward degree sequences is related to two classical topics in graph theory, namely, the degree sequence and vertex elimination order. The degree sequences of graphs are well characterized in [20], [21], and [22]. The vertex elimination order gives a nice characterization of chordal graphs. (See [25].) The forward degree sequences we define and study here arise from very different questions and are of different nature.

There are several nice connections between the offer rejection problem and the forward degree sequences. Here we focus on the pure graph-theoretical aspects. One connection arises when we associate to each forward degree sequence a polynomial $P_\sigma(z) = \sum_{v \in V} z^{d'_v}$. We find that the offer rejection problem with rejection probability $q$ is equivalent to the problem of finding the $\sigma$ which minimizes $P_\sigma(1/q)$ in the graph where edges represent pairs that can not work together. We will define an ordering $\sigma$ to be more balanced than $\tau$ if $P_\sigma(1/q) \leq P_\tau(1/q)$ for every probability $q$. A related notion is strongly balanced. It is an interesting combinatorial question whether a graph has a most balanced (strongly balanced) forward degree sequence. We prove that this is true in some nice classes of graphs, for example, chordal graphs and 3-regular graphs, where we also give a polynomial time algorithm to find the most balanced sequence.

The forward degree sequences carry a lot of information of their graphs. One may easily express some usual graph parameters in terms of properties about the forward degree sequences. (See Section 4.2.) Here we define some new graph parameters (Section 4.3.3) based on the forward degree sequences. These parameters, besides their close relation to the offer rejection problem, are of pure graph-theoretic interest as well. One of the interesting problems that remains open is how to compute some of the parameters in polynomial time.

Our main result, that every 3-regular graph has a most balanced forward degree sequence, gives some new insight to the graph isomorphism problem ([23] and [24]).
4.1.1 Outline of the chapter

In Section 4.2 we define the forward degree sequences and their associated polynomials; we also give some simple properties of the sequences and polynomials, and their relation to some classical graph parameters. In Section 4.3 we define and study the balanced (strongly balanced) sequences. We define some graph parameters based on the forward degree sequences in Section 4.3.3. In Section 4.4 we consider the class of graphs that has a most balanced (strongly balanced) sequence. In Section 4.4.1 we use the closure property of these classes to deduce that some families of graphs, including all the forests and the chordal graphs, have most strongly balanced sequences. In Section 4.4.2, we prove our main theorem that every graph with degree at most 3 has a most balanced forward degree sequence.

4.1.2 Notations

In most situations, $G$ or $H$ represents graphs; $S$ represents sequences; $P$ and $Q$ represent polynomials (in one variable); $u$, $v$, $w$, $x$, and $y$ represent vertices in graphs; $z$ will be used as the variable in polynomials; $\sigma$, $\phi$, or $\pi$ represents permutations (orderings).

All the graphs we consider will be undirected, unweighted, simple graphs. Let $G = (V, E)$ be a graph. We use the conventional notations in graph theory. Denote by $\Delta(G)$ the maximum degree in $G$, by $\delta(G)$ the minimum degree in $G$, by $\alpha(G)$ the size of a largest independent set in $G$, and by $\omega(G)$ the size of largest clique in $G$. The girth of $G$ is the length of shortest cycle in $G$; it is defined to be $\infty$ if $G$ is cycle free.

For any graph $G$, $E(G)$ is the set of edges in $G$, $V(G)$ is the set of vertices in $G$. The complement of $G$ is denoted by $\overline{G}$. For any $S \subseteq V$, $G[S]$ is the subgraph of $G$ induced by $S$. For any $v \in V$, the degree of $v$ in $G$ is denoted by $d_v^G$ and the neighbors of $v$ denoted by $N_G(v)$. The induced subgraph of $G$ by deleting $v$ is denoted by $G - v$. If $x, y \in V$, and $xy$ is an edge in $G$, $G - xy$ is the graph $G$ with edge $xy$ deleted. If $xy$ is not an edge in $G$, $G + xy$ is the graph gotten by adding the edge $xy$ to $G$.

Let $S = (s_1, \cdots, s_n)$ be a sequence. We denote by $S(i)$ the $i$-th element of $S$. The concatenation of $S$ and a new element $v$, $(s_1, \cdots, s_n, v)$, is denoted by $(S, v)$; and the
concatenation of a new element $v$ and $S$, $(v, s_1, \cdots, s_n)$, is denoted by $(v, S); S[i \leftrightarrow j]$ is the sequence we get from $S$ by exchanging the elements on the $i$-th position and the $j$-th position. We view a permutation on an $n$ element set as a sequence of length $n$.

If $S$ is a sequence of integers, we denote by $N_S(k)$ the number of occurrences of $k$ in $S$, and denote by $\hat{S}$ the sorted list of $S$ in non-increasing order.

We define the lexicographical order. If $S_1$ and $S_2$ are two sequences of integers, $S_1 \preceq_{lex} S_2$ if $S_1 = S_2$ or there is an $i$ such that $S_1(i) < S_2(i)$ and $S_1(j) = S_2(j)$ for all $j < i$.

### 4.2 Forward degree sequences

**Definition** Given a graph $G$ and a permutation $\sigma$ on the vertex set $\{v_1, v_2, \cdots, v_n\}$ of $G$, the **forward degree** of vertex $v = \sigma(i)$, denoted $d^G_\sigma v$, is its degree in the induced subgraph $G' = G[\{\sigma(i), \sigma(i + 1), \cdots, \sigma(n)\}]$. The **forward degree sequence** induced by $\sigma$, denoted $S_\sigma$, is the sequence $(d^G_\sigma(1), \ldots, d^G_\sigma(n))$.

Notice that in our notation the graph $G$ is implicitly indicated in $\sigma$. We eliminate the vertices of $G$ according to the order $\sigma$, the forward degree of $v$ is its degree in the remaining graph when we eliminate $v$. Another way to view this is that we direct all the edges of $G$ according to $\sigma$. We direct edge $uv$ from $u$ to $v$ if $u$ comes before $v$ in $\sigma$. Then the forward degree of a vertex is its out-degree in the directed graph. Related to our offer rejection problem, we associate to each permutation its forward degree sequence polynomial.

**Definition** For any sequence $S$ of $n$ non-negative integers, define $P_S$ to be the polynomial $P_S(z) = \sum_{i=1}^n z^{S(i)} = \sum_{k=0}^\infty N_S(k) z^k$. Given a graph $G = (V, E)$ and a permutation $\sigma$ of its vertices, the **forward degree sequence polynomial** induced by $\sigma$ is $P_\sigma(z) := P_{S_\sigma}(z) = \sum_{v \in V} z^{d^G_\sigma v} = \sum_{k=0}^\infty N_{S_\sigma}(k) z^k$.

Every two forward degree sequences $\pi$ and $\sigma$ of $G$ have the same length (the number of vertices in $G$) and the same sum (the number of edges in $G$). The first fact implies
that \( P_\pi(1) = P_\sigma(1) \). The second fact implies that the derivatives satisfy \( P'_\pi(1) = P'_\sigma(1) \).

So we have

**Proposition 4.2.1.** For any two forward degree sequences \( \pi \) and \( \sigma \) of \( G \), the polynomial \( P_\pi - P_\sigma \) is a multiple of \( (z - 1)^2 \).

The forward degree sequences of \( G \) carry a lot of graph theoretic information about \( G \). As a warm up, we start by presenting a lemma where the forward degree sequences are related to the structure of the graph. Similar results will be shown later when we study 3-regular graphs.

Suppose a graph \( G \) has \( k \) connected components and \( \sigma \) is any permutation on vertices, then \( N_{S_\sigma}(0) \geq k \) since the last vertex from each component in the order always has forward degree 0. Actually we can construct an ordering where the forward degree sequence contains exactly \( k \) zeros. The following lemma, which is a slightly stronger statement, is easy and we omit the proof.

**Lemma 4.2.2.** If \( G \) is a connected graph and \( v \) is any vertex in \( G \), then there is a permutation \( \sigma \) on the vertices of \( G \) such that \( N_{S_\sigma}(0) = 1 \) and the last vertex in the permutation is \( v \).

**Definition** Let \( G = (V,E) \) be a graph. We define \( S_G \) to be the set of all the forward degree sequences, i.e., \( S_G = \{ S_\sigma : \sigma \) is a permutation of vertices in \( G \} \). Define \( \hat{S}_G \) to be the set \( \{ \hat{S} : S \in S_G \} \). Define \( P_G \) to be the set of all the forward degree sequence polynomials.

The following list of obvious facts relate the forward degree sequences to several graph parameters. We omit the proofs.

**Proposition 4.2.3.** For any graph \( G \), the family \( S_G \) has the following properties. (a) \( \Delta(G) = \max \{ S(1) : S \in S_G \} \). (b) \( \delta(G) = \min \{ S(1) : S \in S_G \} \). (c) The number of connected components in \( G \) is the minimum occurrence of 0 in a single forward degree sequence, i.e., \( \min \{ N_S(0) : S \in S_G \} \). (d) \( \alpha(G) \) is the maximum number of 0’s in a single forward degree sequence. (e) \( \omega(G) \) is the maximum consecutively decreasing suffix of a single forward degree sequence, i.e., \( \omega(G) = \max \{ k : \exists S \in S_G, S(n - i) = \)
i for all 0 ≤ i < k}. (f) The girth of $G$ is the smallest length of a suffix in the form $(2, 1, 1, \cdots, 1, 0)$ of a single forward degree sequence, i.e., \( \min\{k : \exists S \in S_G, S(n - i) = 1 \text{ for all } 0 < i < k - 1, S(n - k + 1) = 2\} \), or the girth is $\infty$ if such a suffix does not exist.

4.3 Balanced and strongly balanced sequences

4.3.1 Balanced sequences

For any integers $n, m \geq 0$, let $\hat{S}_{n,m}$ be the set of all non-increasing, non-negative integer sequences of length $n$ where the sum of elements is $m$. We define a relation on $\hat{S}_{n,m}$: $S_1 \preceq S_2$ if $P_{S_1}(z) \leq P_{S_2}(z)$ for all $z \geq 1$. It is easy to check $\preceq$ is a partial order on the ordered sequences. If $S_1 \preceq S_2$, we also write $P_{S_1} \preceq P_{S_2}$. Thus we view $\preceq$ as a partial order on corresponding polynomials.

If $G$ is a graph with $n$ vertices and $m$ edges, we have the induced partial orders $(\hat{S}_G, \preceq)$ and $(P_G, \preceq)$. Moreover, for any two orderings $\sigma$ and $\pi$ of vertices, we write $\sigma \preceq \pi$ and $S_{\sigma} \preceq S_{\pi}$ if $\hat{S}_{\sigma} \preceq \hat{S}_{\pi}$. $\preceq$ is no longer a partial order on all the permutations or on all the forward degree sequences of $G$, but it is still transitive and reflexive. We have an equivalence relation $\sigma \sim \pi$ if $\sigma \preceq \pi$ and $\pi \preceq \sigma$. (Similarly for the forward degree sequences.) Clearly $\sigma$ and $\pi$ are equivalent if and only if $S_{\sigma} = S_{\pi}$.

**Definition** A graph $G$ is called balanced if there exist a minimum element in $(\hat{S}_G, \preceq)$. The class of all balanced graphs is denoted by $B$.

As a partial order on a finite set, $(\hat{S}_G, \preceq)$ and $(P_G, \preceq)$, always have minimal elements. For any permutation $\sigma$, we call $\sigma$ and $S_{\sigma} \preceq$ minimal if $\hat{S}_{\sigma}$ is minimal. If there exists a permutation $\sigma$ of vertices such that $\sigma \preceq \pi$ for any permutation $\pi$ of vertices, we call $\sigma$ a $\preceq$ minimum ordering of $G$, and $S_{\sigma}$ a $\preceq$ minimum forward degree sequence.

4.3.2 Strongly balanced sequences

We introduce another relation which is a sufficient condition for checking $\preceq$. Let $S$ be a sequence in $\hat{S}_{n,m}$. If $a$ and $b$ both appear in $S$ and $a \geq b + 2$, the concentration
operation \((a, b) \rightarrow (a - 1, b + 1)\) is performed by changing one \(a\) and one \(b\) to an \(a - 1\) and a \(b + 1\), then sort the sequence in non-increasing order. We define \(S_1 \preceq SS_2\) if we can get \(S_1\) from \(S_2\) by 0 or more steps of concentration. In this case we also write \(P S_1 \preceq S P S_2\). If \(\sigma\) and \(\pi\) are two permutations on the vertices of a graph \(G\), we write \(\sigma \preceq S \pi\) and \(S\sigma \preceq S S\pi\) if \(\hat{\sigma} \preceq S \hat{\pi}\) (and \(P \sigma \preceq S P\pi\)). It is easy to see \(S_1 \preceq S_2\) if \(S_1 \preceq S S_2\); \(\preceq\) are partial orders on \(\hat{S}_{n,m}, \hat{S}_G,\) and \(P_G\).

**Definition** A graph \(G\) is called **strongly balanced** if there exist a minimum element in \((\hat{S}_G, \preceq S)\). The class of all the strongly balanced graphs is denoted by \(B_S\).

If \(G\) is strongly balanced, any permutation \(\sigma\) when \(\hat{\sigma}\) is minimum is called a **\(\preceq S\) minimum ordering**, \(S_\sigma\) is called a **\(\preceq S\) minimum forward degree sequence**, or a **most strongly balanced forward degree sequence**. If \(\hat{\sigma}\) is \(\preceq S\) minimal, we also call \(\sigma\) or \(S_\sigma \preceq S\) minimal.

As an example, we note that every tree has a most strongly balanced forward degree sequence \((1, 1, \cdots, 1, 0)\), which is \(\preceq S\) minimum even in the whole \(\hat{S}_{n,n-1}\). Similarly, every forest is in \(B_S\). (See Corollary 4.4.3 for a generalization of this fact.)

Next, we give several characterizations of the relation \(\preceq S\).

**Proposition 4.3.1.** Let \(S_1\) and \(S_2\) be two sequences in \(\hat{S}_{n,m}\). \(S_1 \preceq SS_2\) if and only if \(P S_2 - P S_1 = (z - 1)^2 Q\) where \(Q\) is a polynomial in \(z\) with positive integer coefficients.

**Sketch of Proof.** The only if part is trivial. The if part may be proved by induction on the sum of coefficients in \(Q\). The key observation is that for any “segment” \((a, b)\) in \(Q\) \((b \leq a\) and the coefficient of \(z^i\) in \(Q\) is positive for each \(b \leq i \leq a\), while the coefficient of \(z^{a+1}\) and \(z^{b-1}\) are both 0), we could change \(S_2\) to \(S'\) by \((a + 2, b) \rightarrow (a + 1, b + 1)\) and \(P S' - P S_1 = (z - 1)^2 Q'\), where \(Q' = Q(z) - (z^b + \cdots + z^a)\) is positive. 

Suppose \(S_1\) and \(S_2\) are two ordered sequences of length \(n\). Define \(a_i := S_2(i) - S_1(i)\). Define \(s_0 = 0\) and \(s_i = s_{i-1} + a_i\) for \(1 \leq i \leq n\). Clearly \(s_i\) is the difference between the sum of \(i\)-prefix in \(S_1\) and \(S_2\). We may draw the points \((i, s_i)\) in the plane, connect each \((i, s_i)\) to \((i + 1, s_{i+1})\) by a straight line to make a polynomial path. We call this the **walk of** \(S_1 - S_2\). Clearly the walk always starts from the \(x\)-axis and returns to \(x\)-axis
at the end. Notice that, in any concentration step, the sum of the first \( i \) elements will not increase. On the other hand, if the walk of \( S_1 - S_2 \) does not go below the \( x \)-axis, we can concentrate from \( S_1 \) to \( S_2 \), each step takes \((S_1(i), S_1(j)) \rightarrow (S_1(i) - 1, S_1(j) + 1)\) where \( i \) and \( j \) are the end points of a segment strictly above \( x \)-axis in the walk. Thus we get

| S1 | 7 5 5 4 3 3 2 1 0 |
| S2 | 5 5 5 5 3 1 1 0 |
| a: | 2 0 0 −1 −2 0 1 0 0 |
| s: | 2 2 2 1 −1 −1 0 0 0 |

Figure 4.1: Two sequences and the polygonal walk.

**Proposition 4.3.2.** Let \( S_1, S_2 \in \hat{S}_{n,m} \) for some \( n \) and \( m \). The following are equivalent.
(a). \( S_2 \preceq S S_1 \).  (b). For any \( i \), the sum of the first \( i \) elements in \( S_1 \) is no less than the sum of the first \( i \) elements in \( S_2 \).  (c). The walk of \( S_1 - S_2 \) does not go below \( x \)-axis.

### 4.3.3 Finding the minimal sequences

Given a graph \( G \), let \( S^* \) be the lexicographically smallest sequence in \( \hat{S}_G \). When \( z \) is big enough, \( P_{S^*}(z) < P_S(z) \) for any other \( S \in \hat{S}_G \). Therefore, \( S^* \) is one of the minimal elements in both the orders \( \preceq \) and \( \preceq_S \). If \( G \in B \) or \( G \in B_S \), we must have \( S^* \) as the minimum sequence. From \( S^* \) we define some interesting graph parameters.

**Definition** Let \( G \) be a graph and \( S^* \) be the smallest lexicographical sequence in \( \hat{S}_G \). Define \( m(G) := S^*(1) \), i.e., the largest forward degree in \( S^* \). Define \( N_k(G) := N_{S^*}(k) \) to be the number of occurrences of \( k \) in \( S^* \). And define \( N(G) := N_{m(G)}(G) = N_{S^*}(m(G)) \).

Clearly \( m(G) \), \( N(G) \), and \( N_k(G) \) are invariant under graph isomorphism, for all \( k \).

Given a graph \( G \), \( m(G) \) is computable in polynomial time by the following algorithm:

We start from the empty sequence; find a vertex \( v \) in \( G \) with the smallest degree; put \( v \)
as the next element in our sequence and delete $v$ from $G$. Iterate this until $G$ is empty. Thus we get an ordering of the vertices and a forward degree sequence. We claim $m(G)$ is the largest number in the sequence. Indeed, the correctness of the algorithm follows easily from the following observations:

**Fact 4.3.3.** Let $G'$ be a subgraph of $G$, then $m(G') \leq m(G)$.

**Fact 4.3.4.** Let $G$ be a graph, $v$ a vertex in $G$ with the minimum degree, and $G' = G - v$. Then $m(G) = \max\{d_v, m(G')\}$.

We do not know if $N(G)$ is computable in polynomial time. It seems to be a very hard problem.

If $G \in B_S$, the most strongly balanced forward degree sequence must be $S^*$. In finding $S^*$, we are trying to minimize the number of occurrences of $m(G)$ in a forward degree sequence. On the other hand, by Proposition 4.2.3(c) and Proposition 4.3.2, the most strongly balanced sequence must contain as few 0’s as possible, so the number of 0’s in the sequence is exactly the number of connected components in $G$. With these observations, we can show there are graphs not in $B_S$ and not even in $B$. The graph in Figure 4.2 is not in $B_S$. For the graph in Figure 4.3, $S^*$ is the sequence $(3, 3, 3, 3, 3, 3, 2, 2, 2, 2, 1, 1, 0, 0, 0)$. It is not the $\prec$ minimum sequence. Indeed, let $\sigma$ be $(u_1, \ldots, u_5, v_1, v_2, v_3, u_6, \ldots, u_{15})$. $\hat{S}_{\sigma}$ is the sequence $(4, 3, 3, 3, 3, 3, 2, 2, 2, 2, 1, 1, 1, 0, 0)$. $P_{\sigma}(z) < P_{S^*}(z)$ when $1 < z < (\sqrt{5} + 1)/2$. So the graph is not in $B$.

![Figure 4.2: A graph that is not in $B_S$.](image-url)
4.4 Graphs inside $\mathcal{B}$ or $\mathcal{B}_S$

4.4.1 Closure properties

Given a graph $G \in \mathcal{B}_S$, we may construct a new graph $G'$ from $G$ by adding a new vertex $v$ and connecting it to some vertices in $G$. We prove that the new graph is still in $\mathcal{B}_S$ if we do any of the following on $G$ and $v$: (1) connect $v$ to every vertex in $G$; (2) connect $v$ to a clique in $G$; (3) connect $v$ to two vertices $x$ and $y$ in $G$, where $x$ and $y$ are connected in $G$. (1) and (2) are also true if we replace $\mathcal{B}_S$ by $\mathcal{B}$. We prove these in the following propositions.

**Proposition 4.4.1.** If $G = (V,E) \in \mathcal{B}$ and $G' = (V \cup \{v\}, E \cup \{vw\mid w \in V\})$, then $G' \in \mathcal{B}$. Moreover, if $G \in \mathcal{B}_S$, then $G' \in \mathcal{B}_S$. If $\sigma$ is a $\preceq (\preceq_S)$ minimum ordering of the vertices of $G$, then $\sigma' = (\sigma, v)$ is $\preceq (\preceq_S)$ minimum for $G'$.

**Proposition 4.4.2.** If $G = (V,E) \in \mathcal{B}$, $K$ is a clique in $G$, and $G' = (V \cup \{v\}, E \cup \{vw\mid w \in K\})$, then $G' \in \mathcal{B}$. Moreover, if $G \in \mathcal{B}_S$, then $G' \in \mathcal{B}_S$. If $\sigma$ is a $\preceq (\preceq_S)$ minimum ordering of the vertices of $G$, then $\sigma' = (v, \sigma)$ is $\preceq (\preceq_S)$ minimum for $G'$.

The proofs of the two propositions above are consequences of an easy shifting argument.
Proposition 4.4.2 immediately gives the fact that there is a most strongly balanced sequence for any chordal graph. First we recall some definitions and facts from graph theory([25], p. 198 to p. 200). A chord of a cycle $C$ is an edge not in $C$ that has endpoints in $C$. A graph $G$ is chordal if every cycle of length at least 4 has a chord. A vertex of $G$ is simplicial if its neighborhood in $G$ induces a clique. A simplicial elimination ordering is an order $v_n, \ldots, v_1$ in which vertices can be deleted so that each vertex $v_i$ is a simplicial vertex of the remaining graph induced by $\{v_1, \ldots, v_i\}$. It is well known that a graph $G$ is chordal if and only if it has a simplicial elimination ordering.

Corollary 4.4.3. (of Proposition 4.4.2) The family of chordal graphs is contained in $B_S$.

Corollary 4.4.4. (of Proposition 4.4.2) Let $G$ be a chordal graph. All simplicial elimination orderings of $G$ give the same multiset of the forward degree sequences.

Proposition 4.4.5. If $G = (V, E) \in B_S$, $x$ and $y$ are two connected vertices in $G$, and $G' = (V \cup \{v\}, E \cup \{vx, vy\})$, then $G' \in B_S$. If $\sigma$ is a $\preceq_S$ minimum ordering of the vertices of $G$, then $\sigma' = (v, \sigma)$ is $\preceq_S$ minimum for $G'$.

Proof. Without loss of generality, we may assume $G$ is connected. (If $G$ is not connected, we may simply consider every connected component of $G$.) Therefore, the number 0 appears exactly once in the forward degree sequence induced by $\sigma$. Clearly $P_{\pi'}(z) = P(z) + z^2$.

Consider any ordering $\pi'$ of $G'$. Without loss of generality, $x$ comes before $y$ in $\pi'$. By deleting $v$ in $\pi'$ we get $\pi$, an ordering of $G$. $P_{\pi}(z) - P(z) = (z - 1)^2Q(z)$, where $Q$ is a polynomial in $z$ with positive integer coefficients. Let $a = d^a_x$ and $b = d^a_y$.

Based on the position of $v$, $x$, and $y$ in $\pi'$, we have 3 cases.

(a) If $v$ comes before $x$ and $y$, then $d^a_v = 2$ and $d^a_w = d^a_w$ for any $w$ in $G$. So $P_{\pi'}(z) = P_{\pi}(z) + z^2$. $P_{\pi'}(z) - P_{\sigma'}(z) = P_{\pi}(z) - P(z) = (z - 1)^2Q(z)$.

(b) If $v$ comes between $x$ and $y$, $P_{\pi'}(z) = P_{\pi}(z) + z + z^{a+1} - z^a$. $P_{\pi'}(z) - P_{\sigma'}(z) = P_{\pi}(z) - P(z) + z - z^2 + z^{a+1} - z^a = (z - 1)^2Q(z) + (z - 1)(z^a - z)$. If $a \neq 0$, $(P_{\pi'}(z) - P_{\sigma'}(z))/(z - 1)^2$ is a polynomial with positive integer coefficients. Otherwise, $x$ has forward degree 0 in
\(\pi\), yet \(x\) is not the last vertex. So \(\pi\) contains at least 2 vertices of forward degree 0. Therefore, the constant term of \(Q\) is positive, and \(P_{\pi'}(z) - P_{\sigma'}(z) = (z-1)^2(Q(z) - 1)\), where all the coefficients of \(Q(z) - 1\) are positive integers.

(c) If \(v\) comes after \(x\) and \(y\), \(P_{\pi'}(z) = P_{\pi}(z) + 1 + z^{a+1} - z^a + z^{b+1} - z^b\). \(P_{\pi'}(z) - P_{\sigma'}(z) = (z-1)^2Q(z) + (z-1)(z^a - z + z^b - 1)\). The analysis is exactly the same as in the previous case.

In each case, \((P_{\pi'} - P_{\sigma'})/(z-1)^2\) has positive coefficients. Using proposition 4.3.1, \(\sigma'\) is \(\preceq_{S}\) minimum for \(G'\).

\[\square\]

4.4.2 Graphs with low degrees

We denote by \(D_k\) the class of graphs with all degrees at most \(k\): \(D_k = \{G : \Delta(G) \leq k\}\).

Any graph in \(D_2\) is a disjoint union of paths and cycles. By the propositions in Section 4.4.1, \(D_2 \subset B_S\). By the examples in Figure 4.2 and Figure 4.3, we have \(D_3 \not\subset B_S\) and \(D_4 \not\subset B\). In the rest of this section we prove that \(D_3 \subset B\), especially the class of 3-regular graphs is contained in \(B\).

Biconnectivity and block structures

For the graphs in \(D_3\), it turns out that the biconnectivity and the blocks of a graph play a crucial role in finding the most balanced sequence. We recall some definitions and facts about biconnected graphs and blocks.

**Definition** A graph is called *biconnected* if it is connected, has at least 3 vertices and contains no cut point. A maximal connected subgraph that has no cut point is called a *block*.

In the standard approach the blocks define a partition of the edges of a graph. Blocks form a cactus-like structure and the so called block-cutpoint graph is a tree. In our approach we use a slightly different decomposition.

**Definition** Given a graph \(G\). A maximal biconnected subgraph of \(G\) is called a *cluster*. A vertex which does not belong to any biconnected subgraph is called a *router*. A *room*
is either a cluster or a router.

Clearly, a router is a vertex that does not belong to any cycle. Either it is an isolated point, or every block containing it is a bridge. The following facts are easy consequences of standard properties of the block decomposition of a graph. (See [19] and [25].)

**Fact 4.4.6.** Let $G$ be a graph in $D_3$; let $R_1$ and $R_2$ be any two distinct rooms in $G$. Then,

(a) $R_1$ and $R_2$ do not share any common vertex.

(b) There is at most one edge in $G$ between the vertex set of $R_1$ and the vertex set of $R_2$.

Thus, for graphs in $D_3$, the rooms form a partition of vertices.

**Definition** Let $G \in D_3$ with rooms $R_1, \cdots, R_k$. The building map $G^R$ is the graph with vertex set $\{R_1, \cdots, R_k\}$ and $R_i R_j$ is an edge in $G^S$ if and only if there is an edge between $R_i$ and $R_j$ in $G$.

**Fact 4.4.7.** For any $G \in D_3$, the graph $G^S$ is a forest. The number of connected components in $G^S$ is the number of connected components in $G$.

**Biconnected graph in $D_3$**

If $G$ is a connected graph in $D_d$, and there is at least one vertex with degree smaller than $d$, then we can always find a forward degree sequence without any forward degree $d$. Indeed, we can pick any vertex of degree less than $d$, and notice that in the new graph...
there is at least one vertex of degree less than $d$ in each of its connected component.

Thus we have,

**Proposition 4.4.8.** For any connected graph $G$ with maximum degree $d$ and minimum degree less than $d$, we have $m(G) < d$.

**Corollary 4.4.9.** For any $d$-regular graph $G$, $m(G) = d$ and $N(G)$ equals the number of connected components in $G$.

We investigate the biconnected graphs in $D_3$. For these graphs, we have a similar yet stronger statement.

In the proof of the next Lemma and in the rest of this section, we call a forward degree sequence $x$-$y$-good if it starts with $x$, ends with $y$, avoids any 3, and contains only one 0.

**Lemma 4.4.10.** Suppose $G = (V,E)$ is a biconnected graph in $D_3$. For any $v_s \in V$ such that $d_{v_s}^G = 2$ and any $v_f \in V - v_s$, there exists an ordering $\sigma$ of vertices such that it starts with $v_s$, ends with $v_f$, and the forward degree sequence obtained by $\sigma$ on $G$ satisfies $N_{S_{v_s}}(3) = 0$ and $N_{S_{v_s}}(0) = 1$, i.e., it avoids 3 and contains only one 0.

**Proof.** The proof is by induction on $n$, the number of vertices in $G$. The base case, when $n = 3$, is trivial. For $n$ greater than 3, $G' = G - v_s$ is a connected graph in $D_3$ with $n - 1$ vertices. Suppose $x$ and $y$ are the two neighbors of $v_s$, in $G'$ we have $1 \leq d_x^{G'}, d_y^{G'} \leq 2$. We discuss two possible cases.

1. $G'$ is biconnected.

   In this case, $d_x^{G'} = d_y^{G'} = 2$ and at least one of them, say $x$, is not $v_f$. $\sigma = (v_s, \sigma')$ is $v_s$-$v_f$-good in $G'$, where $\sigma'$ is $x$-$v_f$-good in $G'$.

2. $G'$ is not biconnected.

   In this case, there should exist $v_c$ which is a cut point of $G'$. Since the degree of $v_s$ in $G$ is 2 and $G$ is biconnected, $G' - v_c$ has exactly two connected components, say, $H_1 = (V_1, E_1)$ and $H_2 = (V_2, E_2)$, and $v_s$ has neighbor in both components. We assume $x \in V_1$ and $y \in V_2$. 

Based on $H_1$ and $H_2$, we define two new graphs. $G_1 = G[V_1 \cup \{v_c, v_s\}] + v_sv_c$, $G_2 = G[V_2 \cup \{v_c, v_s\}] + v_sv_c$. It is easy to show that they are biconnected graphs in $D_3$ with at least three and less than $n$ vertices, and $v_s$ is a degree 2 vertex in both $G_1$ and $G_2$.

Now we construct a $v_s$-$v_f$-good ordering in $G$. Without loss of generality, $v_f$ is in $G_1$. By induction, there is a $v_s$-$v_f$-good ordering $(v_s, \sigma_1, v_f)$ in $G_1$, and a $v_s$-$v_c$-good ordering $(v_s, \sigma_2, v_c)$ in $G_2$. Let $\sigma = (v_s, \sigma_2, \sigma_1, v_f)$. It is routine to check that $\sigma$ is $v_s$-$v_f$-good in $G$.

Now we prove that a $v_s$-$v_f$-good forward degree sequence, for any $v_s$ and $v_f$ with the degree of $v_s$ being 2, is a most strongly balanced sequence for the graph.

**Corollary 4.4.11.** Any biconnected graph with maximum degree 3 and minimum degree less than 3 belongs to the class $B_S$.

*Proof. Let $\sigma$ be a $v_s$-$v_f$-good ordering for any $v_s$ and $v_f$ with the degree of $v_s$ being 2. Consider any other ordering $\pi$ and the maximum number $d$ appearing in $S_\pi$.

Since the graph is biconnected, $d > 1$. If $d = 2$, then $P_\pi(z) - P_\sigma(z) = (z - 1)^2c$ for some integer $c$. Since $S_\sigma$ contains only one 0, the constant term of $P_\pi(z) - P_\sigma(z)$ is non-negative. If $d = 3$, then $P_\pi(z) - P_\sigma(z) = (z - 1)^2(az + b)$ for some integer $a > 0$ and $b$. Again, since $S_\sigma$ contains only one 0, the constant term of $P_\pi(z) - P_\sigma(z)$ is non-negative. In either case, $\sigma \preceq S \pi$ by Proposition 4.3.1. □

In the proof of Lemma 4.4.10, we actually outlined an algorithm to find a good sequence. The complexity of the algorithm is easily analyzed. We have

**Proposition 4.4.12.** Given any biconnected graph with $n$ vertices, and with maximum degree 3 and minimum degree less than 3, the most strongly balanced (ordered) forward degree sequence is computable in $O(n^3)$ time.

$B$ contains $D_3$

**Lemma 4.4.13.** Any connected graph $G$ with maximum degree 3 and minimum degree less than 3 belongs to the class $B$. Moreover, the $\preceq$ minimum forward degree sequence is computable in polynomial time.
Proof. We call a vertex *loose* if its degree is less than 3. We analyze the clusters in $G$ and the building map $G^S$. We call a cluster $R$ *bad* if it is a leaf in $G^S$ and all its vertices have degree 3 in $G$. Let $b$ be the number of bad clusters.

If we want to avoid the forward degree 3, each of the bad clusters contributes at least one 0. We have

**Fact 4.4.14.** In any forward degree sequence of $G$ that avoids 3, the number of 0’s is at least $\max\{1,b\}$.

On the other hand, we can always achieve the minimum possible number of 0’s. Here we sketch the procedure: Pick any loose vertex $x$ and find its room $R_x$. We view $G^S$ as a rooted tree with root $R_x$. For any leaf $L$ which is not a bad cluster, by Lemma 4.4.10, we can eliminate it without producing any 3 or 0, or changing the number of bad clusters. We repeat this until all the leaves are bad. Now, we find an order from the root down to the leaves. We start from $x$. For any non-leaf room $R$, we start from a loose vertex, and eliminate its vertices according to the ordering provided by Lemma 4.4.10 which ends in any of its ports to $R$’s children of $R$. Thus we do not have any forward degree 3 or 0, and created a loose vertex for each of $R$’s children. Finally we have $d$ leaves in $G^S$, accordingly $d$ connected components in $G$ each has a loose vertex. By Lemma 4.4.10, we finish by $d$ orderings containing one 0 each.

Figure 4.5: The good leaves are treated bottom up, then the non-leaf nodes are treated top down.
Fact 4.4.15. There is a forward degree sequence of $G$ that avoids 3 and contains $\max\{1, b\}$ 0’s.

Now we finish the proof of Lemma 4.4.13 by showing that any sequence $\sigma$ provided by the above claim is $\preceq$ minimum for $G$. We prove this by induction on the size of $G$. The base case is trivial. Assume for any graph with less vertices there is a $\preceq$ minimum ordering that has as few 0’s as possible under the condition that 3 does not appear.

Consider any other ordering $\pi$. We consider two cases.

1. $\pi$ avoids the forward degree 3. Then, $P_\pi(z) - P_\sigma(z) = (z - 1)^2c$ for some integer $c$. Because $\sigma$ has the fewest number of 0’s among all forward degree sequence without 3, $c \geq 0$ and hence $\sigma \preceq \pi$.

2. 3 appears in $\pi$ as the forward degree for some $v$. We may assume it appears as the beginning and, by the inductive hypothesis, $\pi = (v, \pi')$, where $\pi'$ is the $\preceq$ minimum sequence of $G - v$. So, 3 appears exactly once in $S_\pi$. $P_\pi(z) - P_\sigma(z) = (z - 1)^2(z - c)$ for some integer $c$.

Our goal is to show that $c \leq 1$, or equivalently, that $N_{S_\pi'}(0) \geq N_{S_\sigma}(0) - 1$. If there is no bad clusters in $G$, then $N_{S_\pi'}(0) = 1$ and $N_{S_\sigma}(0) \geq N_{S_\sigma}(0) - 1$. Otherwise, there are $b \geq 1$ bad clusters. $G - v$ contains at least $b - 1$ bad clusters, so by fact 4.4.14, $N_{S_\pi'}(0) \geq b - 1 = N_{S_\sigma}(0) - 1$.

The procedure we outlined in this proof gives a best forward degree sequence in polynomial time, provided the algorithm in Proposition 4.4.12 as a sub-routine.

Now we are ready to prove the main result of this section.

Theorem 4.4.16. Any graph with all degrees at most 3 has a $\preceq$ minimum forward degree sequence. There is a polynomial time algorithm to compute the $\preceq$ minimum forward degree sequence. Finally, the class of 3-regular graphs is contained in $B$.

Proof. We may assume the graph $G$ is connected. If there is a vertex with degree less than 3, the statement is true by Lemma 4.4.13. Otherwise, $G$ is 3-regular, with vertices $v_1, v_2, \ldots, v_n$. Let $G_i = G - v_i$, each connected component of $G_i$ has a vertex of degree less than 3. Therefore, by Lemma 4.4.13, there is a $\preceq$ minimum forward degree
sequence $\sigma_i'$ for $G_i$. Let $\sigma_i = (v_i, \sigma_i')$, then $P_{\sigma_i}(z) = z^3 + P_{\sigma_i'}(z)$.

For any ordering $(v_i, \sigma')$, $(v_i, \sigma_i')$ is a minimum polynomial among $P_{\sigma_1}, \ldots, P_{\sigma_n}$.

Actually $\preceq$ is a linear order on the set of $\{P_{\sigma_i} : 1 \leq i \leq n\}$. For any $i$ and $j$, $S_{\sigma_i}$ and $S_{\sigma_j}$ do not contain any forward degree larger than 2, since they are $\preceq$ minimum sequences. So, $P_{\sigma_i'}(z) - P_{\sigma_j'}(z) = P_{\sigma_i}(z) - P_{\sigma_j}(z) = (z - 1)^2c$

for some integer $c$. That is, they are $\preceq$ comparable. $\square$
Chapter 5
Santa Claus’ Towers of Hanoi

5.1 The towers of hanoi and two new variations

The well known Towers of Hanoi, treasured by most mathematicians and many others as their childhood toy for mental gymnastics, was invented by the French mathematician Edouard Lucas in 1883. In the legend, 64 sacred disks were initially stacked in increasing size on one of three pegs, with the largest at the bottom. A monk has to move the entire tower to another peg. The disks are fragile; only one can be carried at a time. And most importantly, the monk must obey the following rule:

\textit{The Divine Rule:} A disk may not be placed on top of a smaller disk.

The disks are of size 1, 2, \ldots, n, usually we denote the disk of size i by \langle i \rangle; and we denote the set of disks by \([n] = \{\langle i \rangle : 1 \leq i \leq n\}. The three pegs are \text{P}_1, \text{P}_2, and \text{P}_3.

The Towers of Hanoi and its many variations are well studied. Here we just mention a few of them: The cyclic towers of Hanoi was first studied by Atkinson [26]. In [32], Klein and Minsker solved the variation where there can be bigger disks above smaller disks in the initial configuration, but the moves still obey the divine rule. The multi-peg Towers of Hanoi problem was proposed by Stewart [34], and remains a big open problem. (See related works by Stewart [35], Frame [30], Szegedy [37], Klavžar, Milutinović, and Petr [31], and Chen and Shen [27].) For a good bibliography with more than 200 entries on this subject, see Paul Stockmeyer’s manuscript ([36]), which can be found on the Internet.

Here we study two new variations of the game. Both are on three pegs, and the monk may violate the divine rule slightly in some way.
In the \textit{sinner's mode}, the divine rule may be violated a certain number of times. There is a prescribed number $k$. And the rule becomes

\textit{Sinner’s Rule with $k$ cheats}: For at most $k$ moves in the whole process, some disk may be placed directly on the top of a smaller disk.

In the \textit{Santa Claus’ mode} we have, maybe for a better aesthetic reason, another slightly imperfect rule. There is a number $d$. And the rule is

\textit{Santa’s Rule with discrepancy $d$}: When a disk $\langle x \rangle$ is put on a pile of other disks, before the move, disks smaller than $\langle x \rangle$ can only occur at the top up to $d - 1$ positions in that pile, but none of them can be of size less than or equal to $x - d$.

![Figure 5.1: (a) a peg in the classical Hanoi Towers (b) a peg in the Sinner’s mode (c) a peg in Santa Claus’ mode.](image)

We justify the two new versions based on two reasons. In our age, not so many people care about pure divine rules. Besides, Santa Claus likes Christmas trees. It is interesting to point out that when E. Lucas wrote about the towers of Hanoi, he used the name N. Claus.

After we searched through the literature, we believe the sinner’s tower has not been studied before. In Section 5.3 we give a procedure for this problem and prove the optimality of our procedure. In the literature we found a variant that is very similar to Santa’s tower in [38]. We reword it here as the \textit{generous Santa Claus’ mode}.

\textit{Generous Santa’s Rule with discrepancy $d$}: When a disk $\langle x \rangle$ is put on a pile of other disks, smaller disks may occur at any positions in that pile, but none of them can be of size less than or equal to $x - d$.

The solution to the Santa Claus’ mode and the generous Santa Claus’ mode are almost identical. We give the complete solution to them in Section 5.4, thus resolve
the open question raised by D. Wood in [38]. We use the last section of this chapter to present the story of our work. Especially, D. Poole published a solution to Wood’s problem in 1992 [33]. We note the error in Poole’s proof.

In the next section, we give notations, and prove some basic facts about Hanoi towers in the canonical version and our versions.

5.2 The hanoi towers

The classical game of moving a set \( X \) of disks from peg \( P \) to peg \( Q \), where the disks are sorted in increasing order in both initial and final configurations, is denoted by \( H(X, P, Q) \). The games under the sinner’s rule, Santa’s rule, and generous Santa’s rule are denoted by \( H_S(X, P, Q, k) \), \( H_C(X, P, Q, d) \), and \( H_G(X, P, Q, d) \), respectively. Often, we denote a move of disk \( \langle x \rangle \) from \( P \) to \( Q \) as \( \langle x \rangle(P \rightarrow Q) \).

A state is a specification of the sets of disks on three pegs, as well as their order on each peg. A procedure is a sequence of disk moves. Note that in our games there might be disks on the top of smaller disks in a state, and the moves in a procedure do not necessarily obey the divine rule.

Below we provide the canonical recursive procedure \texttt{hanoi} to solve the game \( H([n], P_i, P_j) \), where \( \{i, j\} \subset \{1, 2, 3\} \), \( i \neq j \) and list some easy facts.

**Procedure 5.2.1. hanoi([n], a, b)**

\[
\begin{align*}
c & := 6-a-b; \\
hanoi([n-1], a, c); \\
move disk n from peg a to peg b; \\
hanoi([n-1], c, b);
\end{align*}
\]

**Fact 5.2.2.** The procedure \texttt{hanoi([n], a, b)} obeys the divine rule, takes \( 2^n - 1 \) moves, and the \( i \)-th biggest disk, i.e., \( n - i + 1 \), is moved \( 2^{i-1} \) times.

**Fact 5.2.3.** Any procedure obeying the divine rule needs to take at least \( 2^n - 1 \) moves, if the \( n \) disks are in the same peg at the end and the biggest disk is moved at least once.
**Definition** Let $A$ be a procedure with a sequence of $m$ moves,

$$((x_i)(P_i \rightarrow Q_i) : i = 1 \cdots m).$$

The *reverse* of $A$ is defined to be the sequence

$$((x_{m+1-i})(Q_{m+1-i} \rightarrow P_{m+1-i}) : i = 1 \cdots m).$$

**Lemma 5.2.4.** Let $A$ be any procedure that takes a state $S_1$ to state $S_2$; let $A'$ be the reverse of $A$. Then $A'$ takes $S_2$ to $S_1$. Moreover, if the moves of $A$ obey the divine rule, yet there are $k$ disks in $S_1$ such that each one is bigger than the one below it, then $A'$ violates the divine rule at most $k$ times.

**Proof.** It is obvious that $A'$ takes the state $S_2$ back to $S_1$. Suppose there are $m$ moves in $A$. If $(x_{m+1-i})(Q_{m+1-i} \rightarrow P_{m+1-i})$ is a move in $A'$ which violates the divine rule, then the move $(x_i)(P_i \rightarrow Q_i)$ in $A$ takes $x$ away from a smaller disk below it. Since there are at most $k$ such disks in the initial state of $A$, and $A$ never violates the divine rule, the lemma follows. \qed

**Definition** Let $A$ be a procedure playing any game of towers of Hanoi with disk set $X$; let $D$ be any subset of $X$; the cost of $D$ in $A$, $c(A, D)$, is defined to be the number of steps $A$ moves disks in $D$.

### 5.3 The sinner's towers

Define $S(n, k)$ to be the minimum number of moves one needs to move $n$ disks obeying the sinner’s rule. It is clear that $S(n, k) = 2n - 1$ when $k \geq n - 2$.

**Definition** We define a function $g(n, k)$ on integers to be

$$g(n, k) = \begin{cases} 
2n - 1 & \text{if } n \leq k + 2, \\
4n - 2k - 5 & \text{if } k + 2 \leq n \leq 2k + 2, \\
2^n - 2k + 6k - 1 & \text{if } 2k + 2 \leq n.
\end{cases}$$

Note that in the definition the values are consistent where the ranges overlap.
Proposition 5.3.1. For all \( n \) and \( k \), \( S(n, k) \leq g(n, k) \).

Proof. For \( n > 2k + 2 \), we do the game \( G = H_S([n], P_1, P_2, k) \) in five stages.

(a). We simulate the game \( H([n - 2k - 1], P_1, P_3) \) to move the top \( n - 2k - 1 \) disks to the third peg.

(b). Now we have \( 2k + 1 \) disks left on \( P_1 \). We divide the top \( 2k \) disks into \( k \) pairs of adjacent disks. Starting from the top, for each pair \( \{\langle i \rangle, \langle i + 1 \rangle \} \), we move \( \langle i \rangle \) to \( P_2 \), then move \( \langle i + 1 \rangle \) to \( P_3 \) (thus violate the divine rule once), then move \( \langle i \rangle \) to \( P_3 \).

(c). Move \( \langle n \rangle \) to \( P_2 \).

(d). For each pair \( \{\langle i \rangle, \langle i + 1 \rangle \} \) in (2), we move \( \langle i \rangle \) to \( P_1 \), then move \( \langle i + 1 \rangle \) to \( P_2 \), and move \( \langle i \rangle \) to \( P_2 \).

(e). Simulate the game \( H([n - 2k - 1], P_3, P_2) \).

The total number of steps is

\[
(2^{n-2k-1} - 1) + 3k + 1 + 3k + (2^{n-2k-1} - 1) = 2^{n-2k} + 6k - 1.
\]

And the divine rule is violated \( k \) times in stage (2).

For \( 2k + 2 \geq n > k + 2 \), we do the game \( G \) in five stages. Let \( s = n - k - 2 \).

(a). Move \( \langle 1 \rangle, \langle 2 \rangle, \ldots, \langle n - 1 - 2s \rangle \) one by one to \( P_3 \). The divine rule is violated \( n - 2 - 2s \) times.

(b). Now we have \( 2s + 1 \) disks left on \( P_1 \). Group the top \( 2s \) into \( s \) pairs, then do the same thing as in the stage (2) in the first case. The divine rule is violated \( s \) times here.

(c). Move \( \langle n \rangle \) to \( P_2 \).

(d). For the top \( s \) pairs on \( P_3 \), do the same thing as in stage (4) in the first case.
(e). The \( n - 1 - 2s \) disks are now in the reversed order on \( P_3 \). We move them one by one to \( P_2 \).

The divine rule is violated \( n - 2 - 2s + s = k \) times, and the total number of steps is

\[
(n - 1 - 2s) + 3s + 1 + 3s + (n - 1 - 2s) = 2n + 2s - 1 = 4n - 2k - 5.
\]

Finally, if \( n \leq k + 2 \), we simply move the top \( n - 1 \) disks one by one to \( P_3 \), and move \( \langle n \rangle \) to \( P_2 \), then move all the other disks to \( P_2 \).

The rest of this section is devoted to the proof that \( S(n, k) = g(n, k) \).

**Proposition 5.3.2.** Let \( n \geq 1 \); let \( S_1 \) be the state such that \([n]\) is stacked on one peg in increasing order, and the other two pegs are empty; let \( S_2 \) be a state where \([n]\) is on one peg (maybe the same as the original one) in any order, and the other two pegs are empty; let \( \mathcal{A} \) be any procedure that takes \( S_1 \) to \( S_2 \) with at most \( k \) violations of the divine rule, and assume \( \langle n \rangle \) is moved at least once in \( \mathcal{A} \). Then there are at least \( 2n - 2k - 1 \) steps in \( \mathcal{A} \).

**Proof.** We prove the proposition by induction on \( n \). The base cases \( n = 1 \) and \( n \leq 2k \) are trivial. Now assume \( n > 1 \), \( n > 2k \), and the theorem is true for all \( n' < n \). We color the disk \( \langle x \rangle \) black if \( \langle x \rangle \) is ever moved onto a smaller disk in \( \mathcal{A} \). Otherwise we color \( \langle x \rangle \) as white.

**Case 1.** \( \langle n \rangle \) is black. Suppose there are \( s \) (\( 1 \leq s \leq k \)) consecutive black disks at the bottom of the stack in state \( S_1 \). They are \( \langle n \rangle, \ldots, \langle n - s + 1 \rangle \). Disk \( \langle n - s \rangle \) is white. There are \( n - s - 1 \) disks above \( \langle n - s \rangle \), we call this set of disks \( T \). Notice that, since \( \langle n - s \rangle \) is white, right before the first move of \( \langle n - s \rangle \), the whole set \( T \) is carried to another peg with at most \( k - s \) violations of the divine rule. By induction, the procedure already has at least \( 2^{n-s-1} - 2(k-s) - 1 = 2^{n-2k+s-1} - 1 \geq 2^{n-2k} - 1 \) steps at this moment.

**Case 2.** \( \langle n \rangle \) is white. Focus on the moment right before the first move of \( \langle n \rangle \), the whole set \( [n - 1] \) is moved from one peg to another peg.

**Case 2.1.** \( \mathcal{A} \) violates the divine rule less than \( k \) times before this moment, then it has already taken at least \( 2^{n-1-2(k-1)} - 1 > 2^{n-2k} - 1 \) steps.
Case 2.2. Otherwise, all the $k$ violations occur before this moment. It has taken at least $2^{n-1-2k} - 1$ steps. Consider the state of $[n - 1]$ at this moment, call it $S'_1$. Call the final state of $[n - 1]$ $S'_2$, which is $[n - 1]$ in increasing order on a peg, because all the $k$ violations occurred before the state $S'_1$. Since $\langle n \rangle$ is white, it serves only as ground to $[n - 1]$. The procedure $A$ from this moment, with moves on $\langle n \rangle$ excluded, is a procedure taking $S'_1$ to $S'_2$ without any violation of the divine rule. Notice that, in $S'_1$ there can be at most $k$ disks such that it is bigger than the disk below it. By Lemma 5.2.4 and the inductive hypothesis applied to $A$, there are at least $2^{n-1-2k} - 1$ steps after this moment in $A$. Counting the moves of $\langle n \rangle$, the total number of steps is at least $2^{n-2k} - 1$.

Proposition 5.3.3. For any $n \leq 2k + 2$, $S(n, k) = g(n, k)$.

Proof. This is trivial when $n \leq k + 2$. We show $S(n, k) \geq 4n - 2k - 5$ for all $n \geq k + 2$. We color the disk $\langle x \rangle$ black if $\langle x \rangle$ is ever moved onto a smaller disk in $A$. Otherwise we color $\langle x \rangle$ as white. We assume there are $s$ black disks, $s \leq k$. Each black disk is moved at least twice: one violates the divine rule, and the last one does not. So the cost of all the black disks is at least $2s$. Let $T$ be the set $[n - 1]$. Consider the state $S$ right before the first move of $\langle n \rangle$.

Case 1. $\langle n \rangle$ is white. All the disks in $T$ are stacked on another peg $P$. Let $\langle x \rangle$ be any white disk in $T$. If $\langle x \rangle$ is at the bottom, the cost of $\langle x \rangle$ in the entire procedure is at least 2. Otherwise, $\langle x \rangle$ is on the top of a bigger disk $\langle y \rangle$. $\langle x \rangle$ is moved at least twice before, otherwise $\langle y \rangle$ can not go below $\langle x \rangle$ on $P$. $\langle x \rangle$ will be moved at least twice later, otherwise $\langle y \rangle$ can not go below $\langle x \rangle$ on the destination peg. So, the cost on the white pegs is at least $4(n - s - 2) + 2 + 1$.

Case 2. $\langle n \rangle$ is black. The other disks are stacked on the other two pegs. There are $n - s$ white disks. Similar to the previous case, at most two of them has cost 2, each of the other white disks costs at least 4. So, the cost on the white disks is at least $4(n - s - 2) + 4$.

In either case, the total cost is at least $4(n - s - 2) + 3 + 2s \geq 4n - 2k - 5$.

We remark that once we fixed the $k$ black disks, the lower bound holds even in the
case where each black disk can violate the divine rule many times. If we want to achieve the lower bound, the bottom disk must be white. However, by choosing different black disks, as long as \( \langle 1 \rangle \) and \( \langle n \rangle \) are white, and there are no adjacent white disks, we can achieve the lower bound in different ways.

While it is possible to provide a more careful induction like the proof of Proposition 5.3.2, we found the following way of proving the main theorem in this section more pleasing.

**Theorem 5.3.4.** For any \( n \) and \( k \), \( S(n,k) = g(n,k) \).

**Proof.** The case where \( n \leq 2k + 2 \) is done in Proposition 5.3.3. We prove the theorem for \( n \geq 2k + 2 \) by an induction on \( n \) for any fixed \( k \).

The basis is \( n = 2k + 2 \), this is done in Proposition 5.3.3. Now assume \( n > 2k + 2 \). Consider the smallest disk \( \langle 1 \rangle \). For any procedure, if we ignore all the moves of \( \langle 1 \rangle \), it is a procedure for \( H_S([n] \setminus \{\langle 1 \rangle\}, P_1, P_2, k) \). By the inductive hypothesis, the procedure needs at least \( g(n-1,k) = 2^{n-1-2k} + 6k - 1 \) steps on \([n] \setminus \{\langle 1 \rangle\}\). So, if \( \langle 1 \rangle \) is ever moved more than \( 2^{n-1-2k} - 1 \) steps, the induction is finished.

We prove that the other case, where \( \langle 1 \rangle \) is moved at most \( 2^{n-1-2k} - 1 \) steps, is impossible.

Assuming the contrary, there is a procedure \( P \) for the game \( H_S([n], P_1, P_2, k) \) with \( c(\mathcal{P}, \langle 1 \rangle) \leq 2^{n-1-2k} - 1 \). Suppose the cost of the procedure \( P \) is \( N \). We pick a large \( m \) so that \( 2^{m+1} > N \). Now, suppose \( D \) is a set of \( m \) disks smaller than \( \langle 1 \rangle \). We define a procedure \( P' \) which simulates \( P \). Whenever we have a move \( \langle 1 \rangle (P \rightarrow Q) \), we move the whole tower \( \{\langle 1 \rangle\} \cup D \) from \( P \) to \( Q \) in the canonical way with \( 2^{m+1} - 1 \) moves. It is clear that the procedure \( P' \) successfully plays the game \( H_S([n] \cup D, P_1, P_2, k) \), which is the same as \( H_S([n+m], P_1, P_2, k) \). Since \( c(\mathcal{P}, \langle 1 \rangle) \leq 2^{n-1-2k} - 1 \), we have \( c(\mathcal{P}, \{\langle 1 \rangle\} \cup D) \leq (2^{n-1-2k} - 1)(2^{m+1} - 1) \). So, the total cost of \( P' \) is at most

\[
(2^{n-1-2k} - 1)(2^{m+1} - 1) + N < 2^{m+n-2k} - 2^{m+1} + N \leq 2^{m+n-2k} - 1.
\]

Thus contradicts Proposition 5.3.2. \qed
5.4 Santa’s towers

Define $C(n,d)$ to be the minimum number of moves one needs to move $n$ disks obeying the Santa’s rule; and define $G(n,d)$ to be the minimum number of moves one needs to move $n$ disks obeying the generous Santa’s rule. In this section, we derive the exact formula for $C(n,d)$ and $G(n,d)$. Hence, we resolve the open question asked by D. Wood in 1981 ([38]), which asks for a general formula for $G(n,d)$.

It is clear that the Santa’s rule with discrepancy $d$ is more restricted than the generous Santa’s rule with discrepancy $d$, hence we have

**Fact 5.4.1.** $G(n,d) \leq C(n,d)$.

It is also easy to see that the generous Santa’s rule is not too generous. There is an implicit restriction on the positions where the smaller disks can occur. We mention the following fact, although we will not need it.

**Fact 5.4.2.** For any $d > t > 0$, if $\langle x \rangle$ is placed onto a pile which contains the disk $\langle x - t \rangle$ under the generous Santa’s rule with discrepancy $d$, then $\langle x - t \rangle$ must occur among the top $2d - t - 2$ positions in that pile before the move.

**Proof.** Observe that any disk $\langle y \rangle$ above $\langle x - t \rangle$ in that pile must satisfy $y < x - t + d$, $y > x - d$, and $y \neq x$. 

Our main result in this section is to prove $C(n,d) = G(n,d) = 1 + d(2^{q+1} - 2) + r2^{q+1}$.

The solution is based on two ways of grouping the disks. To get an upper bound, we group every $d$ consecutive disks, and simulate the canonical hanoi, viewing each group as a disk. To prove the lower bound, we view each arithmetic progression with difference $d$ as a class, and analyze the lower bound on each class.

5.4.1 A procedure for $H_C([n], P_a, P_b, d)$

We study the following procedure.

---

1As we reword the problem here, our $G(n,d)$ is equivalent to $f(n, d - 1)$ in [38]. We found some mistakes in the table on page 23 of [38]. As we will show, $f(4, 1) = 9$ and $f(5, 2) = 11$, which are miscalculated as 11 and 13, respectively, in [38].
Procedure 5.4.3. \texttt{santa([n], a, b, d)}

Let \( n - 1 = dq + r \), where \( 1 \leq r \leq d \). We group the set \([n-1]\) into \( q \) blocks of size \( d \) and one block of size \( r \). To be precise, let \( B_1 = \{\langle i \rangle : 1 \leq i \leq r\} \), and \( B_j = \{\langle i \rangle : r + (j-2)d + 1 \leq i \leq r + (j-1)d\}, 2 \leq j \leq q+1 \). We view each block as a disk and simulate the canonical \texttt{hanoi} procedure on the set of blocks. An instruction to move \( B \) from \( P_i \) to \( P_j \) means we move all the disks in block \( B \) one by one from \( P_i \) to \( P_j \); we call this a block move. Notice that each block move corresponds to up to \( d \) actual moves, and the order inside the block is reversed. We denote the set \( \{B_i : 1 \leq i \leq q+1\} \) by \([q+1]\).

\[
c := 6-a-b;
\]
\[
hanoi([q+1], a, c);
\]
\[
\text{move disk } n \text{ from peg } a \text{ to peg } b;
\]
\[
hanoi([q+1], c, b);
\]

**Proposition 5.4.4.** The procedure \texttt{santa([n], a, b, d)} successfully plays the game under Santa’s rule, \( H_C([n], P_a, P_b, d) \).

\textbf{Proof.} Notice that, when \( i < j \), all the disks in block \( B_i \) are smaller than the disks in block \( B_j \). We simulate the original Hanoi game on the blocks, never put \( B_j \) onto \( B_i \) when \( i < j \), so the Santa’s rule with discrepancy \( d \) is obeyed. Finally, the blocks are in the correct order on the peg \( P_b \). We just need to check if the disks are in the right order within each block. This is so because each block move reversed the order within the block, and since we simulated the canonical Hanoi twice, each block is involved in an even number of block moves. \( \square \)

The following proposition follows easily from Fact 5.2.2.

**Proposition 5.4.5.** Let \( n - 1 = dq + r \), where \( 1 \leq r \leq d \). The number of moves that occur in Procedure 5.4.3 is

\[
1 + d(2^{q+1} - 2) + r2^{q+1}.
\]
5.4.2 The formula for $C(n,d)$ and $G(n,d)$

**Theorem 5.4.6.** Let $n - 1 = dq + r$, where $1 \leq r \leq d$;

$$C(n,d) = G(n,d) = 1 + d(2^{q+1} - 2) + r2^{q+1}.$$ 

**Proof.** By Propositions 5.4.4, 5.4.5, and Fact 5.4.1, we have $G(n,d) \leq C(n,d) \leq 1 + d(2^{q+1} - 2) + r2^{q+1}$. It is enough to prove the lower bound for $G(n,d)$, i.e., Procedure 5.4.3 is the best one can achieve to play the game $H_G([n],P_a,P_b,d)$. We denote Procedure 5.4.3 by $A$. We partition the disks into $d$ classes. 

$C_k = \{\langle i \rangle : i \equiv k \pmod{d}\}, 0 \leq k < d$. Let $C_{k_0}$ be the class to which $\langle n \rangle$ belongs, i.e., $n \equiv k_0 \pmod{d}$, $0 \leq k_0 < d$. We give new names to the disks. For any class $C_k$ with $s$ disks, we label the disks in that class, from the biggest to the smallest, $\langle k \rangle_1, \ldots, \langle k \rangle_s$.

Under the generous Santa’s rule, the disks in each class can not reverse their order on any peg. So, if we disregard all the other disks, only observe the movement of disks in $C_k$, it is a canonical game $H(C_k,P_a,P_b)$. So, the cost involving that class is at least $2^{|C_k|} - 1$ in any successful play of the game $H_G([n],P_a,P_b,d)$. However, it is easy to see, $c(A,\langle k \rangle_i) = 2^i$ if $k \neq k_0$. $c(A,\langle k_0 \rangle_i) = 2^{i-1}$. So, whenever $k \neq k_0$, $c(A,C_k) = 2(2^{|C_k|} - 1)$. Here is a little remark about these values. If our rule does not require that all pegs are in order in the final state, one can easily see that there is a procedure that requires just $2^{|C_k|} - 1$ steps for each $C_k$. The main difficulty in the proof is to show, in order to make the final order correct, that we really need to double the number of moves for almost all the classes. The parity condition in Lemma 5.4.9(b) is crucial.

From now on, we fix $B$ to be any procedure that moves $[n]$ from $P_1$ to $P_2$ under the generous Santa’s rule with discrepancy $d$.

**Definition** Two consecutive moves in a procedure are called **redundant** if they are in the form $\langle x \rangle(P \to Q)$ and $\langle x \rangle(Q \to P)$. A procedure is called **reduced** if there are no redundant moves. From any procedure $P$, we keep deleting redundant moves in any order, it is easy to see we get a unique reduced procedure, we call this the reduced procedure of $P$, denoted $\rho P$. 
**Definition** Let $\mathcal{P}$ be a procedure with a sequence of disk moves. Let $X$ be a subset of the disks. The *induced procedure of $\mathcal{P}$ with respect to $X$*, denoted $\mathcal{P} \mid X$, is the subsequence of $\mathcal{P}$ that involves the moves of disks from $X$. We call $\rho(\mathcal{P} \mid X)$ the *reduced procedure of $\mathcal{P}$ with respect to $X$*.

We will use the following easy fact frequently.

**Fact 5.4.7.** Let $\mathcal{P}$ be any procedure that obeys the generous Santa’s rule and moves a disk set $D$ from $P_1$ to $P_2$. Let $X$ and $Y$ be subsets of $D$ such that $X \subseteq Y$. Then (a) $\mathcal{P} \mid X$ is a procedure that obeys Santa’s rule and moves the disk set $X$ from $P_1$ to $P_2$. The order of disks in the initial and final states are the same as those in the procedure $\mathcal{P}$. The same is true for the procedure $\rho(\mathcal{P} \mid X)$. (b) $\rho(\mathcal{P} \mid X)$ appears as a sub-sequence in $\rho(\mathcal{P} \mid Y)$. Consequently, $c(\rho(\mathcal{P} \mid X), \langle x \rangle) \leq c(\rho(\mathcal{P} \mid Y), \langle x \rangle)$ for any disk $\langle x \rangle$. (c) For any $X$ and any disk $\langle x \rangle$, $c(\rho(\mathcal{P} \mid X), \langle x \rangle)$ is of the same parity as $c(\mathcal{P}, \langle x \rangle)$.

**Definition** Let $\mathcal{P}$ be a procedure with a sequence of $m$ moves, $(\langle x_i \rangle(P_i \rightarrow Q_i) : i = 1 \cdots m)$. The “log” of $\mathcal{P}$ is the sequence $(\langle x_i \rangle : i = 1 \cdots m)$.

**Lemma 5.4.8.** Let $\mathcal{P}$ be any procedure that obeys the generous Santa’s rule with discrepancy $d$. Let $X$ be any subset of disks such that each disk in $X$ is of size at least $x + d$. (a) If $y - x \geq d$ and $z - y \geq d$, then $\langle y \rangle$ and $\langle z \rangle$ can not both appear between any pair of consecutive $\langle x \rangle$’s in the log of $\mathcal{P}$. (b) Between any two consecutive $\langle x \rangle$-moves in $\rho(\mathcal{P} \mid_{X \cup \{\langle x \rangle\}})$, all the moves of disks in $X$ are from the same source peg and to the same destination peg. These are the two pegs used, other than the peg containing $\langle x \rangle$, during this period. (c) For any $\langle y \rangle \in X$. There is at most one $\langle y \rangle$ between any pair of consecutive $\langle x \rangle$’s in the log of $\rho(\mathcal{P} \mid_{X \cup \{\langle x \rangle\}})$.

**Proof.** Let $S_1$ be the state after an $\langle x \rangle$-move, and let $S_2$ be the state before the next time we move $\langle x \rangle$. From the state $S_1$ to $S_2$, $\langle x \rangle$ stays on the same peg, say, $P_1$.

(a). If $\langle y \rangle$ is ever moved during the period from $S_1$ to $S_2$, then $y$ is never on the peg $P_1$ during this period. A move for $\langle z \rangle$ is impossible: It would either move above $\langle y \rangle$, or already be above $\langle y \rangle$ before the move.
(b) and (c). During the period between $S_1$ and $S_2$, no disk in $X$ can be moved to peg $P_1$. Because the procedure $\rho(\mathcal{P} |_{X \cup \{x\}})$ is reduced, all the moves during this period have the same source and destination, say, from $P_2$ to $P_3$. So, any disk in $X$ will be moved at most once.

\begin{lemma}
Let $\langle x \rangle$ and $\langle x' \rangle$ be two disks such that $x < x'$. Let $X$ be a set of disks such any disk in $X$ is of size at least $x' + d$. Let $T \subseteq X$ such that the difference of sizes between each pair of disks in $T$ is at least $d$. Suppose $c(\rho(\mathcal{B} |_{X \cup \{x\}}), T) \geq s$. Then

\begin{enumerate}[(a)]
\item $c(\rho(\mathcal{B} |_{X \cup \{x\}}), \langle x \rangle) \geq s + 1$, $c(\rho(\mathcal{B} |_{X \cup \{x'\}}), \langle x' \rangle) \geq s + 1$.
\item If $c(\rho(\mathcal{B} |_{X \cup \{x'\}}), \langle x \rangle) = s + 1$ and $c(\rho(\mathcal{B} |_{X \cup \{x',x'\}}), \langle x' \rangle) = s + 1$, then either $s + 1$ is an even number, or $c(\rho(\mathcal{B} |_{X \cup \{x',x'\}}), \langle x' \rangle) \geq s + 3$.
\end{enumerate}
\end{lemma}

\textbf{Proof.} (a). Look at the procedure $\rho(\mathcal{B} |_{X \cup \{x\}})$. Clearly $\langle x \rangle$ is moved before we ever move any disk from $T$, and is also moved after we finish all the disks from $T$. Between any two consecutive appearances of symbols from $T$ in the log, we must have at least one appearance of $x$, otherwise it contradicts Lemma 5.4.8. Since $X$ is a subset of $X \cup \{x\}$, there are at least $s$ symbols from $T$ in the log, so $c(\rho(\mathcal{B} |_{X \cup \{x\}}), \langle x \rangle) \geq s + 1$. The same proof applies to $\langle x' \rangle$ instead of $\langle x \rangle$.

(b). Let $\mathcal{P} = \rho(\mathcal{B} |_{X \cup \{x'\}})$. Clearly $\langle x \rangle$ is moved before we ever move any disk from $T$, and the equality holds only if $c(\mathcal{P}, T) = s$, and the $s + 1$ $\langle x' \rangle$’s and the $s$ symbols from $T$ appear alternatively in the log of $\mathcal{P}$. Let the $i$-th move from $T$ be $\langle y_i \rangle(R_i \rightarrow Q_i)$, and let the $i$-th move of $\langle x' \rangle$ be $\langle x' \rangle(R'_i \rightarrow Q'_i)$. It is easy to see that $\{R_i, Q_i\} = \{P_1, P_2, P_3\} \setminus \{R'_i + 1\}$, and $\{R_i + 1, Q_{i+1}\} = \{P_1, P_2, P_3\} \setminus \{Q'_{i+1}\}$. Since $R'_i + 1 \neq Q'_{i+1}$, we conclude $\{R_i, Q_i, R_{i+1}, Q_{i+1}\} = \{P_1, P_2, P_3\}$.

The procedure $\mathcal{P}$ is a sub-sequence of $\rho(\mathcal{B} |_{X \cup \{x',x'\}})$. Focus on the $s$ moves $\langle y_i \rangle(R_i \rightarrow Q_i)$ in the procedure $\rho(\mathcal{B} |_{X \cup \{x',x'\}})$. We call them the $T$-moves. The $s + 1$ $x$’s must appear once before all the $T$-moves, once after all the $T$-moves, and once between each consecutive $T$-moves. The last statement is true, otherwise there are two consecutive $T$-moves $\langle y_i \rangle(R_i \rightarrow Q_i)$ and $\langle y_{i+1} \rangle(R_{i+1} \rightarrow Q_{i+1})$ while $\langle x \rangle$ stays on a certain peg, which is impossible since $\{R_i, Q_i, R_{i+1}, Q_{i+1}\} = \{P_1, P_2, P_3\}$.

In particular, we proved that no two $\langle x \rangle$-moves in $\rho(\mathcal{B} |_{X \cup \{x',x'\}})$ are adjacent.
This implies that if we delete all the \(\langle x\rangle\)-moves from \(\rho(\mathcal{B} \mid_{X \cup \{\langle x\rangle, \langle x'\rangle\}})\), it is either already reduced, i.e., it is \(\rho(\mathcal{B} \mid_{X \cup \{\langle x\rangle\}})\), or at least two \(\langle x'\rangle\)-moves are redundant. To see this, observe that the only way to start a reduction is that there is a move, say \(\langle x\rangle(P_1 \rightarrow P_2)\), where the previous move, which is from \(X \cup \{\langle x'\rangle\}\), and the next move reverse each other. However, if these are not \(\langle x'\rangle\)-moves, the previous move is between \(P_2\) and \(P_3\), and the next move is between \(P_1\) and \(P_3\), since each disk in \(X\) is of size at least \(x + d\).

As a consequence, if \(c(\rho(\mathcal{B} \mid_{X \cup \{\langle x\rangle, \langle x'\rangle\}}), \langle x'\rangle) < s + 3\), then, because

\[
c(\rho(\mathcal{B} \mid_{X \cup \{\langle x\rangle, \langle x'\rangle\}}), \langle x'\rangle) \geq c(\rho(\mathcal{B} \mid_{X \cup \{\langle x'\rangle\}}), \langle x'\rangle) = s + 1
\]

and they have the same parity, there are exactly \(s + 1\) \(\langle x'\rangle\)-moves and exactly \(s\) \(T\)-moves in the procedure \(\rho(\mathcal{B} \mid_{X \cup \{\langle x\rangle, \langle x'\rangle\}})\). The \(\langle x\rangle\)-moves appear once before all the moves from \(T\), once after all of them, and once between each consecutive moves from \(T\). The same is true for \(x'\). We further claim that the source and destination of each move is fully determined by the moves of elements in \(T\). We prove this claim inductively from the first move to the last one. Let \(\langle x\rangle(P \rightarrow Q)\) be the \(i\)-th move of \(\langle x\rangle\). If it is the first one, then \(P = P_1\), otherwise it is the destination of the last move. If it is the last move, \(Q = P_2\). Otherwise, the next move from \(T\) is \(\langle y\rangle(R_i \rightarrow Q_i)\), \(Q\) must be the peg other than \(R_i\) and \(Q_i\).

Thus, we have \(s + 1\) positions in the log of \(\rho(\mathcal{B} \mid_{X \cup \{\langle x\rangle, \langle x'\rangle\}})\), one before all the symbols from \(T\), one after them, and one between each pair of consecutive symbols from \(T\). In each position, there is one \(\langle x\rangle\) and one \(\langle x'\rangle\), with the moves from the same source to the same destination. Assume \(x < x'\), in the odd numbered positions \(x\) moves first, and in the even numbered positions \(x'\) moves first. If \(s + 1\) is odd, \(x\) would be stacked under \(x'\) in the final state, a contradiction.

\[\square\]

**Lemma 5.4.10.** Let \(X\) be a set of disks such that each disk in \(X\) is of size at least \(x + d\). Let \(T \subseteq X\) be a subset of size at least 2 such that the difference of sizes between each pair of disks in \(T\) is at least \(d\), except for one pair \(\langle y\rangle\) and \(\langle y'\rangle\). Suppose \(c(\rho(\mathcal{B} \mid_{X \cup \{\langle y\rangle, \langle y'\rangle\}})) \geq s, c(\rho(\mathcal{B} \mid_{X \cup \{\langle y\rangle\}})) \geq p,\) and \(c(\rho(\mathcal{B} \mid_{X \cup \{\langle y'\rangle\}})) \geq p - 1\) and has a different parity than \(p\). Then \(c(\rho(\mathcal{B} \mid_{X \cup \{\langle x\rangle\}}), x) \geq s + p + 2\).
Proof. By Lemma 5.4.9 with the set $T \setminus \{\langle y' \rangle\}$, $x$ appears at least $s + p + 1$ times in $\rho(B |_{X \cup \{x\}})$. Assuming the contrary, $x$ appears exactly $s + p + 1$ times. Then there are exactly $s + p$ symbols from $T \setminus \{\langle y' \rangle\}$ in the log of $\rho(B |_{X \cup \{x\}})$. Consider the $s + p$ spots, one between each consecutive pair of $x$’s in the log. By Lemma 5.4.8, the $s + p$ symbols from $T \setminus \{\langle y' \rangle\}$ appears once in each spot, and $\langle y' \rangle$ can not be put in a spot twice or in the same spot with any disk other than $\langle y \rangle$. Since there are at most $p$ such spots, and $c(\rho(B |_{X \cup \{x\}}), x)$ is not the same parity as $p$, we must have exactly $p - 1$ $\langle y' \rangle$-moves. We call a spot even if it contains both $\langle y \rangle$ and $\langle y' \rangle$, otherwise call it odd. Since neither $\langle y \rangle$ nor $\langle y' \rangle$ can be moved onto the peg containing $\langle x \rangle$, we must have the same source and destination for $\langle y \rangle$ and $\langle y' \rangle$ in each even spot. Consider the only odd spot. If it is the last move of $\langle y \rangle$, $\langle y \rangle$ and $\langle y' \rangle$ would be on different pegs in the final state. Otherwise $\langle y \rangle$ and $\langle y' \rangle$ can not move from the same source in the next even spot. We have a contradiction in either case. \hfill \Box

Definition For any disk $\langle x \rangle$, define $U(\langle x \rangle)$ to be the set of disks that are not smaller than $x$, i.e., $U(\langle x \rangle) = \{\langle x \rangle, \langle x + 1 \rangle, \ldots, \langle n \rangle\}$. Define the downwards cost of $\langle x \rangle$ to be $d(\langle x \rangle) = c(\rho(B |_{U(\langle x \rangle)}), \langle x \rangle)$, i.e., the number of moves of $\langle x \rangle$ in the reduced procedure of $B$ if we disregard all the smaller disks.

Let $C_k$ be any class where $k \neq k_0$. It is easy to see that $c(A, C_k) = 2(2^{|C_k|} - 1)$. If $c(B, C_k) < 2(2^{|C_k|} - 1)$, there must be a disk $\langle k \rangle_i$ such that $c(B, \langle k \rangle_i) < 2^i$; so, the disk $\langle k \rangle_i$ satisfies $d(\langle k \rangle_i) < 2^i$. Thus, we have the following definition.

Definition We call a class $C_k$ bad if $k \neq k_0$ and $c(B, C_k) < 2(2^{|C_k|} - 1)$. Let $C_k$ be a bad class, there must be a disk $\langle k \rangle_i$ such that $d(\langle k \rangle_i) < 2^i$. We call a disk $\langle k \rangle_i$ precious if $d(\langle k \rangle_i) < 2^i$. We call the biggest precious disk in $C_k$ the prince of $C_k$.

Lemma 5.4.11. (a) Let $C_k$ be a bad class with prince $\langle k \rangle_x$. Then $\langle k \rangle_x$ is the only precious disk in $C_k$, and $c(B, \langle k \rangle_x) = 2^x - 1$. (b) Suppose $C_{k_1}$ and $C_{k_2}$ are two bad classes with princes $\langle k_1 \rangle_y$ and $\langle k_2 \rangle_z$, respectively. Then $y \neq z$.

Proof. (a). By the definition of a prince, $d(\langle k \rangle_i) \geq 2^i$ for each $i < x$. Set $T = \{\langle k \rangle_i : i < x\}$ and $X = U(\langle k \rangle_{x-1})$. We have $c(\rho(B |_X), \langle k \rangle_i) \geq d(\langle k \rangle_i) \geq 2^i$. By Lemma 5.4.9(a)
we get \( d(\langle k \rangle_x) \geq c(\rho(\mathcal{B} \mid X \cup \{k\}_x)), \langle k \rangle_x) \geq 2^x - 1 \). In order to make \( \langle k \rangle_x \) a prince, we must have \( d(\langle k \rangle_x) = 2^x - 1 \) and \( d(\langle k \rangle_i) = 2^i \) for each \( i < x \).

We claim that one of two things must happen:

\[
d(\langle k_0 \rangle_i) \geq 2^i, \forall i \leq x; \quad \text{or} \quad \tag{5.1}
d(\langle k_0 \rangle_i) \geq 2^j, \forall i < x, \quad \text{and} \quad c(\rho(\mathcal{B} \mid U(\langle k \rangle_x)), \langle k_0 \rangle_x) \geq 2^x + 1. \tag{5.2}
\]

To prove the claim, assume there is \( i \leq x \) such that \( d(\langle k_0 \rangle_i) < 2^i \) and \( d(\langle k_0 \rangle_j) \geq 2^j \) for all \( j < i \). Setting \( T = \{ \langle k_0 \rangle_j : j < i \} \) and \( X = U(\langle k_0 \rangle_{i-1}) \) in Lemma 5.4.9, we have \( d(\langle k_0 \rangle_i) = 2^i - 1 \) and \( d(\langle k_0 \rangle_j) = 2^j \) for all \( j < i \). (The case \( i = 1 \) is trivial.) We discuss two other cases. In the first case, \( i = x \). Consider the set \( T = \{ \langle k_0 \rangle_j : j < x \} \) and \( X = U(\langle k_0 \rangle_{x-1}) \). \( c(\rho(\mathcal{B} \mid X), T) \geq 2^x - 2 \). By Lemma 5.4.9(a), \( c(\rho(\mathcal{B} \mid X \cup \langle k_0 \rangle_x), \langle k_0 \rangle_x) \geq 2^x - 1 \). On the other hand, we have

\[
c(\rho(\mathcal{B} \mid X \cup \langle k_0 \rangle_x), \langle k_0 \rangle_x) \leq c(\rho(\mathcal{B} \mid U(\langle k_0 \rangle_x)), \langle k_0 \rangle_x) = d(\langle k_0 \rangle_x) = 2^x - 1.
\]

So, \( c(\rho(\mathcal{B} \mid X \cup \langle k_0 \rangle_x), \langle k_0 \rangle_x) = 2^x - 1 \). Similarly, we have \( c(\rho(\mathcal{B} \mid X \cup \langle k_0 \rangle_x, \langle k \rangle_x), \langle k \rangle_x) = 2^x - 1 \). By Lemma 5.4.9 (b) we establish (5.2). In the second case where \( i < x \), using Lemma 5.4.10 with \( T = \{ \langle k_0 \rangle_j : j \leq i \} \cup \{ \langle k \rangle_j : i \leq j < x \} \), \( X = U(\langle k \rangle_{x-1}) \), \( \langle y \rangle = \langle k \rangle_i \), and \( \langle y' \rangle = \langle k_0 \rangle_i \), we get the cost \( d(\langle k \rangle_x) \geq 2^x \). It is not a prince.

Having proved the claim, we now show that \( d(\langle k \rangle_i) \geq 2^i \) for any \( i > x \). We do this inductively on \( i \). If there is an \( t \leq x \) such that \( c(\rho(\mathcal{B} \mid U(\langle k \rangle_x)), \langle k_0 \rangle_t) \geq 2^t + 1 \),
we may set \( T_i = \{(k_0)_j : j \leq x\} \cup \{(k)_j : x < j < i\} \) for each \( i \) and use Lemma 5.4.9(a). Otherwise, by (5.1) and (5.2), \( c(\rho(B | U_{(k)_x}),(k_0)_i) = 2^i \) for each \( t \leq x \). Set \( T_i = \{(k_0)_j : j \leq x\} \cup \{(k)_j : x < j < i\} \), \( X_i = U((k)_{i-1}) \) and use Lemma 5.4.10. In both cases, the cost for \( (k)_j \) is at least \( 2^j \) for all \( j > x \). By the inductive hypothesis, we get \( c(B,(k)_x) \geq 2^x \).

Finally, we must have \( c(B,(k)_x) = 2^x - 1 \), otherwise \( C_k \) is not a bad class.

(b). We may assume the biggest disk in \( C_{k_1} \) is bigger than the biggest disk in \( C_{k_2} \), so \( (k_1)_i \) is bigger than \( (k_2)_i \) for any \( i \). Assuming the contrary \( y = z \), consider the set \( T = \{(k_1)_i : i < y\} \) and \( X = U((k)_y-1) \). By Lemma 5.4.9 with \( (k_1)_y \) and \( (k_2)_y \), \( c(B,(k)_y) \geq 2^y + 1 \), a contradiction.

**Lemma 5.4.12.** If there is any bad class, then \( c(B,C_{k_0}) \geq c(A,C_{k_0}) + 2^{|C_{k_0}|} - 1 \).

**Proof.** By the discussion in the proof of Lemma 5.4.11(a), if there is any bad class, \( c(B,(k_0)_1) \geq 2 \). In the procedure \( B \), before the first move of \( (k_0)_1 \), after the last of its moves, and between each consecutive pair of its moves, the set \( C_{k_0} \setminus \{(k_0)_1\} \) is moved completely from a peg to another under the divine rule at least three times. Notice that the same set is moved twice under the divine rule in \( A \). So, the extra cost on this set is at least \( 2^{|C_{k_0}|} - 1 \). Adding the extra cost on \( (k_0)_1 \), the lemma follows.

Now we finish our proof of the main theorem. We compare the cost of the procedures \( A \) and \( B \) on each individual disk. By Lemma 5.4.11 (a), \( B \) can only save one step against \( A \) for each prince. However, if there is any bad class, \( A \) saves at least \( 2^{|C_{k_0}|} - |C_{k_0}| \) steps against \( B \) for the disks in the class \( C_{k_0} \) by Lemma 5.4.12. By Lemma 5.4.11 (b), the number of princes is no more than \( |C_{k_0}| \). In fact, \( B \) can not save as many as \( |C_{k_0}| \) steps on the princes, since a prince in the range \([n-d,n]\) still needs to moved at least twice.

5.5 Other towers of hanoi

There could be many reasonable variations of the Hanoi tower problem. We mention one here.
As the remark after the proof of Proposition 5.3.3 shows, when \( n \leq 2k + 2 \), one needs \( g(n, k) \) steps even when we fix \( k \) disks and each of them can violate the divine rule many times. We propose the following variation of our Sinner’s mode.

**Hanoi Tower with \( k \) Evildoers:** Among the \( n \) disks, one may pick any \( k \) of them as evildoers then perform a procedure of disk moves. An ordinary disk can not be placed directly on the top of a smaller disk, but an evildoer can do this an unlimited number of times.

Let \( E(n, k) \) be the minimum number of steps one need to move the entire stack from one peg to another in the evildoer’s mode, where the disks are in increasing order in both initial and final configuration. Clearly \( E(n, k) \leq S(n, k) \). A computer verification shows that \( E(n, k) = S(n, k) \) for all \( n < 8 \) and any \( k \). However, the program shows that \( E(8, 1) = 57 \) while \( S(8, 1) = 69 \). It could be an interesting problem to find the formula for \( E(n, k) \).

We describe the procedure in 57 moves that transforms the 8 disks from \( P_1 \) to \( P_3 \), with the evildoer \( (6) \).

- Steps 1 to 15: Move the 4 smallest disks from \( P_1 \) to \( P_3 \).
- Step 16: \( (5)(P_1 \to P_2) \).
- Step 17: \( (6)(P_1 \to P_3) \) — notice that \( (6) \) is an evildoer.
- Steps 18 to 21: \( (5)(P_2 \to P_3) \), \( (7)(P_1 \to P_2) \), \( (5)(P_3 \to P_2) \), then \( (6)(P_3 \to P_1) \).
- Steps 22 to 24: Move \( (1) \) and \( (2) \) to \( P_2 \).
- Step 25: \( (6)(P_1 \to P_2) \) — does the evil again.
- Steps 26 to 28: Move \( (3) \) and \( (4) \) to \( P_2 \).
- Step 29: \( (8)(P_1 \to P_3) \).
- Steps 30 to 57 are symmetric to the first 28 steps.

A computer exhaustive search shows that this is an optimal solution for 8 disks.
Chapter 6

Conclusions and Further Research

In chapter 2, we discussed the most balanced partition of convex bodies in the plane by three non-concurrent lines. We showed that triangle is the extreme convex body that achieves greatest (min area)/(MAX area) ratio at $\frac{2}{1+2\sqrt{2}} \approx 0.522$. Any convex body which is not a triangle has an optimal ratio smaller than that. Also, we defined balanced partitions, a special class of partitions, which are deeply related with this problem. We showed that for any convex body $K$ and a vector $v$, there are exactly two balanced partitions of $K$ with one of the three lines having normal vector $v$. We conjectured that any most balanced partition of convex body $K$ must be a balanced partition of $K$, while we can not prove that.

Our research on balanced partition raised the following open question: Let $K$ be a convex body in the plane and $l_i, \ldots, l_j$ be $j$ lines in general positions and meeting only inside $K$. $l_i, \ldots, l_j$ partition $K$ into $(j^2 + j)/2 + 1$ regions. If we define $f_K(l_i, \ldots, l_j)$ to be the number of distinct areas of $(j^2 + j)/2 + 1$ regions, what is $\psi_K(j) = \min_{\{l_i, \ldots, l_j\}} f_K(l_i, \ldots, l_j)$? By our existence proof of balanced partitions, we have $\psi_K(3) = 2$ for all $K$.

The zigzag problem is studied in chapter 3. We improved the upper bound to $\frac{n}{2} + O\left(\frac{n}{\log n}\right)$ if self-intersection is allowed and to $n - \lfloor \frac{n-2}{8} \rfloor$ if self-intersection is not allowed. The lower bound seems to be extremely hard to tackle. We conjectured that for big $n$, there always exists a point set $P$ of size $n$, which requires at least $n/2 + \infty$ turns. Though we are even unable to construct point sets which forces $n/2 + 2$ turns for big $n$.

In chapter 4, We have defined and studied forward degree sequences and their associated polynomials. In particular, the properties of (strongly) balanced forward degree
sequences were investigated. Our proof shows that any chordal graph has a strongly balanced forward degree sequence and any graph with all degrees at most 3 has a balanced forward degree sequence. Moreover, these (strongly) balanced forward degree sequences can be computed in polynomial time. Our results might bring a new clue for graph problems related to vertex ordering, such as graph isomorphism, because a (strongly) balanced forward degree sequence is an optimal vertex ordering. Our work could be extended by finding more classes of graphs which are (strongly) balanced. Also, it is still open that whether some of the graph invariants derived naturally from forward degree sequence, such as \( N(G) \), are polynomial time computable.

In the last chapter, we studied two new variants of the Towers of Hanoi problem. In both variations, one is allowed to put a bigger disk directly on the top of a smaller one under some restrictions. We give procedures to solve these two versions, and prove the optimality of our procedures. Our solution also resolves a problem, which is similar to one of our versions, proposed by D. Wood twenty-four years ago.
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