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Wireless sensor network has been gaining ground in applications involving remote surveillance and date collection. However, there are still barriers to overcome to deploy these applications in large scale, one of which is the limited network lifetime. Extending network lifetime is challenging in that wireless sensor networks are built out of error-prone and short-lived wireless sensor nodes. In order to extend the network lifetime beyond an individual node’s lifetime, a common practice is to deploy a large array of sensor nodes, and have only a minimal set of nodes active performing duties while others stay in sleep mode to conserve energy. With this rationale, random node failures, either in active nodes or in redundant nodes, can seriously disrupt system operations. To address this issue, we proposed two node scheduling schemes to meet requirements from different applications: R-Sentry, a gang-based scheduling algorithm that attempts to bound the service loss time stemming from random node failures by coordinating the schedules among redundant nodes; and P-Sentry, a light-weight algorithm that keeps a certain number of redundant nodes always active while the others in deep sleep in an attempt to reduce the overhead caused by frequent wake-ups.

Like any other network, wireless sensor network is also subject to attacks from adversaries. The fact that, in the course of the network lifetime, only a minimum number of sensor nodes are active in R-Sentry leaves the system more vulnerable to attacks from malicious nodes. In the second part of the dissertation, we present two variants of R-Sentry: Pre-emptive R-Sentry and Random Scheduling R-Sentry, to address scheduling-related attacks on R-Sentry.
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Chapter 1

Introduction

Recent advances in wireless communication, micro-chip industry and embedded system design have enabled the development of relatively low-cost yet capable wireless micro-sensors that are small-sized and have short communication range. These sensor nodes, typically composed of micro-processor, radio transceiver, sensor board, memory chips and power source, form a peer-to-peer ad-hoc network, and collaborate among each other, providing services in the unit of a network. After the deployment, sensor nodes start continuously collecting data on the environment, processing the data if necessary, and forwarding the data to base stations that interface with the rest of the world.

This kind of network is by convention called wireless sensor network and is different from conventional ad-hoc wireless network in that [2]:

- The number of sensor nodes in a sensor network can be several orders of magnitude higher than in a traditional ad-hoc network.
- Sensor nodes are densely deployed.
- Sensor nodes are prone to pre-mature failure.
- The topology of a sensor network changes frequently.
- A sensor node mainly uses broadcast communication paradigm whereas most ad-hoc networks are based on point-to-point communications.
- Sensor nodes are limited in power, computational capacity, and memory.
- A sensor node may not have global identification.

Wireless sensor networks have been changing the way in which we interact with the physical world: instead of pulling data as a response to interrupts, sensor networks stream data to preconfigured analytical unit or decision-making unit, allowing necessary parsing and analysis to take place.
before interrupts occur. With different types of sensors, we are able to collect data on various ambient conditions without being close to the spots of interest; and wireless networking makes the transportation of the collected data accessible remotely with little delay. These characteristics make wireless sensor network an attractive platform for pervasive computing and bring on a new class of applications involving event surveillance and data collection.

1.1 Wireless Sensor Network Applications

Sensor networks may integrate different types of sensors to collect different types of data, like temperature, humidity, sound, and etc.; and the collected data could be used for information purpose, further analysis, and even local control of remote actuators. Here we briefly look at some typical wireless sensor network applications.

Habitat monitoring

Wireless sensor network has its own advantages in habitat monitoring. The physical size of wireless sensor nodes can be so small that they could be deeply embedded into the environment and closely sense and measure the environment, which largely increases the fidelity of the individual measurement, thanks to the geographic proximity. Further, because of the low cost of a sensor node, we could deploy the sensors in batch mode without careful planning for precise deployment of sensors and recycling the nodes afterwards, which considerably reduces the operation cost. The following are two of the wireless sensor network applications in habitat monitoring.

- Forest fire detection: large number of thermal sensors could be randomly yet strategically spread over the forest by a plane, and form a wireless network within a small time window in an ad-hoc fashion. Periodically, sensor nodes sample ambient temperature. Whenever a fire happens, an extremely high temperature would be detected by the sensors near the fire spot and relevant data, like location and temperature, would be sent to the base station through the multi-hop network formed in the initial phase. The delay from the source node to the base station could be as short as less than a second, which allows timely actions and detailed planning for the rescue work.

- Intelligent environment: when we have sufficient information about the environment, it’s just
natural to tune the environment to meet our needs, especially when the information are real-time and of certain accuracy. One of the example applications, intelligent light control, is described in [3]. A person feels most comfortable under a certain level of luminance in the office, while different people have different “best luminance level”. By deploying a mobile wireless network of light sensors, the central light control could adjust the lights in the building separately based on the readings from the sensors to get all the people in the building their best luminance level as much as possible. [3] also talks about taking advantage of sunlight to reduce energy cost while still providing “best luminance level” with the help of wireless sensor networks.

**Inventory control**

Inventory control has emerged as one of the most popular and import applications of wireless sensor networks, mostly driven by the demand for a replacement of UPC bar code [4] system and the technology advance in micro-chip industry. When a wireless node is as small as a paper tag and costs as little as pennies, each item in the warehouse could have one attached. The sensor has information of the product stored on the chip and communicates with the base station through tiny-sized transponder or transceiver. Whenever an item enters into or leaves the warehouse, the base station reads the data on the sensor tag, update the database in the back end, and change the data on the sensor tag if necessary. The nice thing about this application is, all the processes happen remotely, and the location of an item could also be done through triangulation of wireless signals [5]. A more recognized name of the sensor tag in applications like inventory control is Radio Frequency IDentification, short as RFID [6]. RFID technology pushes the inventory control one step further from per-product tagging to per-item tagging.

**Localization and tracking**

Given the geographical closeness of the sensor to the events of interest, spatial information of the sensor is as important as the application data it collects. Location-related technologies based on wireless sensor networks have been emerging as the research hotspot lately.

- GPS-less localization: Radio signal reveals more than the data bits it carries: through Received Signal Strength Indicator (RSSI), we could have an estimation of the distance between the sender and the receiver. With this distance information, and the help from a reference
base station, of which the location is already known, the location of a sensor node could be obtained. The wireless sensor network-aided localization scheme provides a low-cost but function-rich alternative to satellite-based system like GPS (Global Positioning System). A lot of research work [7–9] has been devoted to improving the performance of the wireless sensor network-based localization. As the localization accuracy keeps going up and the cost of sensor system keeps going down, wireless sensor network-aided localization would be gaining more ground.

- Tracking: With each sensor node knowing its own location, either through GPS or through certain localization algorithm, tracking becomes a relatively easy task for wireless sensor networks: each sensor node could periodically update its location to the base station and each other; at the same time, the sensor nodes still collect data and transport it to the base station. The data, associated with spatial and temporal information, could be valuable on many occasions. ZebraNet [10] is one of the pioneering tracking applications using wireless sensor networks. In ZebraNet, each zebra under study wears a sensor node called tracking collar. The zebras, which appear as source nodes, and researchers, which appear as base stations, are both distributed in a large, wild area and moves around. The zebras and researches form an peer-to-peer wireless network and communicate in a ad-hoc fashion since there is no network infrastructure in the wild. One thing that is worth noting about ZebraNet is, a node has a good chance of being isolated from the network for an unpredictable period of time, because a zebra could be far away from the herd while communication range of the sensor node is limited. The issue is addressed by logging the data on the flash memory on the node and getting it transferred whenever it’s within the range of other zebras; the compromise here is the relatively high latency. More details could be found in [10].

1.2 State of the Art in Wireless Sensor Networks

Wireless sensor network has been gaining ground in a lot of areas, like health care, sports, military surveillance, and etc.; and it is becoming an integral part of our daily lives. For wireless sensor networks to be widely adopted and better serve their purposes, there are some key issues we need to address. Let’s take a brief look at the latest progresses in addressing these issues.
**System platform**

Berkeley-style mote has been a popular sensor platform in research community since its inception and has been deployed in some exploratory applications; and Crossbow Technology has been one of the pioneering suppliers of the commercial wireless sensor platform since 1990s. Following its MICA, MICA2 and MICAz series, Imote2 [11] represents their latest achievement in wireless sensor node platform. It’s built around Marvell PXA271 XScale® processor and Marvell Wireless MMX DSP Coprocessor, with key components like memory of 256KB SRAM, 32MB FLASH, integrated 802.15.4 compliant TI CC2420 [12] radio and rich set of standard I/Os. It could connect with the sensor board through expansion slot to sense various ambient conditions. With all those components, the Imote2 node is sized as small as $36\text{mm} \times 48\text{mm} \times 9\text{mm}$. All the sensor platforms from Crossbow Technology run TinyOS [13] – an open-source operating system designed for embedded wireless sensor nodes. TinyOS’s component-based architecture enables rapid implementation and innovation, while keeping the code size minimized to meet the requirement of stringent memory constraints.

Sun SPOT [14], short name for Sun Small Programmable Object Technology, is another noteworthy sensor platform widely adopted. It’s the answer for wireless sensor networks from Sun Micro-System. A full, free-range Sun SPOT device is built by stacking a Sun SPOT processor board with a sensor board and battery. Each Sun SPOT has a 180MHz 32-bit ARM920T core processor with 512KB RAM and 4MB FLASH memory. Like Imote2, Sun SPOT processor board also has a TI CC2420 [12] radio with an integrated antenna on the board. The very feature that differentiates Sun SPOT from Berkeley-style mote is the Sun SPOT Java VM. Java VM executes directly out of FLASH memory, and all the device drivers are also written in Java. Given the user-friendliness of Java programming and huge base of Java code, Sun SPOT has its own edge over Berkeley-style mote when it comes to quick prototyping and code reuse.

**Low-power listening radio**

In most wireless sensor network applications, the events being monitored are discrete and sporadic, and often result in bursty traffic and low duty-cycle. In other words, most of the time, the radio listens to the idle channel without any traffic. This incurs huge energy waste, because measurements [15][16] have shown that a radio in idle listening mode consumes the energy almost at the same rate as a radio in receiving mode. Reducing the listening power could be crucial in reducing
energy consumption across the network.

Take TI CC1000 \cite{17} as example, this single chip ultra low-power RF transceiver used in MICA2 mote \cite{1} from CrossBow technology, has current draw in receiving mode at 7.4mA, but the current draw in power down mode goes as low as 0.2µA. Even though TI CC1000 also supports a polling-based low-power listening mode with lower data rate, it still has a minimum 7.4mA current draw.

**Energy-aware media access control (MAC) protocols**

Energy efficiency has been a major factor that drives the design of MAC protocols in wireless sensor networks. Most recently, research efforts \cite{18-21} in MAC protocol try to synchronize the schedules of sensor nodes involved in the communication session with the attempt for the nodes to keep the radios off for as long as possible to reduce energy consumption in idle listening, and minimize energy consumption caused by packet collisions. The trade-off for better energy efficiency in this category of MAC protocols is end-to-end delivery latency and scheduling fairness among the participating nodes.

**Routing protocols**

Like in MAC protocols, energy efficiency is also a major concern in the design of routing protocols for wireless sensor networks. The majority of routing protocols in ad-hoc networks are flooding-based, and there is no exception for ad-hoc wireless sensor networks \cite{22}. The major problem with the flooding-based protocols is, it brings on significant amount of packet traffic, more than what is actually needed. To reduce the traffic and thus the energy consumption in packet transmission, we need to get less nodes involved in the flooding process. Some routing protocols achieve this goal by forming clusters \cite{23-25} among nodes to have only cluster heads participate in the flooding; some by utilizing geographic information \cite{26-29} to reduce redundant nodes from the same geographic area; and some by adjusting radio transmission ranges \cite{30,31} to have optimal topology for the network.

Other important aspects that need to be addressed include scalability, in-network processing \cite{32}, congestion control \cite{33-35}, security \cite{36-39} and etc. \cite{2} gives a detailed survey on applications, design, communication architecture of Wireless Sensor Networks. Our thesis work focuses on how to achieve robustness and energy-efficiency in the wireless sensor networks even at the presence of random sensor failures.
1.3 Problem Statement

Wireless sensor network applications, though diverse in nature, share two common building blocks: (i) data collection and delivery component; and (ii) data analysis and actuation component. The former is realized through networked sensor nodes, while the latter often resides on facilities with abundant computing resources, like the base station. As more and more applications adopt wireless sensor networks [10,40–44], it becomes critically important to ensure that the sensor network will be able to deliver as much spatio-temporal information as possible, i.e. sensor network must guarantee both coverage (thorough data collection) and connectivity (reliable data delivery) over a significant period of time. Although initial solutions have been proposed to provide continuous coverage and connectivity, there is a severe problem—the frequent failings of sensor nodes— that has been ignored.

There are several reasons for the short lifetime of sensor nodes. First, many sensor applications require these devices to operate on batteries, which typically have a maximum longevity of a couple of years; second, sensor network are often deployed in open and harsh environments that are often subject to extreme environmental conditions and stay unattended after deployment. These factors could quickly wear out sensor nodes, and make them fail prematurely; third, in order to cut down energy consumption and reduce size, which are crucial to many applications, most of today’s sensor nodes are very densely built. Higher chip integration densities and lower voltages (to reduce power consumption) cause the circuits to be more susceptible to bit flips [45]. Regardless of how these failures happen, they can disrupt the operations of the entire network: either there will be areas within the network field that are left unmonitored, or the data can not be delivered to data sinks. As many applications depend on the uninterrupted delivery of data to draw meaningful conclusions or to take timely actions, failures to maintain coverage and connectivity will put the very motivation of deploying the sensor network at risk.

To minimize the negative impact caused by premature failures of individual nodes, we normally deploy in the target area much more sensors than actually needed when nodes don’t fail prematurely. As long as the number of the working nodes in the network is above certain threshold, the network as a whole has a good chance of providing smooth coverage and connectivity to the application. However, this method limits the network’s function time to the lifetime of the individual sensors. To extend the network lifetime beyond the lifetime of short-lived sensors, one common practice is to
keep only minimum number of nodes actively functioning at any moment, while keeping the other nodes, which appears redundant here, in sleep mode with radio turned off. When the current set of active nodes could not fulfill the duty for whatever reason, some of the redundant nodes would turn active and start performing. This process goes on until we run out of nodes, and could prolong the network lifetime by $n$-fold, where $n$ is theoretically only bounded by the redundancy degree of the nodes. Having talked about the benefit of the prolonged network lifetime, this shift-based scheme however leaves the network more fragile to random node failures, because any failures from the active nodes would seriously disrupt the coverage and connectivity of the network. Here we are facing a dilemma: longer network lifetime contradicts with good quality of service. Most previous work [27, 46–49] fails to address this dilemma, mainly because they didn’t take into account the random node failures in the design. The main contributions of the thesis are:

- **Persistent Sentry**-based node protection (short as P-Sentry): Getting the active node sentry nodes to protect the network against the active node’s failure just appears natural for a robust sensor network system. P-Sentry scheme intends to provide each active node with a certain number of nodes that constantly monitor the healthiness of the active node. Whenever the target active node dies, its sentries could take over to perform the duty. This protection mechanism effectively maintains the network service at certain level even when the nodes could die before its battery power drains out.

- **Rotary Sentry**-based node scheduling (short as R-Sentry): Timely recovery of network service is as important as extended network lifetime in a fault-tolerant wireless sensor network. R-Sentry goes one-step further than P-Sentry by sleeping the sentries to conserve more energy. The sentry nodes wake up at proper times to make sure any failure to the target active node could be caught in time, with the coordination from the target active node. We also introduce the concept of gang to make sure the sentries are able to fully cover the active node.

- **R-Sentry with pre-emptive scheduling policy** : R-Sentry is designed to address random failings of sensor nodes. However when sensor module is the only component that fails on a failing sensor, regular R-Sentry shows its vulnerability. The situation could be even worse when some of the sensor nodes intentionally stop reporting sensor readings. Pre-emptive R-Sentry aims at minimizing the aforementioned failing sensors by setting an quota on the
continuous active time for each node.

- **Random Scheduling** R-Sentry: attacks like not sending sensor readings are passive, in the sense that malicious nodes don’t change wake-up schedules of redundant nodes. When more and more active nodes start sending tampered schedules to redundant nodes, redundant nodes’ schedules get distorted and R-Sentry’s performance deteriorates. To tackle this type of proactive attacks, we propose Random Scheduling R-Sentry, which introduces randomness into R-Sentry.

The rest of the thesis is organized as follows. Chapter 2 gives a background introduction and reviews previous research efforts in energy-efficiency and fault-tolerance in Wireless Sensor Networks. Chapter 3 presents the network model and the assumptions we use in our thesis. Following that, we discuss the P-Sentry and R-Sentry in Chapter 4 and Chapter 5 respectively, and the simulation results are presented in Chapter 6. Pre-emptive R-Sentry and Random Scheduling R-Sentry are then discussed in Chapter 7. We conclude the thesis with a summary in Chapter 8.
Chapter 2
Background and Related Work

2.1 Background

One-time dense deployment of sensor nodes and self-organizing afterwards has been one of the characteristics of the wireless sensor networks in a broad range of applications. For node scheduling schemes to work effectively in extending the network lifetime, there has to be more sensor nodes available than actually needed; and more importantly, the gain from sleeping redundant nodes has to be significantly large to justify the methodology of shift-based scheduling.

<table>
<thead>
<tr>
<th></th>
<th>Currents value</th>
<th>units</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Micro Processor (Atmega128L)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>current (full operation)</td>
<td>6</td>
<td>mA</td>
</tr>
<tr>
<td>current sleep</td>
<td>8</td>
<td>µA</td>
</tr>
<tr>
<td><strong>Radio (CC1000)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>current in receive</td>
<td>8</td>
<td>mA</td>
</tr>
<tr>
<td>current in transmit</td>
<td>12</td>
<td>mA</td>
</tr>
<tr>
<td>current in sleep</td>
<td>2</td>
<td>µA</td>
</tr>
<tr>
<td><strong>Logger (flash memory)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>write</td>
<td>15</td>
<td>mA</td>
</tr>
<tr>
<td>read</td>
<td>4</td>
<td>mA</td>
</tr>
<tr>
<td>sleep</td>
<td>2</td>
<td>µA</td>
</tr>
<tr>
<td><strong>Sensor Board</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>current (full operation)</td>
<td>5</td>
<td>mA</td>
</tr>
<tr>
<td>current sleep</td>
<td>5</td>
<td>µA</td>
</tr>
</tbody>
</table>

Table 2.1: Power profile of MICA2 mote [1]

The majority of the on-going research in low-power sensor network, including our thesis work, assumes that a node in sleep mode put the radio, the micro-processor and all the other components in power down mode except a wake-up timer. When the timer fires at the scheduled time, the radio and the micro-processor are woken up. If we look at the power profile of MICA2 mote in table 2.1, we’ll find that, for every major component on MICA2, the current draw in active mode is about three
orders of magnitude higher than in sleep mode. The same thing could also be said about the latest
generation of mote–Imote2, where the current draw is 390µA in deep sleep mode while 66mA in
active mode, according to its official data sheet [11]. This observation has led to a series of research
efforts in turning redundant nodes off to conserve energy, hoping for a longer network lifetime.

The key issue previous works try to address is, how long a redundant should sleep to avoid the
degrading of network service due to nodes oversleeping. Most of the previous work either fail to
take into account the pre-mature failing of sensor nodes, or couldn’t recover the network service
in time. In the rest of the chapter, we will review some of the related work in the area of energy-
efficiency and fault-tolerance in wireless sensor networks.

2.2 Literature Review

The quality of service (short fo QoS) in the presence of random node failures serves as an indicator
of the capability of fault-tolerance. A wireless sensor network has two major responsibilities: net-
working and sensing, which are respectively measured by connectivity and coverage when it comes
to the network QoS.

Connectivity

Fault-tolerant networking/routing has been studied extensively under the context of wireless net-
works. Two broad classes of solutions have been proposed for this purpose. The first class employ
multiple routing paths or alternative routing paths to achieve resilience against node failures, such
as the techniques proposed in [22,50,55]. These techniques usually assume that the underlying
networks have enough active nodes to dynamically form alternative routing paths. In the scenarios
where there are not enough active nodes, the second class of techniques could be employed to adapt
the transmission power of each node to control the network topology [56,62].

Local network repair has been studied under the context of sensor networks, and several strate-
gies have been proposed, such as GAF [26], AFeca [63], and ASCENT [64]. GAF [26] identifies
those nodes that are equivalent in terms of routing functionality, and then turns them off to conserve
energy. In AFeca [63], a simple adaptive scheme is used to determine the node sleep interval for
those nodes that are turned off. ASCENT [64] shares the same goal as GAF: it has similar rationale
of making redundant nodes sleep, turn them back on and join the routing when necessary later. In
order not to degrade connectivity significantly, sleeping nodes need to wake up relatively frequently. In addition, a fixed sleep interval is used for every node in the network. The authors also proved that the upper bound of the improvement on the lifetime is the ratio of a node’s sleep interval over its awake time.

**Coverage**

Besides information delivery, data collection is the other critical task of sensor networks. Though many studies have been conducted on specifying coverage models [27, 48, 65–74] or selecting a minimum set of nodes to satisfy these models [44, 46, 48, 49], few of them focused on making the resulting systems failure resilient. In PEAS [46], a random probing technique was proposed for redundant nodes to check whether there is an active node within its vicinity.

In the context of fault-tolerant wireless sensor networks, energy efficiency, connectivity, and coverage have to be taken into account together to have a realistic solution in real-world network settings. In the rest of the chapter, we will review some of the recent research works in network QoS (connectivity and coverage), energy conservation, and fault-tolerance in wireless sensor networks.

### 2.2.1 ASCENT: Adaptive Self-Configuring sEnsor Networks Topologies

ASCENT [64] intends to keep the node density at an appropriate level to avoid disconnected link between the source and the sink, and the excessive collisions due to overcrowding.

In ASCENT, a node could be in one of the four states: sleep, passive, test, active, as illustrated in figure 2.1. A node in sleep state becomes passive after $T_s$ time units. The node in passive state doesn’t transmit, only passively listens for $T_p$ time units to gather information on the state of the network without causing interference. Based upon the state information, which includes number of working neighbors (nodes that are in test or active state) and data loss rate, the passive node
decides its next state. If before $T_p$ expires, the number of working neighbors is less than neighbor threshold (NT), and either the data loss (DL) rate is higher than the loss threshold (LT) or DL is below the LT but the node received a help message from an active neighbor, it switch to test state. Otherwise, it goes back to sleep state. If the node transitions into test state, it continues gathering state information for $T_t$ time units. Then, the node in test state makes a decision to become active or go back to passive state, again based on the network conditions. In addition, this transition process is aided by the sink node that sends out help message to signal passive nodes to join the network when it experiences high message loss rate. Every node other than the source and the sink goes through the state transition process until it runs out of energy.

ASCENT is a connectivity-oriented self-organizing scheme and provides a number of system parameters for system tune-up; but it has its own drawbacks:

1. The traffic pattern has to be known to all the nodes; otherwise the node is not able to count the data loss rate, which is vital to ASCENT.

2. That fact that a sleep node has to go through two states and each state transition requires information collection for certain amount of time makes ASCENT inertial to system dynamics. Though the time window for information gathering could be reduced to cater for the dynamics, it is still not dynamically adjustable and could cause state thrashing because of small system fluctuation, which could possibly leave the nodes in either test or passive state most of the time.

3. Network coverage is not taken into account in the design at all.

2.2.2 PEAS: A Robust Energy Conserving Protocol

PEAS [46] is a light-weight yet effective protocol compared to ASCENT. In PEAS, a node in sleep mode wakes up and probes for active nodes within a certain range; if no active node replies for the probing, the node becomes active; otherwise, it goes back to sleep for a randomized period of time. Unlike in ASCENT, the collection of state information is not necessary and the time in probing state is extremely short.

PEAS makes sure a redundant node becomes active to fill the service hole once it detects there is a hole within its probing range; and more importantly, PEAS tries to keep the aggregate probing
rate $\tilde{\lambda}$ of all the sleeping neighbors of each working node at about a desired rate $\lambda_d$ and distribute
the wake-ups evenly over time as much as possible. In other words, roughly every $1/\lambda_d$ seconds, one of the active node’s redundant nodes would wake up to probe. This makes sure that the failure of the working node could be detected and the ensuing service hole could be filled within a short time.

To achieve the desired probing rate, every time an active node receives a probing message, it replies with $\lambda_d$ and the actual probing rate $\hat{\lambda}$ it has observed, based on which the probing node calculates its new probing rate as $\lambda^{\text{new}} = \lambda^{\text{old}} \frac{\lambda_d}{\hat{\lambda}}$; then the probing node generates its new sleep interval $t_s$, following the probability density function $f(t_s) = \lambda^{\text{new}} e^{-\lambda^{\text{new}} t_s}$. The rationale behind the above algorithm is, the exponentially distributed intervals between successive wake-ups observe a Poisson process of wake-up events, thus the probings from different sleeping neighbors still construct a Poisson process. In this process, the authors use the actual probing rate $\hat{\lambda}$ to estimate the aggregate probing rate $\bar{\lambda}$.

In addition, PEAS uses probing range to control the number of active nodes on duty. The shorter the probing range, the more the active nodes, since the probing range decides how far any two working nodes are separated.

PEAS requires little state bookkeeping and doesn’t depend on any deterministic conditions; random sensor failure theoretically couldn’t stop PEAS from functioning as designed. However, in experiments PEAS doesn’t perform as good as it is designed to do, mainly because of the inaccurate approximation of the theoretical value from the measured value in probing rate:

1. The desired probing rate is unlikely to be achieved, because the measured probing rate is not always an accurate estimate of the actual aggregate probing rate. It takes a large number
of samples to observe a statistical property in reality, which is unlikely to happen in a dynamic environment like the sensor network with relatively frequent node failing and topology change.

2. Even the desired probing rate is achieved, still one node is usually not enough to recover the service hole left by a working node’s death. PEAS fails to address the issue specifically.

2.2.3 Differentiated Surveillance

In [44, 49], Differentiated Surveillance, DiffSurv for short, takes a round-based approach, i.e. the time is divided into fixed-length slots and each node is scheduled to work for a certain amount of time in each slot. DiffSurv tries to schedule the node only once - during the initialization period of the deployment, and does little adjustment in response to network dynamics.

Specifically, the tuple of \((T, \text{Ref}, T_{\text{front}}, T_{\text{end}})\) makes a node’s schedule, where \(T\) is the length of each round, \(\text{Ref}\) is a random time reference point within \([0, T)\), \(T_{\text{front}}\) is the duration of active time before the reference point \(\text{Ref}\), and \(T_{\text{end}}\) is the duration of active time after the reference point. Two things that need to be pointed out about the tuple are:

1. The tuple is determined during the initialization period and doesn’t change during the whole working phase, unless a rescheduling is required for fault-tolerance purpose.

2. Time duration \(T_{\text{front}}\) and \(T_{\text{end}}\) should be in the interval of \([0, T)\), and the sum of \(T_{\text{front}}\) and \(T_{\text{end}}\) should be less than or equal to \(T\), which is obvious since that a node can’t be active more than the duration of the round within any specific round.

![Figure 2.3: Schedule calculation for a single grid point](image-url)
During the initialization period, each node randomly picks a reference point $Ref$ among $[0, T)$ and broadcasts a beacon message with its location and $Ref$ included. After each of the nodes has received the beacon message from all of their neighbors, a node would know each of its neighbors’ coverage, which is represented as the grid points covered under grid coverage model \[3\]. For each grid point, a node would sort the reference points of itself and its neighbor nodes in ascending order and then calculate its $T_{\text{front}}$ and $T_{\text{end}}$ for that specific grid point. Figure 2.3 shows how node $A$, $B$ and $C$ calculate their schedules to have grid point $X$ always covered, where grid point $X$ is covered by the three and only these three nodes. The shaded segment represents the active time for the node. For node $B$, the calculation is relatively straightforward: $T_{b_{\text{front}}} = (RefB - RefA)/2$ and $T_{b_{\text{end}}} = (RefC - RefA)/2$. Following the same rule, there are $T_{a_{\text{end}}} = (RefB - RefA)/2$ and $T_{c_{\text{front}}} = (RefC - RefA)/2$. For nodes that has the smallest and the biggest reference point, node $A$ and $C$ respectively in the example, $T_{a_{\text{front}}}$ is calculated as $(T + RefA - RefC)/2$ and $T_{c_{\text{end}}} = (T + RefA - RefC)/2$. Once the tuple is determined, the schedule of the node is set and no more scheduling is required. The same schedule will be followed in each round.

This scheduling algorithm makes sure the grid point of interest is always covered by a active node in the course of the whole working phase and is optimal in terms of energy conservation. Each node runs the same scheduling algorithm for each grid point it covers and then integrates the resulted schedules into one schedule. DiffSurv also gives an option of having differentiated surveillance that enables multiple nodes cover each grid point. With this round-based deterministic approach, differentiated service could be easily achieved without incurring much extra overhead in communication and computation.

The DiffSurv is essentially designed for relatively stable networks. On the occasions of frequent random node failures, DiffSurv suffers from prohibitive overhead, because it has to reschedule all the nodes to guarantee coverage if any of the node dies, and rescheduling requires all the nodes to be up and a new round of initialization. A wireless sensor network is usually deployed in a highly dynamic environment, a deterministic approach is unlikely to handle the network dynamics efficiently.
2.2.4 Geography-informed Energy Conservation

[26] is another node scheduling algorithm for ad-hoc wireless networks that introduce a geographical adaptive fidelity (GAF) algorithm to conserve energy without sacrificing the network connectivity.

Figure 2.4: Virtual grids in GAF

The basic idea of GAF is to group nodes that are equivalent in terms of communication and only keep one node from each group active. Since GAF assumes the availability of each node’s location, it divides the whole network field into virtual grids such that all the nodes within one virtual grid could directly communicate with each other, and any node in a virtual grid could directly communicate with any node in the adjacent virtual grids. This virtually guarantees the routing equivalence among the nodes within one grid. As long as there is at least one node active in each virtual grid, the whole network is connected. Here the size of the grid, \( r \), is derived based on the node’s radio range, \( R \). Take the two adjacent virtual grids as example in figure 2.4 if we pick the grid size so that the node 1 located at the bottom left of grid A is able to communicate with the node 2 located at top right of grid B, the equivalence is achieved; so there should be:

\[
r^2 + (2r)^2 \leq R^2
\]  

Figure 2.5: State transitions in GAF

After the virtual grids is set up, the nodes within the same virtual grid would negotiate to elect one active node routing. In GAF, nodes could be in one of the three states: sleeping, discovery, and
active. Figure 2.5 is the state transition flow in GAF. When a node enters into discovery state, it starts a timer for $T_d$. If the node has not received any discovery message from other nodes in the grid, it broadcasts its own discovery message and becomes active; otherwise it goes into sleeping state. Nodes in active or discovery states could also transit to sleeping state directory if it finds out other equivalent node will be active serving the network.

GAF targets at proving an energy-efficient routing protocol and leaves good network coverage as a by-product of good connectivity, which is not always the case in sensor networks. Also, GAF fails to address the impact of random sensor failures, which is critical in wireless sensor networks.

### 2.2.5 SPAN

SPAN [27] is another distributed node scheduling algorithm for ad-hoc wireless network that aims to preserve the network connectivity with prolonged network lifetime. In SPAN, active nodes, denoted as coordinators, form a network forwarding backbone, which roughly makes sure every populated radio range in the entire network contains at least one coordinator.

Every node in SPAN periodically broadcasts HELLO message that contain the node’s status (coordinator or non-coordinator), its current coordinator, and it’s current neighbors. The node in SPAN independently makes a decision if it should becomes coordinator or not based on the local information it collects from HELLO messages. The eligibility rule to be a coordinator is, two of its neighbors can not reach each other either directly or via one or two coordinators. The nodes in SPAN switch state every now and then between coordinator (i.e. active mode) and non-coordinator (i.e. sleep mode). Each coordinator periodically checks if it should withdraw as a coordinator. If it detects it’s not eligible as a coordinator, it becomes non-coordinator. Also, to rotate the coordinating duty among all the nodes, a coordinator could voluntarily mark itself as a tentative coordinator after it serves coordinator for a certain period. A tentative coordinator still forwards packets, but it marks itself as non-coordinator in its HELLO message. To have balanced remaining energy on the nodes and minimal number of coordinators in the network, SPAN adopts a tie-break rules among neighboring nodes when they send out HELLO messages announcing their status switching into coordinator: the more pairs of neighbor nodes the node could connect, and the more remaining energy the node has, the better chance the node has to be a coordinator.

SPAN tries to achieve four goals by following the aforementioned rules:
1. Sufficient coordinators to provide network connectivity.

2. Balancing the workload across all the nodes.

3. Minimizing the number of coordinators to have maximal network lifetime.

4. Realizing the algorithm in a distributed manner, only local information is used.

SPAN does show its effectiveness in preserving network capacity in packet forwarding and conserving node energy. It however leaves the network coverage out of the design, which is essential for wireless sensor networks. Random node failures is another major fact that SPAN fails to take into consideration in its design.

### 2.2.6 Integrated Coverage and Connectivity Configuration

[48] presents a Coverage Configuration Protocol (CCP) that could provide different degrees of coverage to meet requirements from wide range of applications; it further integrates CCP with SPAN [27] to ensure the network connectivity.

[48] did a geometric analysis of the relationship between coverage and connectivity and provided some insightful observations that could help address network coverage and connectivity under a unified framework:

1. For a convex sensor network field where each grid point is covered by at least one sensor node, which is noted as 1-covered in CCP, the network is connected if the communication range $R_c$ is at least two times the sensing range $R_s$, i.e. $R_c \geq 2R_s$.

2. For a $K_s$-covered convex sensor network field, it is $K_s$ connected if $R_c \geq 2R_s$. In other words, at least $K_s$ nodes need to be removed to disconnect the network.

3. For a $K_s$-covered convex sensor network field, its interior connectivity is $2K_s$ if $R_c \geq 2R_s$.

The above observations lead to a $K_s$-coverage eligibility algorithm, which each node uses to decide its state: SLEEP, ACTIVE or LISTEN. Each node periodically enters into LISTEN state to collect beacons (HELLO messages) from its neighbor nodes and reevaluates its eligibility to determine the next state. Specific rules for state transition in CCP are:
• In **SLEEP** state, the node wakes up and turn into LISTEN state when the sleep timer $T_s$ expires.

• In **LISTEN** state, whenever a beacon message of HELLO, WITHDRAW, or JOIN type is received, the node evaluates its eligibility. If it’s eligible to be active, a join timer $T_j$ starts, otherwise it starts $T_s$ timer and goes to SLEEP state. Before $T_j$ expires, if the node becomes ineligible (e.g. due to a JOIN message from a neighbor node), it cancels $T_j$; otherwise, it broadcasts a JOIN message and enters into ACTIVE state. When the listen timer expires, the nodes goes into sleep state.

• In **ACTIVE** state, when a node receives a HELLO message, it updates its sensing neighbor table and runs the eligibility algorithm. If it determines itself is ineligible, it starts a withdraw timer $T_w$. If the node becomes eligible before $T_w$ expires, it cancel the withdraw timer. If $T_w$ expires, the node broadcasts a WITHDRAW message and enters into SLEEP state with sleep timer turned on.

In scenarios where the condition $R_c \geq 2R_s$ doesn’t hold, SPAN is incorporated into CCP to ensure the connectivity. Both SPAN and CCP have their own eligibility criteria, to guarantee bother coverage and connectivity under the condition of $R_c < 2R_s$, the eligibility rule could be simply put as:

• An inactive node will be eligible if it meets the eligibility criteria of either CCP or SPAN.

• An active node will be ineligible if it can not meet the eligibility criteria of neither CCP or SPAN.

The integrated framework from [48] address in detail the relationship between connectivity and coverage in scenarios where communication range and sensing range hold different relationships. It follows the idea of picking a subset of nodes to be active to conserve energy. Still, [48] leaves the random node failure out of the discussion. Given the $O(N^3)$ computational complexity of the CCP eligibility algorithm and the dynamics of sensor networks, it’s critical to address the impact of node failures.
### 2.2.7 Upper Bounds on Network Lifetime Extensions

The majority of cooperative network protocols in extending the sensor network’s lifetime, including the ones presented in this section, assume a cell-based sensing model, in which a sensor node has uniform communication capability in all the directions. In order to evaluate the potential and the effectiveness of those cooperative network protocols, [75] investigates the upper bounds on the network lifetime extension for the cell-based energy conservation techniques.

[75] assumes a homogeneous environment where all the nodes are uniformly and independently deployed across the network field, workload is balanced across the area, and the each node has the same sensing and transmitting capacity and initial energy. It gives the definition of network lifetime for ad-hoc networks and sensor networks, with emphasis on connectivity and coverage respectively.

**Definition 1** (Ad-Hoc Networks Lifetime). Let $G(t) = (V(t), E(t))$ be the communication graph of the ad-hoc network at time $t$, where $V(t)$ is the set of alive nodes at time $t$. Assume that $G(0)$ is connected, and denote with $n(t)$ the cardinality of $V(t)$, with $n = n(0)$. The network lifetime is defined as the minimum between $t_1$ and $t_2$, where $t_1$ is the time it takes for the cardinality of the largest connected component of $G(t)$ to drop below $c_1 \cdot n(t)$, $t_2$ is the time it takes for $n(t)$ to drop below $c_2 \cdot n$, and $0 \leq c_1, c_2 \leq 1$.

**Definition 2** (Sensor Networks Lifetime). Let $G(t) = (V(t), E(t))$ be the communication graph of the sensor network at time $t$, where $V(t)$ is the set of alive nodes at time $t$. Assume that $G(0)$ is connected and covers the deployment region $R = [0, l]^d$, and denote with $n(t)$ the cardinality of $V(t)$, with $n = n(0)$. The network lifetime is defined as the minimum between $t_1, t_2$ and $t_3$, where $t_1$ is the time it takes for the cardinality of the largest connected component of $G(t)$ to drop below $c_1 \cdot n(t)$, $t_2$ is the time it takes for $n(t)$ to drop below $c_2 \cdot n$, $t_3$ is the time it takes for the volume covered to drop below $c_3 \cdot l^d$, and $0 \leq c_1, c_2, c_3 \leq 1$.

These generalized definitions greatly facilitate the analysis on the network lifetime for different scenarios in real world applications. Particularly for ad-hoc network, [75] presents the analysis that leads to the theorem:

In the region $R = [0, l]^d$, for $d = 1, 2, 3$, and assume that $r^d n \geq d \cdot k_d l^d \ln(l)$, where $r$ is the communication range, $d$ is the dimension of the region, $l$ is the length of each
dimension, and \( k_d = 2^d d^{d/2} \). If a cooperative protocol is used to alternatively turn off the "routing equivalent" nodes, then the probability \( P(NL_l \geq hT) \to l \to \infty \), where \( NL_l \) is the random variable denoting network lifetime and \( h = d(1 - \varepsilon) \ln(l) \), for any constant \( \varepsilon \) such that \( 0 < \varepsilon < 1 \).

The theorem gives a lower bound to the lifetime of an ad-hoc network that is assumed to be asymptotically almost surely connected. [75] does extensive simulation to investigate the trade-off between node density and lifetime and the effect on the network lifetime from the connectivity requirement. The contribution of [75] is, it generalizes the Ad hoc/Sensor network scenarios regarding network lifetime and provides guidance with certain simplifications for the design of cooperative protocols like GAF [26].

The contribution of [75] lies in its guidance and insight in designing and optimizing the GAF-like cooperative protocols.

**2.2.8 Bounding the Lifetime of Sensor Networks via Optimal Role Assignments**

[76] takes on the issue of network lifetime optimization in sensor networks by converting the problem into a network flow problem. Given that there has been proven methodology for network flow issue that utilizes linear programming to get optimized objective value with linear constraints, obtaining upper-bound of the network lifetime becomes a tractable issue with the help of linear programming.

In the collaborative network model presented in [76], each sensor node takes a role, which is composed of one or more of the following sub-roles:

- **Sensor**: the node observes the source via a sensor, digitizes the information, post-processes it and produces data which must now be relayed to the base station.

- **Relay**: the node simply forwards the received data onward without any processing.

- **Aggregator**: the node receives two or more raw data streams and then aggregates them into a single stream.

In a role, at most one sensor sub-role can be assumed. Several relay sub-roles can be assumed only when data streams being relayed originated from distinct sensor nodes. Similarly, a role can
have several aggregation sub-roles only if those sub-roles aggregate data from distinct originating
sensors. Two key concepts that the optimization framework is based upon are:

- **Role Assignment:** An assignment of roles to nodes in a network constitutes a role assignment.

- **Feasible Role Assignment (FRA).** A role assignment is termed feasible if it:
  1. Results in data being relayed from the minimum specified number of sensors to the base station, and,
  2. Has no redundancy i.e. no sub-role in any node can be deleted while still obeying the first property

Through the whole lifetime of the network, a collection of FRAs are deployed sequentially achieve the coverage and connectivity. The collection of FRA is referred to as **Feasible Collaborative Strategy** if all nodes have non-negative residual energy after its execution. The problem of optimizing lifetime now becomes maximizing the sum of each FRA’s lifetime in a feasible collaborative strategy. If we take a collaborative strategy as a $|F|$-tuple where $i^{th}$ element specifies the time for which the corresponding FRA is sustained, we will have the basic linear programming problem in determining optimal collaborative strategy, as shown in Table 2.2.

<table>
<thead>
<tr>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>max ( t = \sum_{i=1}^{</td>
</tr>
<tr>
<td>where ( t_i ) corresponds to the time for which FRA ( f_i ) is sustained.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_j \geq 0: 1 \leq j \leq</td>
</tr>
<tr>
<td>( \sum_{j=1}^{</td>
</tr>
</tbody>
</table>

Table 2.2: Linear program for determining optimal collaborative strategy

For scenarios with aggregating and full coverage, additional constraints are added to the basic linear programming model to reflect the new conditions.

By transforming the network lifetime issue to network flow issue, [76] greatly simplifies the analysis of a sensor network’s theoretical lifetime upper-bound and introduces a new way of analyzing the sensor network’s coverage and connectivity.
2.2.9 Optimal Geographical Density Control (OGDC)

OGDC [47] is another round-based node scheduling algorithm, which selects active nodes based on their geo-locations to improve network lifetime. OGDC is based on three theorems of which [47] provides with proof and are known to and assumed by a substantial percentage of works in sensor networks:

1. Assuming the network field is a convex set, the condition that radio transmission range of the sensor node is at least two times the sensing range is both necessary and sufficient to ensure that complete coverage of a convex region implies connectivity in an arbitrary network.

2. Suppose the size of a sensing disk is sufficiently smaller than that of a convex region \( R \). If one or more disks are placed within the region \( R \), and at least one of those disks intersect another disk, and all crossings in the region \( R \) are covered, then \( R \) is completely covered.

3. If all sensor nodes (i) completely cover a region \( R \) and (ii) have the same sensing range, then minimizing the number of working nodes is equivalent to minimizing the overlap of sensing areas of all the working nodes.

With the aforementioned theorems, OGDC starts each round with a selection process that decides what nodes should server as working nodes and what nodes should go to sleep to conserve energy. In the selection process, sensor nodes utilize several timers and performs geometric computation to pick the nodes with the optimal location among the candidate nodes as working nodes, in an attempt to reduce the number of working nodes and thus to maximize the network lifetime. After the selection phase is the steady state phase, when all the nodes remain in the same state until the start of the next round. This process goes on until there are no enough living nodes left to meet the requirement from the applications.

To certain extent, OGDC achieves (i) fairness among all the nodes in terms of a node’s probability of being a working node by using random timers in selection phase; (ii) optimization of network lifetime by choosing best located nodes in terms of coverage as working nodes. However, OGDC is unlikely to perform as effectively as it’s designed for the following reasons:

1. Round-based approach requires tight synchronization and little disruption within each individual round. Whenever certain working nodes die in steady state phase, there will be network
holes that couldn’t be filled until start of the next round.

2. Energy saving through picking best located nodes based upon geometric computation doesn’t necessarily outweigh the energy consumption in exercising the computation. The complexity of the computation is another issue that needs to be taken into account.

2.2.10 Analysis on the Redundancy of Wireless Sensor Networks

[69] has some interesting observations on the minimum and maximum number of 1-hop neighboring sensor nodes that are required to provide complete redundancy in network coverage. [69] also gives average partial redundancy and tight upper and lower bounds of the probability of complete redundancy.

Given the randomness nature of sensor nodes deployment, the analysis in [69] shows it’s expensive and sometimes impossible to get a full coverage of the network. Table 2.3 gives the relationship derived from [69]’s analysis among the number of 1-hop neighbors of a sensor node, the probability of complete redundancy and the percentage of the redundant area.

<table>
<thead>
<tr>
<th># of neighbors</th>
<th>Prob. of complete redundancy</th>
<th>% of redundant area (≥)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>9.56%- 22.24%</td>
<td>86.24%</td>
</tr>
<tr>
<td>5</td>
<td>31.22%- 37.01%</td>
<td>91.62%</td>
</tr>
<tr>
<td>6</td>
<td>49.74%- 52.13%</td>
<td>94.90%</td>
</tr>
<tr>
<td>7</td>
<td>64.29%- 65.21%</td>
<td>96.89%</td>
</tr>
<tr>
<td>8</td>
<td>75.15%- 75.49%</td>
<td>98.11%</td>
</tr>
<tr>
<td>9</td>
<td>82.97%- 83.09%</td>
<td>98.85%</td>
</tr>
<tr>
<td>10</td>
<td>88.48%- 88.52%</td>
<td>99.30%</td>
</tr>
<tr>
<td>11</td>
<td>≈ 92.28%</td>
<td>99.57%</td>
</tr>
<tr>
<td>12</td>
<td>≈ 94.87%</td>
<td>99.74%</td>
</tr>
<tr>
<td>13</td>
<td>≈ 96.62%</td>
<td>99.84%</td>
</tr>
<tr>
<td>14</td>
<td>≈ 97.78%</td>
<td>99.90%</td>
</tr>
</tbody>
</table>

Table 2.3: Redundancy with different numbers of neighbors

The table shows that if we ask for a node’s 90% sensing area to be covered by its neighbors, 5 neighbors are sufficient. The analytical results shed some light on the redundancy degree of sensor nodes in designing energy-efficient and fault-tolerant sensor networks.
2.2.11 LEACH

LEACH [74], short for Low-Energy Adaptive Clustering Hierarchy, observes that one-hop direction communication consumes more energy than multi-hop communication with first order radio model. Instead of each node transmitting data to the base station directly, LEACH organizes the sensor nodes in the region into clusters, each of which has a cluster head. The member nodes in a cluster cooperate in a TDMA fashion, where each node collects and transmits data to the cluster head in the allocated time slot. A cluster head doesn’t simply forward the data to the base station, it instead first processes the data, then transmits the data directly to the base station.

Like most cluster-based algorithm, LEACH adopts a round-based approach to ensure that each node has an fair chance to communicate with the cluster head. Each round consists of cluster set-up phase and steady-state phase. In set-up phase, clusters are formed in a self-elected fashion and the cluster head makes schedule for each node in the cluster it manages; In steady-state phase, cluster member nodes collect and transmit data to the head while cluster head processes and transmit data to base station.

LEACH is a relatively simple clustering protocol without the need of a routing protocol; and the simulation results shows it performs fairly well in certain scenarios.

2.2.12 Flexible Power Scheduling for Sensor Networks

[77] presents Flexible Power Scheduling (FPS), a distributed on-demand power-management protocol that aims to reduce power consumption while supporting fluctuating demand. FPS combines coarse-grained scheduling at the routing layer to schedule radio mode (on/off) and fine-grained medium access control to provision channel access. The protocol provides local communication schedules for a multi-hop sensor network and acts only on locally acquired information. Generally, the receive slots in the local schedule of a node and its own original source demand constitute the demand at the node, and the transmit slots in the local schedule at a node represents the supply at the node. Transmit and receive slots in the local schedule allow the node to know when its neighbors are ready to transmit or to receive from the node.

A node’s lifetime is divided into cycles, each of which is further divided into slots. In a two-level tree based architecture, a node can be in one of 6 states in each time slot:
1. Transmit (T) - Transmit a message to parent node, remains in schedule until topology or supply/demand changes.

2. Receive (R) - Receive a message from child node, remains in schedule until topology or supply/demand changes.

3. Advertisement (A) - Broadcast an Advertisement from parent node for an available reservation slot, remains at most one cycle.

4. Transmit Pending (TP) - Send a reservation request to parent node, remains at most one cycle.

5. Receive Pending (RP) - Receive a reservation request from child, remains at most two cycles.

6. Idle (I) - After all current demand at this node has been met, the node can power down during idle slots.

No global initialization is required. The base station initializes by picking a reservation slot at random and listens for a return message during this slot in the following cycle. Each node follows the same procedure to keep the whole network going. Nodes turn the radio off in *Idle* state to conserve energy. FPS is a TDMA-like protocol that trades latency for energy efficiency. The length of a cycle is a key parameter that determines the trade-off between communication latency and energy saving from *Idle* state.

### 2.2.13 Co-Grid

Co-Grid [66] presents a coverage maintenance protocol for sensor networks that aims to reduce network reconfiguration time upon node failures thus to have better network coverage and connectivity, by improving accuracy of detections of node failure and coverage loss. It defines coverage of a sensor network based on a probabilistic detection model. A point \( P \) is covered by a sensor network if the probability that a target, located at \( P \), is detected by the active nodes is above threshold \( \beta \) and the system false alarm rate is below threshold \( \alpha \). A geographic region is deemed as covered if all the points in this region are covered.

[66] investigated three different versions of maintenance protocols with different efficiencies:

**Centralized Version** In the *Central* protocol, one node is elected among all nodes in the region \( A \) to serve as the fusion center. In the coverage configuration phase, the fusion center decides
which nodes should remain active, computing their local false alarm rate to ensure the coverage requirement is met. Initially, all nodes are marked as sleep by the fusion center. In each iteration of the algorithm, a node is marked as active. Given the system false alarm rate threshold and the number of current active nodes, the fusion center derives a local false alarm rate for active nodes. Using active nodes’ locations and local false alarm rates, the fusion center finds the location \((x_{\text{min}}, y_{\text{min}})\) in region \(A\) that has the minimal detection probability \(P_{D_{\text{min}}}\). If \(P_{D_{\text{min}}}\) is less than \(\beta\), the fusion center finds the node closest to point \((x_{\text{min}}, y_{\text{min}})\) among all sleeping nodes and marks it as active. This process repeats until the minimal detection probability \(P_{D_{\text{min}}}\) in region \(A\) is greater than \(\beta\). Then, the fusion center sends a list of active node IDs and the local false rate it computed to all the nodes in region \(A\). If a node finds its ID in the list, it remains active and sets its decision threshold based on the local false alarm rate; otherwise it goes to sleep and wakes up periodically to check whether it should activate itself by listening to messages from the fusion center.

**Se-Grid** The centralized version’s weakness is obvious: 1) put all the scheduling duty on a single node; 2) long configuration time. In Se-Grid, the whole region is divided into a matrix of identical grids and each grid works separately in a centralized fashion. Se-Grid distributes the scheduling duty across the region and effectively reduces the configuration time, but at the expense of quality of decision-making. This is because Se-Grid restricts decision fusion within each grid, a node can not contribute to the decision fusion of a neighboring group even if it is geographically close to the grid’s boundary.

**Co-Grid** Recognizing the drawbacks of the first two versions, Co-Grid takes a centrist approach: the whole region is divided into overlapping grids, each grid is composed of four identical sub-grids and each sub-grid belongs to up to four grids; the fusion center of each grid is located at the center of the grid. In each iteration of Co-Grid, similar to Se-Grid, a fusion center computes the detection probability of each sample point in a grid and activates the node closest to the sample point with the minimal detection probability, until the minimal detection probability in the grid is above threshold \(\beta\).

Like most work in large-scale sensor networks, [66] divides the square network field into smaller square grids, and nodes in each grid form a cluster. One thing that differentiates [66] from previous
work is that, Co-Grid is designed based on a distributed detection model that takes into account data fusion among multiple nodes, while others are based on less sophisticated detection models.

2.2.14 Coverage and Connectivity in Sensor Networks with Adjustable Ranges

[78] extends work proposed in [47], which tries putting the center points of the three closest nodes at such positions that the three points form an equilateral triangle with side length $\sqrt{3}r_s$, where $r_s$ is the radius of the disks. [47]'s assumption of identical sensing range of each node inevitably leads to excessive coverage overlapping, a by-product of pursuing full network coverage. [78] relaxes the condition of uniform sensing range to reduce the overlapping to have better energy efficiency.

Coverage with two adjustable sensing ranges (Model II) In this scenario, the nodes are placed in the following manner:

- Cover the area with non-overlapping large disks such that each disk “touches” six disks. The touching point is called “crossing”.
- The area enclosed by three adjacent disks is not covered by the large disks and will be covered with a smaller disk. That is, three crossings are on the circumference of the smaller disk.

Coverage with three adjustable sensing ranges (Model III) To further reduce coverage overlapping, [78] proposes using three different sensing ranges:

- Cover the area with non-overlapping large disks such that each disk “touches” six disks.
- The area enclosed by three adjacent disks is uncovered. Embed a small disk in the area so that it touches all three large disks. Three new uncovered areas are generated, which are covered by three medium disks.

Simulation results from [78] shows Model II has better coverage ratio than Model I (original work from [47]) and Model III, especially when node density is low or sensing range is small; while Model III has better energy efficiency.
Chapter 3
Sensor Network Model

Different applications require different types of sensors installed on the sensor node, such as thermal, acoustic, magnetic and motion that are used to monitor environmental conditions like temperature, noise level, electro-magnetic level and movement respectively. One algorithm or protocol could hardly be universally applicable to the wide spectrum of applications in wireless sensor networks. In this chapter, we first look at the category of applications that benefit most from our research; then we present in detail the sensor network model that is used in our study; lastly, we fast forward to the future to look at how our work will still be effective as the hardware/software technology advances and application requirements change.

3.1 Target Sensor Network Applications

As [2] has discussed, wireless sensor networks have been deployed in fields like military, environmental control, health care and intelligent home, etc. As much as the sensor networks in different applications share the characteristics of wireless communication, sensing capability, limited computational capacities and memory, low-power and low cost, they have their own uniqueness to meet different requirements. For example, military applications require constant monitoring and real-time response from the network, should something happen in the area of interest; environmental applications need the network to work for a significant length of time (as long as more than a year) without intervention from human being.

3.1.1 Application attributes

Our scheme is designed for sensor network applications that have the following attributes:

- **High redundancy**: the sensor nodes deployed in the network should be at least as many as several
times number of minimal set of nodes that are required to be active to meet the requirement from the application. High-density, which often leads to high-redundancy in wireless sensor networks, is widely considered one of key features that differentiate wireless sensor networks from conventional wireless ad-hoc networks [2]. High-redundancy is a way wireless sensor networks offset the negative impact from premature node failures due to reasons like internal hardware/software outages and harsh working environment.

- **Limited resource:** the sensor node operates in low-power mode on non-rechargeable battery. When a node’s battery is drained out, it’s considered a dead node, not being able to communicate or sense. It’s not uncommon in a sensor network application that, small-size and low-cost constrain the power a sensor node could carry, while harsh working environment makes it difficult to recharge or replace the dead battery.

- **Location-awareness:** each sensor node is stationary and knows its own location, which can be obtained either through localization devices, such as GPS, or through certain localization algorithms [7, 8, 79–82]. Further, the sensor node knows the geographical location of the network field in which it’s deployed. Based on a node’s location and sensing radius, it gets to know what area it covers.

- **Full coverage:** the full coverage is required for our target sensor network application. As we will discuss in Section 3.2, coverage and connectivity are two separate issues in wireless sensor networks. One doesn’t guarantee the other. Full coverage means every point in the network area is in the sensing range of at least one sensor node; while connectivity dictates how well the sensor nodes in the network field are connected. For most sensor network applications, coverage is the most basic and first requirement that needs to be fulfilled in that sensing is mostly about monitoring ambient conditions.

- **Random node failure:** node failure happens in every type of network, but it’s more likely to happen in wireless sensor networks for the following reasons: 1) loss of battery power stops a node from functioning; 2) node reliability is less secured due to low-cost manufacturing and packaging; 3) harsh working environment externally poses more harm to the device: flood, lighting and other natural events could all cause node outage.
- Statistically parameterized recovery time: different applications ask for different levels of fault
tolerance and recovery speed. Our work doesn’t intend to provide any kind of hard real-time
recovery from service loss due to node failures. Our target applications should be tolerant of
small delay in recovering from service loss. As long as the average recovery time is below a
certain threshold, the application should be considered as undisrupted. Our work allows the
application to specify the threshold base on its needs through protocol parameters, as is to be
presented in Chapter 5.

3.1.2 Example applications

Many applications in civil, non-critical fields, as described in Section 1.1, could benefit from our
research, because these applications normally don’t require hard real-time reaction time to ambient
events, instead place an emphasis on the sustainability of the service, as long as the quality of the
service meets certain criteria. Applications that fall into this category include habitat monitoring,
intelligent home, etc.

On the other hand, applications like military surveillance require continuous service, any disrup-
tion of the service could have severe consequence like loss of personnel life. Our research doesn’t
apply to this type of mission-critical applications.

3.2 Generic Sensor Network Model

Like most research, we need to skip non-essential details that are normally found in a real-world
working system to have an abstract model, based on which we can formulate and solve the problem.
In our study, we adopt a sensor network model that captures the essence of wireless sensor networks
and is widely used by fellow researchers. The main characteristics of the model are as follows:

**Regularity in Sensing and Communication:** the popular disk sensor model [46] is used
to simplify the analysis and simulation. Specifically, a node’s sensing area is a circular disk with
the node as the center and the sensing range as radius; and the neighbor nodes that fall into the co-
centric circle with the transmission range as radius are considered as 1-hop neighbors. Additionally,
all the communication links are symmetric, i.e. if node A’s message could reach node B, node B’s
message could reach node A too. We believe this abstraction of sensing capabilities and communication links reduces the complexity of the problem considerably while not hurting the legitimacy of our research, for the following reason: i) there is always a disk-shaped area that could be encompassed by the irregularly shaped sensing area; ii) asymmetric communication links normally only constitute a small percentage of all the links in a typical sensor network environment. Even there are a significant percentage of asymmetric links, as long as there are sufficient number of nodes that keep the network connected, two geographic neighbors could always talk, either directly or through multiple-hop link.

**Random Sensor Deployment:** [83] summarizes three commonly used deployment strategies in sensor network applications: (i) random deployment, (ii) regular deployment, and (iii) planned deployment. In random deployment, sensors nodes are evenly distributed across the field following a uniformly distribution; In regular deployment, sensors are placed in regular geometric topology, like gird or circle; In planned deployment, sensors are placed with higher density in areas where the events are concentrated.

Regular deployment is rare in reality because sensor nodes are often deployed airborne into inaccessible areas, like rural forest, in large batch. And although nodes are deployed non-uniformly in the whole region in planned deployment, in small regions, sensors are actually distributed randomly. Without the loss of generality, we assume random deployment of the sensor networks in our study.

**Grid-based Coverage:** we adopt the grid-based coverage model [48][66], illustrated in Figure 3.1. In this popular coverage model, the square network field of interest is imaginarily partitioned into grids, marked by the dotted lines in the figure. The grids should be small enough so that the underlying physical phenomena do not exhibit much variability within a grid. The grid points that fall within a node’s sensing area are considered covered by that sensor node. This discretization...
approach simplifies the measurement of the coverage, since the network coverage percentage could now be measured by the percentage of the grid points that are covered. The model can be enforced by having nodes exchange the list of grid points it covers with their neighbors, which we call GridList. Figure 3.1 shows such a scenario where there are a subset of sensor nodes, represented by darker solid circles, actively monitoring corresponding grid points, while other nodes are not needed for the coverage under the model. With sufficiently large node density, there is a high probability that, out of uniformly randomly deployed nodes, there exists a set of nodes that could collectively cover all the grid points in the network field.

**Connectivity:** in addition to sensing the physical world, a wireless sensor network is also responsible for delivering the collected data to the applications, usually located at base stations (sink nodes). Network connectivity thus requires that there exists a routing path between every actively sensing node and the sink. In order to achieve this goal, it may be necessary to have more active nodes than just those needed to provide full sensing coverage, i.e., we may need extra nodes to have good network connectivity. In our example, these nodes are represented by the light solid circles in Figure 3.1.

To focus on failure recovery schemes, we choose grid sizes that are small enough to ensure connectivity through coverage: a wireless sensor network that satisfies the coverage requirement is automatically connected. This was also observed in earlier studies [46, 48, 69], which assume the communication range is at least double of the sensing range. With proper selected sensing range and communication range, we can focus on providing sensing coverage in the presence of sensor failures.

**Turning Off Redundant Nodes:** energy is a scarce resource, for many sensor nodes may not have external power sources other than batteries. A sensor node has three main components: sensor(s), processor, and radio transceiver. Sensors measure physical environment, the processor takes as input the data from the sensors or the network and performs in-network processing, while the radio communicates with the rest of the network. Among the three, the radio is by far the main power consumer [18]. For example, the radio on MICA2 mote has the current draw of 12 mA in transmitting and 8 mA in receiving. It’s worth noting that a radio in receiving mode does not necessarily mean the application is receiving any valid packets, it could be merely monitoring the channel. The
energy consumed by the radio on MICA2 mote in transmitting a 30-byte message is roughly equivalent to the energy consumed by an ATMega128 processor executing 1152 instructions [84]. As a result, if we turn on the radio on all the sensor nodes, then no matter how many nodes are deployed, the network can not function longer than 17 months. In practice, to extend network lifetime it is necessary to have redundant nodes turn off their radios and turn them back on only when needed. This is the approach shared by most recent researches in energy conservation in wireless sensor networks [46,48,69].
Chapter 4

Persistent-Sentry: A Light-weight Robust Scheme

In majority of shift-based schemes, redundant nodes need to wake up fairly frequently to evaluate the system condition in an attempt to quickly adapt to any changes in the system. However, frequent wake-ups could be wasteful, because the wake-ups and the ensuing message exchanges consume extra energy. Additionally, there are chances that node failures during redundant nodes’ sleep time couldn’t be detected in time. Persistent-Sentry aims to address this dilemma by having a select group of redundant nodes closely watch active nodes to enable longer sleep time for other redundant nodes. Since the select group of redundant nodes surround the active nodes persistently alert, we call this scheme Persistent-Sentry, P-Sentry for short.

4.1 P-Sentry Scheme

The intuitive way of minimizing damages caused by unexpected death of active nodes is to keep redundant nodes always up so that the failing active node could be replaced immediately. P-Sentry shares the same basic idea, except that it only keeps a small number of redundant nodes awake.

4.1.1 Basic idea

We make the simplified assumption that the sentry nodes do not fail before the active nodes do to keep the explanation easy to understand; in later sections, we will discuss how P-Sentry handle more realistic situations.

We let the active nodes maintain most of the data structures, while having the redundant nodes only keep track of their own next wake-up time. The most important data structures maintained by the active node are the scheduled wake-up times for its redundant nodes and the IDs of the current persistent sentry (p-sentry) nodes. For a p-sentry node, it only records minimum information about the active node it is guarding. It’s worth pointing out that, like active nodes, p-sentry nodes also
have the radio circuitry turned on, but they only participate in activities that have to do with the surveillance of the active node. Hence, the p-sentry nodes have sensor module turned off and don’t forward any application traffic.

Next we discuss how the active node chooses p-sentries, establishes wake-up schedules for its redundant nodes, and more importantly, when and how a redundant node turns into a p-sentry.

**Initialization:** The initialization process in *P-Sentry* is similar to the initialization process in *R-Sentry*, as to be described in Section 5.2.

1. **Neighborhood Discovery.** This service ensures every sensor node identifies its neighbor nodes, and populates its *sensing redundant set*, short for *SRS*, and *GridList*. The *sensing redundant set* (*SRS*) of a node consists of its neighbors whose sensing areas overlap with the node’s sensing area, i.e. nodes that can cover the same grid point(s) belong to each other’s *SRS*.

   At the beginning, each node in the network sends out a *presence announcement* message including its ID and location. Such messages are flooded within *h* hops around the source nodes, where *h* is a small number, usually 1 or 2, as the *presence announcement* only matters to nodes within the vicinity of the source node. After a certain amount of time in the process, every node has received the announcements from all of its *SRS* members, based on which a node can calculate the *GridList* of each node in its *SRS*.

2. **System Bootstrapping.** The initial set of active nodes are selected in a distributed fashion. Our approach is similar to the one employed in CCP [48]. The process takes place right after the *neighborhood discovery* phase, when all the nodes in the network have their radios on and each starts a random back-off timer. Within this back-off period, a node may receive announcements from its *SRS* members about whether they are redundant or not; we call the announcement *redundancy announcement*. As soon as the timer expires, the node determines whether it needs to be active as follows, first it checks the *redundancy announcements* it has received from its *SRS* members. It assumes all the *SRS* neighbors that have not sent the announcement to be active; next, it calculates whether all the grid points in its *GridList* can be covered by the *SRS* neighbors that have decided to be active. If not all the grid points are covered, the node will be active; otherwise, it broadcasts the *redundancy announcement*
message to all the SRS neighbors to indicate it would be redundant. Here the random back-off timer serves as tie-break between neighboring nodes. As a result, the nodes with a shorter back-off period are more likely to become active nodes. As soon as the timer on each node is fired, all the sensor nodes would know whether they will be redundant or not.

3. Initial selection and scheduling. After the bootstrapping phase, the active nodes follow certain criteria to pick $k$ nodes from their respective SRS as its initial p-sentries and calculate wake-up times for the remaining redundant nodes. As soon as the active node has the schedule for every SRS member, it broadcasts the schedules to notify SRS nodes.

At the end of the initialization phase, the redundant nodes go to sleep with their sleep timers properly set up, the active nodes start collecting and forwarding data, while the p-sentry nodes start guarding the corresponding active nodes.

**Detection and Action** Other than forwarding the collected data, the active nodes also periodically broadcast heartbeat beacons as part of routing protocol. The p-sentry nodes track these beacons from the active nodes they are guarding. If a p-sentry node does not receive or overhear a beacon from one of its active nodes for a specified period, it assumes the active node has failed and become active to repair the network.

As mentioned earlier, every active node could have more than one p-sentries, whose number $k$ is a parameter in our scheme. If $k$ is more than 2, the failure of an active node would bring more active nodes into the system, as much as $k-1$ more. Following this trend, the number of active nodes could increase rapidly as more active nodes die, which would lead to excessive resource consumption and much shortened network lifetime. Fortunately, a p-sentry node does not necessarily need to become active when the active node dies, because that active node might overlap with its nearby active nodes. To prevent a p-sentry node from unnecessarily turning active, we impose one more condition to determine whether a p-sentry should become active: a p-sentry only becomes active if the number of active nodes in the neighborhood is less than:

$$n_{actNeigh} = n_{actAvg} \times \frac{S_{neigh}}{S_{network}} = \frac{n_{actAvg} \times \pi r^2}{S_{network}},$$

(4.1)

where $n_{actAvg}$ is the number of average active nodes, $S_{neigh}$ is the circular area of the sentry’s neighborhood and $S_{network}$ is the area of network field. $n_{actAvg}$ could be an empirical value
learned from previous deployments. The randomness in the node deployment and the selection of active nodes statistically ensures Equation (4.1)’s effectiveness, which is further confirmed by our simulation results.

Similarly, we take advantage of the above statistical property to prevent excessive number of sentries. We make sentries nodes periodically broadcast heartbeats as well, so that they could track the peer sentries in the neighborhood. Every time before a sentry sends out a heartbeat beacon, it checks the counter of the surrounding sentries; if the counter is larger than the threshold $n_{satNeigh}$, we ask the sentry to go to sleep for the minimum lifetime of its neighbor active nodes. We determine $n_{satNeigh}$ as

$$n_{satNeigh} = \frac{n_{satAvg} \times S_{neigh}}{S_{network}} = \frac{n_{satAvg} \times \pi r^2}{S_{network}},$$  

(4.2)

where $n_{satAvg}$ is the number of average p-sentry nodes and could be an empirical value too.

**Probing and Reinforcing** As more and more p-sentry nodes become active, there would be a dearth of p-sentries in the system. However, we need to maintain a certain number of p-sentries to make sure the active nodes are well protected. To reinforce p-sentries, it is just natural to transform sleeping redundant nodes to p-sentries when they wake up from deep sleep. When a redundant node wakes up, it broadcasts a probing message with its node ID included. About the same time, the other redundant nodes following schedules from the same active node will also wake up and probe. All the active nodes that receive a probing message will check its own list of p-sentries, if an active node currently has less than $n_{s}$ p-sentries, it will take the sender of the probing message as its sentry, update the sentry list, and notify the redundant node of the decision; otherwise, it replies back with the next wake-up time to the redundant node. By doing this, within a small time window, each of the probing redundant nodes would know if it needs to turn into a sentry, or go back to deep sleep. At the end of the time window, the redundant nodes would take actions as instructed. For the purpose of clock synchronization, the active nodes embed their clocks time in the message, so that cumulative clock drift could be avoided locally.

There are two things we would like to point out: first, any active nodes that receive the probing message has the equal chance to take a redundant node as sentry, even though the redundant node was not following the wake-up schedule from them; second, a sentry could serve multiple active nodes. We will elaborate on this in Section 4.2.
4.1.2 Random failure of redundant nodes

So far, we’ve assumed that the redundant nodes live longer than the active nodes. The reality is, redundant nodes are just as vulnerable as active nodes to external extreme conditions and internal hardware outage. When a non-sentry redundant node fails, not much needs to be done, because neither the current capacity of the network, nor the current reliability of the network are affected. However, when a sentry dies, the current capacity of the network still doesn’t change, while reliability of the network changes. The active nodes must be aware of the change in reliability, so that it would be able to regain the reliability whenever it has the chance.

In P-Sentry, like the active node, the sentry node also broadcasts the heartbeat signal periodically to inform the active nodes of its existence. When an active node has missed several heartbeats from a sentry node, the active node will remove the sentry node from its sentry list, thinking the sentry node has failed. It will then wait to get a new sentry when one of its redundant nodes comes back from deep sleep. With this mechanism, the failure of a sentry could be captured within a short time and the active nodes would be able to take actions promptly to minimize the adverse impact of the random failures.

4.1.3 How long a redundant node should sleep?

We have redundant nodes sleep for a significantly long to conserve energy, however, they must not oversleep to be able to contribute to the system before extended network service loss occurs. The ideal scenario is, those redundant nodes wake up when a nearby sentry has just become active and the new active node doesn’t have enough sentry nodes to have themselves backed up. That said, we would like a redundant node to sleep for the shortest remaining lifetime of its neighboring active nodes, so that it would have a chance to become a sentry. If it turns out none of the active nodes in the neighborhood is dying soon or is in need of more sentries, the redundant node would set its next wake-up time based upon the latest instructions from the neighboring active nodes and go back to sleep. The active node therefore needs to have an estimation of its own remaining lifetime and reply with the estimated remaining lifetime while the redundant nodes are querying.

Our estimation methodology is based on the observation that most physical phenomena are continuous in time, therefore the data collection and packet forwarding are also continuous. As a
result, we can use the average communication rates over the past to predict the future communication rates.

Suppose a node has been active for time $T$ and it has sent out $N$ messages during that period; further, suppose that it has sent $n$ messages during last $t$ time units; then the estimated transmission rate in the next $T'$ period is calculated as

$$s' = (1 - \alpha) \times \frac{N - n}{T - t} + \alpha \times \frac{n}{t}$$

(4.3)

where $\alpha$ is a parameter which dictates the significance of the recent history to the future estimation.

Suppose an active node has remaining energy $E'$, and its remaining lifetime is $T'$. If that node spends all the remaining time idling, then the total energy consumption is:

$$E_{idle} = p_{idle} \times T'.$$

(4.4)

At the same time, Equation 4.3 gives the estimated transmission rate of that node. Since packet size in sensor network applications is usually small and fixed [33], the corresponding energy consumption for sending can be calculated as

$$E_{tx} = p_{tx} \times s' \times T' \times t_{tx},$$

(4.5)

where $t_{tx}$ is the time spent in transmitting a packet. We should emphasize that primary focus of this study is to design energy conservation protocols when the traffic volume is relatively low. For this reason, Equation 4.5 does not consider energy consumption involved in packet retransmission caused by collision.

When the traffic is low, the incoming traffic rate is equal to the outgoing traffic rate. Consequently, we can calculate the energy consumed in receiving as

$$E_{rx} = p_{rx} \times s' \times T' \times t_{rx},$$

(4.6)

where $t_{rx}$ is the time to receive a packet.

Since the node will spend a large fraction of its lifetime being idle under the low traffic volume assumption, its total energy expenditure would be:

$$E = E_{idle} + E_{tx} + E_{rx}.$$  

(4.7)
Therefor, the remaining lifetime of the active node is:

\[ T' = \frac{E}{P_{idle} + s' \times t_{tx} \times p_{tx} + s' \times t_{rx} \times p_{rx}} \]  \hspace{1cm} (4.8)

Finally, the active node can set the sleep time as \( k_1 T'(0 < k_1 < 1) \), where \( k_1 \) is a parameter that could be tuned up based on network conditions and application requirement. It’s worth noting that the estimation is intended to provide a reference value for the redundant node’s sleep time.

As described above, the active node needs to collect statistics such as \( T, N, t, \) and \( n \) to estimate its remaining lifetime. If it just becomes active, it should inherit these statistics from the previous active node for which it served as a sentry. Hence, the active node and its sentry nodes should synchronize with each other periodically to share these statistics.

### 4.2 Sharing or Not Sharing?

The active nodes can share redundant nodes, either sentry nodes or non-sentry nodes; in other words, a sentry node could guard multiple active nodes at the same time and a non-sentry redundant node could follow schedules from multiple active nodes. On the other hand, it’s also feasible that a sentry node exclusively serves an active node at any moment and a redundant node follows the schedule from just one active node. The other alternative is the mixture of two extreme cases: put a limit on the number of active nodes by which a sentry node could be shared.

The policy of sharing makes the scheme less complicated and more resource efficient while functioning comparably well, as is to be shown in Section 6. This is mainly because:

- In P-Sentry, the active node neither needs to maintain schedule for each of its redundant node, nor needs to adjust the schedule if any one of its redundant nodes fails. The only schedule-related information a redundant node needs to get from a neighboring active node is the active node’s remaining lifetime. This makes sharing come with little extra cost.

- Under sharing policy, an active node can take as sentry any redundant node from its SRS, which saves memory resource and energy consumption involved in bookkeeping and information exchange. For example, when a redundant node wakes up from sleep, any active nodes in the neighborhood can take it as sentry without consulting other active nodes and the redundant node itself.
• As the system continues to run, more and more nodes would die, but we still maintain certain number of active nodes to ensure the service quality. Under this circumstance, eventually there would not be enough redundant nodes to serve as sentry nodes. The sharing policy certainly could defer reaching this point and thus lead to longer network lifetime. The edge of sharing policy here comes just natural in that it takes advantage of the fact that there are service overlapping between nodes.

4.3 Sentry Selection

There are varieties of criteria by which an active node could select $n_s$ sentries out of its SRS, depending on the application requirements and network conditions. To name just a few, these criteria include: (1) the residual energy of the redundant node. On most occasions, the more energy a redundant node has left, the better chances it would live longer and be able to guard the active node; (2) the capability the nodes have in replacing the active node’s service, like coverage and connectivity; (3) the location of the redundant nodes. Geographically, sentry nodes should not be too close to each other, avoiding being negatively affected at the same time by external events, like malicious attacks or natural physical phenomena.

Sticking with any one of the criteria doesn’t come free. Some criterion takes considerable amount of computation and message exchanges to examine, while some criterion even conflicts with other criteria; for instance, criterion (2) and (3) mentioned above contradict each other. The point we are trying to make here is, $P$-Sentry doesn’t restrict the system’s choice of criteria; instead, it provides with a mechanism by which the selection criteria could be applied to meet the application’s needs. In $P$-Sentry, the active node is given the chance in initialization period to sort the redundant nodes in its SRS based on the selected criterion and select the first $n_s$ nodes from the sorted list of SRS. Later on, when a redundant becomes a sentry the neighboring active nodes of the new sentry would check its sentry list and update it if necessary.

Table 4.1 gives an example of how active nodes adjust their sentry list using aforementioned criterion (1) at some point after the initialization period. For the purpose of simplicity, we use uppercase to label active nodes; each active node’s sentry list is decreasingly sorted by the remaining energy at the moment of probing and labeled lowercase in alphabetical order. For instance, node $e$
Table 4.1: Illustration of sentry selection based on remaining energy, with $k = 3$.

has more energy left than node $l$, etc.. Table 4.1 (a) shows the sentry list and SRS of active nodes $A$, $B$, $C$ and $D$. When redundant node $m$ wakes up and probes for active nodes, it detects that node $A$ needs one more sentry, so it becomes a sentry for $A$ and send out an announcement message. Upon receiving the announcement, active node $B$ would know the availability of $m$ as a sentry and then check its sentry list; since sentry $m$ has more remaining energy than $n$, $B$ would replace $n$ with $m$ as sentry. Since node $m$ is not in active node $C$’s SRS, $C$ doesn’t take $m$ to replace $n$. The reason why $D$ doesn’t take $m$ is, all of $D$’s existing sentries have more residual energy than $m$ does.

One thing we like to point out is, a redundant node becomes a sentry after probing only because one of its neighboring actives nodes has less than $k$ sentries, not because it has more remaining energy than current sentries of the active nodes. Put in the context of the example in Table 4.1, $m$ would go back to sleep after probing if active node $A$ already has $k$ sentries before the probing. This is to avoid unnecessary overhead caused by frequent sentry replacing, as there is high probability that the existing sentries have less energy left.
4.4 Optimization of P-Sentry

As we’ve discussed earlier, radio module is the major energy consumer on a sensor node. To further extend the network lifetime, one thing we could do is, turn off the sentry’s radio between its heartbeats; in other words, we make sentry nodes sleep as well, but wake them up more frequently so that failing active nodes could still be detected and replaced in time. However, the sleep of sentries changes the way the active nodes and sentries keep track of each other. Some mechanisms described in Section 4.1.1 don’t work anymore under the new circumstances, specifically:

- sentry nodes would not be able to monitor and the active nodes by monitoring heartbeats from them. Since the sentries are in sleep mode most of the time, they would miss most of the heartbeat beacons from the active nodes.

- a sentry would miss heartbeat from its neighbor sentry nodes, since they are unlikely to wake up at the same time. As a result, a sentry wouldn’t be able to count other sentries in the neighborhood.

To circumvent the first restriction, we make sentry nodes broadcast probing messages when they wake up from short sleep rather than passively collecting heartbeat beacons, and the active nodes must respond to probing message from the sentry nodes. Any active nodes that fail to respond is considered malfunctioning and the sentry nodes that are guarding would become active immediately.

The second restriction poses difficulties in counting peer sentries for the sentry. However, since sentries go to sleep periodically in the optimized version, there is no need to turn off sentries particularly based on the number of neighboring sentries. Therefore, sentries don’t need to count its neighboring sentries anymore in the optimized version.
Chapter 5

Rotary-Sentry Scheme for Continuous Sensor Services

In shift-based energy-conservation schemes, like PEAS [46] and ASCENT [64], a wireless sensor network on duty mainly consists of two types of nodes: active nodes, which perform duties; and redundant nodes, which sleep with their radios off. While active nodes are on duty, redundant nodes shouldn’t sleep continuously for an extended period of long time. Rather, they should wake up from time to time to check the conditions of the system. Every node randomly waking up, however, is wasteful and does not yield much benefit. For example, if consecutive wake-ups are far apart from each other, it could harm the chance of timely network recovery.

To address this void, we propose a coordinated scheduling protocol, in which the redundant nodes play a role analogous to sentries in real world in the sense that they monitor the health of the active node, and whenever a fault or failure occurs, they jump in to replace the lost node. Since redundant nodes rotate to wake up, we call this scheme Rotary Sentry, R-Sentry for short. Unlike P-Sentry, R-Sentry intends to provide a recovery scheme with a statistically configurable average recovery time upon random node failures.

In the following discussions, we use redundant node and sentry interchangeably.

Before going into details of R-Sentry, it is beneficial to examine the redundancy among nodes. Every sensor node has a group of neighbor nodes with certain degree of overlapping in communication or sensing capabilities. The sensing redundant set (SRS) of a node consists of its neighbors whose sensing areas have overlapping with the node’s sensing area. In other words, if two nodes have common grid point(s) covered by them, the two nodes belong to each other’s SRS.

5.1 Redundant Sets and Gangs

When an active node fails, it can only be replaced by nodes from its SRS. However, the replacement of a failed active node can not necessarily be accomplished by simply replacing it with a single
As far as coverage is concerned, a node can usually be replaced by 3-5 nodes with overlapping coverage areas.

As far as connectivity is concerned, one node is not always enough to replace the active node even when it is within the communication area.

Figure 5.1: One single redundant node is not necessarily sufficient to server in place of an active node.

redundant node, regardless of whether one is trying to repair sensing coverage or network connectivity. This viewpoint is distinctly different from those in earlier studies such as [46, 64], which tried to replace the active node using one redundant node. In fact, it has been shown in [69] that, in a network where nodes are randomly distributed across the field, on average 3-5 neighbor nodes are needed to replace a node in terms of sensing area, as illustrated in Figure 5.1 (a). Connectivity exhibits the similar behavior: after an active node fails, one redundant node, even within that active node’s radio range, may not be able to fill the hole as it may not connect to that active node’s immediate neighbors on the routing path, which is illustrated in Figure 5.1 (b).

Since an active node can only be replaced by certain combinations of redundant nodes, there is a need for the active node to group all the nodes that belong to its SRS into “gangs”. Nodes that belong to the same gang can collectively replace the active node. Now, let us look at an example to understand the definition of “gang”. In this example, the active node A’s SRS is \{B, C, D, E, F\}, and their respective GridLists are shown in Table 5.1. We can see that A’s coverage area can be completely replaced by the following combinations of nodes in A’s SRS: \{B\}, \{C, D\}, \{C, E\},

<table>
<thead>
<tr>
<th>node ID</th>
<th>GridList</th>
<th>node ID</th>
<th>GridList</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>{1, 2, 3, 4}</td>
<td>D</td>
<td>{1, 4, 5, 6, 7}</td>
</tr>
<tr>
<td>B</td>
<td>{1, 2, 3, 4, 5}</td>
<td>E</td>
<td>{3, 4, 5, 6, 8}</td>
</tr>
<tr>
<td>C</td>
<td>{1, 2, 3, 5}</td>
<td>F</td>
<td>{2, 9, 10}</td>
</tr>
</tbody>
</table>

Table 5.1: An example of GridList table.
and \( \{D, E, F\} \). As a result, \( A \) has four gangs: \( \{\{B\}, \{C, D\}, \{C, E\}, \{D, E, F\}\} \), which we call \( \text{GangList} \).

One thing we would like to point out is, a superset of a gang set technically is also a gang. For example, in Table 5.1 the set \( \{B, C\} \) is also a gang. However, in our work, we only focus on “minimum gangs” – those sets that would no longer be a gang should we remove any member from the set. Grouping nodes from an \( \text{SRS} \) into gangs is essentially a combinatorial problem. To find all the gangs in an online fashion, the basic idea is to enumerate all the subsets of the \( \text{SRS} \), and mark each subset as a gang candidate whose aggregated \( \text{GridList} \) is a superset of the active node’s \( \text{GridList} \). After all the gang candidates are selected, we next remove those who are supersets of other gangs to obtain the minimum gangs. Table 5.2 shows the pseudo code for a node populating its \( \text{GangList} \) with gangs of sizes no larger than \( gs \). In order to limit the computation of this procedure, we only consider gangs of small sizes.

---

**GENE-GANGS(SRS, gs)** // gs : maximum gang size
1. \( i = 1 \); clear \( GL \); // \( GL \) : Gang List
2. \( GCL = SRS \); // \( GCL \) : Gang Candidate List
3. while \( i \leq gs \)
4.  clear \( TEMP\_GCL \); // \( TEMP\_GCL \) : temporarily \( GCL \)
5.  for each set \( s \) in \( GCL \)
6.      if \( s \) is a minimum gang
7.          then push back \( s \) to \( GL \);
8.      else push back \( s \) to \( TEMP\_GCL \)
9.  if \( i < gs \)
10.     then \( GCL = \text{PREPARE-CANDY}(TEMP\_GCL) \);
11. return \( GL \)

**PREPARE-CANDY(TEMP\_GCL)**
1. clear \( GCL \);
2. for each set \( t \) in \( TEMP\_GCL \)
3.  for each node \( srs \) in \( SRS \)
4.      \( t = srs \cup t \);
5.  push back \( t \) to \( GCL \);
6. return \( GCL \)

---

Table 5.2: Algorithm for generating gang.

---

For the purpose of fault tolerance, nodes that belong to the same gang need to wake up simultaneously to completely replace the active node that just failed.
5.2 R-Sentry Algorithm

*R-Sentry* attempts to bound the duration of service loss. That is, every time an active node fails, *R-Sentry* seeks to make nodes from a gang available within a time interval of $\Delta$, where $\Delta$ is the promised upper-bound of service loss time. If an active node has $N$ gangs, then each gang needs to wake up once every $N \times \Delta$. An example schedule is shown in Table 5.3(b).

<table>
<thead>
<tr>
<th>Gang</th>
<th>Time to wake up (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>${B, C}$</td>
<td>1200</td>
</tr>
<tr>
<td>${D, C, E}$</td>
<td>1500</td>
</tr>
<tr>
<td>${B, E}$</td>
<td>1800</td>
</tr>
<tr>
<td>${E, F}$</td>
<td>2100</td>
</tr>
</tbody>
</table>

(a) Gang schedule table

![Wake-up schedule](image)

(b) Wake-up schedule

Table 5.3: Illustration of a gang schedule table and the resulting wake-up schedule.

5.2.1 Basic idea

The discussions in this section have simplified assumptions, such as, a redundant node only serves one active node, and the redundant nodes do not fail before the active nodes they protect do. We have these assumptions to keep the explanation easy to understand, and in the following sections, we discuss how to extend *R-Sentry* to handle more realistic scenarios, where a redundant node may belong to the SRS of multiple active nodes, and node failures can occur at random time.

We let the active node maintain most of the data structures, while having the redundant node only keep track of its own next wake-up time. The most important data structure maintained by an active node is its gang schedule table, which specifies each gang’s next wake-up time. An illustration of such a data structure is provided in Table 5.3(a). Based on this table, we can infer the wake-up time for each gang. For example, with $\Delta = 300s$, if an active node has 3 gangs, the gang that wakes up at time 1200 also wakes up at time 2100, 3000, 3900, etc., with every two consecutive wake-ups $3 \times \Delta$ apart. A portion of the wake-up events scheduled based on Table 5.3(a) is shown in Table 5.3(b).

We next discuss how active nodes establish their gang schedule tables, and more importantly, how they maintain the schedules.

**Initialization:** During the bootstrapping phase, a wireless sensor network usually runs a host of
initialization services, including neighbor discovery, localization, time synchronization, route discovery, duty-cycle scheduling, etc. Similarly, a wireless sensor network that employs R-Sentry needs to run those common services, and additionally the following initialization services:

- **Gang Discovery.** This service ensures every sensor node identifies its neighbor nodes, and populates its SRS and GridList. At the beginning, each node in the network broadcasts a presence announcement message including its ID and location. Such messages are flooded within $h$ hops of the source node, where $h$ is a small number, usually 1 or 2, for the presence announcement only matters to nodes within the vicinity of the source node. After a certain amount of time in the process, every node will receive the announcements from all of its SRS members, based on which a node can calculate the GridList of each node in its SRS. After that, a node would be able to form its own GangList in the way illustrated in Table 5.2.

- **Schedule Bootstrapping.** The initial set of active nodes are determined by the underlying coverage and initialization protocols. Our approach is similar to the one employed in CCP [48], which can be broken down into three steps: 1) after presence announcement exchange phase, every node stays active and starts a random back-off timer, collecting redundancy announcement from its SRS members; 2) when the timer expires, a node checks its SRS members’ redundancy status and determines if all grid points in GridList are covered by the non-redundant SRS members. If yes, it considers itself redundant and broadcasts redundancy announcement, otherwise it considers itself non-redundant and doesn’t take any actions; 3) at the end of bootstrapping phase, the non-redundant nodes calculate their gangs’ schedules and flood them within a small number of hops, staying active; while the redundant nodes, upon receiving the schedules, record their own wake-up time or the earliest one if it receives multiple schedules.

At the end of the initialization phase, the redundant nodes go to sleep with their sleep timers properly set up, while the active nodes start collecting and forwarding collected data.

**Probing:** A sentry (i.e. redundant) node periodically wakes up, as scheduled, to probe the active node. If the active node has failed, sentry node will become active to resume network service; otherwise, they go back to sleep.

When a sentry node wakes up, it broadcasts a probing message with its node ID enclosed. Around the same time, the other sentries of the same gang will also wake up and probe. If the target
active node is still alive, it will match the node IDs contained in the probing messages with the gang whose scheduled wake-up time is closest to the current time. If the match is successful, the active node updates the gang schedule table by incrementing the wake-up time by the round cycle $N \times \Delta$. Finally, the active node sends the sentries a reply message which has two fields: $NextWakeTime$, and $CurrentTime$. The $CurrentTime$ field is used to synchronize the clocks between the sentry nodes and the active node.

The above discussion covers the scenario where the active node is still alive while sentries are probing. If the active node has failed before sentries probe, the sentries will not receive the reply message, and they conclude the active node has failed. If this is the case, the sentries should become active to resume interrupted services. The design of $R$-$Sentry$ thus ensures that, whenever one of the active node fails, its duty will be fully taken over by other nodes roughly within $\Delta$, under the assumptions that the sentries outlive the target active node and corresponding communication time is negligible compared to $\Delta$. Therefore, $R$-$Sentry$ can limit the service loss period within a configurable threshold.

5.2.2 Dynamically establishing schedules for new active nodes

After sentry nodes become active, these new active nodes face several challenges. The main challenge stems from the fact that the association between the new active node and the redundant nodes that belong to its $SRS$ has not been established. On one hand, the redundant nodes are still following the schedules from the previous active node, not aware of the fact that the active node has changed; on the other hand, the new active node does not have a schedule for its gangs, and therefore, it will not be guarded properly. Further complicating the problem is that it is impossible for the new active node to communicate with the redundant nodes that are in sleep for their radios are turned off to conserve energy. As a result, we can only attempt to establish the schedule gradually as more and more redundant nodes wake up in group down the stretch.

The algorithm for a new active node to establish its schedule is rather straightforward, yet effective. The idea is, if the redundant node that is probing is not associated with a wake-up time in the gang schedule table, the new active node will assign the next available wake-up slot to the gang that contains this redundant node. If the node is part of multiple gangs, the gang with smallest number of nodes will be picked.
To better understand the algorithm, let us walk through an example shown in Figure 5.2. Suppose node $A$ is the new active node, and its GangList is $\{B, C\}$, $\{D, E\}$, and $\{E, F\}$. The $\Delta$ is 300 seconds. Figure 5.2(a) illustrates the wake-up events $A$ observes in the establishing phase, and for each event, it shows the corresponding schedule table in the subsequent figures (Figures 5.2(b-i)). In particular, the establishing process consists of the following steps:

1. Node $A$ becomes active at time 1200, when $A$’s schedule is empty, shown in Figure 5.2(b).

2. At time 1300, node $B$ wakes up. Node $A$ then assigns next available wake-up slot, i.e. the current time incremented by $\Delta$, 1600, to gang $\{B, C\}$, and updates the gang schedule table accordingly, shown in Figure 5.2(c).

3. At time 1400, node $C$ wakes up. Node $A$ finds $C$ is already scheduled, so it does not update the gang schedule table. It just simply sends a reply message to $C$ to instruct $C$ to wake up at 1600, shown in Figure 5.2(d).

4. At time 1500, node $G$ wakes up. $A$ notices $G$ does not belong to its SRS, so it does not update the gang schedule table. $A$ sends a reply message to $G$ with a large sleep interval, shown in Figure 5.2(e). If $G$ serves other active nodes, it will receive a much shorter sleep time from them.
5. At time 1550, node D wakes up. A assigns next available wake-up slot, 1900, to gang \{D, E\}, and updates the gang schedule table accordingly, shown in Figure 5.2 (f).

6. At time 1600, node B and C wake up according to the schedule. Since node A’s table is not fully occupied yet, A assigns the next available wake-up slot, 2200, to them, shown in Figure 5.2 (g).

7. At time 1700, node F wakes up. Node A assigns the next available wake-up slot, 2500, to node E and F, shown in Figure 5.2 (h).

8. At time 1800, node E wakes up. Node A does not update the schedule table because E is already scheduled. A sends a reply message to E, requesting E to wake up at time 1900, shown in Figure 5.2 (i).

9. After that, A has filled its gang schedule table, and it will be able to handle the subsequent waking sentries by incrementing their wake up time by \(3 \times \Delta = 900\).

We should note that a new active node normally could establish its gang schedule within a reasonable amount of time, because in R-Sentry, every redundant node has to wake up periodically, as scheduled by its active node(s) before sleep.

5.3 Scheduling Redundant Nodes that Serve Multiple Active Nodes

Earlier discussion assumes that one redundant node serves only one active node. In this section, we look at how R-Sentry handles situations where a redundant node may serve multiple active nodes.

The main challenge here lies in that when a redundant node probes, how it handles schedules from multiple active nodes. In R-Sentry, when a sentry node probes, it only includes its own ID in the probing message. Each of the active nodes that receive the probing messages will examine the difference between the wake-up time it scheduled earlier for the redundant node and the current time. If the difference is smaller than a pre-defined threshold, the active node determines it needs to update the wake-up time for the redundant node, it then calculates the next wake-up time, and sends a reply message back, which contains the following information: the next wake-up time \(T_{next}\), the current time \(T_{curr}\), and the active node’s ID; if the difference is above the threshold, the active node determines the wake-up time it generated earlier for the redundant node is still valid, so it will simply enclose the previously scheduled wake-up time in the reply message. After receiving
reply messages from all of its active nodes, the redundant node calculates the sleep interval based on schedules from each of its active nodes, chooses the shortest one as the next sleep interval, and also synchronizes its clock accordingly.

5.4 Dynamically Adjusting Schedules due to Failed Redundant Nodes

In most sensor network applications, failures occur not only to active nodes, but also to redundant nodes, even when they are in sleep mode. For instance, a catastrophic event, such as lightning, affects sensor nodes equally, regardless of the operation mode. When a redundant node fails, the active node can not rely on the gangs that contain the failed node, and should remove these gangs from its schedule.

\[
\begin{array}{c|c}
\{B, C\} & 1200 \\
\{D, E\} & 1500 \\
\{F, G\} & 1800 \\
\end{array}
\]

(a) \(t = 1000\)

\[
\begin{array}{c|c}
\{B, C\} & 2100 \\
\{D, E\} & 1500 \\
\{F, G\} & 1800 \\
\end{array}
\]

(b) \(t = 1500\)

\[
\begin{array}{c|c}
\{B, C\} & 3000 \\
\{D, E\} & 2400 \\
\{F, G\} & 2700 \\
\end{array}
\]

(c) \(t = 2400\), \(A\) still has not heard from \(D\)

\[
\begin{array}{c|c}
\{B, C\} & 3000 \\
\{D, E\} & - \\
\{F, G\} & 2700 \\
\end{array}
\]

(d) \(t = 2400\), \(A\) cleans up its gang schedule table

\[
\begin{array}{c|c}
\{B, C\} & 3600 \\
\{F, G\} & 3300 \\
\end{array}
\]

(e) \(t = 2700\)

\[
\begin{array}{c|c}
\{B, C\} & 3600 \\
\{F, G\} & 3300 \\
\end{array}
\]

(f) \(t = 3000\)

Figure 5.3: An active node detects failures in redundant nodes and adjusts its schedule accordingly.

In \(R\text{-Sentry}\), dynamically adapting the active node’s schedule for its sentry nodes is rather straightforward. If the active node does not hear from a redundant node in \(k\) consecutive rounds (\(k\) usually is a small number such as 2), it simply removes the gangs that contain the missing node from the \(GangList\). To better present the details, let us look at an example illustrated in Figure 5.3, where the active node \(A\) has the following gangs, \(\{B, C\}\), \(\{D, E\}\), and \(\{F, G\}\); and the \(\Delta\) is 300 seconds. Node \(D\) fails at time 1000. What happens to \(A\) is:
1. At time 1000, node $D$ fails. Node $A$’s gang schedule table is shown in Figure 5.3(a).

2. At time 1500 (Figure 5.3(b)), node $A$ only receives probes from $E$, not $D$. $A$ decides to wait for one more round (900 seconds in this case) before taking actions.

3. After one round, at time 2400, node $A$ still has not heard from $D$ (Figure 5.3(c)). $A$ then concludes that $D$ has failed, and removes the gang $\{D, E\}$ from the schedule (shown in Figure 5.3(d)). At this time, $A$ will still send a reply message to $E$ that includes a reasonably long sleep time, like $2\Delta$.

4. $A$ will schedule the remaining two gangs as usual, with the only exception that the round duration now becomes 600 seconds. As a result, gang $\{B, C\}$ will wake up at time 3000, 3600, 4200, etc., while gang $\{F, G\}$ will wake up at time 2700, 3300, 3900, etc. Therefore, $A$ will still receive probes every 300 seconds.
Chapter 6

Evaluation of P-Sentry and R-Sentry

In this chapter, we first define a simplified sensor failure model, then we examine our sentry-based protocols’ performance against PEAS [46] in the presence of random sensor node failures.

6.1 Sensor Failure Model

We introduce sensor failures into our simulation to model the fact that random node failures are norms instead of exceptions in wireless sensor networks. The catastrophic failure model used in our simulation is a coarse-grained one, in which a percentage of sensor nodes that are alive, but not necessarily active, could “die” due to external catastrophic events, like natural disasters. By “die”, we mean the node stops functioning completely as an electronic device, though in reality, it’s highly likely that not all components in the node are affected by external events. The scenarios of partial failure would be discussed in Chapter 7.

The catastrophic failure model is mainly defined by two parameters: (i) failure period $f_p$: the mean time between consecutive external catastrophic events. The actual interval between two consecutive events is of random length that follows an exponential distribution; and (ii) failure percentage $f_{\%}$: the mean percentage of the living nodes that are affected in a particular event. In a catastrophic event, the actual percentage of affected nodes is a random number between 0 and $2 \times f_{\%}$.

6.2 Home-grown Event-driven Simulator

We implemented P-Sentry, R-Sentry and PEAS with our home-grown simulator USenSim. USenSim is a discrete event-driven simulator that is intended to model large-scale sensor networks. Our sentry-based scheme shines when there is high node redundancy; and there has to be sufficient
number of active nodes to have valid simulations that reflect the real-world scenarios. In order to achieve the network scale of thousands of nodes, which is difficult to simulate with more detailed network simulators such as NS-2 [85], USenSim assumes a constant transmission delay and serialized transmissions among nodes that compete the channel, similar as the one adopted in [48]. USenSim doesn’t simulator wireless network stack and any aspects that is not directly related to the scheme being evaluated. This design choice makes the simulator light-weight and extremely resource-efficient compared to NS-2.

We believe the simplified network model does not prevent us from proving the validity and effectiveness of our scheme, because our scheme is orthogonal to the protocols in other network layers, and we are evaluating schemes on the same simulation framework, instead of against any real network testbed. We actually used NS-2 to evaluate DADA - predecessor of R-Sentry with less nodes, and saw similar performance gain as seen in USenSim.

6.3 Simulation Model and Settings

Unless explicitly specified, the simulation environment has 600 sensor nodes, uniformly randomly deployed in a $50 \times 50 m^2$ square field. Each grid is a $1 \times 1 m^2$ square. The initial energy of a sensor node is uniformly distributed between 50 and 60 Joules, which allows the node to function around $2250 \sim 2700$ seconds if the radio is in idle (listen only) mode. Every 50 seconds, each active node transmits a packet containing collected data to the sink, which is located at the center of the field and has persistent power supply. The neighbor nodes that are located within the distance of $15m$ constitute Sensing Redundancy Set (SRS). Due to the high redundancy, gang size of 1 is used in the simulations, unless stated otherwise.

For those parameters that are specific to PEAS, we have tried various parameter values, and choose the setting that produces the best results: probing range $R_p = 3m$, desired probing rate

<table>
<thead>
<tr>
<th>Routing protocol</th>
<th>Shortest path</th>
<th>Sensing range</th>
<th>10 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Communication range</td>
<td>20 m</td>
<td>Transmission power</td>
<td>0.0801 w</td>
</tr>
<tr>
<td>Receiving power</td>
<td>0.0222 w</td>
<td>Idle power</td>
<td>0.0222 w</td>
</tr>
<tr>
<td>Sleeping power</td>
<td>0.0000006 w</td>
<td>Sensing power</td>
<td>0.001 w</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>19.2 Kbps</td>
<td>Packet size</td>
<td>44 Bytes</td>
</tr>
</tbody>
</table>

Table 6.1: Simulation Platform Parameters
λ_d = 0.02, initial probing rate λ_s = 0.02, and k = 32. We would like to emphasize that we chose a rather small probing range for PEAS to guarantee all the grid points are covered since PEAS does not explicitly require every grid point to be covered. The network/energy parameters used in our simulations are mostly taken from PEAS for fair comparison and are summarized in Table 6.1.

### 6.4 Performance Metrics

**Coverage ratio** refers to the percentage of the grid points that are covered. Our sentry-based schemes and PEAS all attempt to achieve a good coverage ratio throughout the lifetime.

**θ network lifetime** is the time the network lasts until the coverage ratio drops below θ and never comes back. We use θ lifetime to measure the scheme’s capabilities of preserving coverage and recovering coverage loss from node failures. In actual simulations, we stop the simulation when the coverage ratio drops below a certain percentage that is less than θ. We think the coverage ratio shouldn’t drop below a certain percentage for a sensor network to be usable.

**Coverage loss time** is the duration from the point when a grid point loses coverage to the point when its coverage recovers. The average coverage loss time indicates how quickly a failed active node can be replaced by the redundant nodes.

**Packet delivery ratio** is the ratio of number of packets received by the sink to the number of packets sent out by the active nodes in a specific length of time window. The packet delivery ratio indicates the connectivity of the network.

### 6.5 Simulation Results

#### 6.5.1 Service Availability

The motivation behind the study is to provide uninterrupted services as long as possible throughout a sensor network’s lifetime. Figures 6.1 (a) and (b) show how the coverage ratio evolves over the time for **R-Sentry** and PEAS. In this experiment, we have Δ = 50 seconds in both schemes. We observe that **R-Sentry** can offer a 90% coverage ratio until 2.5 × 10^3 second, while PEAS’s coverage ratio drops below 90% from 2.0 × 10^3 second. This is because in **R-Sentry**, once an active node
Figure 6.1: Network coverage throughout the lifetime of a wireless sensor network: (a) R-Sentry, and (b) PEAS. The 90% network lifetime and the average coverage recovery time with varying $\Delta$ are shown in (c) and (d).

fails, it can be quickly replaced by a gang, while in PEAS, there is no guarantee that the redundant node can fully replace the active node.

We can also confirm our hypothesis by looking at the time series of the percentage of active nodes in both cases. \textit{R-Sentry} can maintain a steady number of active nodes, which as a result guarantees a high coverage ratio; while in PEAS, the number of active nodes decreases over the time due to oversleeping. We note that the drop of the number of active nodes in PEAS at around 2500 second is due to the fact that most of the initial active nodes failed at that time. We did not observe a drop in \textit{R-Sentry} because it can quickly recover from failures.
6.5.2 Algorithm Configurability

Being configurable is a valuable feature for an algorithm because the performance of an algorithm with configurability can be easily tuned up to meet application requirements. In this set of experiments, we have $f_p$ and $f_\%$ fixed at 5000 seconds and 5% respectively, and collected the corresponding average coverage loss time with varying $\Delta$. The result is shown in Figure 6.1(d). We observe that $R$-Sentry demonstrates good configurability: for any given $\Delta$ value, the resulting average coverage loss time is always below $\Delta$, and often slightly higher than $\Delta/2$. PEAS, however, fails to do so: no correlation is observed between the actual coverage loss time and the desirable coverage loss time.

Thanks to the capability of maintaining higher coverage ratio and lower coverage loss time, $R$-Sentry can make the sensor network function for a much longer time, as shown in Figure 6.1(c). The interesting thing we observe from Figure 6.1(c) is, the 90% network lifetime increases slightly as $\Delta$ goes up and then drops significantly when $\Delta$ reaches 600 seconds. This can be explained by the fact that, a larger $\Delta$ can save more energy by making redundant nodes wake up less frequently and sleep longer. The significant drop of 90% network lifetime, however, is because the likelihood of the overall coverage ratio falling below 90% and never coming back is higher due to oversleep. Another factor that plays a role is, we stop simulation when the overall coverage drops below 80%. With relatively large $\Delta$, the probability is also higher when the coverage drops below 80% before it could possibly come back above 90%.

Parameter $\Delta$ is not applicable to $P$-Sentry since it doesn’t intend to provide with any bounded recovery time.

6.5.3 Fault Tolerance

It’s not unusual that sensor nodes die before energy drains out [46,64,74]. In this set of experiments, we evaluate the robustness of the schemes against random node failures under the catastrophic failure model.

In Figures 6.2(a) and (b), we fix $f_\%$ as 5%, and vary the value of $f_p$. Since $R$-Sentry has sentry nodes guarding active nodes and can dynamically adapt the schedule table of an active node to accommodate the failures of its redundant nodes, it is rather robust against random node failures.
Figure 6.2: The impact of $f_p$ on 90% network lifetime and average coverage loss time is shown in (a) and (b) (with $f_p = 5\%$, and $\Delta = 50$ seconds). The impact of $f_p$ on 90% network lifetime and average coverage loss time is shown in (c) and (d) (with $f_p = 5000$ seconds, and $\Delta = 50$ seconds).

Figure 6.2 (b) tells that, regardless of the failure rate, $R$-$Sentry$ is able to replace a failed active node within around 50 seconds, which is the value of $\Delta$. On the other hand, in PEAS, the average service loss period is much longer. As a result, $R$-$Sentry$ provides a much better 90% network lifetime than PEAS across all the failure rates, shown in Figure 6.2 (a). We also observe the similar trend from the results when we fix $f_p$ and vary $f_p\%$, as shown in Figures 6.2 (d) and (c).

In this set of simulations, $P$-$Sentry$ and PEAS demonstrate comparable performance. Even though oversleep is unlikely to happen on $P$-$Sentry$, the fact that a persistent sentry has similar operation power as an active node increases the overall system operation power and thus leads to shorter network lifetime compares to $R$-$Sentry$. 

6.5.4 Energy Efficiency and Scalability

Many sensor network applications seek to achieve longer network lifetime by deploying more nodes. Therefore, the ability to translate larger number of sensor nodes into longer network lifetime is critically important to node scheduling algorithms like R-Sentry and PEAS. In this set of experiments, we vary the number of sensor nodes, and measure the 90% network lifetime. The result, reported in Figure 6.3 (a), shows that R-Sentry always has longer lifetime than PEAS by roughly 30% as node number increases.

This is because R-Sentry efficiently maintains a good coverage ratio for much longer time than PEAS through careful scheduling. In fact, we see that the 90% lifetime in R-Sentry almost scales linearly with the number of nodes, and that the difference between the two schemes increases as

![Figure 6.3: Scalability](image-url)
the number of nodes increases. At the same time, R-Sentry is able to keep the average coverage recovery time around $\Delta$ regardless of the node number, as shown in Figure 6.3(b).

Figure 6.3(d) shows the wake-up frequency, which refers to number of node wake-ups per second, for both R-Sentry and PEAS. PEAS maintains the wake-up frequency roughly at the same level even as node density increases, mainly because its system parameter $\lambda_d$, which is $1/\Delta$ in our simulation setup, determines the system aggregate probing rate, i.e. overall wake-up rate. While in R-Sentry, even though it tries to achieve that every active node is probed every $\Delta$ seconds regardless of the node density, higher node density still leads to modest increase in wake-up rate due to the fact that there are slightly more active nodes at any point in the course of the whole network lifetime as node density goes up.

### 6.5.5 Connectivity

Our simulations also show that, P-Sentry, R-Sentry and PEAS all achieve more than 95% packet delivery ratio during 90% lifetime, which confirms our claim in Chapter 3 that a wireless sensor network that satisfies the coverage requirement is automatically connected as long as the communication range is at least double of the sensing range.

### 6.6 Discussion

#### 6.6.1 Energy Overhead in R-Sentry

The ability to wake up appropriate redundant nodes in time ensures R-Sentry’s fault-tolerance. However, on the other hand, it also entails additional energy overhead for requiring extra message exchanges between nodes. Assuming no packet loss, when a redundant node wakes up, it sends out a probing message, and will receive $n$ reply messages, where $n$ is normally smaller than the number of active nodes at the moment in the system. To better understand the overhead, let us next look at one example scenario: assuming there are 2000 nodes and $1 \times 1m^2$ grids, and further assuming that each node on average wakes up 75 times during the 90% lifetime and receives 16 replies during each wake up. This adds up to a total of 1200 reply messages. Compared to our simulation trace, these numbers are rather aggressive. Given the power specifications in Table 6.1, the amount of
energy consumed in transmitting the aforementioned control packets would be:
\[
(75 + 1200) \times \left(25 \times \frac{8}{20000}\right) \times 0.06 = 0.765 \text{ Joules}
\] (6.1)

, which is less than 2% of the initial energy level. Therefore, we take the viewpoint that the energy overhead in R-Sentry is rather reasonable.

### 6.6.2 The Implication of Grid Size

The grid is virtual, however its size plays a role in R-Sentry: larger size usually leads to longer lifetime because fewer active nodes are needed to cover all the grid points, which we confirmed in our experiments. Specifically, we run simulation with two grid sizes: 1 × 1m², referred to as G1 and 5 × 5m², referred to as G5. The results are shown in Figure 6.3(c). We can see that the 90% network lifetime of R-Sentry can be further improved by the system with a larger grid size. In fact, a grid size of 5 × 5m² extends the lifetime by 30%. This is mainly because there are less number of active nodes with larger grid size in R-Sentry. However, excessively large grid would compromise connectivity since the network would be disconnected due to low density of active nodes. On the other hand, since PEAS does not rely on the concept of grids, its performance is not influenced by the grid size – the inconsistency between G1 and G5 in the case of PEAS is caused by artifacts of the simulations.

### 6.6.3 Impact of Gang/Sentry Size

The reason why sentry-based scheme could outperforms other schemes is that, when an active node stops working, its sentries would take over in time to ensure continuous service. A ensuing question would arise naturally: how many sentry nodes are sufficient? Section 2.2.10 has discussed this issue and gives an answer, in the context of one active node and multiple redundant nodes. The analysis could serve as guidance in selecting the right size of gang in R-Sentry and right number of sentries in P-Sentry, however, it fails to give either the optimal size of gang and the optimal number of sentries. This is largely due to the overlapping in both coverage and redundant node set between neighboring active nodes, which we call Neighborhood Effect. Neighborhood Effect makes it difficult to quantify the contribution of any single redundant node. [69] has performed an in-depth analysis on the relationship between the probability of network full coverage, network redundancy percentage and
the number of each active node’s active neighbors, as shown in the Table 2.3. The result shows how expensive and difficult, if not impossible, it is to have full redundancy in a deterministic sense.

In the presence of *Neighborhood Effect*, it’s intuitive to imagine that an active node in *R-Sentry* needs to schedule a gang of smaller size than suggested by [69], to have itself fully covered in a statistical sense. The same thinking should also be applicable to *P-Sentry*. Given the setup that is used in the simulation: 15m neighbor range, $50 \times 50m^2$ network field, and the initial number of active nodes: somewhere between 30 and 40 out of total number of nodes 600, as confirmed by our simulation trace, we could roughly know by calculation that, each active node initially has about $8 - 11$ active neighbors$^1$.

If each active node schedules its own gang, it is inevitable that the gang member could also be shared by other active nodes, thus creating redundancy in terms of redundant nodes if the gang size used is decided solely based on scenarios without considering *Neighborhood Effect*. The redundancy in redundant nodes certainly provides an extra level of insurance against random node failures, it could also bring down the network lifetime if the energy overhead of this extra-level redundancy is significant.

We study the impact of gang size by running the same set of experiments on *R-Sentry*, with gang size as 1 and 2 (referred to as $A1$ and $A2$ respectively). The result is presented in Figure 6.4.

During the course of the 80% network lifetime, Figure 6.4 (a) and (b) show that both $A1$ and $A2$ maintain less than 10% of nodes active, hence steady network coverage and longer network lifetime. The downward spikes on the coverage curve indicate the events of coverage loss, caused by the failure of active nodes, and coverage recovery, thanks to redundant nodes taking over dead active nodes. $A2$ has slightly more active nodes and slightly longer 90% lifetime, which doesn’t come as surprise because larger gang size often leads to more redundant nodes available when an active node fails.

As $\Delta$ goes up, both $A1$ and $A2$ have longer coverage recovery time, however the recovery time goes up more in $A1$ than in $A2$, as shown in Figure 6.4 (d). In the scenario where $\Delta$ is 600, network lifetime in $A1$ drops significantly, as shown in Figure 6.4 (c). This is all because in $A1$, there are less redundant nodes in probing mode when an active node dies. When the $\Delta$ is as long as 600, recovery

---

$^1 8 = 30 \times \frac{\pi \times 15^2}{50 \times 50}, 11 = 40 \times \frac{\pi \times 15^2}{50 \times 50}$
Figure 6.4: The impact of gang size on R-Sentry (I): network coverage throughout the lifetime: (a) R-Sentry A1, and (b) R-Sentry A2, with $\Delta = 50$; the 90% network lifetime and the average coverage recovery time with varying $\Delta$ are shown in (c) and (d), where $f_\% = 5\%$ and $f_p = 5000$

takes so long that the whole system couldn’t maintain the network coverage above 80% before it could bounce back to above 90% level, if it would ever.

$A1$ and $A2$ exhibit similar performance in scenarios with varying failure percentage and fixed failure period, and varying failure period and fixed failure percentage, as shown in Figure 6.5. Both $A1$ and $A2$ performs well in terms of network lifetime and coverage recovery time. $A2$ doesn’t seem to benefit from “larger” gang size. This could be explained as follows:

1. Gang size decides how many redundant nodes should wake up to probe. At each catastrophic event, $f_\%$ of healthy nodes, either in active, probing or sleeping mode, are affected and die. Both $A1$ and $A2$ do well in keeping only a minimal number of nodes active
to have 90% plus network coverage, as already shown in Figure 6.4 (a) and (b). This means a catastrophic event has almost the same impact on the current network state in A1 and A2.

2. The fact that each active node adjusts schedules for its redundant nodes based on the current network state greatly reduces the impact from catastrophic event on the future network state, because rescheduling of wake-up time on the remaining redundant nodes contains the impact of the event no further than the next round of probing from redundant nodes, hence the advantage of larger gang size isn’t as noticeable as otherwise.

The simulation result seems to indicate that R-Sentry doesn’t benefit from larger gang size as much as suggested by analysis in [69]. This however is not a reflection of the illegitimacy of gang
concept, it’s mainly because that \textit{Neighborhood Effect} dilutes the effectiveness of gang with larger size. To verify this point, we conducted a separate experiment where redundant nodes are only allowed to serve one active node, the results show that the system benefits from larger gang size significantly in this setup.

\textit{Neighborhood Effect} also plays a role in \textit{P-Sentry}, as shown in Figure \ref{fig:impact_sentry_size}. \textit{P-Sentry}’s performance peaks when the sentry size is 2, and any sentry size larger than 2 doesn’t make a big difference.
Chapter 7
Attacks on R-Sentry and the Defenses

We have shown that R-Sentry exhibit a great degree of tolerance of random node failures under the catastrophic failure model, which assumes that a sensor node is either intact or halts completely when hit by an external catastrophic event. An affected node in this model appears as one with a shortened lifetime and the impact from a node’s premature death is nothing more than a coverage hole that would be recovered later with the help from its sentry nodes. The situation, however, could be far more challenging when some of the sensor nodes behave with malicious intention. To get the network operate properly and effectively is a tougher undertaking when there are a percentage of network nodes trying to undermine the network. Having only a minimum set of nodes active, as is in R-Sentry, leaves the whole network more vulnerable than when all the nodes are active. The attack from any single active node could severely disrupt the system.

In this chapter, we explore how R-Sentry performs when it’s under attack from within the network, and how we improve R-Sentry to withstand the attack. We first give an overview of general security issues in the domain of sensor networks, then we present two attack models under the context of R-Sentry: passive attack and proactive attack, and our defense schemes against the attacks.

7.1 Security Requirements from Wireless Sensor Networks

Wireless sensor network is a special type of wireless ad-hoc network. It has its own unique set of requirements in security, in addition to the common security features found in traditional networks [86,87].

7.1.1 Data confidentiality

In wireless sensor networks, data confidentiality means:
Sensor readings should not be leaked to unintended or unauthorized entities.

Communication channel is secured against attacks like eavesdropping.

Node identity information, like encryption key and identifier, should be kept safe to prevent attacks like traffic analysis.

Symmetric key encryption is widely considered the main cryptography to ensure data confidentiality in wireless sensor networks, for the fact that public-key encryption is too expensive in a resource constrained environment like wireless sensor networks.

7.1.2 Data integrity

Data confidentiality ensures that the legitimate data is unavailable to adversary nodes, but it doesn’t guarantee the data is intact in transmission. An adversary node could still alter packet to prevent valid data reaching intended receiving nodes, even if the adversary node couldn’t decipher the content in the packet. Data corruption or loss could also happen due to harsh ambient conditions. We call the characteristic data integrity that a receiving node should always receive what the sending node originally sends. In most sensor network applications, data integrity could be achieved through data authentication.

7.1.3 Data freshness

Unharmed confidential data isn’t necessarily valuable to sensor network applications. A lot of time-sensitive sensor network applications, like fire detection, require the freshness of the data, i.e. the data has to be recent enough to reflect the current conditions of the environment being monitored. More importantly, if shared-key strategy is employed in the system, the data must be fresh to avoid replay attack. Typically, shared keys need to change over time, but it could take hours even days for new shared keys to propagate to the entire network, which makes it vulnerable to replay attack.

SNEP, proposed by SPINS, tries to address the data freshness issue by identifying two types of freshness: weak freshness, which partially ensures message order, and strong freshness, which provides total order on request-response pair.
7.1.4 Availability

Adapted traditional encryption algorithms have been deployed in wireless sensor networks to provide a security infrastructure, however the extra energy consumption in encryption/decryption and additional message exchanges take a toll on the lifetime of a sensor node. From perspective of network QoS, the efforts in achieving the data confidentiality and data integrity undermine data availability, because shortened node lifetime always leads to less network service time to upstream applications. Further, the fact that wireless sensor nodes normally don’t have the same level of physical security as enjoyed by traditional network could be another source of discounted data availability in wireless sensor networks. Data availability is just another security feature that requires more efforts in wireless sensor networks than in traditional networks [46, 89–91].

7.1.5 Privacy

Privacy in wireless sensor networks are complicated by the fact that sensor nodes operate in low-power mode and are severely constrained by limited resources. PARIS project [92] categorizes the privacy in wireless sensor networks into three groups:

Source location privacy: the physical or virtual location of communication participants may be sensitive information that is undesirable for an adversary to know. Most wireless sensor networks won’t be attended after the deployment. The adversaries could easily tamper or destroy a sensor node if it knows its location. Further, tracking and monitoring applications often require the location information not to be disclosed to unauthorized parties to preserve the privacy of the target object. [93] takes on the issue of source location privacy from the perspective of routing by utilizing probabilistic flooding.

Temporal privacy: paired with the location of the data source is the time at which the data was collected. Together, the availability of spatial and temporal information to an adversary constitute a serious privacy breach as this information allows an adversary to track the information origin. [94] tries to enhance the temporal privacy by randomizing the delay of packages in delay-tolerant sensor networks.

Data size/traffic privacy: the size of a message can allow an adversary to infer many things.
Although an adversary might not be able to decrypt sensor messages, it might be able to deduce information about target environment of interest by observing the size of the packets and the amount of traffic crossing the sensor network.

Privacy in wireless sensor network is often achieved as part of data confidentiality since location information is an integral part of sensor readings [36, 38, 39, 95, 96], though it's not identical to the data confidentiality issue.

### 7.1.6 Authentication

Preventing unauthorized access to legitimate data and tampering from adversaries is not sufficient to have the network secured. The network also needs to detect and reject false or fake data fabricated by adversaries. Non-legitimate data could harm the network’s ability to make quick and sound decision; even worse, maliciously forged data could lead to an attack on the system. A receiving node should only accept data from a legitimate neighbor instead of a random node. At the same time, certain sensor nodes might send command to peers to exercise administrative function, where authentication is a must for the whole network to operate as designed. SPINS [36] proposed $\mu$TESLA to achieve authenticated broadcast in resource-constrained environment. LEAP [97] uses a globally shared symmetric key for broadcast messages to the whole group.

### 7.2 Common Attacks in Wireless Sensor Networks

Wireless sensor networks are particularly vulnerable to several attacks that are commonly seen in traditional networks. Attacks could be launched in a variety of ways, including Denial of Service (DoS) attacks, traffic analysis, privacy violation, physical attacks, and so on [86, 87].

In this section, we walk through a list of attacks that are commonly seen in wireless sensor networks.

#### 7.2.1 Denial of Service attacks

DoS attacks on wireless sensor networks range from simply jamming the sensor’s communication channel to more sophisticated attacks, such as altering 802.11 MAC protocol or any other layer of the network stack to deny authorized access to the communication channel.
Due to the constraint in power capacity and computational capability, guarding against a well orchestrated DoS attack on a wireless sensor network can be nearly impossible. A more powerful node can easily jam a sensor node and effectively prevent the sensor network from performing its intended duty.

[98] identifies a few DoS attacks on routing protocol in wireless sensor networks, including “Block Hole”, “Wormholes” and a few others. [37] gives an overview of DoS attacks on different communication layers in wireless sensor networks.

### 7.2.2 The Sybil attack

The Sybil attack is defined as a malicious device illegitimately taking on multiple identities [99]. It was originally described as an attack that is able to defeat the redundancy mechanisms of distributed data storage systems in peer-to-peer networks [100]. The Sybil attack is also effective against routing algorithms, data aggregation, voting, fair resource allocation and foiling misbehavior detection. All the techniques of this category involve a node utilizing multiple identities to receive disproportionally large share of resources. For instance, in a sensor network voting scheme, the Sybil attack might utilize multiple identities to generate additional votes. Similarly, to attack the routing protocol, the Sybil attack would rely on a malicious node taking on the identity of multiple nodes, and thus routing multiple paths through a single malicious node.

### 7.2.3 Node replication attack

Node replication attack is an attack similar to Sybil attack that compromises the network by manipulating node identities. In node replication attack, an attacker node seeks to add a node to an existing sensor network by replicating the node identifier of an existing sensor node [101]. A node replicated in this fashion can severely disrupt a sensor network’s performance: packets can be corrupted or even misrouted. This can result in a disconnected network, false sensor readings, etc. If the replicated node is inserted into a strategically crucial point in the network, the attacker could possibly get the control of a segment of the network, if not the whole network.
7.2.4 Physical attack

Physical attack is not a major concern in traditional networks, but it requires major attention in wireless sensor works, because they are normally deployed in hostile outdoor environments. In such environments, the small form factor of the sensors, coupled with the unattended and distributed nature of their deployment makes them highly susceptible to physical attacks, for example, threats of physical node destruction [102]. Unlike the previously mentioned attacks, most physical attacks, like flooding, and animal stomping, don’t intend to interfere with any layer of network protocol and might not even have malicious intention behind them, however, they could permanently destroy sensors either partially or entirely; while some physical attacks are far more intrusive: attackers can extract cryptographic secrets, tamper with the associated circuitry, modify programming in the sensors, or replace them with malicious sensors under the control of the attacker, as described in [103]. [104] has shown that standard sensor nodes, such as the MICA2 motes, can be compromised in less than one minute.

7.3 Security Issues under the Context of R-Sentry

Theoretically, a wireless sensor network running R-Sentry could suffer all the attacks described in Section 7.2, and should have most of, if not all, the security features presented in Section 7.1. The fact that R-Sentry is a scheduling algorithm in nature and is not tightly coupled with other system modules makes it straightforward to achieve generic network security by applying existing security solutions. Hence, we would like to focus on the security issues that arise because of R-Sentry’s unique features, one of which is the validity of schedules. We want to see how adversaries could attack R-Sentry with attempt to invalidate schedules, how R-Sentry performs under the attacks, and how R-Sentry thwarts the attacks by installing new defensive mechanisms.

7.3.1 Assumptions on security infrastructure

Our focus is the attack scheme that is specifically coined against R-Sentry and the corresponding defenses; in other words, we like to find out how a node in abnormal condition could undermine the performance of R-Sentry, and how we would defend within the framework of R-Sentry. Given the fact that the existing security protocols and algorithms are orthogonal to the R-Sentry scheme,
it’s reasonable to assume the availability of the following security infrastructure in R-Sentry:

**Key management** is essential to any network that uses encryption to enhance security. Random key pre-distribution schemes [105-108] could be used to distribute shared keys. LEAP [97] proposed a protocol that a multiple keying mechanisms, while PIKE [109] describes a mechanism for establishing a key between two sensor nodes that is based on the common trust of a third node.

**Cryptography** in wireless sensor networks is far more challenging than in traditional networks given the constraints in resources. [88, 110, 111] are representatives of symmetric cryptography in wireless sensor networks, while [112] describes a public-key infrastructure for wireless sensor networks.

With security infrastructure properly in place, we further assume R-Sentry has the following security characteristics:

**Secure broadcasting** requires that only members of broadcast group could receive and decrypt the broadcast message. [113] describes a secure broadcast protocol that uses greedy routing-aware key distribution algorithm.

**Node authentication** could be achieved through works like $\mu$TESLA and its variants [36]. This prevents a node sending messages with forged identities, be it replicated IDs or fake IDs.

**Data freshness** is achieved to a certain extent, i.e. data with delay of longer than a threshold length of time could be detected and discarded.

Having discussed security features and common attacks in general in wireless sensor networks, we turn our attention to the attack and defense in the context of R-Sentry. We will present two attack model that are coined specifically against R-Sentry and our defense scheme against the two types of attacks respectively. The attacker in our attack model has to take control of nodes first, or find a way to make nodes behave against R-Sentry. The way an attacker comprises a node could take the form of physical attack, DoS attack, node impersonation or any other possible way in real world, but it’s the attacking behavior against R-Sentry after the take-over that is of interest in our study.

The goal of adversaries is always the same: prevent redundant nodes from waking up in time and thus compromise the service availability from the network.
In the rest of the chapter, we first present the passive attack model and our defense - *Pre-emptive R-Sentry*; then we discuss two proactive attack schemes, and the corresponding defense schemes.

### 7.4 Passive Attack on R-Sentry and the Defense

Any of *R-Sentry*-specific attacks has to be made possible by exploiting system loopholes or attacking weak links in the system. To better understand the origin of the passive attack model, we examine the sensor node from system perspective by breaking down the node hardware.

#### 7.4.1 The anatomy of a typical sensor node

A wireless sensor node typically is comprised of four modules in hardware, as described in Chapter 2 micro-processor, radio, logger and sensor board. Any one of these module could fail due to reasons like, physical tampering, external extreme conditions or internal hardware error. Failure of different modules has different impact on a sensor network system that is deployed with energy-saving scheduling algorithms like *R-Sentry*. Here, we particularly look at how *R-Sentry* is affected by the malfunction of each module.

**Micro-processor** is the brain of a sensor node, in which software (normally an embedded operating system, like TinyOS [13]) manages the operation of the node. The failing of the micro-processor could lead to erratic behavior from any components on the sensor node, and eventually halts the sensor node’s operation. It’s fair to say that malfunction of micro-processor stops any activities on the sensor node, as if it is removed from the network.

**Logger** is an optional component typically located on an external flash memory and is mainly used to hold collected data for further in-network processing. Though a sensor network system with *R-Sentry* could conduct in-network data processing, *R-Sentry* itself doesn’t rely on any form of in-network processing. Our analysis in Chapter 2 has shown that, given the system parameters in table 2.1, each node only need a few Kilobytes to hold the data structures required by *R-Sentry*. Hence we take the view that the failing of logger doesn’t have significant impact on *R-Sentry*.

**Radio** is just as important as micro-processor to a wireless sensor node. In wireless sensor
networks, the only way to transmit the data from individual sensor nodes to base station is through the wireless links. When the radio module fails, the node is isolated from the rest of the network and there is no way the node could contribute to the application. Based on this reasoning, when the radio fails, the node is believed to stop working completely, even though all the other modules could still function properly.

**Sensor Board** is where sensor module is located and is usually attached to the node through expansion slot [1]. If the sensor module stops working, the sensor node wouldn’t be able to sense the surrounding environment, and would leave a service hole within the network, either in coverage, connection, or both. Put in the context of R-Sentry, the effect of a malfunctioning sensor board could be worse. Suppose the other modules still function properly and are not aware of the failure of the sensor module, the active node in R-Sentry could still respond to the probings from its redundant nodes, and generate schedules for them, misleading redundant nodes to believing that the active nodes still functions as it appears: covering its neighborhood.

Based on the above analysis, we have the following arguments regarding the impact of a faulty component on R-Sentry:

1. The outage of logger alone virtually has no impact on R-Sentry.

2. Regardless of the healthiness of other modules, failure of micro-processor or radio causes the node to appear as dead to the application, because the node couldn’t contribute to the network operation.

3. Malfunction of sensor board could give a false impression of good network coverage to the surrounding redundant nodes and prevent R-Sentry from waking up redundant nodes in time.

It’s not difficult to see that the scenario described by the second argument is perfectly covered by the catastrophic failure model in Section 6.1 because the affected node just exhibit the same behavior as dead node in R-Sentry; while the third argument could be the foundation for the passive attack scheme that we will present next.
7.4.2 Attacking scenario

*R-Sentry* relies on the redundant nodes to wake up at scheduled time to ensure the demise of an active node could be caught within $\Delta$ time. As a result, any coverage hole left due to the malfunction of an active node would be recovered within $\Delta$ statistically. This feature requires active nodes, as long as they are healthy, actively sense and transmit readings back to the base station to ensure their surrounding area is covered.

What would happen then if the node is attacked physically, and as a result, sensor board stops working properly; or a node is injected with a piece of malicious code that derails node’s sensing activities? It’s very likely that random readings would be collected by sensor board, sent to micro-processor for processing if there is any, and eventually forwarded to the base station. This essentially causes a coverage hole because there is no correct sensor reading for the area covered by nodes with malfunctioning sensor board. This attacking scenario certainly could also happen when there is no adversary at all but there are outages in sensor boards due to internal errors or hash working conditions. Regardless, we call such node passive attacking node in the context of *R-Sentry*.

7.4.3 Attacking model

A passive attacking active node appears just like a regular active node, except that it doesn’t report sensor reading back to the base stations, with the intention of creating a coverage hole in the network in a stealthy manner. What makes things worse is, attacking node still as usual generates schedules for the redundant nodes and responds to any communication requests from peer nodes. By doing this, the malicious active node could prevent its redundant nodes from becoming active timely and thus leave the coverage hole uncovered, potentially until the malicious node itself dies. What could be worse is, if malicious nodes have external power source and operate for extended longer time, the network would suffer more severely, because the percentage of malicious nodes in the network gets higher and higher as more and more non-malicious nodes run out of power as time goes.

One noteworthy characteristic of the above attacking scenarios is, the malicious node doesn’t seek to tamper or manipulate schedules: it still follows *R-Sentry* in generating schedules without any
change or adjustment for the malfunctioning sensor board. This is why we call it a passive attacking model.

![Diagram of sensor node active and passive states with time intervals and sensor gang schedules.

(a) Wake-up sequence

<table>
<thead>
<tr>
<th>Time (s)</th>
<th>B,C</th>
<th>D,E</th>
<th>E,F</th>
</tr>
</thead>
<tbody>
<tr>
<td>1200</td>
<td>1500</td>
<td>1800</td>
<td>2100</td>
</tr>
<tr>
<td>1500</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1800</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2400</td>
<td>B,C</td>
<td>D,E</td>
<td>E,F</td>
</tr>
<tr>
<td>2700</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3000</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(b) t = 1200
(c) t = 2100

Figure 7.1: Passive attack leaves the system uncovered

Figure 7.1 illustrates how a passive attacking node causes the coverage hole uncovered for longer time than when the active node is not in attacking mode. In this example, active node A has gangs of \{B, C\}, \{D, E\} and \{E, F\}; Figure 7.1(b) and 7.1(c) shows A’s gang schedule table at time 1200 and 2100 respectively. If active node A starts attacking by not reporting actual sensor readings at time 1200, though its gangs wake up and probe periodically based on schedules generated by node A (shown in Figure 7.1(a)), the coverage hole caused by node A’s malicious action could not be recovered until at time 3000 when gang \{E, F\} detects A’s death, leaving certain grid points uncovered for 1800 seconds. Since the active node A dies at time 2850, the coverage loss could have lasted for just 150 seconds if node A operates normally until it dies.

We present an enhanced version of R-Sentry to counter the passive attack.

### 7.4.4 Pre-emptive R-Sentry

As we have shown, malicious sensor nodes pose great challenge to R-Sentry. To neutralize the impact of the malicious nodes, one solution is to detect the malicious nodes at the early stage. One way we could do is to have the base station perform analysis on the sensor readings collected by active nodes. Since one active node’s coverage more or less overlaps with its neighboring active
nodes, if one node’s reading is significantly different from its neighbors’, there is a good chance this active node is compromised. This approach however requires certain degree of coverage overlapping to have a satisfactory detection rate.

Instead of taking an reactive approach of detecting, we would like to be proactive by limiting the active time of possible malicious sensor nodes.

**Basic idea**

In *R-Sentry*, once a node becomes active, it stays active until it dies. In other words, when a malicious node becomes active, it could be harming the system until it dies. In recognition of this, it is just natural to limit the active time of malicious sensor nodes to limit the effect from the attack.

Since no prior knowledge is available regarding each node’s intention, and there is no detection mechanism is in place, we will simply impose a quota $\beta$ on the time a node could be continuously active. When an active node uses up its quota, it goes to sleep voluntarily. When its redundant nodes wake up, some of them would become active as they learn that the original active node is no longer active. Because of the fact that each active node has to go to sleep voluntarily after it uses up its quota regardless of its energy level, we call this scheme *Pre-emptive R-Sentry*, inspired by the pre-emptive process scheduling algorithm in operating system.

![Diagram](https://via.placeholder.com/150)

*Figure 7.2: Illustration of Pre-emptive R-Sentry against faulty nodes*  

Figure 7.2 shows how *Pre-emptive R-Sentry* reduces the coverage loss time caused by the attack from passive malicious node, with the same setting as scenario in Figure 7.1. Malicious node $A$ goes to sleep around time 1950 due to the quota constraint, which leads the gang $\{E, F\}$ to take over when it wakes up at time 2100. The benefit is obvious, the coverage loss time is reduced from 1800 seconds to 900 seconds.

We have to be careful about the length of $\beta$, which we refer to as *shift period*. If it’s too long, the
effectiveness of the scheme would be limited, because the malicious active node may stay active for too long; if it’s too short, the whole system would experience state transitions too frequently, which would leave the system in an unstable state and incur excessive overhead related to state transition.

**Challenges for Pre-emptive R-Sentry**

*Pre-emptive R-Sentry* introduces more frequent node state transitions, which creates problems for the scheduling scheme itself, in addition to the overhead imposed on each individual sensor node. In regular *R-Sentry*, a redundant node follows the schedules from neighbor active nodes until the redundant node turns active. The same could still be said in *Pre-emptive R-Sentry*, but at the same time, we need to decide how long an active node should sleep after it continuously serves for duration of $\beta$. We suggest an active node sleep for a short interval, for the following reasons:

1. The active node should be given the chance of being scheduled by the neighboring active nodes as early as possible once it becomes redundant, so that it could start guarding the new active nodes soon.

2. The once active node should inform the newly activated nodes of its existence as early as possible, because the newly activated nodes didn’t have updated information about the neighborhood while they were in sleep and they need to update their knowledge about the neighborhood to build gang schedule tables that reflect the situation as accurately as possible.

**7.4.5 Experiment Evaluation**

**Simulation setup**

We use the same simulation platform as discussed in Chapter[6] To better understand the impact of the passive malicious sensors, we modify the catastrophic failure model by injecting malicious nodes into the networks. Specifically, a certain percentage of the total 600 nodes operate with the intention to undermine the network. These malicious nodes are randomly uniformly distributed across the network field. They operate until running out of energy, just like other normal nodes. The only difference is, passive malicious nodes don’t report sensor readings to the base station.
Figure 7.3: Impact of passive malicious sensor nodes

Simulation results

Figure 7.3 shows how the system performs as the percentage of malicious nodes increases with $\beta$ as 200 seconds. From Figure 7.3 (a), we can see both regular R-Sentry and Pre-emptive R-Sentry maintains a certain level of 90% lifetime as the percentage of malicious nodes increases. This is because, with the faulty percentage relatively small, the overlapping of the active nodes’ coverage alleviate the coverage hole caused by the malicious nodes. The benefits of Pre-emptive R-Sentry however is highlighted in Figure 7.3 (b): the average coverage recovery time stays nearly constant in Pre-emptive R-Sentry, while in regular R-Sentry, the average coverage recovery time increases as the percentage of the malicious nodes goes up. Our explanation is, Pre-emptive R-Sentry limits the active time of the malicious nodes, thus allows the redundant nodes to become active to recover the coverage earlier than regular R-Sentry does. This behavior agrees with our analysis in Section 7.4.3.

Shift period $\beta$ governs how long a malicious active node could harm the system before it dies and how dynamic the system composition could be. Figure 7.4 observes the impact of $\beta$ with percentage of the malicious nodes as 12%. Figure 7.4 (b) depicts the trend of the average coverage recovery time over the shift period. As expected, overall, the coverage recovery takes longer as the $\beta$ increases. In Figure 7.4 (a), we surprisingly notice that the lifetime is not significantly affected by the shift period. Our explanations are: first, the frequency of node wake-up is not directly tied with the length of the shift period, which is confirmed by the simulation trace. The redundant
nodes wake up as scheduled, regardless of whether they would become active or not. This means the overhead from the node wake-up doesn’t change much over different shift periods; second, given the definition of 90% lifetime in 6.4, the longer the network coverage is maintained at certain level, the longer the lifetime is, regardless of the total energy that has been consumed, which gives shorter shift period the edge in terms of lifetime. But excessively short shift period does incur significant overhead, including energy consumption in radio state switch, and time delay. This effect however is not apparent in Figure 7.4 (a), noting that the network lifetime when $\beta$ is 200 seconds is only slightly better than the network lifetime when $\beta$ is 150 seconds. We believe this is because our event-driven simulator couldn’t simulate these circuit-level behaviors. We expect to confirm this phenomenon in a real sensor platform in the future work.

### 7.5 Proactive Attack on R-Sentry and the Defense

A malicious sensor node in passive attack mode doesn’t seek to manipulate its neighboring nodes in any way other than implicitly appearing to be active and functional. The malicious node simply responds to communication requests, implicitly giving false information about its sensing capability. Given the nature of R-Sentry as a scheduling algorithm, a distorted schedule could potentially be more harmful and disruptive to the system.

An active node in “proactive attack” mode attempts to send manipulated schedules to its redundant nodes, with the intention to disrupt R-Sentry thus leading to shorter network lifetime and longer
recovery time. Two types of proactive attack on *R-Sentry* and the respective defense are discussed in this section.

### 7.5.1 Secretive mode

An proactive attacking node in secretive mode looks no different from an node in passive attack mode: it still pretends to be functional, responding to communication request from redundant nodes while not reporting sensor reading. However, it responds with manipulated schedules with the intention to discount *R-Sentry*’s effectiveness.

A proactive attacking node could potentially make any schedule that doesn’t follow *R-Sentry*. To conceal its identity, the attacking node in secretive mode makes schedules that lead its redundant nodes to sleep reasonably longer than normal *R-Sentry* schedules.

The setup of this type of attack resembles unsolicited longer $\Delta$ on top of passive attack model. Thanks to the secretiveness nature of this type of mis-scheduling, it’s difficult for the redundant nodes to detect the attacking nodes. Again, our defense doesn’t intend to detect these secretive attacking nodes. Section 7.4 has shown that pre-emptor could successfully thwart the passive attack. The impact from unsolicited longer $\Delta$ from a percentage of active nodes should be similar from longer pre-configured $\Delta$. In Section 6.5, it has been shown that *R-Sentry* performs well with reasonably long $\Delta$. All this points to *Pre-emptive R-Sentry* as a working defense scheme against proactive attack in secretive mode, as is confirmed by our experiments in Section 7.5.3.

### 7.5.2 Brute-force mode

An active node in secretive mode tampers the schedule to a limited extent in order to keep its stealthy state; an active node could also aggressively make such schedules that its redundant nodes sleep forever. We refer to the attacking mode in the latter case as brute-force mode.

An attacking node in brute-force mode doesn’t have any intention to conceal its identity. It simply launches a trivial yet effective attack: schedule the redundant nodes to sleep forever, leaving the network as short-lived as the current set of active nodes. Brute-force attack from active nodes virtually neutralizes the benefits that a scheduling algorithm like *R-Sentry* brings to the table.
Brute-force attacking scheme

To better study how R-Sentry reacts to and defenses against brute-force attack, attacking nodes in the brute-force attack model is made report sensor readings back to base station. As described in Chapter 5 during initialization period, a minimal set of nodes are selected to be active, and the rest of the nodes, deemed redundant for the time being, switch to sleep mode to preserve energy, hoping to contribute when the current set of active nodes stop functioning later. R-Sentry scheme essentially comes down to getting redundant nodes back to work when needed.

We will see in Section 7.5.3 that the attack from a limited percentage of malicious active nodes, which try to get their redundant nodes sleep longer than scheduled by R-Sentry, has limited impact on the network, thanks to the Neighborhood Effect described in Section 6.6.3. To launch an effective attack, our scheme employed by the brute-force attacking nodes has the following features:

- An attacking node always schedule its redundant nodes to sleep longer than the active node’s estimated lifetime with the intention of neutralizing R-Sentry.

- Manipulating schedule is the only way a malicious node attacks. To isolate the impact from passive attack, attacking nodes in brute-force mode report sensor reading to base station.

- A potential attacking node doesn’t attack while in sleep mode.

Defense against brute-force attacking

When a redundant node receives consecutive schedules from the same active node that asks it to sleep unreasonably long, it has legitimate reason to believe that the schedules from that same active node are polluted and should not be followed. Then comes the question: what schedule should the affected redundant node follow? Certainly the node could still follow other active nodes that it considers are trustworthy, but what if majority of the active nodes in its neighborhood are compromised, or a redundant node just couldn’t receive valid schedules from active nodes for some reason?

If we go back to Chapter 5 and revisit how an active node makes schedules for its redundant nodes, we’ll see that there are mainly three parameters that dictate schedule making:
1. $\Delta$

2. gang size

3. number of redundant nodes near the active node

Both item 1 and item 2 are pre-configured and known to redundant nodes, while item 3 is something only active node itself knows. It seems the defense against attacks of invalid schedules from active nodes essentially comes down to figuring out the number of redundant nodes near the malicious active nodes. However, it would not be straightforward for a node to detect the existence of another node if there is no direct communication link between them. Since redundant nodes don’t necessarily wake up at the same time, it’s not feasible to resort to the help from intermediate nodes to establish the indirect connection between two redundant nodes; and even if the percentage of redundant nodes that wake up at the same time reaches a point that makes the indirect communication meaningful, the ensuing overhead and complexity in communication and node tracking, and the so-so quality of information derived through non-neighbor redundant nodes make not a viable answer collecting information on relevant redundant nodes through indirect communication.

Given the aforementioned observations, we step back from the thinking that we have to defend by restoring the untampered schedules. Instead, we adopt random schedules that is not bound by any information from active nodes. If the random function follows a context-aware distribution, it’s highly likely to achieve relatively sub-optimal performance as complex schemes do, while not being penalized with overhead in communication and computation as much [114, 115]. Here we employ an uniform distribution that has the redundant nodes sleep for a time that is randomly distributed between $\Delta$ and an upper bound. The choice of $\Delta$ as lower bound is obvious, because $\Delta$ is the minimal time for a redundant node to sleep in R-Sentry, as described in Chapter 5. Upper bound is not as straightforward, but we can use the information that is available to a redundant node to deduce one.

There is certainly little valuable information available in those manipulated schedules, but there is still certain piece of valid information that is available to or could be derived by redundant nodes. These information includes:

- **Current network lifetime** $t_{\text{curr\_net\_time}}$
A redundant node could easily get this from its internal timer.

- **Remaining functioning nodes** $n_{\text{remain, nodes}}$
  
  The number of remaining functioning nodes (either in active mode or sleep mode) $n_{\text{remain, nodes}}$ could be roughly derived by the following equation:

  \[
  n_{\text{remain, nodes}} = N - \frac{t_{\text{curr, net, time}}}{t_{\text{active, life}}} \times s_{\text{active, set}} \times r_{\text{adj}},
  \]

  where $N$ is the total number of nodes, $t_{\text{curr, net, time}}$ is the current network lifetime, $t_{\text{active, life}}$ is the lifetime an node could sustain continuously in active mode, $s_{\text{active, set}}$ is the average number of nodes that need to be active to maintain the network coverage above the pre-configured threshold, and $r_{\text{adj}}$ is an adjustment factor that is normally larger than 1.

  The actual values of $N$ and $t_{\text{curr, net, time}}$ are available to any nodes; an estimation of $s_{\text{active, set}}$ could be provided by network administrator based on historical data or be calculated based on grid size, sensing range, neighbor range; $r_{\text{adj}}$ could be set based on environment conditions, sensor node reliability, or any other conditions that could cause a node stop working prematurely, like the catastrophic events that we model in Chapter 5.

- **Average number of redundant neighbor nodes of each active node** $n_{\text{avg, redu, set}}$
  
  We could derive $n_{\text{avg, redu, set}}$ by the following equation:

  \[
  n_{\text{avg, redu, set}} = \frac{n_{\text{remain, nodes}} - s_{\text{active, set}}}{s_{\text{active, set}}} \times r_{\text{overlap}}
  \]

  where $r_{\text{overlap}}$ is a factor that reflect the fact that redundant nodes could be shared by multiple active nodes. $r_{\text{overlap}}$ normally takes a value that is larger than 1.

- **Remaining network lifetime** $t_{\text{remain, net, life}}$
  
  With the number of remaining functioning nodes available, the remaining network lifetime could be derived using the following equation:

  \[
  t_{\text{remain, net, life}} = \frac{n_{\text{remain, nodes}}}{s_{\text{active, set}}} \times t_{\text{active, life}}
  \]

  The above equation assumes that all the remaining nodes would contribute to extend the network lifetime, which is not always the case, but the Equation 7.3 does provide an
estimation with a good accuracy and the historical data could always be used to calibrate the value derived though the equation.

- Remaining lifetime of the redundant node $t_{\text{remain}\_\text{node\_life}}$
  Remaining energy is readily available to the node, hence remaining life time of a node is also available, as long as the operation power of a node doesn’t change.

With the above information available, we choose the minimal value among $t_{\text{remain}\_\text{net\_life}}$, $t_{\text{remain}\_\text{node\_life}}$ and $n_{\text{avg\_redund}} \times \Delta$ as the upper bound for the following reasons:

1. A redundant node won’t be able to contribute if it sleeps past the estimated network lifetime.
2. A redundant node won’t be able to contribute if it dies during the sleep.
3. A redundant shouldn’t sleep longer than the $n_{\text{avg\_redund}} \times \Delta$ according to R-Sentry algorithm.

We refer to this minimal value as $\text{SleepInterval}_{\text{upperbound}}$.

Detection of invalid schedules

Unlike Pre-emptive R-Sentry against passive attack, our defense of random scheduling against brute-force attack requires detection of invalid schedules. Given the brute-force nature of the attack, invalid schedules in brute-force attack are normally not as deceptive as in secretive mode, because all a malicious node wants to do is to send excessively long sleep time, hoping redundant nodes would follow whatever schedules are received.

Our analysis has shown that a redundant node shouldn’t sleep longer than $\text{SleepInterval}_{\text{upperbound}}$, thus $\text{SleepInterval}_{\text{upperbound}}$ could be part of the equation that decides if a schedule is valid. To be in line with our original motive of being relatively simple and effective, a feature enjoyed by random scheduling, we use a fraction of $\text{SleepInterval}_{\text{upperbound}}$ as the criterion: $\text{SleepInterval}_{\text{upperbound}} \times F$, where $F$ is a positive floating number that is less than 1. Larger $F$ would increase the threshold for random scheduling to kick in while smaller $F$ would lower the threshold. $F$ is just one of the many parameters that is adjustable in R-Sentry to adapt to different needs in real world.
7.5.3 Experiment Evaluation

The simulation platform and basic setup for proactive attack is identical to the one used in simulations for passive attack, as describe in Section 7.4.5. Changes specific to new attacking modes will be described later in corresponding sections.

Secretive mode

A new parameter, $\Delta_{\text{scale}}$, is introduced in secretive mode of proactive attack to measure how the system responds to manipulated schedules. Specifically, an active in secretive attacking mode scales up $\Delta$ by a factor of $\Delta_{\text{scale}}$ in making schedules for its redundant nodes. In other words, $\Delta_{\text{scale}} \times \Delta$ replaces $\Delta$ in original equations that generate schedules.
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Figure 7.5: Proactive attacking in secretive mode
We first increase the $\Delta_{scale}$ while keeping fixed the percentage of attacking nodes as 12% and $\Delta$ as 50. Figure 7.5 (a) and (b) show that Pre-emptive R-Sentry achieves consistent coverage recovery time, and performs better in network lifetime until when $\Delta_{scale}$ is over certain value beyond 30. Before $\Delta_{scale}$ goes beyond 30, the performance comparison between R-Sentry and Pre-emptive R-Sentry here is very similar to the one in passive attack (see Figure 7.3). This is because, secretive mode of proactive attack suffers from the same passive attack that malicious active nodes don’t report sensor reading, which is neutralized by imposing pre-emptor on all active nodes, and the malign schedule from malicious active nodes, which is mitigated thanks to Neighborhood Effect described in Section 6.6.3. What happens when $\Delta_{scale}$ passes over a threshold value is, at certain point during a transition period from one group of active nodes to the next group of active nodes, there are not enough active nodes in the network that keeps the network coverage above a certain threshold, which is 80% in our simulation setup. Neighborhood Effect alleviates the negative impact from tampered schedules, but couldn’t completely shield the network from being affected.

In Figure 7.5 (c) and (d), we keep $\Delta_{scale}$ fixed at 8 and increase the percentage of attacking nodes. Similar patterns are observed: Pre-emptive R-Sentry nicely maintains coverage recovery time consistently low, and has longer network lifetime until the percentage of malicious nodes goes beyond certain threshold. Again, this is because of insufficient number of active nodes during transition period.

At the same time, we noticed that R-Sentry actually reacts to the proactive attack in secretive mode pretty well. This is largely due to the Neighborhood Effect and the limited impact from malicious nodes. After all, malicious active nodes have to maintain its secretive state by not distorting the schedule too much.

**Brute-force mode**

To evaluate the effectiveness of our defense scheme of random scheduling against brute-force attack, we increase the malicious node percentage from 0 until 100 by the increment of 10 in both R-Sentry and Random Scheduling R-Sentry, RS-Sentry for short. In our simulation setup, malicious nodes send excessively long sleep time hoping to get redundant nodes sleep for as long as $\frac{InitialEnergy}{P_{idle}}$, and we choose $F$ as 0.5.

Figure 7.6 shows how the 90% network lifetime and average coverage recovery time change in
R-Sentry and RS-Sentry.

![Graphs showing network lifetime and coverage recovery time](image)

Figure 7.6: Proactive attacking in brute-force mode

R-Sentry shows its resilience and robustness in the presence of invalid schedules. It performs well until the faulty percentage hits 40%. This is mainly because of Neighborhood Effect discussed in Section 6.6.3. A redundant node receives schedules from multiple active nodes located in its neighborhood. According to R-Sentry’s design, a redundant node always follows the one that schedules it to sleep for the shortest time, which means, a redundant node won’t sleep for excessively long period as long as there is still healthy active node in its neighborhood, and there is still a good chance that a redundant node could contribute to extending the network’s lifetime. However, as the percentage of faulty nodes goes up further, the percentage of valid schedules received by a redundant node goes down, and the likelihood of a redundant node not receiving any valid schedule goes up significantly. This explains the significant drop of network lifetime in R-Sentry when the faulty percentage goes beyond 40%.

With random scheduling, the impact from manipulated schedules that lead to excessively long shortest sleep time is contained. At the end of probing period, if a redundant node concludes the shortest sleep time it receives is invalid based on criterion described in Section 7.5.2, it simply ignores the schedules from active nodes and adopts a schedule generated by random scheduling. Though this random scheduling doesn’t give an answer as well-calculated as by R-Sentry with no malicious nodes, it certainly produces a schedule that reflects the system state to a certain extent and keeps the redundant node in the loop by avoiding sleeping unreasonably long. The result is an
improved network lifetime and reasonably good coverage recovery time.

One interesting observation from Figure 7.6 is, network lifetime actually goes up slightly after the random scheduling kicks in when the percentage of malicious nodes goes beyond 40%. This, however, comes at the expense of average recovery time, as shown in Figure 7.6 (b).

### 7.5.4 Discussion

The study presented in this chapter on the passive and proactive attack in R-Sentry reveals interesting facts that are not exposed in previous chapters and also raises questions concerning the applicability of the attack and defense schemes. We will briefly discuss these issues in this section.

**Bonus from being pre-emptive**

The introduction of pre-emptor into R-Sentry is intended to counter the attack from passive malicious sensor nodes. Surprisingly, our simulation result reveals that pre-emptor gives us some bonus performance boost. When we look at the data point whose malicious node percentage is 0 in both plots of Figure 7.3, we find it interesting that even when there is no passive malicious nodes, Pre-emptive R-Sentry still outperforms regular R-Sentry. Our explanation is, in Pre-emptive R-Sentry, the system experiences changes in a more gradual manner in the quantity of the active nodes, as well as the quantity of the sleep nodes. This largely lowers the probability of not having enough nodes at proper positions to maintain the network coverage at certain level.

![Figure 7.7: Change of system state](image-url)
Figure 7.7 illustrates how the numbers of nodes in different states change during the course of the 90% network lifetime. *Pre-emptive R-Sentry* has a more smooth curve than regular *R-Sentry*.

**Uncooperative passive malicious nodes**

*Pre-emptive R-Sentry* imposes a quota on continuous time active nodes can operate for and performs well against passive attacking. This quota-based approach, however, requires cooperation from malicious nodes. If a malicious node ignores the quote restriction, continuing to operate after it uses up its quota, pre-emptor just couldn’t be enforced.

It’s certainly not reasonable to ask malicious nodes to cooperate, even though it’s possible that the quota restriction could be still enforced if software module that controls the node mode is not compromised. One ultimate solution is to have a hardware timer embedded in the power controller on the sensor node. Reprogramming(compromising) hardware module is far more difficult than reprogramming software stack on any electronic devices. With the help from a hardware timer, *Pre-emptive R-Sentry* could be implemented regardless of malicious nodes’ willingness to cooperate.

**Possibility of brute-force attack**

As pointed out in Section 7.4.1 passive attack could be launched by malicious parties intentionally annihilating the sensor module, or could be a byproduct of malfunctioning sensor module in sensor nodes.

In proactive attack, both attacking modes could happen when a percentage of nodes are injected with malicious code that changes logic in generating schedules. Another possible scenario could be that redundant nodes receive the signal from active nodes but couldn’t decode the signal to recover the schedules, for example on occasions when there is electromagnetic interference like traffic jam from malicious parties, or electromagnetic wave from nearby power lines etc. Whichever the case may be, it’s not unusual that a large percentage of nodes are affected.
Chapter 8
Summary

Providing long-lived, fault-tolerant sensor services requires the network to be able to quickly recover from coverage loss due to frequent node failures. That is, if an active node fails, its coverage should be quickly resumed by the redundant nodes, which were in sleep mode to conserve energy. Earlier node scheduling solutions, such as PEAS [46], adopt completely random schedules among redundant nodes. A random schedule cannot guarantee a redundant node will wake up timely when the active node fails, nor can it guarantee the redundant node that happens to wake up can fully recover the coverage hole.

**R-Sentry** addresses these issues by grouping redundant nodes into “gangs” and careful scheduling of the “gangs”. **P-Sentry** overcomes the drawback of excessive number of wake-ups the **R-Sentry** suffers and fits in scenarios where **R-Sentry** might not work best due to costly wake-up.

Defense against passive and proactive attack on **R-Sentry** have also been addressed in the thesis. In the case of passive attack, malicious party doesn’t attack the essence of **R-Sentry** – scheduling, instead active nodes stop reporting sensor readings while still making valid schedules for their redundant nodes. We introduced pre-emptor into **R-Sentry** to limit the continuous active time of each active node without pro-actively identifying malicious nodes.

In the case of proactive attack, malicious party goes straight to manipulating schedules of redundant nodes. It turns out that **R-Sentry** has an inherent robustness against attacks from a limited percentage of malicious nodes. However, when the attack turns into a brute-force manner by blatantly generating invalid schedules, **R-Sentry** loses its basis of working properly. Random scheduling comes to rescue by applying random schedules that are bound between $\Delta$ and an upper bound that is closely tied to the current system state.

The study in the thesis doesn’t intend to be universally applicable to any popular wireless sensor networks. It’s a research work that is largely based on experiments on our home-grown simulation...
platform. However it’s the author’s intention to delve into the scheduling scheme in wireless sensor networks and provide guidances and insights from some interesting observation presented in the thesis. Moving forward, however advanced the technology may be, scheduling-based schemes like R-Sentry could always boost the system performance that is either bare-bone or less planned.
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