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In distributed networks with a large number of network nodes, direct coordination of com-

munication nodes for performance optimization is an inefficient and difficult task that demands

global knowledge of the network status. Hence, implicit coordination techniques, that indirectly

infer the network status from the delay and loss of the packets that are received, transmitted,

or overheard, have been developed for network performance improvement. Implicit coordina-

tion can be accomplished while preserving the valuable network bandwidth resource that can

be easily exhausted during the coordination processes. Well-designed implicit coordination

techniques, such as TCP in IP protocols or CSMA in 802.11 systems, can make the communi-

cation system more efficient and reliable by eliminating or reducing overheads and latency for

coordination.

In this paper, implicit coordination techniques are designed and implemented for a num-

ber of practical cooperative communication protocols in wireless networks. Firstly, an implicit

coordination technique is applied for vehicular networks where adaptability and scalability are

major concerns owing to dynamically varying network conditions. For efficient and reliable

dissemination of life-safety messages, packet relay nodes are implicitly coordinated for their

cooperative relay of the packets received. Next, a joint power control and scheduling problem

is discussed in wireless peer-to-peer to networks. Implicit coordination technique is applied to

ii



solve complicated resource allocation problems. The resulting coordination algorithm is fully

distributed and improves both throughput efficiency and user fairness to the network, relying

only on the local information of individual nodes. Lastly, implicit coordination techniques are

used to protect the location privacy of the wireless nodes that are collaborating for their loca-

tion privacy. Two novel cooperative location privacy protection methods, Location Cloaking

and Location Cloning, are designed in the communication physical layer. Then, implicit co-

ordination techniques are applied to protect the location privacy of cooperator nodes whose

location information may be threatened while they are cooperating with another node. Implicit

coordination also minimizes the risks caused from extra packet transmissions during coopera-

tive operations.
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Chapter 1

Introduction

The evolution of wireless technology provides a broadband and reliable connectivity to mobile

users. High resolution video streaming applications and rapidly growing mobile computing

network environments, however, are demanding high bit-rate services over large coverage areas

for seamless support of mobile users. To fulfill such demands, the concepts of wireless mesh

networks [1,2,3] and cooperative communication techniques [4] are actively researched to build

more efficient and reliable wireless networks.

Cooperative communications in wireless systems, which exploit diversity gains from mul-

tiple radios, have advantages of efficiency and reliability in network protocols. However, coop-

erative communications presumes the coordination of nodes, which induces protocol overheads

for coordination among the network entities in the network. For example, wireless nodes need

to keep exchanging their status information for a proper coordination with other nodes to avoid

collisions among them. Unless their status information is precisely updated, the gains from

cooperation may significantly degrade. In such a case, the overhead from status information

exchange should be carefully considered along with the efficiency and reliability of the proto-

col. On the other hand, the overhead in coordination also affects the privacy of wireless users.

This is because the more wireless device transmit signals there are, the easier it is for malicious

eavesdroppers to trace the user locations.

In this research, we design a number of wireless protocols based on implicit coordination

techniques, which further enhances the efficiency of the existing networking protocols. Firstly,

we highlight the benefits from implicit coordination techniques for various applications in Ad-

Hoc networks where a central coordinator does not exist. Secondly, we review the difficulties

in designing reliable protocols based on implicit coordination techniques when networks are

dynamic and then we suggest a solution for reliable coordination among node, which restricts
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the rage of implicit coordination. Thirdly, we show how implicit coordination technique can

be applied in solving very complicated distributed network coordination problems. Optimal

resource allocation problems are known to be an NP complete problem in Ad-Hoc networks [5,

6, 7, 8]; however, we show that by applying dual-primal decomposition methods, the network

utility maximization problem can be solved by a distributed algorithm employing an implicit

coordination technique. Lastly, we propose a novel cooperative location privacy protection

mechanism for mobile wireless users, which exploits implicit coordination of peer nodes.

We provide an overview of implicit coordination techniques, and then we provide the out-

line of the paper introducing each chapter, whereupon we discuss implicit coordination tech-

niques for various objectives of the protocols in wireless networking. In wireless commu-

nications, protocols and network functions are defined to achieve more efficient and reliable

networks. Although cooperative communication improves efficiency and overall network per-

formances through the coordination among the network entities, such cooperation demands

each node to update the status information of other network entities connected directly or indi-

rectly to. Examples of such status information are locations, connectivity, hierarchical network

structure, available resources, channel status, congestion status [9, 10].

Typical communication protocols rely on explicit coordination to exchange status informa-

tion among network entities and to control their functions. In most cellular networks, base

stations centrally coordinate mobile nodes associated with them using a globally collected

knowledge through explicit coordination message exchanges. For example, in Time Division

Multiple Access (TDMA) type radio systems, medium access is centrally coordinated by the

base stations using explicit control messages. In some cases, the overhead for coordination

may not be trivial, hence the overhead induced for coordination should be properly managed in

order not to degrade the network performance too much.

In decentralized systems, such as Ad-Hoc network systems and IP networks where central-

ized coordinators are not available, implicit coordination techniques are already widely used.

One good example is Carrier Sensing Multiple Access/Collision Avoidance (CSMA/CA) in

Wi-Fi networks [11], which exploits random access delay to avoid collision among nodes. Us-

ing CSMA/CA protocol, each node adjusts its contention window size depending on the con-

gestion status of the network that is implicitly inferred from the timeout of acknowledgement
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packet [12, 13]. TCP congestion control [14] is another good example that handles network

congestion problems through an indirect rate control mechanism using congestion windows in

both transmitter and receiver nodes. The network congestion status is inferred (i.e., implicitly

measured) from the latency and packets losses of packets [15].

The property of wireless protocol that is properly designed for implicit coordination can be

summarized as follows

• Locality: Since the nodes are coordinated based on their local information, the protocol

functions can coordinated in a distributed way

• Efficiency: Low overhead from the elimination or reduction of coordinating messages

• Adaptivity: The protocol is more scalable over the variety of network conditions such as

node density and network congestions

• Robustness: Since nodes are relying on local information, they can quickly adapt to the

dynamic environmental changes networks

1.1 Outline of the paper

In this research, implicit coordination techniques are applied for various applications in wire-

less communications. In chapter 2, the Zero-Coordination Opportunistic Routing (ZCOR) al-

gorithm is proposed for rapid and reliable road-emergency message disseminations in vehicular

networks. Disseminating mission-critical life safety-messages reliably over multi-hop geocast

areas is a very difficult task in dynamic and capacity limited vehicular networks. Without a

coordinator, vehicular networks need a self-organizing architecture; moreover, nodes in the

network are cooperating for reliable message dissemination over large geocast areas. Hence,

solving the difficulties of coordination among nodes and of overhead control are key issues

owing to the band-limited control channel in vehicular networks. By employing implicit co-

ordination techniques, we solve the overhead and latency problems that are typically raised in

such conditions. We also review the problems in implicit coordination techniques that are raised

by imperfect state estimation due to the channel and topology dynamics. Then we provide a
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solution improving the coordination reliability by restricting the range of status information

exchange.

In chapter 3, we apply implicit coordination technique for optimal resource allocation in

Ad-Hoc networks. Network optimization using network utility maximization methods typi-

cally improves network throughput efficiency; however, they easily lose the balance for user

fairness. By jointly considering time scheduling with power control, we can improve both ef-

ficiency and fairness. In this research, we propose a novel Joint Power control and Scheduling

Algorithm (JPSA) to enhance network throughput without sacrificing fairness among users. We

show that implicit coordination techniques can be applied to solve such complicated network

utility maximization problems by introducing primal-dual decomposition methods. The result-

ing coordination algorithm is fully distributed and improves both throughput efficiency and user

fairness of the network in a distributed way relying only on the local information of individual

nodes. Our proposed JPSA also significantly alleviates the latency and overhead in coordinat-

ing nodes by employing an implicit coordination technique, which infers the local interference

level from Received Signal Strength to Noise-Interference (RSSI) level.

In chapter 4, we discuss implicit coordination techniques in the context of location privacy.

Wireless users are vulnerable to attacks from adversaries using various passive localization

techniques. Adversaries can easily infer the location of wireless users by measuring Time Of

Arrival (TOA) or Received Signal Strength (RSS) [16,17,18] from the user transmitted signals

at the physical layer. Although such passive and indirect localization mechanisms are easy

to implement, techniques securing location information at the physical layer of the wireless

communication systems has not yet been actively studied. Such lack of an efficient location

protection scheme at the physical layer that works seamlessly with commercial wireless infras-

tructure has motivated our two novel techniques of Location Cloaking and Location Cloning,

in which wireless nodes cooperate to obfuscate user transmission signal preventing adversaries

from precisely locate them. However, such cooperative location privacy protection methods can

risk the location privacy of cooperative nodes [19]. Hence, we employ an implicit coordination

technique to minimize the privacy risk of cooperator nodes from the threat of adversaries.
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Chapter 2

Implicit Coordination for Reliable Routing

2.1 Introduction

Communications between Vehicle-to-Infrastructure (V2I) and Vehicle-to-Vehicle (V2V) have

been extensively studied during the last decade to guarantee human safety and road-network

efficiency. The avoidance of accidents by disseminating safety messages at intersections or

highways is considered as a basic element for safety-related applications in Vehicular Ad-

hoc NETworks (VANETs). Therefore, issues on the reliability and latency in disseminating

safety messages over VANET environments have been thoroughly investigated by many re-

search projects [20, 21, 22, 23, 24, 25, 26].

Most research work to enable emergency applications such as pre-crash warning relies on

single-hop broadcasts of critical Life Safety Messages (LSM). Such single-hop message broad-

casting, however, does not always achieve the necessary coverage for various safety applica-

tions [27]. Consider, for example, low visibility conditions on wet/icy roads and overtaking-

assist applications. If it were possible to track or query the positions and speeds of the vehicles

ahead, the drivers could be informed of whether or not it would be safe to pass. In such cases,

the geocast range of LSMs should be extended from several hundred meters up to a kilometer

depending on vehicle speed. However, even with the boosted signal strength that is allowed

by current Wireless Access in Vehicular Environments (WAVE) standards [20], the necessary

transmission ranges cannot be reliably obtained through single-hop communications. In urban

areas, some experimental measurements data indicate a maximum range of 100 − 150 m even

with 33 dBm boosted transmission power [28]. Furthermore, the range is further reduced when

transmission power is lowered to improve spectrum spatial reuse.

In addition, there are a number of technical challenges to consider in designing protocols for

emergency applications. Adaptation to VANET specific network environments, such as high
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mobility, severe channel fading, and a wide range of vehicle density, including extremely high

node-density owing to rush-hour traffic in metropolitan areas, are another important aspects to

consider. Typically, congested common Control CHannel (CCH) is another problem to solve.

In accordance with current standards, every wireless node in VANET shares a single CCH for

the exchange of various safety-related messages [29]. Therefore, this bandwidth-limited CCH

is easily congested as node density grows. Although rebroadcast-suppression and message-

aggregation methods are able to alleviate such congestion problems [30], these approaches

come with other undesirable drawbacks, such as the loss of reliability owing to the reduced

number of rebroadcasts and the latency and security problems that arise when messages are

aggregated.

In this chapter, we propose a Zero-Coordination Opportunistic Routing (ZCOR) algorithm

for VANET that aims to deliver latency-sensitive LSMs over a broader target warning area

efficiently and reliably. The ZCOR algorithm exploits implicit coordination techniques in co-

ordinating a number of possible relay nodes with minimum overhead for conflict-free coordi-

nation. Also by implicitly reserving slot time, latency-bounded transmissions for LSM packets

is achieved. Moreover, the reserved slots are not tied to a particular node; instead, they utilize

opportunism in relaying packets via multi-node diversity. The coordination problem for oppor-

tunistic routing under dynamic and unstable vehicular channel conditions is solved by the novel

concept of Circle of Trust (CoT). The CoT is defined as the range of reliable communication

needed to build accurate neighbor knowledge, which is subsequently used to determine the next

relay node. Hence, ZCOR does not rely on a time-consuming pre-coordination process nor on

extra overhead except for low-rate heartbeat packets.

The remainder of this chapter is organized as follows. In Section 2.2, we identify the char-

acteristics of VANET. In Section 2.1.1, we review the existing protocols for life safety message

dissemination. In Section 2.3, we present the details of the ZCOR algorithm. Simulation se-

tups and scenarios are explained in Section 2.4 with simulation results following in Section 2.5.

Finally, conclusions are drawn in Section 2.6.
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2.1.1 Related Work

Existing prior works on safety message disseminations in VANET can be largely categorized as

flooding-based protocols or as relay-based protocols [31]. In flooding-based broadcast proto-

cols, the decision for packet forwarding relies on individual nodes. Each node makes a decision

based on its own conditions such as location, distance, Random Access Delay (RAD) timer,

neighbor knowledge, or combinations of them [26,32,33,34]. Depending on the decision met-

ric, overheads from rebroadcasting and reliability are determined. Flooding-based protocols

are more suitable for short-range LSM dissemination; however, they usually produce larger

overheads, which induce latency problems in dense network conditions due to contentions and

collisions.

Compared to distributed flooding-based protocols, in relay-based protocols, the decision for

packet relay is not distributed to receiver nodes, but given to sender nodes that relay packets [35,

25, 36, 37]. Packet forwarders use their neighbor knowledge and select a reliable and efficient

next hop relay node. These protocols usually produce less redundancy than flooding-based

protocols, but they are vulnerable to channel errors and node mobility, especially in sparse

network conditions [38].

Many broadcast and geocast protocols use RAD timers to control rebroadcast redundan-

cies, which are primarily built on a contention based CSMA MAC protocol. This randomness

in channel access and packet routing induces not only delays but also collisions in dense net-

work conditions [39, 40]. Therefore, a few reservation-based channel access protocols, such

as Reservation-ALOHA (R-ALOHA) and Location Division Multiple Access (LDMA), have

been proposed for VANET environments [41, 42, 43, 44]. R-ALOHA is robust over packet col-

lisions through a channel reservation process [45, 46, 47, 48, 49]. However, they are mainly

designed for single-hop broadcasts; therefore, reserving conflict-free slots for multi-hop deliv-

ery still remains an extremely difficult task in VANETs. LDMA was introduced for multi-hop

bounded latency alerting [44], however, it still relies on out-of-band control channel for slot

scheduling.
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Under fading channel conditions, opportunistic routing algorithms can increase robust-

ness and efficiency in multi-hop packet broadcasting scenarios by exploiting spatial diver-

sity gains [50, 51]. Hence, opportunistic routing mechanisms have been applied to VANET

in [52, 40], which are still relying on RAD-based timers. Recently, a time-space opportunis-

tic routing algorithm has been proposed using a binary signaling technique to coordinate the

candidates for relay nodes. However, such one-bit signaling technique is not appropriate for

packet based communication systems. On the contrary, ZCOR does not require extra message

exchange besides regular heartbeat packets for node coordinations in multi-hop packet relay,

which can significantly reduce latency and overhead in LSM dissemination.

2.2 Background

Road safety messages in VANET can be classified into latency-tolerant Public Safety Mes-

sages (PSM) and latency-sensitive Life Safety Messages (LSM) [27]. PSMs are periodic advi-

sory messages with less stringent requirements on their range and delivery latency. Examples

of PSMs are neighbor finding heartbeats, GPS correction messages, service announcements,

lane coordination, visibility enhancements, and Cooperative Adaptive Cruise Control (CACC)

messages [53].
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On the other hand, LSMs typically have higher priority than PSMs, as LSMs are generated

for human-safety applications. In Table 2.1, we list and characterize the VANET applications

that rely on LSMs, and subsequently categorize them into three subclasses according to their

latency requirements, transmission frequencies, and ranges. As further illustrated in Fig. 2.1,

Low laTency High Frequency (LTHF) LSMs convey time-critical messages, which have short-

range geocast area that can be covered by single-hop transmissions. However, HTLF LSMs are

not strictly sensitive to delay targeting vehicles in longer geocast ranges up to 1− 2 km. When

compared to HTLF, MTMF LSMs have a medium latency requirement of several hundreds of

milliseconds for the vehicles 2− 3 hops away from the LSM source. Particularly, the messages

from the latter two categories require multi-hop dissemination to achieve their desired ranges.

(a) Low laTtency High Frequency
(LTHF) LSM.

(b) Medium laTtency Medium
Frequency (MTMF) LSM.

(c) High laTtency Low Frequency (HTLF) LSM.

Figure 2.1: Three classes LSMs categorized into three classes.

In this chapter, we focus on reliably disseminating latency-sensitive LSMs in the presence

of background traffic packets (including PSMs) that share the same CCH. We assume that the

destination of LSM is geographically defined and that their transmissions are directed along a

roadway. However, reliable LSM dissemination is particularly challenging owing to a number

of VANET attributes depicted in Fig. 2.2(a), that are summarized as follows:

Channel Dynamics: Similar to most mobile wireless communication channels, the vehicu-

lar communication channel suffers from reflections and signal scattering, which degrade signal

strength and quality. Also, vehicular mobility adds more dynamic fading conditions combined
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with spatially correlated shadow fading effects. In urban areas, the correlation distance of

the shadowing, caused by buildings and large vehicles, has been experimentally measured as

20 m [54]. In addition, strong ground reflections also produce deeply faded outage-areas be-

tween transmitters and receivers [55]. Such spatially and temporally correlated channels signif-

icantly affect the performance of wireless communications when their scale is larger than small

scale fading and antenna diversity techniques are not helpful. Therefore, retransmission tech-

niques assuring packet delivery combined with ACK (or NAK) feedback messages are widely

used, although they induce more overhead and delay.

Mobility Dynamics: Although the mobility of vehicles is constrained by roadways, their

velocity, density, and direction change dynamically over time and space. For example, a sparse

road segment with a few fast running vehicles can be suddenly overcrowded with more vehi-

cles. In such dynamically varying networks, LSM dissemination algorithms should be adaptive

and scalable enough to cope with such abrupt changes of network conditions [39]. In addition,

under such dynamic network conditions, nodes cannot obtain accurate neighbor knowledge.

In VANETs, vehicles transmit low-rate periodic heartbeat packets to broadcast their positions

and movement information for basic neighborhood discovery, which are widely used for vari-

ous VANET applications designed to improve the efficiency, safety, and comfort of road traf-

fic [58]. However, the rapidly changing topology of VANETs easily renders neighbor knowl-

edge obsolete, which may degrade the performance of LSM dissemination protocols utilizing

the neighbor knowledge in controlling the size of rebroadcast overhead [35, 36, 59].

Limited Control Channel Resource: The channel structure of current WAVE standards is

shown in Fig. 2.2(b). Since conventional radios only allow one channel access at a time, nodes

have to be synchronized to a Synchronization Interval (SI)1 to make time-multiplex access be-

tween the Service CHannel (SCH) and the Control CHannel (CCH) [30]. Since CCH is shared

by all the wireless nodes in VANETs and is used for most safety related message transmissions

(including both LSMs and PSMs), the channel is easily congested in dense traffic areas2. Such

1Using GPS with pulse-per-second signals (available under ten dollars) is one of the cheapest methods to syn-
chronize nodes

2Note that the vehicle density easily grows to hundreds of vehicles per one-hop communication range in rush-
hour traffic, and CCH typically uses the lowest data rate for reliable packet delivery (i.e., 3Mb/s in WAVE). For
example, 200 vehicles would need 1.6Mb/s bandwidth just for 100B heartbeat packets with 10 pkt/s heartbeat
rate, which already exceeds the CCH capacity (assuming CCH uses 50% of slots in SI).
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(a) VANET key attributes: (i) Shadowing due to road-
side buildings. (ii) Shadowing due to on road vehicles.
(iii) Dynamic mobility changes in an intersection. (iv)
Velocity-density correlation of vehicles.

(b) Multi-channel structure in WAVE standards.
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(c) Vehicle flow model: Greenshield linear traf-
fic model [56], which is one of widely used mi-
croscopic traffic models, is compared with sam-
ple traffic flow data collected in I-4 Orlando,
Florida [57].

Figure 2.2: VANET key attributes.
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CCH congestion easily degrades the performance of LSM dissemination protocols. Particu-

larly, although background packets, such as heartbeats and other PSMs, are treated with lower

priority [60], background packets can still interfere with LSM transmissions inducing collisions

and channel access delays.

Difficulties in Adaptation: The design of LSM dissemination protocols in VANET should

consider the peak amount of heartbeat transmissions in relation to the accuracy of neighbor

knowledge, which varies depending on road traffic conditions. However, vehicle density is

strongly correlated with vehicle velocity as shown in Fig. 2.2(c). Vehicles in VANET typi-

cally adjust their heartbeat transmission rate or power according to their velocity to alleviate

the congestion in CCH from heartbeat packets [61,62]. In such a case, traffic flow, that is vehi-

cle density multiplied by vehicle velocity, equals the required bandwidth for heartbeat packets;

since vehicle velocity is proportional to the heartbeat transmission rate. It is notable that nodes

in VANET still experience CCH congestion at particular density conditions even when vehi-

cles try to adapt their heartbeat transmission rate according to its velocity. Since such dynamic

heartbeat transmission rate control incurs a drawback of inaccurate neighbor knowledge col-

lection for the nodes, it is very difficult to design an adaptive algorithm incorporating all the

different aspects of VANET conditions.

2.3 Zero-Coordination Opportunistic Routing (ZCOR) Algorithm

In this chapter, we propose Zero-Coordination Opportunistic Routing (ZCOR) algorithm for

efficient and reliable LSM dissemination along a linear application-determined geocast zone.

ZCOR follows the multi-channel structure of the WAVE standards. Although WAVE standards

are currently based on CSMA-based MAC protocols, ZCOR can be seamlessly integrated with

WAVE standards since it allows non-LSM packet transmissions as low-priority messages trans-

mitted in the same CCH. However, to avoid collisions between high-priority ZCOR packets

and low-priority non-LSM (background) packets, the backoff windows for channel access are

exclusively assigned to each priority type.

To reduce collisions among the packets transmitted and to improve scalability over a wider

range of vehicle densities, ZCOR relies on a slot reservation mechanism. Specifically, ZCOR
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employs an R-ALOHA style channel reservation method; where a slot reserved by one of LSM

source nodes remains reserved until they are idle again. Differently from R-ALOHA, however,

as shown in Fig. 2.3, the reservation of slots is spatially extended over multi-hop.

To implement such reservation based MAC access, ZCOR needs just a few microseconds

level time synchronization assuming 8 µs of backoff access-slot size is applied. Such mi-

croseconds level synchronization can be easily achieved either by using Network Time Pro-

tocol (NTP) disciplined clocks from RSU beacons [63] or by using commodity GPS mod-

ules.3 Assuming the scenarios that RSUs are not widely deployed, vehicles located outside of

RSU’s beacon range need to rely on GPS PPS signal to synchronize their internal clocks in

order to prevent the clocks from drifting. ZCOR radio modules, which are directly fed with

GPS PPS signals, can lock their internal clocks to the PPS reference clocks to control their

packet transmission properly. Also, such time critical tasks are needed to be implemented in

firmware/hardware level in radio transceivers to minimize the latency and jitters across network

protocol layers.

Figure 2.3: The overview of ZCOR in multi-hop LSM dissemination; P (j)
i is jth hop LSM

packet with a sequence number i.

For reliable multi-hop LSM dissemination under dynamic vehicular mobility and fading

channels, ZCOR exploits multi-node diversity in receiving and relaying packets. Every packet

includes coordination information for the next relayers, denoting the next-hop relay nodes.

Each relayer designates an area (rather than a node) for implicit coordination, which is called

3We experimentally measured the time offsets in PPS signals from a number of Garmin GPS 18x devices [64].
Their time precisions are within 500ns, which can be further reduced when GPS modules are integrated with radio
transceiver circuits with less expensive implementation cost.
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Circle-of-Trust (CoT), to enable opportunistic relay to exploit multi-node reception diversity in

packet receptions in each hop. However, the coordination is implicitly made without coordination-

overhead besides beacon-type heartbeat packets that are considered as a basic protocol element

in VANETs. The efficient and reliable multi-hop relay mechanisms of ZCOR make the pro-

tocol robust over the various VANET conditions even without relying on additional adaptive

techniques.

In the following subsections, we first detail the slot reservation mechanism for LSM pack-

ets, and then explain CoT concept, which enables coordination-free opportunistic packet relay.

Lastly, we extend ZCOR for multi CoTs to overcome spatially correlated shadowing effects.

2.3.1 Slot Reservations for LSM

As in current WAVE standards [65], we assume that nodes are time synchronized and simul-

taneously monitor CCH for a time interval TCCH . After this interval, nodes access SCH until

the next CCH interval begins. The time interval between the beginnings of two CCH intervals

is called as a synchronization interval TSI , which is typically set to 100 − 200 ms. We pro-

pose that TCCH is further divided into L transmission slots, and L is customizable to the size

of a LSM packet. The transmission slots are accessed through reservations as in R-ALOHA

mode. LSM source nodes randomly access any of the slots that were idle during the previous

TCCH . Only idle slots can be reserved, since slots that are used by other nodes are implicitly

considered as reserved for the same LSM source node in the next control channel interval.

Figure 2.4 shows how LSMs are periodically transmitted with different periodicities ac-

cording to their classes in Table 2.1. The figure illustrates the repeat-cycle and slot assignment

for each LSM class. Because the relay of each LSM packet is completed within the duration

of h · TSI , where h refers to the number of hops from the source node, the reception latency is

bounded by h · TSI . To avoid collisions between LSM packets and non-LSM packets, access-

backoff slots are exclusively assigned; low order (from 0 to K − 1) access-backoff slots are

assigned for LSM packets for implicit coordination, while high order (from K to 2K − 1)

access-backoff slots are used by non-LSM packets to avoid collisions among them.

A LSM source reserves its slot using the first LSM packet, and considers its reservation a

success if its first packet is overheard in the next transmission slot. However, due to channel
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Figure 2.4: Transmission slot reservation in each class of LSMs (L = 5); MTMF geocast has
2-hop range (h = 2).

fading, the relayed LSM packet may not be overheard in the next transmission slot. In such

a case, the node will sense busy channel status, but the node cannot demodulate the received

packet; then the node cannot properly judge if its reservation has succeeded or failed due to

a collision. Therefore, the source node can take a conservative choice: when the node has

either received another node’s LSM packet in the next transmission slot or cannot demodulate

the received packet, the node considers that its reservation has failed due to a collision and

therefore switches to another slot.

However, ZCOR is designed to minimize possible collision scenarios in reserving slots.

We firstly consider the situation that more than two LSM sources try to reserve an identical idle

slot during the same TCCH . Note that such collisions rarely occur thanks to the randomness

in emergency-event detections and in sensing delays in each node. However, the probability

of such initial collisions can be further minimized, by exploiting the initial K random backoff

slots in each transmission slot for the first LSM packets. On the other hand, LSM packets can

collide with any packet transmitted from nodes in interference range. Therefore, it is neces-

sary to sufficiently lower the carrier sensing range to avoid the transmission from the nodes in

interference range; which means extending carrier sensing range to guarantee the reception of

LSM packets at possible next hop relay locations (denoted as CoT in ZCOR) exploiting power

capture effect [45].

After a successful hop-by-hop relay to the destination geocast area along the LSM path, the
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slot at each hop remains reserved. Thus, the reservation is spatially extended along the entire

geocast path. By reserving packet transmission slots, LSM packets are much less interfered

by background traffic in the same CCH. Moreover, such spatial and temporal slot reservation

on a one-dimensional geocast area can be easily expanded over a 2-dimensional space through

copying-and-forwarding multiple LSM packets to each directional road segment; however, such

an expansion consumes additional transmission slots.

2.3.2 Opportunistic Relayer (Relay Node) Selection

The location of relayers significantly affects the efficiency and the reliability of multi-hop dis-

semination of LSM packets. However, selecting the best relayer, which usually is the farthest

reachable node from the previous relayer, is a very difficult task in dynamic VANET condi-

tions. That is because previous relayers typically have inaccurate reachability information on

their edge neighbor nodes due to channel fading and mobility of nodes. Also typical velocity

adaptive heartbeat rate control algorithms, which are used to alleviate heartbeat congestions,

can further decrease the accuracy of neighbor knowledge.

One such problem is the false-relayer selection problem, which refers to the case in which

a previous relayer selects a node that already moved out of its coverage range as its next hop

relayer. Figure 2.5 illustrates an example of a two-hop LSM relay, where the current relayer

node j relays packets to its relayer candidates. In this figure, node j may still falsely consider

node b as its relayer candidate, because b is still in its neighbor list although b has moved away

from its reachable range. Another such problem is the hidden-neighbor problem, which refers

to the case in which better positioned nodes are not considered as candidates until their location

is updated to the previous relayer. In the same figure, if j selects node c as its next relayer,

then the relay fails when node c does not receive the packet to relay owing to channel fading.

However, until the existence of node a is updated to node j, node a, which is a hidden-neighbor

to j, cannot be used in the relay process.

Therefore, determining a relayer relying entirely on the neighbor knowledge of a single

node is neither reliable nor efficient. The reliability of neighbor knowledge in VANETs, in

fact, degrades rapidly according to the distance between nodes due to severe channel fading.

Increasing the heartbeat packet transmission rate or power, however, easily congests CCH. To



18

Figure 2.5: LSM relayer j selects a next-hop relayer based on its neighbor knowledge collected
from heartbeat packets.

address these challenges, the LSM relayers in ZCOR select a geographic area incorporating a

number of relayer candidates (instead of selecting a single node) allowing opportunistic for-

warding to exploit multi-node diversity. The geography-based opportunistic relaying algorithm

in ZCOR is designed to prevent both the hidden-neighbor problem and the false-relayer selec-

tion problem, which are mainly caused by imprecise neighbor knowledge.

2.3.3 Implicitly Coordinated Opportunistic Multi-hop LSM Relay

The opportunistic relaying mechanism improves reliability in the packet relay process [50, 51]

since the relay succeeds when any candidate node receives the packet from the previous relayer.

Typical opportunistic algorithms, however, rely on a rather complicated coordination processes

to avoid collisions among relayer candidates. Such coordination typically induces not only

delay in packet transmissions, but also overhead for negotiations, which degrades the overall

efficiency of the protocol. Therefore, ZCOR seeks to minimize the overhead in coordination

for opportunistic relay by integrating the relayer selection mechanism with slot-based channel

reservations, which virtually enables coordination-free opportunistic routing.

ZCOR exploits implicit coordination technique and obviates the need for such coordination

by applying deterministic backoff on reserved slots for LSM relay. Relayer candidates receiv-

ing LSM packets access the channel according to their channel access priorities (k), which are

translated into the number of access-backoff slots. Note that candidates do not need to know

which other nodes have also received the LSM packets for relaying, since they can overhear

higher-priority transmissions; then they cancel their own relay transmissions if the same mes-

sage was already forwarded by another node. In the example scenario in Fig. 2.6(a), LSM
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relayer j adds ZCOR header containing information on the next-hop (e.g., the location and

the maximum size of CoT, as well as the number of candidates) to LSM packets. The nodes

receiving ZCOR packets decode the headers and determine their rebroadcast priority to relay

the packet. In the example figure, among the three candidates {a, b, c} in CoT, two candidates

{a, b} received the LSM packet from node j. If the candidates have uniquely assigned access

priority, e.g, k = {2, 1, 3} for {a, b, c}, then the node with highest priority that received LSM

becomes the next relayer.

(a) Transmission of ZCOR packet; packet header
contains information for implicit coordination.

(b) Neighbor knowledge update through heartbeat
packets among the candidates in CoT.

(c) Implicit coordination exploiting local neighbor knowledge.

Figure 2.6: Implicitly coordinated opportunistic LSM relay.

However, the access priority value should be uniquely assigned to each candidate to avoid

collision among the relayer candidates. Also, the priority list should be immediately available to

those candidates whenever LSM packets are received for relay. The candidates in CoT exploit

their neighbor knowledge acquired from heartbeat packets, shown in Fig 2.6(b). Hence, the

latency in establishing CoT is trivial, and LSM relayers can immediately select the location of
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the next CoT wherever they need to. Moreover, the candidate nodes can immediately determine

their access priority using their neighbor knowledge that is previously acquired from heartbeat

packets. Their access priority, k, can be simply calculated by comparing their distances to

the center of CoT, LCoT , with the distances of other candidates. As shown in Fig 2.6(c), nodes

simply convert their distance rank into channel access priority, k, using the most recent location

information updated from their neighbor nodes in CoT4.

Assuming that the size of CoT is small enough to guarantee the reliable exchange of heart-

beat packets, candidates can maintain identical neighbor knowledge, and then they can build

an identical priority list to avoid collisions among them. Also the level of granularity in coor-

dination outputs from current GPS modules are sufficiently fine (submillimeter levels) to avoid

multiple candidates with identical distance values. Considering their typical measurement ac-

curacy is of several meters, the digits in the coordination outputs beyond the measurement

accuracy are nothing but random values, which can be used to provide enough randomness to

prevent collisions among the candidates at similar distance to LCoT .

2.3.4 The Size and Location of CoT

In the previous section, we simply assumed that the candidates in CoT can build reliable neigh-

bor knowledge from heartbeat packets. However, we admit that node can collect incorrect

neighbor knowledge due to errors in packet receptions caused by channel fading and the mo-

bility of vehicles. In this section, we analyze the probability of successful packet relay (Ps)

considering the heartbeat delivery rate (ph), LSM packet delivery rate (pr), and the number of

candidates used (N ).

Each LSM relayer sets the size and the location of the CoT for the next hop relay, and stores

that information in the ZCOR packet header. The location of CoT is set as the location of the

farthest reachable neighbor that contains N candidates in the circle of radius R. However,

if the size of CoT R is too large, heartbeats cannot be exchanged reliably (ph < 1). Then

the candidates in CoT may no longer have a synchronized priority list, which may result in

4The location information used for priority determination is not the actual current location of candidates but the
last location updated by heartbeat message; because the location information in heartbeat message is the common
information all nodes within the CoT are sharing.
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collisions among them. On the other hand, a smaller R may reduce spatial-diversity gains. A

further tradeoff exists with respect to the distance between the CoT and the previous relayer.

Let the probability of LSM delivery from the current relayer j to the next-hop candidates be

denoted as pr. If the CoT is located too far from j (pr � 1), the relaying process may fail

when none of the candidates successfully receive the LSM. If the CoT is located too close, it

can increase the hop count along the path and result in additional delay. Therefore, ZCOR can

flexibly trade off reliability with efficiency in LSM dissemination by controlling the location

of CoT. By putting CoT away from the previous relayer, the area covered by each hop can

be extended; however, the reliability can be degraded in fading channel conditions. Also, the

maximum size of the access backoff, K, should be chosen considering that it limits the number

of candidates used (N ≤ K).

Figure 2.7: Two-hop LSM relay scenario for the analysis and simulation of the implicit coordi-
nation method.

To characterize reasonable parameter ranges for the size and location of CoT, using the two-

hop relay scenario in Fig. 2.7, we analyze their interactions with successful relay probability,

Ps. Using MATLAB, we also simulate the same scenario using a Monte Carlo method [66].

We consider that a LSM relay fails either when more than two candidates have the identical

highest priority values owing to incorrect neighbor knowledge, or when the LSM packet is not

delivered to any of the candidates.

The LSM forwarding success probability for N nodes in CoT, Ps(N), can be derived from

the following equation,

Ps(N) =
N∑
m=1

Pr(N,m)(1− Pc(N,m)). (2.1)
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Here Pr(N,m) is the probability that m out of N candidates in the CoT successfully re-

ceives LSM from node j, and Pc(N,m) is the probability of any collision occurs in such a

condition. Then, Pr(N,m) can be computed by (2.2) from LSM delivery rate to the CoT, pr.

Pr(N,m) =

(
N

m

)
pmr · (1− pr)N−m. (2.2)

Also, the probability of any collision occurring when m out of N candidates in the CoT

successfully receive LSM, Pc(N,m), can be calculated by considering all possible priority

collision cases over different combinations of receptions for N nodes. For example, when

five nodes, a, b, c, d, e, have priorities of {1, 2, 3, 4, 5} in CoT, and three of them receive LSM

(N = 5,m = 3). One possible scenario is that node {a, c, d} receives LSM, and node a has

the highest priority. However, a collision occurs if either node c or d has the same probability

as a, which is caused by any of {c, d} having missed the heartbeat packet from a. In that case,

the probability of collision can be approximated by Pc(5, 3) ≈ (1−ph)2 + (1−ph)4 assuming

ph � 1.

Figure 2.8(a) shows the results on the LSM relay success rate, Ps, over the reliability

of heartbeat messages. The figure indicates that the size of CoT should be chosen to allow

ph > 0.95 to achieve more than 95% reliability in LSM relays. Note that Ps decreases in

high Pr conditions owing to increased collision probability among the candidate nodes when

more of them have received the packet to relay while having inconsistent neighbor knowledge.

On the other hand, we compared the performance of ZCOR’s deterministic priority decision

method with a simple random method that each candidate randomly select its own priority.

Figure 2.8(b) shows the CoT based method significantly reduces the probability of collision

compared to the random method. In Fig. 2.8(c), we change the number of candidates in CoT

and determine the required number of nodes in CoT for reliable LSM relays. A larger N (the

number of nodes in CoT) can enhance the reliability, however, which requires large K (back-

off window size) to assign unique priority value to all candidates. From the figure, we can

determine that K = 10 is large enough even for pr < 0.3 assuming ph = 0.98.
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Figure 2.8: LSM relay rate in two-hop scenario.

2.3.5 Multi-CoT Against Spatially-correlated Shadowing Effects

For reliable LSM disseminations, the effects from spatially correlated shadow-fading also needs

to be addressed, which is problematic when the entire area of the CoT is shadowed as shown

in Fig. 2.9(a). The figure illustrates an example scenario where the LSM relay fails due to

showing-fading caused by a large truck blocking the signal from the previous LSM relayer.

Since such shadow fading in VANET is dynamic, estimating and responding to shadowing is

difficult. Enlarging the size of CoT could alleviate such a problem; however, the enlarged

CoT incurs undesirable tradeoffs that produce collisions among the candidates owing to low
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heartbeat delivery rate. The foregoing discussion shows that, for reliable LSM relay, the size

of the CoT should be smaller than the range of reliable heartbeat exchange (e.g., ph > 0.95).

(a) Single CoT.

(b) Multiple CoTs.

Figure 2.9: Multi-CoT to cope with spatially-correlated shadow fading effects.

We address this problem by splitting a single CoT into a number of sub-CoTs, as shown

in Fig. 2.9(b), to further exploit spatial diversity gains. The sub-CoTs have a smaller number

of candidate nodes, which are separated by more than the channel correlation distance. Thus,

each CoT remains sufficiently small, but owing to their spatial separation, we can still overcome

shadow fading effects (each sub-CoT likely experiences independent fading). Although sub-

CoT1 suffers from severe shadow-fading, LSM packets can still be relayed by candidates in sub-

CoT2. Even if any node in sub-CoT1 receives LSM, the node receiving the packet can be the

next relayer. However, when all the nodes in sub-CoT1 fail to receive LSM, then the candidates

in sub-CoT2 are automatically involved in the relay process. Therefore, the decision for the

LSM relay is made dynamically for each LSM packet depending on LSM packet receptions

either in sub-CoT1 or in sub-CoT2, which is more efficient than relying on a single CoT.

To incorporate all sub-CoTs into the relay process, channel access priorities ({1, 2, · · · ,K})

are split into a number of access priority subsets by the previous relayer, then each subset is
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assigned to each sub-CoT. For example, when K = 10 and the number of sub-CoTs is 3,

three exclusive priority subsets of {{1, 2, 3, 4}, {5, 6, 7}, {8, 9, 10}} can be assigned to each

sub-CoT, thereby, all the nodes in the three sub-CoTs are involved in the forwarding process.

Sub-CoT1 is set to cover the first 3 farthest neighbor nodes from the previous relayer within

a circle or radius R. Then the sub-CoT2 is set to cover the next 3 nodes outside of sub-CoT1

(non-overlapping over sub-CoT1), and sub-CoT3 is set to cover the rest 4 nodes. If the network

is sparse and cannot find a sufficient number of nodes in a circle of radius R, then the CoT is

split until the sub-CoTs include a total of K nodes. Initially, node j finds the farthest neighbor

node lk and sets the center of the first sub-CoT (sub-CoT1) at the location of its neighbor node,

which puts node lk within the range R, and the first n1 priorities are assigned to sub-CoT1.

Then, the second sub-CoT is located at least 2R away from the sub-CoT1, and the next n2

priorities are assigned to sub-CoT2. The process continues until all K priories are assigned to

all sub-CoTs.

Besides the gains from additional spatial diversity, using multiple CoTs brings several ad-

ditional benefits. In sparse network conditions, using multiple CoTs prevents the size of CoT

from growing too large to incorporate enough number of relayer candidates, which may result

in inaccurate neighbor knowledge collection among the candidates. Also, in dense network

conditions, the multi-CoT algorithm prevents all candidates from being selected at the edge

of the previous relayer node, which results in a high delivery failure rate caused by low LSM

reception rate (pr) for the candidates in the CoT.

2.4 Performance Evaluation

We implement ZCOR using Network Simulator (NS) 2 version 2.33 [67]. In this section, we

explain the details of the simulation setup, channel models, and two baseline protocols to be

compared with ZCOR.

2.4.1 Baseline Message Dissemination Protocols

Many broadcasting protocols for safety message dissemination have been developed to meet the

various requirements for on-road human safety applications. However, it is virtually impossible
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to compare all broadcasting protocols side by side under the same network conditions, since

each protocol is optimized assuming different scenarios under heterogeneous network condi-

tions. Hence, we pick two representative baseline protocols for LSM dissemination, which are

typically addressed as short-to-medium range geocast protocols in Ad-hoc networks.

CFG (Controlled Flooding-based Geocast)

CFG is based on a controlled flooding type broadcasting protocol. To prevent the “broadcast-

ing storm” problem [68], CFG uses Scalable Broadcast Algorithm (SBA) algorithm [69] that

suppresses redundant rebroadcast using two-hop neighbor knowledge. In the SBA algorithm,

the nodes receiving LSM packets, put the received packets in their transmission queues, then

set their RAD timers and observe channel. However, the packets in the queues for rebroadcast

are discarded if their two-hop neighbors are already covered by other nodes’ rebroadcast. Such

a distributed decision mechanism in CFG increases reliability in severely faded channels by

inducing large rebroadcast overhead. Moreover, in dense network conditions, such RAD-timer

based redundancy suppression mechanisms cannot efficiently work owing to the latency be-

tween the decision on the rebroadcast and the actual attempt of rebroadcast of the packet [70].

Since SBA does not consider the directivity of message propagation, for a fair comparison,

RAD values are weighted according to the distance from the previous relayer to give higher

priority to edge nodes [70].

MRG (Multicast Relay-based Geocast)

MRG is based on a relay-based routing protocol, and next-hop relayers are deterministically

selected by previous relayers. Compared to most flooding-based broadcasting algorithms, such

centralized deterministic methods are more efficient since the amount of redundant rebroadcast

can be easily controlled by the previous relayers depending on the network conditions. Con-

sidering the reliably in LSM disseminations, we choose Double Cover Algorithm (DCA) [71],

which selects one next relayer covering the target geocast region twice at least. Moreover, to

cope with erroneous channel conditions, ACK-based retransmission scheme is adopted with

seven maximum retransmission attempts.

Compared to slot-based access in ZCOR, both baseline protocols use contention-based
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802.11 CSMA MAC. For a fair comparison, however, 802.11e style prioritized transmission

is applied to penalize low priority background PSM packets that share CCH with LSM packets.

Hence, queues in MAC, the size of contention windows (CWmin), and backoff slots are differ-

entiated according to the priority of the packet. Similarly, ZCOR uses exclusively differentiated

backoff slots for LSM packets (0 ≤ k ≤ K − 1) and PSM packets (K ≤ k ≤ 2K − 1).

2.4.2 VANET Simulation Model

Path-loss in wireless communications is usually decomposed into distance-based path-loss, ter-

rain dependent shadow-fading Xσ, and small-scale fading Yr due to multi-path and mobility of

mobile nodes. The aggregate path-loss L is represented in (2.3) at transmitter-receiver distance

d with path-loss exponent γ. In V2V communications, where both transmitter and receivers

have high mobility, shadow-fading is more dynamic [72], and spatially correlated [54], which

is implemented by a 2-D shadowing model [73] using Sum-Of-Sinusoids (SOS) functions as

shown in Fig. 2.10(a). The autocorrelation value for spatial correlation is set as 20 m according

to the empirically measured value for peer-to-peer communications in urban areas [54]. We

used the Rayleigh channel model for small scale fading considering the frequent non-line-of-

sight conditions in VANET, and the packet receptions rate over distance due to small scale

fading is shown in Fig. 2.10(b).

L = L0 + 10γlog10
d

d0
+Xσ + Yr [dB]. (2.3)

NS-2 simulation scenarios are created by using VanetMobiSim [74] with Intelligent Driver

with Intersection Management model to model realistic car-chase and lane-changing behaviors

of vehicles. Figure 2.10(c) depicts the road network where vehicles are running total 10 km

track of 8 bi-directional lanes. For analytical simplicity, the locations of HTLF and MTMF

sources (e.g., RSUs) are fixed, but single-hop LTHF sources are randomly selected among

running vehicles.

We consider two types of PSM packets which are sharing CCH with LSM. They are heart-

beat packets and various types of background PSM packets that are transmitted upto 25 pkt/s

depending on the vehicle’s speed [75]. These PSM packets are basically velocity (v) adaptive
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to prevent the CCH congestion problem. Considering that the accuracy of most GPS-based

location finding devices installed in vehicles are around 5 m, vehicles update their location in

every 5 m movement by transmitting heartbeat packets (0.2v pkt/s), and the background PSM

packets transmission is also set as (0.2vq pkt/s) for a background congestion factor q. The

details of configuration are shown in Table. 2.2.

2.4.3 NS-2 Parameters and Evaluation Metrics

A number of parameters in NS-2 are adjusted to set the communication range without chan-

nel fading as 200 m when considering field measured data on the communication range for

802.11g based radio systems in [76]. Vehicle density is measured by the number of vehicles in

a 200 m circular communication range. To minimize interference from the nodes out of carrier

sensing range, the carrier sensing threshold is set to guarantee packet receptions at 200 m dis-

tance from the transmitter even when another packet transmitted outside of the carrier sensing

range interferes with the packet. Because path-loss in vehicular networks is high, in actual net-

work environments, throughput loss due to enlarged carrier sensing range will be small. Other

parameters for simulation are presented in Table 2.3.

In evaluating the performance of protocols, we use reliability and overhead. Reliability is

measured by LSM delivery ratio for the nodes in the geocast area. Since LSMs have strict

latency requirement, packets arriving later then the latency requirement of each LSM class are

silently discarded along with out-of-sequence packets. Overhead is measured by the number of

rebroadcast packets for each LSM covering its geocast area. We do not consider heartbeat pack-

ets as protocol overhead because the heartbeat transmission is considered as a basic network

protocol element in VANETs which is widely used for many applications.

2.5 Result

For simulations, fifty topologies are created with random initial positions of vehicles. The

reliability and the size of the overhead are then measured for each protocol.



30

0 20 40 60 80 100
0.7

0.75

0.8

0.85

0.9

0.95

Density [vehicle/range]

D
el

iv
er

y 
R

at
io

 

 

ZCOR
CFG
MRG

(a) Reliability of LTHF: LSM Delivery ra-
tio.

0 20 40 60 80 100
0.7

0.75

0.8

0.85

0.9

0.95

Density [vehicle/range]

D
el

iv
er

y 
R

at
io

 

 

ZCOR
CFG
MRG

(b) Reliability of MTMF: LSM Delivery
ratio.

0 20 40 60 80 100
0.7

0.75

0.8

0.85

0.9

0.95

Density [vehicle/range]

D
el

iv
er

y 
R

at
io

 

 

ZCOR
CFG
MRG

(c) Reliability of HTLF: LSM Delivery ra-
tio.

0 20 40 60 80 100
0

2

4

6

8

10

Density [vehicle/range]

N
um

be
r 

of
 R

eb
ro

ad
ca

st

 

 
ZCOR
CFG
MRG

(d) Overhead of MTMF: Rebroadcast over-
head.

0 20 40 60 80 100
0

10

20

30

40

50

60

70

Density [vehicle/range]

N
um

be
r 

of
 R

eb
ro

ad
ca

st

 

 
ZCOR
CFG
MRG

(e) Overhead of HTLF: Rebroadcast over-
head.

Figure 2.11: Reliability and overhead under various vehicle density conditions.
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2.5.1 Reliability and Overhead Comparison

In Fig. 2.11, we show the reliability and overhead of ZCOR compared with CFG and MRG

under different vehicle density conditions. The number of LSM sources for MTMF and HTLF

are fixed as 10 vehicles while 20 % of the vehicles in the networks are randomly selected as

single-hop LTHF LSM sources.

Figure 2.11(a)−2.11(c) compares the reliability of each protocol. As vehicle density in-

creases, the reliability of CFG and MRG degrades owing to packet collisions and transmission

delays caused by the increased amount of background packets (including heartbeat packets),

rebroadcast LSM packets, and the number of LTHF LSM sources. In congested networks, al-

though LSM packets have higher priority for channel access over background packets in MAC

layer, collisions and interference are unavoidable for CFG and MRG in congested networks.

When compared to those protocols, ZCOR achieves a higher delivery ratio under overall vehicle

density conditions by reserving channels for the duration of the LSM transmission. ZCOR only

experiences minor reliability degradation in high density conditions owing to the interference

from outside the carrier sensing rage.

Although all three protocols adopted the velocity-adaptive heartbeat rate adaptation method,

CCH can still be congested in mid-density network conditions where the number of back-

ground packet transmission per unit area peaks as discussed in Section 2.2. Hence, as shown

in Fig. 2.11(a), the reliability degrades at mid-density conditions. Figure 2.11(b) and 2.11(c)

show the delivery ratio of MTMF and HTLF LSMs respectively. Compared to LTHF, MTMF

LSM shows better reliability thanks to the rebroadcast LSM packets from the second-hop re-

lay nodes. However, the reliability of HTLF LSMs is lower than MTMF as the target geocast

region extends over a large area, because target nodes many hops away from LSM sources are

easily disconnected.

Figures 2.11(d) and 2.11(e) compare the rebroadcast overhead for LSM dissemination to

cover 300 m (MTML) and 1 km (HTLF) geocast area. As discussed in Section 2.4, we find that

as the network is congested, CFG relying on RAD based rebroadcast suppression mechanism,

cannot suppress redundant rebroadcast enough, which further congests the network. Compared

to flooding based CFG, ZCOR prevents the channel from being extremely congested even in
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high vehicle density conditions by limiting the number of rebroadcast packets at each hop.

On the other hand, although MFG can efficiently control the rebroadcast overhead by select-

ing a single next-hop relay node, the overhead from packet retransmission usually increases in

unreliable fading channel conditions. Since the centralized next-hop selection method of MFG

is inefficient and unreliable in erroneous VANET channel conditions, ZCOR overcome such a

problem through the opportunistic LSM forwarding mechanism. Compared to those two proto-

cols, the overhead in ZCOR is scalable over the number of hops and the ranges of geocast as a

result of the gains from multi-node diversity. We can find that ZCOR can efficiently eliminate

redundant rebroadcast, which in turn produces reliable message dissemination in congested

network conditions.

2.5.2 The Performance of ZCOR in VANET Conditions

We measured the reliability of MTMF and HTLF LSMs under various VANET conditions con-

siderable in real-road conditions. Figure 2.12 shows the results over four different network

configurations. Firstly, Fig. 2.12(a) shows the result when we changed the number of MTMF

and HTLF LSM sources. As the number of LSM source increases, CCH is more congested

and the reliability of CFG and MRG degrades quickly. In Fig. 2.12(b), we can also find similar

results when we increase the amount of non-emergency background packets sharing CCH with

LSM. Compared to CFG and MRG, as long as CCH has enough slots for assignment to each

LSM source, the reliability of ZCOR is not significantly affected by the network congestion sta-

tus. However, the capacity of reservation-based MAC is hard bounded, which is limited by the

number of slots. Therefore, when the number of LSM sources exceeds the number of available

slots for a given CCH bandwidth, the LSM sources must reduce their LSM transmission rate by

increasing their LSM update cycle; otherwise, a new LSM source cannot find its transmission

slot until one of the existing LSM sources finishes its transmission. Hence, LSM source nodes

need to monitor the occupied number of slots in CCH to adjust its LSM period according to

CCH utilization.

Therefore, the bandwidth saved by ZCOR can be used to increase the utility of SCH, which

is useful for various applications designed for VANET. In Fig. 2.12(c), we measure reliability

under various CCH over SI ratio conditions. Because the rebroadcast redundancy in ZCOR is
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34

small, its reliability does not degrade much even with small CCH over the SI ratio as long as

transmission slots are not fully occupied by LSM sources.

In Fig. 2.12(d), we increase the interval between heartbeat packet transmissions to measure

the impact from the accuracy of neighbor knowledge. As the interval between heartbeat pack-

ets increases, the overhead from heartbeat packets reduces, but the information on neighbor

nodes’ existence and location becomes incorrect. As MRG mainly relies on neighbor knowl-

edge to select the next forwarder, its performance is more vulnerable to the change of heartbeat

transmission rate compared to CFG. As the update from heartbeat packets is delayed owing

to network congestions, relayers tend to have incorrect neighbor knowledge, and relayers are

likely to fail in choosing the best next-hop relayer. However, CoT based ZCOR is less de-

pendent on neighbor knowledge, and is more resilient to the change of heartbeat transmission

rate.

2.5.3 The Performance of Multi-CoT Against Shadow Fading
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Figure 2.13: Gains from multi-CoT against shadow fading; vehicle density is 55 [vehi-
cle/coverage].

In Fig. 2.13, we show how much the multi-CoT algorithm improves the reliability of LSM

dissemination in severe shadow fading conditions. In the simulation, we fix the number of can-

didates at 10 and increase the maximum shadow-fading level up to 9 dB. We then compare the

reliability of ZCOR when different numbers of sub-CoTs are used. The results show that it is

important to increase the number of sub-CoTs in severe shadowing conditions, since reliability
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severely degrades when Single-CoT is used. However, using three CoTs (Triple-CoT) does

not significantly improve the performance of ZCOR. As the nodes in the network experience

deeper shadow-fading, which is spatially correlated over several tens of meters, using only a

single CoT is less reliable since the nodes in a single CoT will experience similar fading. There-

fore, in such conditions, it is important to use multiple CoTs to fully exploit spatial diversity

gains.

2.6 Conclusion

We proposed ZCOR , an algorithm for mission-critical safety-related message dissemination

in VANETs, which are characterized by dynamically changing network environments. ZCOR

is a novel location-based opportunistic packet relay algorithm based on implicit coordination

technique. Although ZCOR requires tight time-synchronization among nodes, it enables effi-

cient and scalable multi-hop packet dissemination with significantly reduced overhead for the

coordination of relayer candidates for opportunistic relay. Through extensive simulations, the

performance of ZCOR is proved to meet the strong latency restrictions of safety-related mes-

sages over a wide variety of network conditions in VANET. Compared to the existing message

dissemination algorithms, ZCOR showed similar or better reliability with much less rebroad-

cast overhead (up to 55% reduction). Such a bandwidth saving can be exploited to increase the

utility of the service channel from 50% to 80% by reducing the size of control channel.
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Table 2.2: Protocol Parameter

Protocol Parameters: Common

TSI 100 ms

TCCH 30 ms

Number of Tx slots in TCCH 30

LSM packet size 300 Bytes

Heartbeat packet size 250 Bytes

Heartbeat transmission interval 5 m/pkt

LTHF LSM (150 m) latency bound 100 ms

MTMF LSM (300 m) latency bound 200 ms

HTLF LSM (1000 m) latency bound 1000 ms

Protocol Parameters: ZCOR

Transmission slot size 1 ms

Access-backoff slot size 8µs

First LSM access-backoff [0− 9]

Heartbeat packet access-backoff [10− 19]

The size of CoT: R 20 m

Protocol Parameters: CFG and MRG

CWmin for LSM 7

CWmin for heartbeat packet 31

Random backoff slot size 8µs

Maximum RAD (CFG) 10 ms

Maximum number of retry (MRG) 7
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Table 2.3: Simulation Parameter

Transmission power 20 dBm

Reception threshold −87 dBm

Carrier sensing threshold −102.3 dBm

Capture threshold 6 dB

Path loss exponent γ 4

Data rate 3 Mbps

Frequency 5.89 GHz

Shadow channel correlation distance: dcorr 20 m

Maximum shadow effect ±5 dB

CCH duration 30 % of SI

Minimum number of CoTs in splitting: M 2

Background congestion factor: q 2
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Chapter 3

Implicit Coordination for Resource Allocation

3.1 Introduction

Wireless Mesh Network (WMN) [2, 3] is a communication network created by mesh style Ad-

Hoc connections among wireless nodes to provide network services to mobile and stationary

users even without infrastructure networks. WMNs are more reliable and can provide wider

coverage since nodes are distributed, which exploit many redundant connections of mobile and

stationary nodes. Since WMNs are resilient to partial break down of networks and is imple-

mentable using relatively low cost devices, their application can be easily extended to disaster

networks [77, 78] and alternative Internet access service in underdeveloped countries [79, 80].

In WMNs, nodes are typically connected to peer nodes and cooperate to deliver packets to

other nodes over multi-hop connections. However, such uncoordinated Ad-Hoc connections

can cause server interference problems to each other. Although power control techniques can

alleviate such interference problems in dense network conditions, they are not widely used in

Ad-Hoc networks due to the difficulties in coordination. In wireless communication systems,

power control has been thoroughly studied over decades aiming to enhance the network effi-

ciency and the quality of service. Through the proper assignment of transmitting powers of

wireless devices, it is possible to increase network throughput by reducing the level of mutual

interference among devices. From the perspective of network throughput optimizations, power

control is identical to the resource allocation by solving network-wide utility maximization

(NUM) problems [5, 6, 7, 81, 8]. Although utility based power control methods produce opti-

mal network throughputs, it requires frequent message exchange between nodes and also easily

produce severe unfairness to individual node’s throughput [82] depending on the topological

conditions of the network. Also power control methods maximizing aggregate throughput may

cause severe unfairness problems, as a number of transmitters inducing larger interference need
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to be shut down to improve overall network throughput.

Such fairness problems can be solved by joint scheduling and power control methods that

guarantee minimum resource allocations by scheduling the nodes penalized in the power con-

trol process. By orthogonalizing the communication links – the transmitting and receiving node

pairs – that produce high interference to other nodes, the rate region becomes convex achieving

better network throughput. In this research, we propose a Joint Power control and Scheduling

Algorithm (JPSA) to achieve better efficiency of the network throughput without sacrificing

fairness among users. The joint scheduling and power control is known to be a NP-complete

problem [83] which requires global knowledge of the network in order to find the optimal power

values, which cannot be easily applied to Ad-Hoc networks where a central coordinator does

not exist. In this research, we apply implicit coordination technique to achieve both efficiency

and fairness while minimizing the overhead for coordination.

JPSA is a distributed coordination technique based on network utility maximization tech-

nique. We tackle the complexity issues related to joint scheduling and power control, JPSA

employs implicit coordination technique, which infers the local interference level from Re-

ceived Signal Strength to Noise-Interference (RSSI) level, JPSA significantly reduces latency

and overhead in the coordination process. To schedule links for a better network fairness, JPSA

autonomously groups links into a number of subgroups for scheduling for different time-slot

access. Although its performance is not optimal, JPSA has the advantage of linear complex-

ity compared to other NUM based joint power control and scheduling algorithms which have

exponential complexity over the number of rate sets and number of nodes.

The remainder of this chapter is organized as follows: In section.3.2, we introduce the sys-

tem model and identify the problems. Then, in section.3.3, we explain the the detailed explana-

tion of our proposed JPSA. The simulation set-up and the results are presented in section.3.4.

Conclusions are made in section.3.5.

3.1.1 Related Work

Utility based power control methods have been widely studied in cellular systems that are

characterized by centralized base stations and mobile nodes connected to them. One of the key

power control algorithm was developed in [84] where authors show that the utility-maximization
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problems for an optimal cell throughput can be implicitly solved in a distributed mechanism

by introducing a shadow price function. For multi-cell environments, Ji et al. solved power

control problems based on a convex utility function [7], and a distributed power control algo-

rithm based on load-spillage is provided in [81]. Han et al. solved the power control problem

by using a non-linear price function [85] for the uplink CDMA system. However the conver-

gence of the proposed algorithm is only achieved when power values converge either to zero

or to the maximum because price values converge only for those cases. They made a central-

ized approach that a base station broadcast system information to mobile stations. However,

these papers do not discuss the fairness issue between users. In [5], Xiao et al. proposed an

algorithm that adaptively modifies the price function to increase the fairness of users using a

non-convex Sigmoid like utility function. Allowing soft SINR thresholds the authors alleviate

the fairness problem. However, this scheme requires a tuning process of the parameters. These

works attempt to design distributed coordination algorithms to enhance network efficiency in

infrastructure-based networks.

In Ad-hoc networks, power control has mainly been applied for interference mitigation

on a per-link basis to increase both the energy efficiency of nodes and the network capac-

ity [86, 87, 88, 89, 90]. In [91, 92, 93], adaptive rate control is jointly considered with power

control methods on a per link basis. In terms of per-network basis power control methods

that primarily maximize network throughput, Vivek et.al. propose a cross-layered approach by

jointly optimizing carrier sensing range and power control [94], and Narayanaswamy combines

a power control algorithm with a routing protocol for network wide coordinations [95]. Coping

with the fairness issues raised in network throughput maximization [82], the joint power control

and scheduling approach is made by solving network-wide utility maximization (NUM) prob-

lems in [96,83]. However, these algorithms not only require global knowledge of the networks,

but also the complexity of the algorithms increases exponentially with the size of discrete rate

set and the number of nodes. Compared to these works, by applying implicit coordination

techniques, the proposed JPSA has a linear complexity that grows linearly with the number of

nodes, which is independent of the size of rate sets. Also, the algorithm is fully distributed and

requires very limited message exchange between nodes.
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3.2 System Model and Problem

In Ad-hoc peer-to-peer networks, as shown in Fig 3.1, transmitter nodes and receiver nodes

make a communication link pair. In our unicast communication model, each communication

link, li, is assumed to have one transmitter node si and one receiver node ri, which are not

shared by other links, and Gii is wireless channel gain for the connection.

Figure 3.1: Peer-to-peer communications model (Unicast mode)

In interference limited communication systems such as CDMA and OFMDA systems, more

than one communication pair is allowed to transmit data simultaneously. In such cases, a link

capacity is limited by the interference caused by transitions from its neighboring links. The

Signal to Interference and Noise Ratio (SINR), γi, at node ri can be represented by the standard

interference model in (3.1), which is a function of M interfering nodes’ transmission power

vector p = [p1, · · · , pi, · · · , pM ]t, where the transmission power is limited by a maximum

value of p̄. The amount of interference to ri is related to the network channel gain matrix

denoted by Gij from the transmitter node sj from link j to ri. Ni is the thermal Gaussian noise

component at ri.

γi(p) =
Giipi∑

j 6=iGijpj +Ni
(3.1)

We can rewrite (3.1) as follows with the normalized channel gain matrix Fij and the normal-

ized thermal Gaussian noise ηi for Fij =
Gij

Gii
, ηi = ni

Gii
. Ri is the total amount of interference

to node ri.
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γi(p) =
pi∑

j 6=i Fijpi + ηi
=
pi
Ri

(3.2)

We apply a network utility maximization (NUM) technique to solve the power control prob-

lem which can implicitly coordinate individual nodes to control their transmission power for

the global network utility maximization. There are number of ways of defining utility functions

depending on the applications of the service. Voice quality, data rates, network efficiency, and

network throughput are examples of utility functions. In this research, we define the utility of

the network as the sum of data rates of individual links, then the utility maximization problem

can be described as following equations:

maximize
∑
i

Ui(γi(p)) (3.3)

subject to 0 ≤ p ≤ p̄ (3.4)

Here, the optimization variable is the power of each node, pi. By controlling pi, we can

maximize the network throughput. However, not all power assignments are feasible due to

the mutual interference in the networks. Because the change of power in one the link affects

all other links and their data rates, nodes are required to coordinate to maximize the network

throughput.

Applying NUM methods for Ad-hoc networks for maximizing network throughput using

minimum transmission power, the utility Ui is defined as the data rate of Wi-Fi radios. To allow

the variable rates of Wi-Fi systems depending on SINR values, we set the utility function as a

staircase function of γ as shown in Fig. 3.2 according to the 802.11a specifications. However,

it is hard to directly apply NUM methods to the multi-rate Wi-Fi radios as NUM is based on

convexity of the utility function while stair-case multi-rate function is a non-convex function

which is discontinuous at each of the rate transitions. Approaches made in [96, 83] for this

discrete utility function increase the algorithm complexity exponentially with the size of the

rate set.
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Figure 3.2: Staircase Utility function

3.2.1 Implicitly Coordinated Transmission Power Control

Solving a standard NUM problem in assigning powers to each transmitters, the utility max-

imization problem (3.4) can be rewritten as the following dual decomposition problem [85],

which can be implicitly solved by individual nodes in a distributed way.

D(λ) = max
p

∑
i

(Ui(γi(p))− λipi) +
∑
i

λip̄i (3.5)

Using gradient update method, the shadow price λi, which is used to implicitly coordinate

nodes, is updated by the following equation.

λ
(n+1)
i = [λ

(n)
i + α(p

(n)
i − p̄i)]

+ (3.6)

Depending on the interference conditions, each node has a different shadow price value that

reflects its interference to other receiver nodes. Hence, transmitter nodes control the transmitter

based on the price value updated by the receiver node. In the system of a convex utility function,

powers only converge to either zero or to the maximum power, which is referred as a bang-bang

type power control that either turns off nodes or makes nodes transmit in full power. The is due

to the fact that the price, λ, converges only when power approaches to the maximum value, p̄i,

and utility function monotonically increase with pi unless the node is turned off (pi = 0).
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This causes serious fairness issues as nodes under large interference are forced to be turned

off as it is hard to increase their utility for the same price of λ. There are a number of approaches

to alleviate this unfairness problem. One method is to adjust the price function and adaptively

adjust the price values as in [5]. However, this method requires calibration of the parameters,

and cannot be a fundamental solution for the fairness issue.

Simple NUM based power control algorithms maximize network throughput, however,

nodes will experience severe unfairness as the links that produce large spillage are turned off

by the algorithm to maximize the network throughput [81]. Considering fairness issues, when

the size of the network is large and their inter-distances are close enough to generate large mu-

tual interference, it is necessary to schedule the transmissions of nodes in order to maximize

the network throughput. Link scheduling is needed to orthogonalize links in time domain or

in frequency domain to increase both the fairness and the aggregate throughput of the network

simultaneously.

We are considering a scheduling method that orthogonalizes links in time domain without

the need for extra frequency. By separating the links into more than one groups, it is possible to

increase the total aggregate throughput by alleviating mutual interference. However, scheduling

the transmission while simultaneously power controlling each link is a NP-complete problem,

which is difficult to solve even in a centralized system.

For the link set L = {l1, l2, · · · , lM}, we can divide the links into more than two subgroups

of links, C1 ∪ C2 ∪ · · · ∪ Ck = L for the channel access in different time slots. Thus the

scheduling problem is reduced to assigning links to each subgroup while applying the power

control algorithm to each group maximizing the aggregate network throughput.

3.3 Joint Power Control and Scheduling Algorithm

We propose a Joint Power control and Scheduling Algorithm (JPSA) based on Utility maxi-

mization, which can provide a significantly improved throughput without sacrificing the fair-

ness of users.

In Wi-Fi systems, applying convex optimization techniques for the distributed power con-

trol, the first problem is the complexity of the algorithm caused by the discrete utility function
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of Wi-Fi multi-rate systems. The complexity increases exponentially with the size of rate set.

In addition to this, we cannot apply a gradient method to solve the maximization problem

because the utility function is non differentiable due to its discontinuity at its rate transition

SINR thresholds. Although we can apply a sigmoidal function instead of a staircase function

in approximating the utility functions [5], the sigmoidal function is still a non-convex function,

which is difficult to solve by standard methods used for general convex optimizations problems.

3.3.1 Power control with a staircase utility function

Because there is no central coordinator in Ad-hoc networks, scheduling and power control

should be made with minimum exchange of information among nodes in the networks. We

are assuming zero message exchange for power control. However, for scheduling, we need to

allow a minimal information sharing between nodes to control the slots numbers and the timing

of slots to avoid collisions between nodes.

Although the utility function is non-convex and is not differentiable, we can still exploit

the concept of social welfare based on the price of the resource usage in the standard utility

maximization problems. In (4.5), the distributed algorithm uses price, λ, in coordinating nodes

to socially maximize the network throughput. This price prevents each node from selfishly

exhausting air resources by increasing their transmission power to the maximum value.

Applying the staircase utility function of Wi-Fi radios, nodes do not need to increase their

transmission power to the maximum as their utility does not linearly increase with their trans-

mission power. Once the transmission power reaches a certain threshold for a data rate, its

utility does not increase until the power reaches to the next threshold. This is problematic as λ

always diverge to infinity, and the power never converges to any value. Thus, we modified the

update algorithm of λ to the following equation in order to suppress its divergence problem. λ

decreases as the number of iterations increase when divided by iteration step k.

λ
(n+1)
i = [λ

(n)
i +

α

k
(p

(n)
i − p̄i)]

+ (3.7)

In each node, with the updated price λi, the utility is calculated and the power is adjusted to

increases its own utility value Ui, which is affected by the interference from other transmitter’s
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Figure 3.3: Target SINR: Calculate utility and set the target SINR based the staircase utility
function

transmissions power pi−.

p
(n+1)
i = [argmax

pi
Ui(γi(pi,p

(n)
i− ))− λ(n)i pi]

+ (3.8)

Rather than setting the power value to an optimal point causing abrupt change in the utility

value, in each iteration, power pi is only slightly adjusted by the amount of ∆p according to the

direction that each node achieves higher utility value. Figure. 3.3 shows how pi is determined

based on the current SINR value, γi. With current γi between γB and γC , each node calculates

its utility value assuming the γi equals to γA and γC . Then they compare their utility values to

the current utility value, and determine the direction of power adjustment.

This utility calculation can be made without exchanging any information with other nodes

as the problem is decomposed in a standard way using Lagrangian methodology. The utility is

only dependent on the individual node’s transmission power, pi, of the link i. The aggregate

interference from all other transmitting nodes, Ri =
∑

j 6=i Fijpi + ηi can be calculated from

known pi,Gii, and the amount of the thermal noise component.2 Algorithm 1 shows the outline

of the power control process assuming that the receiver node runs the power control algorithm

and updates the power information to the transmitter node.

Assuming dynamic channel variations, the link margin is added to each SINR threshold for

the reliable reception of packets. This margin is an environmentally dependent value, which

2The information on pi is delivered to the receiver node in each packet header, and channel gain Gii can be
estimated from RSSI information
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1) Measure γi
2) Find Ri
3) Find max U−

i , Ui, and U+
i

4) Update pi
if Ui+ is the max then

p
(n+1)
i = p

(n)
i + ∆p

Ui− is the max p
(n+1)
i = p

(n)
i −∆p p

(n+1)
i = p

(n)
i

5) receiver node ri feedback p(n+1)
i to transmitter node si

6) Update λ(n+1)

λ
(n+1)
i = [λ

(n)
i + α

k (p
(n+1)
i − p̄i)]+

k = k + 1

Algorithm 1: Receiver node feedback: updated power value to the transmitter node

should be adjusted according to the amount of the small scale channel fluctuations. For the

utility function, it is possible to apply a softly varying Sigmoidal function instead of the thresh-

old based staircase function that abruptly switches the data rate. However, given the abruptly

changing packet error rate at SINR thresholds for small changes in SINR, the impact on total

utility values from Sigmoidal utility function is marginal.

3.3.2 Joint power control and scheduling

We solve the fairness issue discussed in Sect. 3.2.1 by jointly scheduling the transmission tim-

ing of nodes with power control algorithm simultaneously. As mentioned in the previous

section, the problem of jointly scheduling transmissions and power control is a well-known

NP-complete problem, which cannot be easily solved in a distributed way even with the full

exchange of information on each node’s status.

JPSA groups nodes into power control subgroups to reduce mutual interference between

nodes so that each subgroup has a feasible solution for their power allocation. The algorithm is

designed according to the following principles.

• The message exchange between nodes should be minimized

• The convergence of the power control algorithm should be fast, regardless of number of

nodes
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(a) Scheduling algorithm split groups until all the
nodes have positive transmission power (pi >
0, ∀i)

(b) Number of groups increase at each scheduling
step

Figure 3.4: Joint power control and scheduling algorithm

• The complexity of the algorithm should be independent from the size of the rate set

• Each power control subgroup should have a convex rate region

• None of the nodes should suffer from severe unfairness

We exploit convergence of a Lagrangian based power control algorithm in grouping nodes

and splitting the channels. Figure 3.4 show the scheduling algorithm; how nodes are grouped

and where we split the channel in time domain. The power control process starts from the

entire node group C. When the power control algorithm converges, the nodes in active trans-

mission are grouped to C1, and the nodes turned off after the power control process initiates

the scheduling process. The scheduling process splits the time slot in half by broadcasting a

channel split request message. Then the second node subgroup C2 is organize. The power con-

trol algorithm continues to run on subgroup C2 and produces another subgroup C3 when any

node in C2 converges to zero transmission power. The scheduling process continues until none

of the nodes have zero transmission power, and the channel is equally divided into k channels

in time domain.

In the power control process, links under high interference from transmitters of other links

are usually turned off as their utility function is hard to grow compared to other links, and the
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Table 3.1: 802.11a radio reception thresholds: Receiver performance requirements (PER =
10−3)

Data rate Modulation Coding rate Threshold

6 Mbps BPSK 1/2 -82 dBm

9 Mbps BPSK 3/4 -81 dBm

12 Mbps QPSK 1/2 -79 dBm

18 Mbps QPSK 3/4 -77 dBm

24 Mbps 16QAM 1/2 -74 dBm

36 Mbps 16QAM 3/4 -70 dBm

48 Mbps 64QAM 2/3 -66 dBm

54 Mbps 64QAM 3/4 -65 dBm

system recovers its feasibility by turning a number of links off. This is not an optimal solution

because the amount of utility is not considered in the process of the decision for scheduling.

However, the scheduling algorithm is simple and fully distributed. The algorithm operates in

each node without any coordination among nodes, and it performs reasonably well compared

to the optimal scheduling cases requiring global knowledge of the networks. By allowing

time division multiplex and power control simultaneously, we can efficiently increase both the

fairness and the network throughput of the Wi-Fi Ah-hoc system.

3.4 Simulation Result

The channel model used in the simulation is the log-distance path model in (3.9) with a path-

loss exponent value of ζ = 4.

L = L0 + 10ζ log10
d

d0
(3.9)

Thermal Gaussian noise on the receiver antenna front-end can be found by the Boltz-

mann equation, N = kTB, where k stands for the Boltzmann’s constant equals to 1.38065 ×

10−8[J/K], T is the effective temperature in Kelvin, and B is the Bandwidth.

Table 3.1 shows the reception threshold of 802.11a radios for each data rate. Depending on
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Figure 3.5: Distance and data rate: Maximum communication range is set as 200m with maxi-
mum transmission power set as p̄i = 18dBm

the modulation schemes and convolutional coding rate, the sensitivity over noise and interfer-

ence is determined. The thermal Gaussian noise Ni in each receiver incorporates 10dB noise

figure and 9dB loss margin, which adds up to −87dBm. Based on the channel model in (3.9),

the resulting distance and data rate relationship of ideal 802.11a radios is shown in Fig. 3.5.

In this chapter, we demonstrate the performance of the proposed JPSA through simulations.

Because both the network throughput and the fairness of user are important, we uses a new

metric in quantifying the performance of the proposed algorithm. The performance of the

algorithm, P , is measured by multiplying the fairness of user throughput and the aggregate

network throughput. The fairness is the average value of the Jain’s fairness index over the link

throughputs, ti, in a network of total L links.

Performance(P ) =

L∑
i

ti ×
(
∑L

i ti)
2

L
∑L

i t
2
i

(3.10)

3.4.1 Power control only versus Scheduling only

Figure 3.7 shows the simulation result for the example of 5-link topology illustrated in Fig. 3.6.

The transmission powers of l1, l2, and l4 converge to the value that maximizes the sum of data

rates of all links. However, l3 and l5 experience serious unfairness as they are completely turned
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off. If the deactivated nodes are turned on to alleviate the fairness problem, then the system

becomes unstable and the power control algorithm diverges to the maximum values resulting

in a situation where none of the links get any reasonable throughput.

In this topology, the throughput of a simple power control method is 84Mbps, and the

ideal throughput of the contention based CSMA MAC of 802.11 system is 49.2Mbps. The

ideal CSMA MAC is identical to the ideal TDMA system as it assumes zero overhead from

collisions and back-off processes. In terms of aggregate throughput, TDMA based MAC that

only schedules transmission of nodes performs much worse than a power control mechanism

with a rate adaptation. However, the system based on the power control mechanism has a

serious problem in the fairness as some of links are simply turned off to increase the aggregate

network throughput.

Figure 3.6: Example topology: Five links

3.4.2 Performance of JPSA: Comparison with fair scheduling algorithm

The proposed JPSA can solve the fairness problem caused by the feasibility issue in the utility

based power control algorithm. By grouping links to reduce mutual interference and by assign-

ing different slots for each of groups while simultaneously controlling the transmission powers

of the links, it is possible to achieve gains in both the aggregate network throughput and the

fairness in each individual throughout of the users.

In Fig. 3.8, we compare the performance of JPSA over the TDMA, which provides fair time
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Figure 3.7: Power control with a rate adaptation

sharing of the channel without power control to all nodes. We generated 5, 000 random topolo-

gies in 1000× 1000m space, and the si - ri distance is limited at 50− 150m. As discussed in

the previous section, JPSA shows better performance in aggregate network throughput while

TDMA shows better fairness. However, in terms of the joint performance P , which is a com-

bined performance of both the network throughput and fairness, JPSA performs far better than

TDMA especially for the topologies that JPSA converges to small number of subgroups.

Figure 3.8: Performance comparison with Time division access (TDMA) : 5 Links topology

3.4.3 Performance of JPSA: Comparison with optimal scheduling algorithm

Depending on the topological conditions and mutual interference levels, the optimal number of

subgroups maximizing the network aggregate throughput varies. In JPSA, the selection of the

number of subgroups and the node assignment for each group is made in a greedy way until all
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the nodes in the network have positive transmission power. As JPSA is a suboptimal algorithm,

there exists a performance gap in the optimal scheduling method that ideally selects the group

size and subsequently assigns nodes to each groups for maximum throughput. In this research,

the optimal performance is determined by an exhaustive search algorithm that runs the power

control algorithm for all the different combinations of group assignment cases, which assumes

a central coordinator with a global knowledge of the network.

In Fig. 3.9 the performance of JPSA is compared with the optimal performance that can be

achieved. This figure is drawn from 1, 200 cases that JPSA converges into 3 subgroups, and its

performance is then sorted according in a descending order of the optimal performance. This

figure shows the gap between the optimal scheduling performance and JPSA. We also compare

the performance of JPSA to the fair time sharing TDMA performance without power control in

Fig. 3.10, which is sorted in descending order of TDMA performance.

JPSA performs lower than the optimal scheduling algorithm. However, considering the

complexity of algorithms and the amount of message exchanges required, JPSA performs rea-

sonably well when compared to TDMA MAC.
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Figure 3.9: Performance comparison with an optimal scheduling algorithm: 5 Links topology

3.5 Conclusions

In this chapter, we introduce a joint scheduling and power control algorithm for Wi-Fi Ad-Hoc

systems. Considering the need for peer-to-peer communications among mobile devices and

the popularity of Wi-Fi radios, it is meaningful to increase the network throughput for users in

a peer-to-peer mode by a relatively simple and distributed power control algorithm based on
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Figure 3.10: Performance comparison with a fair channel scheduling algorithm (TDMA): 5
Links topology

implicit coordination technique. To solve the fairness problems that arise in the power control

mechanism, we introduce a simple greedy scheduling algorithm,JPSA, which is non-optimal,

but performs reasonably well even without the need for information exchange on the mutual

status between nodes. The proposed JPSA has a linear complexity with a number of nodes

and is independent from the number of rate set. Through the proposed coordination algorithm,

in addition to the gains of network throughput, individual users can extend their battery usage

time, especially for energy constrained wireless devices.

Our contribution can be summarized as follows.

• We show that the potential capacity expansion of Wi-Fi radios in Ad-Hoc mode is high-

lighted, which can be enabled by coordination of transmit time and power scheduling.

• We show that the complicated joint power and scheduling problem can be efficiently

solved by applying primal-dual decomposition methods that exploits implicit coordina-

tion technique.
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Chapter 4

Implicit Coordination for Cooperative Location Privacy Protection

4.1 Introduction

Technology trends are leading to an increasing number of wireless transmitters that move

around with us as we go about our daily lives. Many of these transmitters are virtually al-

ways on—they send messages for push email, handoffs, or sensor status updates even without

any explicit user action. At the same time, widely available radio hardware is becoming in-

creasingly flexible and openly programmable. Such hardware significantly lowers the bar for

an adversary to intercept and decode wireless signals.

While message content can usually be protected through encryption, any transmitted sig-

nal will expose information about the location of the transmitter. Even without decoding, any

of the transmitted bits, adversaries can use a variety of well-known localization techniques

to determine the position and track the movements of a user. Examples of such techniques

are Received Signal Strength (RSS) Fingerprinting [18, 97], Time-Of-Arrival (TDOA) [16], or

Angle-Of-Arrival (AOA) [98] localization. Thus, emitting wireless signals can be misused to

cause significant threats to people, property, or might be a nuisance to individuals in form of un-

wanted and bothersome activities.1 In such cases, even a relatively small amount of confusion

(tens of meters) about a position can sometimes lead to significant privacy gains—it would hide

which store a person entered, or which room a VIP is located in, for example. Moreover, even

if identifiers are removed or encrypted, such tracking still creates privacy risks since identity

can often be inferred if a device can be tracked over longer period of time (for example, through

face recognition on video surveillance cameras). Even a relatively small amount of confusion

(tens of meters) about a persons position can sometimes lead to significant privacy gains—it

1FootPath system reportedly allows tracking the movement of cell phones in shopping malls [99].
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would hide which store a person entered, or which room a VIP is located in, for example.

However, existing techniques can only provide very limited protection against such attacks

on location privacy at the physical layer. Transmit power randomization [100] can throw off

standard localization systems, but localization algorithms can easily filter out such changes by

applying differential RSS techniques [101]. Although using directional antenna can improve

user location privacy by changing RSS information on adversary sensors [102], its physical size

and the requirement for antenna steerability pose design problems in portable mobile devices.

In military communications, frequency hopping or code spreading techniques [103] are widely

used to prevent jamming and eavesdropping on signals. These are not compatible with most

commercial radios and are less effective for protecting location privacy, since it is not necessary

to follow the hopping sequence of the transmitter. Receiving any part of a transmission on any

one frequency is usually sufficient for localization.

In this chapter we propose two cooperative location privacy protection techniques in radio

physical layer. We consider that coordination for locational privacy can induce overhead com-

munications among the coordinated nodes, which can, on the contrary, threaten their location

privacy inducing counter attack from adversaries. Hence, we apply implicit coordination tech-

nique to allow more secured coordination between coordinated nodes while minimizing the

communication overhead.

Cooperative Location Cloaking We design a simple but robust noise injection technique

that utilizes friendly neighboring nodes as cooperative jammers. Users cloak their location

through the jamming signals transmitted from cooperators to obfuscate RSS or TOA infor-

mation used by adversary sensors. While this jamming technique is quite intuitive, in-depth

analysis should be made to consider the impact on radio link performance. We firstly iden-

tify the trade-offs relationship between throughputs and location privacy in wireless commu-

nication channels using Cramer-Rao Lower Bound (CRLB), which determines the theoretical

limits on the accuracy of localization attacks from adversaries. We identify the tradeoff rela-

tionship between location-privacy and performance in wireless communications. Moreover, for

to minimize the risks due to communications for coordination, we introduce a novel Multi Co-

operator Power Control (MCPC) technique exploiting an implicit coordination technique based

on primal-dual decomposition technique. In MCPC, users can set a threshold for throughput
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loss, and then cooperative jammers implicitly control their jamming signal strength within the

threshold level, thereby maximizing their aggregate jamming power. The algorithm is fully dis-

tributed and secure since jammers do not transmit any message packet, which might possibly

disclose their locations.

Cooperative Location Cloning: Phantom provides physical layer location privacy protec-

tion by creating a number of phantom locations around the true locations of users. Contrary to

cooperative cloaking that drives adversaries have noisy estimation on the user location, Phan-

tom protects the location privacy by creating a larger number of ghost locations. The cooperat-

ing nodes in Phantom synchronizes their transmissions so that their signals arrive at adversary

receivers within normal multipath delay spreads and are hard to distinguish from regular mul-

tipath effects. Thus, intuitively, this technique creates stronger multipath effects that affect the

accuracy of localizations techniques. One important part of Phantom is a collaboration proto-

col that allows multiple nodes in proximity—for example a VIP’s phone and additional devices

carried by the personal security detail—to transmit such simultaneous messages. We apply a

implicit coordination technique using pseudo random generators to allow cooperating nodes to

synchronize their transmission time and control transmission power.

The remainder of this chapter is organized as follows: In section 4.1.1, we review existing

related work on location privacy protection at the physical layer. In section 4.2 we propose a

multi-node cooperative jamming technique, and present simulation results. In section 4.3, we

introduce Phantom and its collaboration protocol, and we explain our experiments in creating

dummy locations using actual radio modules. Finally, we draw conclusions in section 4.4.

4.1.1 Related Work

A great deal of research effort on location privacy has been expended in the past decade. How-

ever, most efforts have focused on techniques preventing unintended disclosure of user location

information collected at the MAC layer and above by filtering or obfuscating the true posi-

tion data (e.g., [104,105,106]). Attacks to location privacy through passive location estimation

techniques using physical layer RSS [97,107], TOA [16], or angles from AOA [98] information

have received less attention.
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Such low level attacks on user location privacy are hard to protect against since manip-

ulating the signal at the physical layer directly affects the radio performance. Conventional

secure communications techniques are also not effective in protecting the location privacy of

users from such attacks. For example, the frequency hopping technique cannot prevent the

adversary from measuring needed information (such as RSS or TOA) from user transmitted

signal, since the adversary only needs to keep monitoring a fraction of frequency to obtain a

short signal useful for location estimation. In code spreading methods, using pseudo-random

code is no longer secure due to various attack algorithms exploiting its auto-correlation prop-

erties [108, 109, 110, 111]. We review a number of existing techniques based on direct signal

obfuscation methods, which mainly focus on lowering the accuracy of adversary location esti-

mations.

Jiang et. al. [112] suggest a method that forces wireless nodes to reduce transmission power

in order to minimize the number of adversary sensors detecting their RSS values. On the other

hand, El-badry et. al. have introduced a protocol where anchor nodes dynamically change their

transmission powers to prevent unauthorized nodes localizing their locations [113]. They have

also proposed a method where transmitters add noise to their transmitting signal to prevent

the precise adversaries’ RSS measurements while sacrificing their own link throughput. These

approaches are simple but not effective when adversaries install a sufficient number of sensors

for the detection and estimation of the signal transmitted from the target nodes.

Beamforming technique [114] using an array antenna can be an alternate solution for such

a mechanical steering problem, However, the gains on location privacy protection from beam-

forming antennas is not yet proved, since its directional antenna gains can be easily averaged

out in mobile environments where the phases of the transmitted signal from an antenna array

dynamically change over time and space. Using directional antennas can improve user location

privacy by forging RSS information on adversary sensors [102]. However, directional antennas

need to be physically steered to the direction of receiver nodes, which requires a mechanical

steering module. Also the size of directional antenna can pose design problems in portable

mobile devices.
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4.2 Cooperative Cloaking: Jamming for Location Privacy Protection

When an adversary localization system tries to find the location of the sensors nodes, the attacks

from the adversary can be made in a completely passive manner using the information mea-

sured from the received signal. However, it is difficult to obfuscate PHY information without

degrading the quality of wireless communications. Transmitting noise-like jamming signals

from a third cooperative node can obviously help nodes obfuscate the PHY information, by

inducing estimation errors to the adversary’s localization systems. However, such a jamming

technique has the problem of interfering with the communication between transmitters and

receivers, thereby reducing the overall communication throughput of the network. Although

applying beamforming antenna techniques or adding filterable pseudo-random noise can alle-

viate such interference problems, those techniques generally induce coordination problems or

require encryption of the entire signal including pilots and preambles, which also degrade the

radio performance.

4.2.1 The Positive Role of Jamming in Location Privacy

Self-jamming techniques, such as the transmitters randomly changing transmission power or

lowering transmission power to minimum, can be easily detected or estimated by adversaries

since all of their sensors are uniformly affected by the change of transmission power of a

target transmitter node (TX). Hence, we propose a cooperative jamming method that exploits

neighbor nodes of TX as cooperative jamming nodes (COP). Figure 4.1 shows an example

scenario of cooperative jamming. In the figure, TX obfuscates its TOA and RSS information

through the transmission of a jamming signal from one of its COPs. The jamming noise can

be either white Gaussian noise like wide-band signal or low power dummy data packets, which

decreases the received signal quality on adversary sensors s = {s1, s2, · · · , s8}. Specifically

for the adversaries using TOA information (TOA adversary), jamming noise from COPs lowers

the estimation accuracy on the adversaries’ TOA estimation since TOA estimations are largely

dependent on the received signal quality. Also, the jamming noise induces estimation errors

for RSS adversaries, who are localizing TX based on the measured RSS values from TX, by

inducing errors to the adversaries’ RSS measurements.
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Figure 4.1: Cooperative jamming for location privacy protection

We briefly explain how the jamming noise affects the location privacy of nodes, which is

measured by the accuracy that the adversary can achieve on the location of target nodes. The

accuracy of location estimations of adversary localization systems using TOA measurements

depends on the Signal to Interference and Noise Ratio (SINR) of the received signal and Non-

Line Of Sight (NLOS) signal components [115]. Hence, we use the CRLB, ||√σû||[m], on the

target location, u = {x, y}, as a privacy measure at given topology and SINR conditions where

σû is the CRLB on u. The Fisher Information Matrix (FIM), Ju is used to find σû, which can

be induced from the probability density function, fu(r), on the observation, r, in (4.2) [116].

σû ≥ J−1u , (4.1)

Ju = Eu

{
∂
∂u log fu(r) ·

(
∂
∂u log fu(r)

)T}
. (4.2)

The FIM, Ju, depends on the precision of time estimation whose variance is bounded by

the SINR, γ, of the received signal (στ2 ≥ 1
8π2f2b ·γ

) [115]. Jammers lower the SINR conditions

at the adversary sensors, thereby inducing errors to their localization system. Compared to the

typical NLOS multi-path components which can be filtered out through extensive calibration

in the training process, our approach using jamming noise can be easily filtered out unless the

locations of COPs and the their jamming powers are known to adversary.

The jamming noise from COPs also affects the RSS measurement of the adversary sensors.

Typical radios find RSS by subtracting background noise power from the measured aggregate

signal power, where the background noise power is measured in a calibrating process [117].

Therefore, the jamming noise increases RSS estimation values at adversary sensors since the
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energy of the received signal increases due to the added noise power. When adversary sensors

measure wrong RSS information, their estimation on the location of TX will be incorrect. For

RSS adversaries, FIM, Ju, depends on the variation of the RSS measurement which is heavily

dependent on the channel variations due to fading. Typically small scale fading can be averaged

out, hence shadowing is a major factor that affects the accuracy of localization systems. The

shadowing from terrain can be overcome by calibrating accurate RSS maps in the target area.

However, the RSS variation induced from unknown COPs is hard to be filtered out. We define

the level of location privacy using CRLB on the location estimation from the adversary. The

details on the analysis method based on CRLB and the parameter values used in our simulations

are presented in the Appendix.

4.2.2 Single- and Multi-node Jamming

Next, we explain the tradeoff relationship between throughput and location privacy, then show

how single or multiple cooperative jamming technique improves the location privacy of wire-

less nodes. An example topology with 7 adversary sensors is shown in Fig. 4.2(a). Depend-

ing on the transmission signal power of TX and the jamming power of COPs, throughputs

and location estimation errors from the adversary localization system change. The through-

put of TX, C = log2 (1 + γ) [bits/Hz/s], is determined from the SINR between TX and

RX,γ0(p) = pTXhTX∑M
i pihi+N

. We denote the transmission power of TX as pTX , TX to RX channel

gain as hTX , the jamming powers from M COPs as p = {p1, p2, · · · , pM}, ith COP to RX

channel gain as hi, and noise floor as N.

We first assume only one out of three COPs transmits jamming noise signal. In such a case,

the location privacy of TX is dependent on the location of the COP transmitting a jamming

signal.

In Fig. 4.2(b), we can find that using COP-1, which is close to adversary sensors and away

from RX node, is the best strategy maximizing the privacy gain, which is measured by the

location estimation error from the adversary. On the other hand, the performance of using

all three COPs at the same time is not as good as using a single best COP. However, using

multiple COPs can be more reliable since it can provide consistent location privacy gain, when

the location of adversary sensors is unknown. Also, relying on a single COP may enable the
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Figure 4.2: Example of cooperative jamming scenario; path-loss exponent:η = 3, Receiver
noise floor:N = −101dBm, Bandwidth:fb = 10MHz.

adversary to trace back the location of the jamming signal source.

To minimize exposure to adversary sensors, all COPs have to know the precise transmission

time and duration of message transmission of TX. We assume that the transmission time is

pre-scheduled, and neighboring node lists are previously determined so that TXs and COPs

synchronize their transmission time. Such information can be pre-configured before the nodes

are deployed in the area, or it can be broadcast through a secured channel. During the time

assigned, each node continuously transmits its message packets to its receiver node while its

pre-assigned COPs transmit jamming signals.

4.2.3 Multi Cooperator Power Control ( MCPC) Jamming for Location Privacy

The locations and jamming signal powers of COPs determine both the TX-RX link throughput,

and the location privacy of TX. Although multiple low power jammers are used, some of them

might be located at the positions inducing too much interference to the RX node. However, it

is not possible to determine the proper jamming signal strength without exchanging messages

explicitly for coordination, since transmitting coordination messages can expose the location

of both the TX and COPs to the adversary.

We, therefore, propose the Multi Cooperator Power Control ( MCPC) algorithm for the

protection of location privacy of COPs nodes while ensuring their control of jamming power

power. Using a one-way single broadcast feedback channel from RX, COPs adjust their jam-

ming power to guarantee a certain level of link throughout for TX while maximizing their
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Figure 4.3: NUM-based distributed jamming power control method; pTX = 20dBm, α =
0.25, Ricean fading.

jamming efficiency to the adversary sensors. Although the feedback channel from RX can ex-

pose the location of RX, we can minimize the risks of revealing the location of RX through an

asymmetrical feedback channel that is low rate and low power. One example scenario is that

RX has a mobility, therefore less sensitive to the localization attacks from adversaries, e.g., RX

is a ferry node collecting data from scattered stationary nodes.

For better location privacy protections, the jamming powers of COPs should be maximized

while the link throughput C is guaranteed at certain level. To that end, a manually tunable

parameter α, with (α < 1), is introduced to allow COPs flexibly trade throughput for privacy.

Specifically, α is a user-defined threshold for acceptable throughput degradation due to jam-

ming. We formulate this problem as a Linear Programing (LP) problem in (4.3), then apply the

primal dual decomposition method to solve the problem in a distributed way [85].
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maximize
∑M

i=1
pi

subject to γ0(pTX ,p) ≥ (1− α) · γ0(pTX ,p = 0), (4.3)

0 ≤ p ≤ p̄.

Using M cooperative jammers, the optimization variables are the jamming powers of COPs,

p, which are limited by maximum jamming signal transmission power p̄. We assume the

transmission power of TX, pTX is fixed, but the M COPs control their jamming power p to

ensure that the SINR condition between TX-RX is larger than a certain throughput threshold

set by α and SNR without a jamming signal (γ0(pTX ,p = 0)). Then the constrain on SINR in

(4.3) can be rewritten as
∑M

i=1 pihi ≤ α′ for α′ = N( α
1−α).

We apply a Lagrangian multiplier λ and rewrite (4.3) as (4.4)

L(p, λ) =
∑M

i=1
pi − λ

(∑M

i=1
pihi − α′

)
. (4.4)

Then the dual problem can be solved by finding the minimum of D(λ) in (4.3)

D(λ)(λ≥0) = max
p

{∑M

i=1
(1− λhi)pi

}
+ α′λ

=
∑M

i=1

{
max
pi

(1− λhi)pi
}

+ α′λ. (4.5)

Now the problem is decomposed into M sub-problems in (4.5), which are implicitly solved

by each COP using the shadow price λ that is updated by RX using a feedback control chan-

nel. The shadow price λ is updated at each iteration by (4.6) using a gradient value D(λ)
∂λ =∑M

i=1 hipi − α′ where [z]+ = max{0, z} and δ is a small number adjusts the speed of conver-

gence.

λ(n+1) = [λ(n)
(

1 + δ(
∑M

i=1
hipi − α′

)
]+. (4.6)

Using the updated price λ, each COP determines its jamming power pi.
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p
(n+1)
i = [argmax

pi
(pi − λhipi)]+. (4.7)

At each iteration, since each COP makes a greedy choice to maximize its own utility value

(pi− λhipi), its transmission power abruptly changes between 0 and p̄i. Hence, we only allow

a small power change of ∆p in each iteration for slow but reliable convergence of power value

considering unstable channel conditions due to fading.

Note that this distributed power control algorithm does not need any feedback from COPs.

Since COPs passively estimate their channel gain to RX, hi, from the feedback channel (from

RX), their location privacy is preserved. In updating λ, RX only needs to know the sum of

interference from COPs (
∑M

i=1 hipi), which can be calculated from its SINR measurement,

γ0(p) = pTXhTX∑M
i pihi+N

. TX sends the values of pTX and hTX to RX, which can also be measured

from the feedback channel from RX. Although RX has a mobility, the algorithm is fast (only

20 iteration is needed in the simulation) enough to catch up the variation of the channel.

We show in Fig. 4.3 an example topology when M = 4 (4 COPs). COPs start with trans-

mitting maximum jamming noise signal to protect the location privacy of TX in the initial stage

of the algorithm, then gradually reduce their power at each iteration according to (4.7). Due to

small scale channel fading, the channel conditions dynamically change over time, but as shown

in Fig. 4.3(c), the jamming power in each COP gradually converges to a point that maximizes

the sum of jamming powers while satisfying the constraints on the throughput loss. Note that

the proposed distributed jamming power control algorithm automatically penalizes the jam-

mers close to RX (COP-1 and COP-4) since their interference to RX is much stronger than

other COPs (COP-2 and COP-3), which is better to achieve higher throughput. Therefore, in

general cases where adversary locations are unknown, the proposed distributed power control

algorithm performs better than other methods, such as randomly selecting a COP or uniformly

changing jamming powers.

4.2.4 Performance of Multi-node Implicitly Coordinated Jamming Method

Through simulations, we compare a number of jamming-based location privacy protection

methods with the proposed MCPC jamming method. We run simulations for 5000 random
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Figure 4.4: Privacy performance measured by complementary cumulative distribution function;
Jamming power for SCFP and MCFP are fixed as 9dBm and 6dBm.

topologies created with the sizes of 10km by 10km network. 100 nodes are uniformly located

in every 1km by 1km grid with 2-dimensional random offset of 500m, and 100 adversary sens-

ing nodes are also co-located in the same manner. TX is selected as the closest node to the

center of the network, and its RX is randomly selected from the 5 closest nodes to TX, and

the rest 4 nodes become COPs. Adversary sensors are the 7 closest nodes to TX among the

100 adversary sensors in the network, and 2 of them are assumed to have LOS link to TX. The

throughput loss threshold set to be α = 0.25.

The jamming-based location protection algorithms we simulated are summarized as fol-

lows;

• Multi Cooperator Power Control (MCPC): The jamming power of COPs are controlled
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by the proposed distributed multi-node power control algorithm satisfying the link through-

put loss threshold α.

• Multi Cooperator Uniform Power (MCUP): The jamming power of COPs are uniformly

adjusted according to the feedback from RX to guarantee the link throughput loss thresh-

old α.

• Multi Cooperator Fixed Power (MCFP): The jamming power of COPs are fixed regard-

less of the link throughput.

• Single Cooperator Power Control (SCPC): Use a single COP. The closest node to TX is

RX, and the next closest node is COP. The jamming power of COP is adjusted according

to the feedback from RX to guarantee the link throughput loss threshold α.

• Single Cooperator Fixed Power (SCFP): RX and COP are same as SCPC. However, the

jamming power of COP is fixed regardless of the link throughput condition.

For a fair comparison, the fixed transmission powers for SCFP and MCFP are selected

as a value that provides the same average TX-RX link throughput with MCPC for overall

topology conditions. We measure the privacy gain by calculating how much location privacy is

improved compared with the cases without jammers. Figure 4.4 shows the simulation results.

The performance is measured by a complementary cumulative distribution function (1−F (x)),

which indicates the probability that the privacy gain is above a particular privacy gain level.

the proposed MCPC outperforms other baseline techniques. We can find that simple uniform

power control methods marginally improve location privacy compared to fixed jamming power

methods; even the fixed power values are reasonable well chosen to provide similar throughputs

with MCPC. We can also find that multi-node jamming methods does not perform significantly

better than single-node jamming methods for overall network environments. In the simulation

result, the gains against TOA adversary is not significant compared to the scenarios for RSS

adversary. However, note that the results we have shown through simulations are lower bound

of the estimation errors that we can additionally introduce to adversary localization systems

using cooperative jamming technique. The actual privacy gain we can obtain in real networks

is mainly dependent on the radio environmental situation, such as path-loss, multi-paths, and
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obstacles, of the networks. Hence, the expected amount of privacy gains in real networks will

be much higher than lower bound we measured in our results.

Figure 4.9(c) shows the throughputs in fixed power methods compared to MCPC. Since

fixed jamming methods do not consider the link throughputs, their throughput loss and privacy

gain is very unstable depending on topological conditions. Therefore, they should be carefully

calibrated before nodes are deployed in the target area considering the channel conditions and

the distances between nodes.

4.3 Phantom : Location Cloning for PHY-Location Privacy Protection System

In this chapter, we design, implement and evaluate Phantom, which provides physical layer

location privacy protection by creating a number of fake ghost locations around the true loca-

tions of users. The key insight behind Phantom is that a group of collaborating nodes mislead a

location inferencing system. It achieves this by having the cooperating nodes transmit the same

signal simultaneously that make the inferencing system believe that the actual nodes are located

in certain ghost locations. We design a coordinating protocol that allows cooperating nodes are

implicitly coordinated for their synchronized transmissions arrive at receivers within normal

multipath delay spreads are indistinguishable from regular multipath components. Thus, in-

tuitively, Phantom creates stronger multipath effects that affect the accuracy of localizations

techniques. We demonstrate that multi-transmitter cooperative transmission is possible using

software-defined radios within the 802.11g radio standard that is currently widely used. Using

an indoor test-bed, we show how ghost nodes are created in adversary localization systems and

evaluate the location privacy gain that can be achieved depending on the selection of transmis-

sion power levels from two cooperative transmitters.

We show in Fig.4.5 an example scenario where Alice is accessing the Internet through a

wireless access point (AP) and the adversary Eve is trying to determine her location using a

RSS-based fingerprinting technique [18]. We focus on RSS-based localization systems in this

chapter since they are easily implemented and outperform TOA- or AOA-based techniques in

multi-path environments [118].2

2Although we do not discuss the details on TOA and AOA-based localization techniques in this chapter, Phantom
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Figure 4.5: Adversary localization systems tracking users.

As typical in RSS fingerprinting techniques, we assume that the adversary Eve has obtained

a RSS signature database. This database contains the RSS values, Ru = {r1, r2, r3}, received

at Eve’s radio signal sensors, S = {s1, s2, s3}, for target transmissions from each of the refer-

ence locations u(xi, yi), i ∈ C, where C is reference location set. During actual localization,

Eve measures the signal strength from Alice’s radio transmission at each of the sensors in S,

yieldingRA = {rA1, rA2, rA3}. She then estimates the location of Alice, (uA), as the reference

location that minimize the square error (arg mini||RA − Ru(xi, yi)||2, i ∈ C). The accuracy

of Eve’s location estimation is affected by the granularity of the grid reference points and RSS

variations due to shadow and small scale fading, among other factors. Note, that Alice could

simply change her transmission power to cause errors in the mean square error estimation, but

Eve can easily compensate the change power value by searching for a best match over several

possible scaled value of RA. We now describe a countermeasure that cannot be circumvented

with this simple scaling technique, since it does not uniformly affect the signal at all sensors.

4.3.1 Location Privacy Protection through Ghosts Creation

Phantom protects the location privacy of wireless users by jointly transmitting signals from

multiple cooperating nodes, say Alice and Bob. By creating many ghost locations to adversary

localization systems thorough paired cooperators, Phantom improves the location privacy from

adversary tacking systems. Figure 4.6(a) illustrates two users, Alice and Bob, jointly transmit

can also create ghosts against those adversary techniques by obscuring their TOA and/or AOA measurements.
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signals and the combined signal is interpreted by the adversary, Eve, as if the signal is transmit-

ted from another node, ghost, at different location. The signal received at an adversary sensor

creates a different shift in the RSS at each sensor. Thus, the adversary cannot simply rescale

all sensor values by a common factor—the best match is likely to somewhat randomly fall on

a different reference location. This creates the appearance that a transmitter is located at other

locations, which we refer to as a ghost location. By modulating their transmit powers Alice

and Bob can create different ghost locations and thus cause confusion about the number of real

transmitters and their locations. Note that compared to other anonymization techniques using

cooperators (e.g., MAC masquerading in 802.11 networks), the performance of Phantom is not

limited by the number and the mobility of cooperators.

(a) Alice and Bob cooperate for ghost creation

(b) Dummy packet transmission for ghost creation

Figure 4.6: Adversary localization system tracking ghost instead of real users.

When the cooperator Bob transmits the same packet as Alice, then the measured signal en-

ergy at the adversary sensors, {s1, s2, s3}, is a combination of received signals from both nodes
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(pr ≈ pw1 + pw2). As the result, the dummy packets that they simultaneously transmitted from

the two nodes induce the adversary to measure different signal vector RG, which will lead the

adversary to a ghost location, uG, that minimize ||RG−Ru(xi, yi)||2. In Phantom , by switch-

ing the transmission power of each node, it is possible to create multiple ghost locations from

two stationary nodes. Therefore, the number of ghost locations that are visible to the adversary

is in control of the coordinating users. In other words, users can increase the uncertainty of

location prediction and location-to-identity mapping performed by the adversaries, which in

turn improves their privacy level.

Figure 4.6(b) shows dummy packets transmitted from two nodes are synchronized at τi.

To properly create a ghost to adversary, these two packets needs to be indistinguishable from

regular packets from Alice, which means the headers and preambles should be demodulated to

adversary nodes. Therefore, not only the transmission time, but also every bit of the dummy

packets should be identical. This includes all header information such as source and destination

addresses as well as the payload. The dummy packets need to arrive at each adversary sensor

within a delay spread that is indistinguishable from the naturally occurring multipath delay

spreads. It furthermore requires that the transmitter hardware is precise enough so that there

are no noticeable differences in center frequency or other radiometric features that can be used

to distinguish the transmitters.

4.3.2 Advanced adversary models

Adversaries, who are aware of Phantom , are likely to detect dummy packets to filter out ghost

locations. Unless the dummy packet transmissions are not properly synchronized between the

two cooperative transmitters, their receptions at adversary sensors are destructive and fail to

pass the packet integrity check from the adversaries - in such a case, adversaries simply detects

noisy energy rather than forged packets. Besides such a simple attackers, we now address a

number of possible advanced attack models.

Scene analysis attack: Adversaries can detect dummy packets by characterizing the re-

ceived signals. They will consider that dummy packets are created by the sum of signals from

two transmitters at different locations. Especially for RSS-based adversaries, the received sig-

nal is likely to be a linear sum of signal powers from two transmitters at different locations.
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Then they can try to decompose the received signal to find whether the received signal power

is sum of two signals powers from two different locations. However, the adversary need to

consider that the received signals are easily distorted by multi-path or shadow fading, which

lowers their confidence level of detection.

Spectrum analysis attack: Radio devices have radiometric signatures such as Error Vector

Magnitude (EVM), I/Q offset, and synch errors, which can be used for the identification of

device module [119]. Even so, unless the adversary has the full knowledge on the radiometric

signatures from all radio devices, he cannot exploit such a device identification technique for

dummy packet filtering. Therefore, the adversary will try to detect the difference in frequency

offsets (foff ) and transmission time offset (τoff ) from two transmitters using spectrum analysis

tools such as vector signal analyser (VSA). The precision of his measurement is limited by the

number of samples, the bandwidth of the user signal, the sampling rate of VSA, and channel

conditions such as delay spread (and Doppler spread in mobile environments). Hence, Phantom

can thwart such attacks by calibrating their radios within the level of precision that protection

can be maximally achieved.

4.3.3 Implicit Coordination for Packet Synchronization

Realizing a practical system for ghost creation poses several challenges. First, the cooperat-

ing nodes should transmit the same bitstrings using the same transmission parameters. The

frequency and content of dummy messages should be chosen so that it is difficult for the ad-

versary to distinguish these dummy message from those used to transmit real messages. This

requirement is difficult to meet if the nodes do not have access to an out-of-band communica-

tion channel and cannot agree on the content of all future messages before they are separated.

We therefore explore an implicit coordinating technique exploiting a Pseudo-Random Num-

ber Generator (PRNG) to synchronize their transmissions. Figure 4.7(a) illustrates the overall

coordination approach, where a Back-end Coordinator (BC) is indirectly coordinates two co-

operating nodes.

Phantom nodes take four steps to enable Phantom service. In registration, nodes register

their locations and BC authenticate their identity. In association, nodes synchronize their time

to global clocks and prepare for Phantom service request. When a node needs to transmit
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(a) Coordination message from BC

(b) Time synchronized dummy packet transmissions

Figure 4.7: Implicitly coordinated dummy packet transmissions

packets under the protection of Phantom , the node sends service request message to BC to

receive a coordination key, kab, from BC for implicit coordination. The service request message

contains information on when (tab = (ta, tb)), and how many packets (n) are going to be

transmitted from the node. When another Phantom node is available in the nearby location of

the node who requested Phantom service, then BC responds to both nodes with a configuration

message contains kab and their network addresses so that they go into implicit coordination

mode.

In implicit coordination mode, nodes synchronize their transmissions for dummy pack-

ets for ghost creation without an explicit or direct communication between the two coop-

erating nodes. Figure 4.7(b) shows an example scenario of node A and B synchronizing

their transmission time using PRNGs. Using the coordination key, kab, for time duration

tab, two nodes can generate identical bit-stream. Let us assume that the tab is divided into

M fixed (pre-determined) time slots, and the node A requested to transmit n packets, then

the number of dummy packets need to be transmitted should be approximately same num-

ber to n to avoid possible detection from adversaries on dummy packets. Phantom nodes
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can easily synchronize their transmit time for dummy packets using pseudo-random number

sequence, Cab = {c1, c2, ..., cm, ...cM}, which is mapped to the time slots for time dura-

tion tab. Time slot ti for ith dummy packets is selected as the slot number u that satisfies

(4.8). For example, when M = 20, n = 3, the time slots for 3 dummy packets become

slot numbers u = {6, 10, 16} that satisfies the condition
∑u

m=1 cm = 3i, i ∈ {1, 2, 3} when

Cab = {0, 1, 0, 0, 1, 1, 0, 1, 0, 1, 1, 0, 0, 1, 0, 1, 0, 0, 0, 1}. In the similar way, the packet header

and payload of dummy packets can also be generated using PRNG and the network address

information provided by BC.

u∑
m=1

cm = i
⌊M

2n

⌋
(4.8)

However, this n dummy packet transmission can create only a single ghost node. Hence,

to create K ghost nodes, K times of dummy packets need to be transmitted with transmission

slots selected from the same rule as (4.8) with a simple modification as follows,
∑u

m=1 cm =

ib M
2nK c. Transmitting K time more dummy packet can significantly increases the overhead

for ghost creation since dummy packets cannot be used for communications, which are pure

protocol overhead to achieve location privacy.

4.3.4 Implementation Using GNU Radios

In this section, we experiment with multi-node cooperative transmissions using software de-

fined radio systems, and demonstrate their combined transmissions are demodulated like regu-

lar packets by 802.11g network cards. Although multi-transmitter signal combining techniques

have already been developed as a concept of Single Frequency Networks (SFN) in OFDM net-

works, we are not aware of prior experiments using software defined radios for actual OFDM

packets. We investigate the technical feasibility of Phantom through proof-of-concept exper-

iments using GNU software defined radios (GNU Radio) [120], which are used to have bet-

ter control over timing and frequency than in commodity radio devices such as Wi-Fi.3 We

chose Orthogonal Frequency Division Multiplexing (OFDM)-based 802.11g Wi-Fi protocols

3Specifically, we use the Universal Hardware Driver (UHD) for Ettus Research products instead of the standard
GNU Radio software to enable sub-microsecond transmission time control [121]
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for Phantom implementation to demonstrate an implementation with a real-world, popular pro-

tocol. The Cyclic Prefix (CP) [122] of the OFDM symbols also alleviates the level of time

synchronization required for dummy packets.

Recall that both time and frequency synchronization are critical to make dummy transmis-

sions indistinguishable from regular ones (and even to just pass a regular CRC packet integrity

check). The timing offset (toff ) between two radios should be smaller than the CP of 802.11g

symbols. Hence, nodes need to synchronize their local clocks to a common reference clocks,

which can be achieved by exploiting Pulse Per Second (PPS) signal from GPS (Global Po-

sitioning System) receivers or beacons from APs. A frequency offset between two OFDM

transmissions can induce severe inter-carrier interference and disturbs packet demodulation.

Typically, 10% of sub-carrier space is allowed for frequency offsets [123]. The precision of

typical oscillators used in commodity radios is 20 − 50 ppm, which can produce up to 50-

− 100 kHz frequency offset in 2.5 Ghz bands. We use these values as a guide for required

frequency synchronization.

Experiment Setup

Figure 4.8 shows the layout of the experiments using three GNU Radios. We use two of GNU

Radios for cooperative transmission, which transmit regular 802.11g OFDM packets created

by MATLAB codes developed in [124]. We use standard 802.11g packets, rather than creating

custom OFDM symbols with extended CP size (which would simplify implementation of multi-

node synchronization). This is to demonstrate that our scheme can be effective with Wi-Fi

protocols and actually changes the RSS values on off-the-shelf Wi-Fi receivers. Hence, we use

laptops with commodity 802.11g network cards as adversary sensors, specifically cards from

two different vendors (Atheros and Broadcom).

The radio specification of 802.11g symbols is summarized in Table 4.1. The third GNU

Radio acts as a monitor node for the analysis of the combined signal.
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Figure 4.8: Synchronization test on GNURadios.

Table 4.1: Simulation Parameters.

802.11g Radio Specifications

Bandwidth (Baseband sample rate) 20 MHz

FFT size 64

Number of sub-carrier 52

Number of pilot sub-carriers 4

OFDM symbol period 4µs (80 samples)

Cyclic prefix (CP) length 0.8µs (16 samples)

Frequency band 2.4 GHz

Preamble length 8µs (160 samples)

Time and Frequency Synchronization

Assuming GPS PPS is available4, we demonstrate synchronizing two independent GNU Radios

using a low-cost GPS module (Garmin 18V) [125,126]5. Although the two radios synchronize

their clocks to the PPS signal every second, differences in clock drifts still create time offsets

between them (this difference also grows during the synchronization interval). Figure 4.9(a)

4Even indoors, a common PPS can be provided by devices such as GPS repeaters or Pseudolites
5We split the signal from a single GPS clock for use in both radios due to restrictions in our test-bed environment.

However, we found the maximum time offset among 6 GPS modules was less than 500 ns, which is sufficient to
synchronize multi-radios within the size of OFDM symbol CP duration.
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shows the correlation value between the received signal and a 802.11g preamble. Both trans-

mitters transmit 2000 packets for 1 s (each packet is 230µs length). In Fig. 4.9(b), we can find

that the initial time offset of 100µs linearly increases up to 4µs. Considering the size of CP of

802.11g symbols, which is 0.8µs, this amount of clock offset should not be ignored. Therefore,

Phantom nodes should calibrate such time offsets existing in their radio module beforehand.

We demonstrate how such time offset can be calibrated in sub-microseconds level using GNU

Radios. By adding more baseband samples to the packet data of the radio running a faster

clock, as shown in the bottom graph in Fig. 4.9(b), less than 100 ns time synchronization is

achieved over 1 s intervals.

(a) Correlation with 802.11g preamble. (b) Fine time synchronization.

(c) Before frequency synchronization. (d) After frequency synchronization.

Figure 4.9: Time and frequency synchronization test using GNU Radios.

The center frequencies of two radios also have offsets due to their oscillators’ difference,
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but can be overcome through similar calibration efforts. Figure 4.9(c) shows the measured

spectrum of two radio signals before calibration, which are then calibrated to within 3 KHz

(less than 1% of inter-carrier space) in Fig. 4.9(d).

Effect of Synchronized Transmissions

Figure 4.10 shows the RSS measured from the combined signal while we gradually increased

the transmission time offset between two radios by 10 ns. The result shows that the combined

signal is demodulated at the receiver nodes when they are time synchronized within 2µs. The

measured RSS is increased by 2−3 dB. Using a packet monitoring application, we also verified

that no bit-errors occurred at the receiver node. Surprisingly, the measured synchronization

margin of 2µs is much larger than the 0.8µs CP size of 802.11g radios. We assume that error

correction codes in the 802.11g system help recover from inter-symbol interference errors due

to the imperfect time synchronization.
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Figure 4.10: Demodulation of the synchronized packets.

4.3.5 Performance Evaluation on Indoor Test-bed

To evaluate our approach and see how the ghost packets in Phantom can induce forged ghost

locations against adversaries using RSS fingerprinting technique, we conducted an extensive

indoor experiment with a number of adversary sensors operating using Wi-Fi radios. We con-

sider RSS-based localization systems more intensively since they are easy to implement and
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outperform other techniques in typical multi-path environments [118]. We used an isolated

indoor test-bed, ORBIT [127], to exclude variables from external sources, e.g., interference,

noise sources, and moving signal scatters and reflectors. The test-bed, shown in Fig. 4.11(a), is

a grid of 400 (20× 20) wireless nodes in 3600 sq.ft. area. Each node is equipped with Atheors

5212 Wi-Fi network cards, and they are separated by approximately 1m spacing.

The adversary is assumed to build a RSS signature database at 400 reference points. We

measure the performance of Phantom against various numbers and locations of adversary sen-

sor nodes. We initially use 5 adversary sensors (A-Sensors) shown in Fig. 4.11(b), which is

normally a sufficient number to precisely locate transmitters within 1m accuracy on the test-

bed. We implement the transmitter portion of Phantom using two GNU Radios, which are

fixed at grid coordinates (3, 8) and (8, 3). The adversary system localizes the target node by

comparing the measured RSS with the radio fingerprints database, as described in section 4.3.

The dummy packets that they simultaneously transmitted from A and B induce the adversary

to measure a different signal vector RG, which will lead the adversary to a ghost locations uG

Power combinations for a cluster of ghosts

Since the RSS measured from adversary sensor on dummy packets are mainly affected by the

transmission powers from two transmitters, the locations of ghost node dynamically change

according to the power configuration of the transmitter node pair. We found that the trans-

mission power difference between two transmitters heavily affects the location of the ghost,

hence we put power index k ∈ {1, 2, · · · , 19}, which sets the power on two transmitters as

(pA, pB) = (k, 20 − k). Transmitting dummy packet with various power index values creates

a cluster of ghosts, which improves the location privacy of users. However, we have to admit

that such a clustering technique induces large overhead from the increased number of dummy

packet transmissions.
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4.3.6 Privacy performance over various adversary locations

We evaluate the performance of privacy protection using two metrics. The first metric is the

sum of distance between the true location of the target nodes (Tx-1 and Tx-2) and ghost loca-

tions. The second metric is the entropy of the location information of the target nodes6. We

change the numbers and locations of adversary sensors. Figure 4.11(c) shows the experiment

results when adversary sensors are randomly selected from the nodes in a circle of radius 10 m

around the target nodes. Figure 4.11(d) shows the result when the adversary sensors are ran-

domly selected among 369 nodes in the test-bed. Both results indicate that as the number of

adversary sensors increase, the location privacy gain decrease, however, with moderate number

of adversary sensors (less than 7), Phantom well preserves the location privacy of users.

In our experiment, the privacy gains measured by the distance between ghost locations and

true locations are actually limited by the size of the test-bed. Therefore, considering that signal

attenuation is a log function of distance, the expected privacy gains in real networks will rapidly

grow according to the size of the networks. In typical indoor localization systems, Phantom

can easily achieve several tens of meters gain for moderate number of adversaries.

Adversary using scene analysis technique

As we addressed in section 4.3.2, adversaries who are aware of the existence of Phantom will

try to detect dummy packets by characterizing the received signal. If the adversary uses RSS

fingerprint technique, he will firstly try to decompose the received signal RG, as shown in

Fig. 4.12(a), to check if the signal is similar to a linear combination of two of his reference

RSS fingerprints, i.e., αRu(xA, yA) + βRu(xB, yB). They can check the similarity by solving

a linear estimation problem Y = Hθ +W , by putting θ = [α β]T , where Y is the observation

RSS, H is training data [Ru(xA, yA)T Ru(xB, yB)T ], and W is the observation noise. θ can

be estimated by (HTH)−1HTB, then it is possible to find the difference between the received

signal and the linear sum of two fingerprints, eLi = min{α,β,A,B}{RG − (αRu(xA, yA) +

βRu(xB, yB))}, which indicates how likely the received signal is a dummy packet.

The adversary can also compare the observation error, eOb, between the received RSS and

6For M ghost locations for node i, the entropy for node i is Pi · log2(Pi), where Pi =
1

M+1
.
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(a) ORBIT Test-bed (b) Performance over different power com-
binations
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Figure 4.11: Privacy performance in the experiment test-bed
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its closest reference value in the training data. Let the observation error for dummy packets,

eGhost = mini||RG − Ru(xi, yi)||2, i ∈ C as shown in Fig. 4.12(a). If eGhost is significantly

larger than the observation error from normal packets from a single transmitter, eSingle, then

the adversary the observed RSS does not belong to any of the fingerprints and the adversary can

easily identify dummy packets. Hence, the adversary will discard packets when the observation

error in the received signal is larger than eSingle.

In Fig. 4.12(b), we consider adversary applies the scene analysis technique to filter out

possible dummy locations. For each received dummy packet transmission, ghosts are assumed

created when they only satisfy the condition, eGhost ≤ eSingle, and eGhost ≤ eLi. The number

of ghosts created is reduced from 10 to 4; however, Phantom still creates enough ghosts to

provide location privacy for wireless users. In our indoor test-bed experiments we exclude

the effects from shadowing,7 which is difficult to calibrate since they are channel variations

caused by reflections and detractions in the network environment. Note that in actual networks,

observation errors are heavily affected by shadowing, which, in fact, obfuscates the precision of

the adversaries’ attacks using scene analysis techniques by characterizing the received signals.

Hence the adversaries’ attempt to filter dummy packets is likely to fail owing to the uncertainty

of wireless channels.

(a) Signal decomposition attack (b) Ghost locations created for
the adversary using scene analysis
technique

Figure 4.12: Advanced adversaries using scene analysis technique

7In typical indoor channel environments, RSS variation is normally 8− 10 dB [128].
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Adversary using spectrum analysis tools

Adversaries equipped with spectrum analysis will try to find dummy packets by measuring the

residual difference in frequency offsets (foff ) and transmission time offsets (τoff ) between

the two transmitters. Such attacks can be thwarted by further calibrating user radios within the

level that the adversary cannot distinguish the difference between two radios. Figure 4.13 shows

the level of synchronization needed for Wi-Fi radios in typical indoor environments. Firstly,

Fig. 4.13(a) shows time correlation peak between 802.11g the preamble and the baseband sam-

ples collected by VSA at a sampling rate of 50M SPS. We can find that due to the delay

spread from indoors and the time resolution limited by the bandwidth of the signal (20 MHz),

the adversary cannot resolve the time offset between two transmitters for τoff < 250 nsec. On

the other hand, the resolution in spectrum analysis depends on the size of FFT and the num-

ber of baseband samples collected from VSA. Figure 4.13(b) shows at least 20, 000 samples

are needed to properly identify 3 KHz frequency offset in two radios, which limits the size of

packets transmitted for dummy packets. The smaller frequency offset the two radios have, the

larger size of packets that can be transmitted.

Such high level of precision may require additional hardware (e.g., Ultra Stable TCXO can

provide 0.1ppm accuracy) and software modules on existing radio devices. However, consid-

ering that high precision oscillators are currently available with a small additional cost, the

implementation cost for Phantom devices is not high. Also, note that the required level of cal-

ibration is considerably alleviated in outdoor environments where the amount of delay spread

and Doppler spread are much larger than in indoor environments.

4.4 Conclusion

The protection of user location privacy in PHY layer is a fundamental problem for secure com-

munications. In this chapter, using theoretical analysis and simulations, we showed that the

location privacy of wireless nodes and its communication throughput are negotiable parame-

ters that can be traded off against one another. Moreover, we showed that by simply adding

jamming noise from a third cooperator jamming node, it is possible to achieve better location

privacy without sacrificing too much communication throughput. We also proposed an implicit
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Figure 4.13: Advanced adversaries using spectrum analysis tools

jamming power control algorithm to find optimal jammers’ transmission power in given topo-

logical conditions. The proposed algorithm significantly improves the location privacy while

guaranteeing that the throughput is above a user-defined threshold. Furthermore, the proposed

implicit coordination algorithm leaves the cooperative jammers location privacy intact.

We also proposed Phantom to protect location privacy of wireless users by creating a num-

ber of ghost locations that confuses adversaries for the true location of the users. Compared

to other existing anonymization techniques, the performance of Phantom is not limited by the

number and the mobility of cooperators. Phantom enables users to adjust their location privacy

on-demand by creating ghost nodes, either with the same identity or anonymous. We introduced

protocols for generating such ghost nodes through simultaneous transmissions from multiple

nodes which are implicitly coordinated. We implemented a proof of concept using software

defined radios as transmitters. Through experiments, we showed how such ghost nodes can

improve user location privacy in indoor test-bed experiments and addressed several technical

issues such as calibrating the radio parameters.
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Chapter 5

Conclusion

In this paper, we designed protocols exploiting implicit coordination techniques for a number

of practical applications in wireless communications. We demonstrated how implicit coordi-

nation techniques can improve efficiency and reliability while suppressing overhead for node

coordination. Firstly, in chapter 2, we showed the noble design of the message dissemination

method, ZCOR , which uses the frame of implicit coordination techniques to improve the scala-

bility and performance of safety-message dissemination protocol in dynamic vehicular network

environments. In chapter 3, we applied an implicit coordination technique for optimal power

and transmission time allocation in Ad-Hoc networks. Nodes that are operated by JPSA can

efficiently control their transmission power only using their specific local information without

a global coordinator. We also extended the application of implicit coordination techniques to

the area of user location privacy. In chapter 4, we proposed cooperative location protection

techniques that preserve the location privacy of wireless users, and we developed node coor-

dination protocols based on implicit coordination techniques. The proposed node coordination

protocols minimize the coordination message transmission, which can significantly reduce the

probability of detection of cooperating nodes from adversaries attacking their privacy.
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Appendix A

Location Privacy Measure using CRLB

We use the CRLB to estimate the precision limit in adversary localization systems trying to find

the location of wireless mobiles sensors. CRLB for TOA and RSS based localization systems

in mixed LOS and NLOS conditions is discussed in [116].

CRLB for TOA-based localization methods The adversary localization system estimates the

distance from target node TX by measuring TOA from the received signals, and then he applies

triangulation techniques. Since the adversaries do not know the exact timing of the transmitted

signal, they have to use Time Different Of Arrival (TDOA) values instead. We considered that

the accuracy of TDOA-based localization method is basically the same as TOA-based system

with doubled variances in time estimation [129].

Figure A.1: Transmitter (TX), receiver (RX) and adversary sensors (s).

Figure A.1 depicts the adversary system localizing the target node TX using total number

of B sensors, s = {s1, s2, · · · , sB}. Let us assume M sensors are in NLOS conditions, and the

rest (B −M) sensors are in LOS conditions. Then, the values to be estimated are v = (u, l)

for the location of T ,u = {x, y}, and NLOS path lengths, l = (l1, l2, · · · , lM ). The CRLB for
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v is determined from FIM matrix Jv in (A.1),

Cov(v) ≥ J−1v , (A.1)

where Jv can be found from FIM for received signal delay τ in the following equation (A.2)

Jv = H · Jτ ·HT , (A.2)

for H representing the geometric configuration of sensors in relation with the target transmitter

location, where the angle to each sensor si is denoted as φi referencing to the link to receiver

RX.

H =


cosφ1, cosφ2, · · · , cosφM

sinφ1, sinφ2, · · · , sinφM


. (A.3)

Then, Jv can be rewritten as the following equation

Jv =
1

c2


HNLΛNLH

T
NL +HLΛLH

T
L HNLΛNL

ΛNLH
T
NL ΛNL


, (A.4)

where c = 3 × 108m/s. H can be decomposed into NLOS (denoted as ”NL”) and LOS

(denoted as ”L”) components. Λ is a diagonal matrix of λi that represents the precision of time

estimation for the TOA measurement at each sensor si. λi depends on the quality of the signal

(SINR) and the delay spread of the channel, which can be expressed as (A.5).

λ =
1

σ2τ + σ2rms
, (A.5)

where σrms is the delay spread of the channel, and στ2 = 1
8π2f2b ·γ

is the precision of time delay

estimation, which depends on SINR of the received signal, γ, and the bandwidth of the signal,

fb. For the sensors in NLOS conditions, the delay spread in the received signal σrms-NL is much

larger than that of LOS sensors, σrms-L. Matrix λ can be decomposed into NLOS and LOS
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components in the same way as H . When jammers transmit jamming signals, the precision

of location estimation of adversary localization system decrease as the SINR conditions in the

received signals degrades.

CRLB for TOA adversary can be calculated from Jv in (A.4)

J−1TOA = [J−1v ]2×2. (A.6)

CRLB for RSS-based localization methods

Adversaries can also measure RSS from the target node TX to estimate the distance from

the node. RSS at the receiver si depends on the path-loss between the TX and adversary sensors

s. A typical path-loss model is presented in (A.7), where the aggregate path-loss between TX

and si, ẑi, consists of log-distance path-loss (zi), log-normal shadowing (ωi) , and small scale

fading (ξi) components.

ẑi = zi + ωi + ξi [dB]. (A.7)

The impact from small scale fading can be averaged out by collecting large number of

samples since its variance can be significantly reduced by averaging the channel over time.

CRLB for RSS-adversary is mostly bounded by the amount of the shadowing component ωi

since its variance is quite large. However, RF fingerprinting techniques [18] significantly reduce

the effects from shadowing through an extensive calibrating process that can also be applied to

outdoor environments [130].

The path-loss zi at distance di can be modeled by a log-distance path-loss model using a

path-loss exponent η.

zi = −10 · η · log10 di [dB]. (A.8)

FIM for the location of TX can be found from

Jv = H̃ · Jz · H̃T , (A.9)
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Table A.1: Simulation Parameters.

Parameter Values

σrms-L 2× 10−9 s

σrms-NL 2× 10−8 s

σω−L 1 dB

σω−NL 3 dB

and

H̃ =
10γ

ln 10
·


cosφ1
d1

, cosφ2d2
, · · · , cosφBdB

sinφ1
d1

, sinφ2d2
, · · · , sinφBdB


,

where H̃ is the geometric configuration for adversary sensors in RSS-base localization

systems.

For large enough number of samples, ξ̄i ≈ 0, then Jz is a diagonal matrix of the variance of

shadowing components σ2ωi
, which is often modeled by log-normal distribution of N(µ, σ2ωi

).

Sensors in NLOS conditions have larger σ2ωi
values that the sensors in LOS conditions.

Jz = ΛB = [diag(σ2ω1
, σ2ω2

, · · · , σ2ωB
]−1. (A.10)

The RSS measurement value in adversary localization system interferes when jammers

transmit jamming signals. We find σci , which is the variation of RSS induced by the jamming

signal at adversary sensor si, from simulations for 5000 different locations of COPs and adver-

sary sensors. We put Λ′B as the sum of the RSS variance due to shadowing and jamming noise,

which can be decomposed into NLOS (σ2ω−NL) and LOS (σ2ω−L) components.

Λ′B = [diag(σ2ω1
+ σ2c1 , σ

2
ω2

+ σ2c2 , · · · , σ
2
ωB

+ σ2cB ]−1. (A.11)

Then,
Jv = H̃ · Λ′B · H̃T . (A.12)
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CRLB in RSS adversary can be found from (A.13)

[J−1RSS ] = [J−1v ]2×2. (A.13)

We summarize the parameter values used in the simulations in Table A.1.
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