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ABSTRACT OF THE DISSERTATION

A Quantitative Data Representation Framework for

Structural and Functional MR Imaging with Application

to Prostate Cancer Detection

by Satish Easwar Viswanath

Dissertation Director: Anant Madabhushi

Prostate cancer (CaP) is currently the second leading cause of cancer-related deaths

in the United States among men, but there is a paucity of non-invasive image-based

information for CaP detection and staging in vivo. Studies have shown the utility of

multi-protocol magnetic resonance imaging (MRI) to improve CaP detection accuracy

by using T2-weighted (T2w), dynamic contrast enhanced (DCE), and diffusion weighted

(DWI) MRI. In this thesis, we present methods for quantitative representation of struc-

tural (T2w) and functional (DCE, DWI) imaging data with the objective of building

automated classifiers to improve CaP detection accuracy in vivo.

In vivo disease presence was quantified via extraction of textural signatures from

T2w MRI. Evaluation of these signatures showed that CaP appearance within each

of the two dominant prostate regions (central gland, peripheral zone) is significantly

different. A classifier trained on zone-specific features also yielded a higher detection

accuracy compared to a simpler, monolithic combination of all the texture features.

While a number of automated classifiers are available, classifier choice must account

for limitations in dataset size and annotation (such as with in vivo prostate MRI). A

comprehensive evaluation of different classifier schemes was undertaken for the specific
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problem of automated CaP detection via T2w MRI on a zonewise basis. It was found

that simple classifiers yielded significantly improved CaP detection accuracies compared

to complex classifiers.

Fundamental differences must be overcome when constructing a unified quantitative

representation of structural and functional MRI. We present a novel technique, referred

to as consensus embedding, which constructs a lower dimensional representation (em-

bedding) from a high dimensional feature space such that information (class-based or

otherwise) is optimally preserved. Consensus embedding is shown to result in an im-

proved representation of the data compared to alternative DR-based strategies in a

variety of experimental domains.

A unified quantitative representation of T2w, DCE, and DWI prostate MRI was

constructed via the consensus embedding framework. This yielded an integrated classi-

fier which was more accurate for CaP detection in vivo as compared to using structural

and functional information individually, or using a naive combination of such differing

types of information.
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Chapter 1

Introduction

Magnetic Resonance Imaging (MRI) is widely considered a medical imaging modality

of high quality, and has recently shown great promise for non-invasively determining

cancer presence and extent in vivo. The overarching objective of the work presented in

this thesis is to develop quantitative methods for detection of prostate cancer, as well

as to provide a quantitative understanding of the disease characteristics on MRI.

1.1 Magnetic Resonance Imaging in prostate cancer

Prostatic adenocarcinoma (CaP) will affect one in 6 men in the United States during

his lifetime, and one in 36 will die as a result of it1. Early detection and staging of

this disease offers a 100% 5 year survival rate based on improved treatment options.

Over the last decade, there has been significant interest in the use of endorectal MRI

to identify prostate cancer in vivo [12,13], allowing for improved detection and staging

accuracy compared to ultrasound imaging [14]. Recent surveys of the literature [15]

have reported a joint sensitivity and specificity of 71%-74% when using a 1.5 Tesla (T)

endorectal T2-weighted MRI protocol. While initial enthusiasm for MRI was on account

of its utility as a staging modality [16], recent developments in image-guided treatments

(such as intensity-modulated radiotherapy, high-focused ultrasound therapy) as well as

risk assessment, suggest that there is a growing interest in the use of MRI for accurate

identification of prostate cancer stage, presence, and extent in vivo [17].

Further, the detection accuracy and qualitative characterization of prostate cancer

1Source: American Cancer Society, Cancer Facts & Figures 2011



2

(CaP) in vivo has been shown to significantly improve when multiple magnetic reso-

nance imaging (MRI) protocols are considered in combination, as compared to using

individual imaging protocols [18]. These protocols include: (1) T2-weighted (T2w),

capturing high resolution anatomical information, (2) Dynamic Contrast Enhanced

(DCE), characterizing micro-vascular function via uptake and washout of a param-

agnetic contrast agent, and (3) Diffusion Weighted (DWI), capturing water diffusion

restriction via an Apparent Diffusion Coefficient (ADC) map. DCE and DWI MRI

represent functional information, which complements structural information from T2w

MRI [18].

1.2 Examining prostate cancer on T2-weighted MRI

T2-weighted (T2w) MRI makes use of long echo times (TE) and repetition times (TR)

during acquisition, thereby providing excellent contrast for different tissue structures

based on fluid content [19]. McNeal [20] described four distinct histological regions

within the prostate, which are visually differentiable on an endorectal T2w MR image

(v)

(iii)

(ii)

(i)

(iv)

(a)

(v)

(iii)

(ii)

(i)

(iv)

(b)

Figure 1.1: Depicting visible structures of the prostate on T2w MRI for representative
slices with (a) CG CaP, and (b) PZ CaP. On (a) and (b), the red outline shows the
delineation of the mapped extent of CaP presence (obtained via registration with cor-
responding whole-mount histology sections). Structures have been numbered on the
images as follows: (i) peripheral zone (PZ), (ii) central and transitional zones jointly
termed “central gland” (CG), (iii) anterior fibro-muscular stroma, (iv) neurovascular
bundle, (v) Denonvilliers fascia (rectal wall).
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based on their signal intensity (SI) [21] characteristics (see Figure 1.1): the outer pe-

ripheral zone, the inner central and transitional zones, and the anterior fibro-muscular

stroma. Other structures such as the prostatic capsule, the neurovascular bundle, the

seminal vesicles, and the Denonvilliers fascia (rectal wall) can also be seen in signifi-

cant detail [21]. On account of age, the central and transitional zone regions may not

always be easily differentiable on T2w MRI; typically these regions are jointly termed

the “central gland” (CG) region [22].

Due to the lack of epithelial structures in the fibro-muscular region, CaP has typ-

ically been found to occur in either the peripheral zone (PZ) or the CG, and its ap-

pearance has been found to vary as a function of its spatial location in the gland [23].

Within the hyper-intense appearance of PZ on T2w MRI, CaP nodules appear as a

region of low SI with incomplete stromal septations within its focus [24]. By compar-

ison, CaP nodules in the CG are discerned as a region of purely homogeneous low SI

with ill-defined margins and a lenticular (lens-like) shape. This is in contrast to the

generally heterogeneous appearance of the CG region on T2w MRI due to nodular areas

of varying SI [22,23]. While a large majority (∼ 75%) of prostate cancers occur in the

PZ [24], accurate localization of CaP within the CG or the PZ is extremely important

as CG cancers tend to have lower Gleason scores, suggesting that patients with CG

tumors might be candidates for less aggressive therapy and/or active surveillance [25].

Additionally, accurate knowledge of the location of CaP within the gland can help in

surgical planning by identifying accurate surgical margins [26], targeting biopsies in a

more directed fashion [17], as well as in radiation and focal ablation therapy planning

to minimize treatment to benign areas [16].

Visual characterization of CaP on T2w MRI has been found to be a function of the

resolution and contrast of the imaging technique [15]. Bloch et al [27] demonstrated

improved signal to noise ratio (SNR) and high spatial resolution using 3 T endorectal

MRI, allowing visualization of microscopic and pathologic details that were invisible

at 1.5 T. However, the introduction of a bias field in regions close to the endorectal

probe [28] significantly affects visual quality of endorectal T2w MRI; an acquisition

artifact that is exacerbated by increasing magnetic field strength [22]. Other acquisition
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artifacts which can affect expert assessment of endorectal T2w MRI include “ghosting”

(due to patient motion) as well as ambient noise [28].

1.3 Identifying quantitative features specific to CaP appearance on

T2w MRI

Local staging of CaP in either the CG or PZ of the prostate via T2w MRI has shown

significant variability in terms of accuracy (54%-93%) as well as inter-observer agree-

ment [15]. For example, the general appearance of an area of low SI in the PZ may be

confounded by the presence of non-malignant disease such as prostatitis, fibro-muscular

benign prostatic hyperplasia (BPH), or post-biopsy hemorrhagic change [19,21]. A sig-

nificant CaP confounder in the CG particularly is BPH, which has significant overlap

with CaP in terms of SI characteristics on T2w MRI. Some researchers have shown

that CG and PZ carcinomas may exhibit differences in their apparent diffusion coeffi-

cient [29] and ex vivo metabolic profiles [30]. However, to our knowledge, no-one has

been able to demonstrate significant differences in T2w SI between CG and PZ CaP.

Based on the differences in T2w SI and appearance between CG and PZ CaP, it is

reasonable to assume that there may exist quantitative imaging features (and hence a

quantitative imaging signature (QIS)) which are specific to CaP appearance within each

of the prostatic zones (see Table 1.1). The first problem considered in this thesis is thus

to identify unique textural QISes for CaP within each of the PZ and CG. We further

posit that these zone-specific QISes will be sufficiently different from each other to allow

Qualitative appearance of CaP Quantitative features extracted

T2w
low T2w signal intensity 1st order statistics,

in peripheral zone Kirsch/Sobel (gradients),
2nd order co-occurrence (Haralick)

DCE
distinctly quicker contrast Multi-time point intensity
enhancement for CaP information
compared to benign

DWI
significantly low ADC ADC values, gradients
compared to benign 1st and 2nd order statistics

Table 1.1: Qualitative CaP appearance on multi-parametric MRI and corresponding
quantitative features used.



5

for building of computerized image-based classifiers for detecting tumor occurrence (on

a per voxel basis) in the CG and PZ respectively.

1.4 Developing an automated classifier for CaP detection on T2w

MRI

Pattern recognition approaches to distinguishing between object classes (diseased/ nor-

mal or cancerous/benign) on medical imagery [31–34] typically involve training classi-

fiers with features extracted from the image. Depending on the type of medical imaging

data and the specific classes to be discriminated, a variety of image-derived features

have been proposed and evaluated [35, 36]. A problem that has perhaps not received

as much attention is the choice of classifier scheme for a particular computer aided

diagnosis (CAD) problem [37]. The advent of ensemble schemes (bagging [38], boost-

ing [39]) to overcome known shortcomings of classifier algorithms with respect to bias

and variance [40] have further expanded the choices available when choosing an optimal

classifier for the pattern recognition task at hand.

The challenges to developing classifiers in the context of medical imaging based

CAD problems are two-fold. First, there is the issue of accurately determining class

labels (ground truth) for the target region, and secondly, small dataset sizes for classifier

training and evaluation. With medical imaging data, target class label determination

(e.g. presence of micro-calcifications on mammograms) can usually only be performed

by an expert with the appropriate domain knowledge. Expert delineation of the target

class for most medical imaging datasets is typically laborious and time-consuming, as

well as being subject to inter- and intra-observer variability [41] (e.g. Gleason grading

of prostate cancer histopathology specimens [42–45]). Most medical imaging datasets

also suffer from the small training set size problem (or Hughes phenomenon [46]), which

means that classifiers may not be (a) reproducible, and (b) generalizable to new unseen,

test data.

The second major problem considered in this study is hence to determine the opti-

mal classifier in the context of the CAD problem of identifying presence of CaP from
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pre-operative, endorectal, in vivo MRI. The particular dataset and problem considered

in this work also serve to illustrate the difficulty in accurately determining ground truth

for the target class for classifier training and evaluation in most medical image analysis

problems. This study considers a cohort of patients previously identified with CaP

on prostate biopsy and scheduled for a radical prostatectomy. Prior to surgery, these

patients are imaged via high resolution MRI. The excised prostatectomy sections are

then annotated for CaP presence and extent by a pathologist (considered to be the gold

standard for CaP ground truth). Even though the number of planar sections on MRI

and histology will usually differ, the presence of anatomic fiducials on both modalities

allows for a reasonable estimate of sectional correspondences [47]. Corresponding his-

tology and radiology sections are then rigorously aligned via an automated non-linear

registration step [11]. This allows for mapping of pathologist annotations of CaP extent

from histology onto corresponding MRI; the disease mapping so established on MRI can

thus be regarded as the surrogate “ground truth” for CaP extent on MRI. It is clear

that this surrogate ground truth for disease extent is laden with different sources of

errors, namely, (1) errors in the expert annotation of CaP extent on histology data, (2)

errors in estimating correspondences between histological and MR images (true corre-

spondences may not even exist), and (3) registration errors in mapping CaP extent onto

MRI from histology. It goes without saying that the fidelity of the surrogate ground

truth will have a bearing on classifier performance and hence classifier selection. In this

work, we will examine this question in the context of the clinically relevant problem of

detecting CaP extent on in vivo MRI.

1.5 Challenges in developing a representation and classification scheme

for CaP detection using multi-parametric MRI

Quantitative integration of multi-channel (modalities, protocols) information allows for

construction of sophisticated meta-classifiers for identification of disease presence [48,

49]. Such multi-channel meta-classifiers have been shown to perform significantly better

compared to any individual data channel [48]. From an intuitive perspective, this is
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because the different channels of information each capture complementary sets of in-

formation. By extension, it is expected that an automated classifier for disease charac-

terization which uses multi-channel information (termed a meta-classifier) will perform

significantly better compared to using individual data channels.

We now consider some of the most significant challenges [49] involved in quanti-

tatively integrating multi-parametric (T2w, DCE, DWI) MRI to construct a meta-

classifier to detect CaP.

1. Data Alignment : This is done in order to bring the multiple channels of infor-

mation (T2w, DCE, and DWI MRI) into the same spatial frame of reference.

Typically, image registration techniques [11,50] can be utilized, which account for

differences in resolution amongst the different protocols.

2. Knowledge Representation : This involves quantitative characterization of disease-

pertinent information from each protocol. Towards this end, textural and func-

tional image feature extraction schemes previously developed in the context of

multi-parametric MRI may be employed [6, 51].

3. Data Fusion: This involves combination of extracted quantitative descriptors to

construct the integrated meta-classifier. This may be done via a combination of

data (COD) strategy, where the information from each channel is combined prior

to classification.

A number of COD strategies with the express purpose of building integrated quan-

titative meta-classifiers have recently been presented, including DR-based [52], kernel-

based [53], and feature-based [54] approaches (See Figure 1.2). The alternative to

COD is known as combination of interpretations (COI), where independent classifica-

tions based on the individual channels are combined. A COI approach has typically

been shown to be sub-optimal for quantitative multi-channel data integration as inter-

protocol dependencies are not accounted for [52].

The most common approach for quantitative multi-channel image data integration

has involved concatenation of multi-channel features, followed by classification in the



8

concatenated feature space [54]. However, a feature-based concatenation approach may

be suboptimal from two perspectives. A näıve combination of multi-channel image fea-

tures may not necessarily yield the most discriminatory combined representation of the

information captured by each channel, which would significantly affect the performance

of the corresponding meta-classifier. Further, a concatenation approach may not be

appropriate when considering disparate channels of information (such as imaging and

spectroscopy or imaging and -omics data).

A second approach involves multi-kernel learning (MKL) schemes [53] to represent

and fuse multi-modal data based on choice of kernel. This approach may better account

for different data channels representing significantly differing types of information. In

Lanckriet et al [53] information from amino acid sequences, protein complex data, gene

expression data, and protein interactions was transformed to a common kernel space.

Thus despite the original data being disparate, the information could be combined

and used to train a SVM classifier for classifying functions of yeast proteins. One of

the challenges with MKL schemes is to identify an appropriate kernel for a particular

problem, followed by learning associated weights. Further, when a large amount of

information is present in each input channel, most COD methods, including MKL,

suffer from the curse of dimensionality problem.

The final approach, dimensionality reduction (DR) [9], has been shown to be useful

Multi-Modal Data Fusion

COD

COI

Concatenation-based

•Verma et al [12]

•Chan et al [13]

•Liu et al [14]

•Artan et al [15]

•Ozer et al [16]

Kernel-based

•Lanckriet et al [11]

DR-based

•Lee et al [1]

•Viswanath et al [8]

Figure 1.2: Summary of multi-modal data fusion approaches.
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for quantitative data representation [52,55] as it allows for the construction of a lower-

dimensional embedding space which accounts for differences in scale between different

channels, while also ensuring the curse of dimensionality is accounted for. While the

individual channel descriptors are divorced from their physical meaning in embedding

space (embedding features are not readily interpretable), relevant class-discriminatory

information is largely preserved [56]. This implies that a DR-based approach may be

ideal for multi-parametric representation, fusion, and subsequent classification. There

is hence great need to develop a unified DR-based representation and fusion scheme for

multi-parametric MRI, which may subsequently be used to accurately determine CaP

presence and extent in vivo.

1.6 Use of dimensionality reduction for biomedical data representa-

tion and fusion

The analysis and classification of high-dimensional biomedical data has been signifi-

cantly facilitated via the use of dimensionality reduction techniques, which allow clas-

sifier schemes to overcome issues such as the curse of dimensionality. This is an issue

where the number of variables (features) is disproportionately large compared to the

number of training instances (objects) [57]. Dimensionality reduction (DR) involves the

projection of data originally represented in a N -dimensional (N -D) space into a lower

n-dimensional (n-D) space (known as an embedding) such that n << N . DR techniques

are broadly categorized as linear or non-linear, based on the type of projection method

used.

Linear DR techniques make use of simple linear projections and consequently linear

cost functions. An example of a linear DR scheme is Principal Component Analysis [58]

(PCA) which projects data objects onto the axes of maximum variance. However,

maximizing the variance within the data best preserves class discrimination only when

distinct separable clusters are present within the data [59]. In contrast, non-linear DR

involves a non-linear mapping of the data into a reduced dimensional space. Typically

these methods attempt to project data so that relative local adjacencies between high
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dimensional data objects, rather than some global measure such as variance, are best

preserved during data reduction from N - to n-D space [56]. This tends to better retain

class-discriminatory information and may also account for any non-linear structures

that exist in the data (such as manifolds), as illustrated in [60]. Examples of these

techniques include locally linear embedding [60] (LLE), graph embedding [9] (GE), and

isometric mapping [61] (ISOMAP). Recent work has shown that in several scenarios,

classification accuracy may be improved via the use of non-linear DR schemes (rather

than linear DR) for gene-expression data [56,62] as well as medical imagery [63,64].

However, typical DR techniques such as PCA, GE, or LLE may not guarantee an

optimum result due to one or both of the following reasons:

• Noise in the original N -D space tends to adversely affect class discrimination,

even if robust features are used (as shown in [65]). A single DR projection may

also fail to account for such artifacts (demonstrated in [66,67]).

• Sensitivity to choice of parameters being specified during projection; e.g. in [68]

it was shown that varying the neighborhood parameter in ISOMAP can lead to

significantly different embeddings.

1.7 Developing a novel DR-based representation scheme: Consensus

Embedding

In this work, we present a novel DR scheme known as consensus embedding which aims

to overcome the problems of sensitivity to noise and choice of parameters that plague

several popular DR schemes [66–68]. The spirit behind consensus embedding is to con-

struct a single stable embedding by generating and combining multiple uncorrelated,

independent embeddings; the hypothesis being that this single stable embedding will

better preserve specific types of information in the data (such as class-based separa-

tion) as compared to any of the individual embeddings. Consensus embedding may be

used in conjunction with either linear or non-linear DR methods and, as we will show,

is intended to be easily generalizable to a large number of applications and problem

domains.
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Figure 1.3: (a) Original RGB image to which Gaussian noise was added to create (b)
noisy RGB image. Image visualization of classes obtained by replicated k-means clus-
tering [8] of all the pixels via (c) original noisy RGB space, and (d) graph embedding [9]
of noisy RGB data. 2D plots of (e) R-G, (f) R-B, and (g) G-B planes are also shown
where colors of objects plotted correspond to the region in (b) that they are derived
from. The discriminatory 2D spaces ((e) and (f)) are combined via consensus embed-
ding, and the visualized classification result is shown in (h). Note the significantly
better image partitioning into foreground and background of (h) compared to (c) and
(d).

Figure 1.3 illustrates an application of consensus embedding in separating fore-

ground (green) and background (red) regions via pixel-level classification. Figure 1.3(a)

shows a simple RGB image to which Gaussian noise was added to the G and B color

channels (see Figure 1.3(b)). We now consider each of the 3 color channels as fea-

tures (i.e. N = 3) for all of the image objects (pixels). Classification via replicated

k-means clustering [8] of all the objects (without considering class information) was

first performed using the noisy RGB feature information (Figure 1.3(b)), in order to

distinguish the foreground from background. The labels so obtained for each object

(pixel) are then visualized in the image shown in Figure 1.3(c), where the color of the

pixel corresponds to its cluster label. The 2 colors in Figure 1.3(c) hence correspond

to the 2 classes (clusters) obtained. No discernible regions are observable in this figure.

Application of DR (via GE) reduces the data to a n = 2-D space, where the graph

embedding algorithm [9] non-linearly projects the data such that the object classes are
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maximally discriminable in the reduced dimensional space. However, as seen in Figure

1.3(d), clustering this reduced embedding space does not yield any obviously discernible

image partitions either.

By plotting all the objects onto 2D plots using only the R-G (Figure 1.3(e)) and

R-B (Figure 1.3(f)) color channels respectively, we can see that separation between

the two classes exists only along the R axis. In contrast, the 2D G-B plot (Figure

1.3(g)) shows no apparent separation between the classes. Combining 1D embeddings

obtained via applying graph embedding to Figures 1.3(e) and (f), followed by un-

supervised clustering, yields the consensus embedding result shown in Figure 1.3(h).

Consensus embedding clearly results in superior background/foreground partitioning

compared to the results shown in Figures 1.3(c), (d).

1.8 Application of consensus embedding for multi-parametric data

representation

In our final goal, we shall examine the application of our consensus embedding frame-

work for multi-parametric data representation and fusion in the context of integrating

prostate T2w, DCE and DWI MRI for CaP detection. The information available from

each protocol is characterized via a number of quantitative descriptors [51], via ap-

plication of different feature extraction schemes. Rather than make use of a direct

concatenation of all the multi-parametric image features, we utilize an ensemble of

embedding representations of the multi-parametric feature data. The final resulting

representation is then used to train an automated classifier in order to detect CaP

presence on a per-voxel basis from multi-parametric MRI.

1.9 Summary of the major goals of this thesis

We now summarize the major goals from the preceding sections. The remainder of this

thesis is presented based on examining each of these topics in turn.

1. Identification of unique quantitative signatures for CaP presence on T2w MRI,

stratified by the presence of cancer within each of the PZ and CG.
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2. Determination of the optimal automated classifier for identifying presence of CaP

from pre-operative, endorectal, in vivo MRI, as well as generalizable trends for

how best to determine choice of classifier in the context of medical imaging data

cohorts.

3. Development of theoretic and algorithmic intuition for a novel DR-based repre-

sentation scheme known as consensus embedding.

4. Demonstrating the application of the consensus embedding methodology within

a unified representation, fusion, and classification framework for CaP detection

from multi-parametric MRI.

1.10 Organization of this thesis

The organization of the rest of this thesis is as follows. In Chapter 2, existing litera-

ture concerning each of the different goals in this thesis is reviewed, and the specific

novel contributions of this thesis are presented. In Chapter 3, the consensus embedding

methodology is described with associated definitions, theory, and algorithms. Empirical

evaluation of consensus embedding for representation and classification in the context

of different applications and datasets is also described. Specifics about experimen-

tal design, including prostate MRI data acquisition and pre-processing, is described

in Chapter 4. Chapters 5 and 6 then present the experimental results for determin-

ing quantitative CaP-specific signatures as well as an optimal automated classification

scheme for CaP detection from in vivo MRI. In Chapter 7, we present the application of

consensus embedding for unified representation and fusion of structural and functional

MRI resulting in improved CaP detection. Finally, in Chapters 8 and 9, we present our

concluding remarks, and suggest directions for future work.
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Chapter 2

Previous work and novel contributions

We now discuss relevant work under each of the primary goals set out in the previous

chapter. We conclude this chapter by summarizing the major novel contributions of

the current work.

2.1 Theoretic and empirical comparisons of generalized automated

classification algorithms

The properties of ensemble classifier algorithms and the bounds on their performance

(in conjunction with different classifiers) have previously been discussed by several re-

searchers [69, 70]. In a seminal study, Breiman [70] decomposed different classifiers in

terms of their bias and variance characteristics to determine bounds on performance.

Discriminant analysis (DA) methods were identified as being simpler and demonstrat-

ing low variance, leading to possibly worse performance in conjunction with bagging or

boosting. By comparison, the Bayes classifier was identified as being more complex with

a high bias. However, these theoretical comparisons (borne out by simulated synthetic

data results) offer little insight into the generalizability of classifiers on new, unseen

testing data. This has therefore resulted in a large number of empirical studies com-

paring the performance of different classifiers [69, 71–75] on standardized datasets [76]

for which unambiguous ground truth class labels are available. However it is not clear

whether classifier trends reported in these studies hold in the presence of limited train-

ing data and where the validity of class labels is questionable. In fact, even with large

synthetic datasets, there has been lack of concordance in the conclusions derived from

classifier comparison studies with regard to the optimal classifier. For instance, Hamza

et al [74] concluded that bagging and boosting performed comparably, while Opitz



15

et al [75] determined that bagging performed worse than boosting, even if the latter

tended to overfit to noisy data. However, Dietterich [73] showed that the performance

of either of bagging or boosting was dependent on the level of noise present; as noise

increased significantly, bagging could outperform boosting. These seemingly contradic-

tory conclusions from different classifier comparison studies on standardized datasets

with unambiguous class labels suggests that the determination of the optimal classifier

may be even more difficult for real-world medical imaging studies.

2.2 Developing automated classifiers and examining quantitative fea-

tures for different diseases via medical imagery

Previous related work comparing classifier strategies on biomedical data has been pri-

marily in the context of high-dimensional molecular (gene- and protein-expression)

data [77–80]. In most of these studies, SVMs were typically identified as the most

accurate classifier. This conclusion has also been reported in large-scale classifier com-

parison studies [72, 81], implying that SVMs may work optimally when considering

large, well-annotated cohorts (i.e. non SSS-QCL problems). Previous empirical stud-

ies that have examined the performance of different classifier strategies specifically for

medical imaging cohorts [31–34,82] are also not of the SSS-QCL variety, as they employ

large datasets with largely unambiguous class labels and annotations. Hence, both the

choice of classifier as well as classifier trends in these studies [31–34,82] tend to mirror

conclusions arrived at from other large-scale comparison studies involving natural and

synthetic data [69, 71, 72, 81]. Many CAD algorithms [51, 52, 83–88], however, do not

have the advantage of the size or the quality of the training sets employed in these

studies [31–34,82].

For example, Wei et al [34] found that SVMs yielded the best classifier perfor-

mance in detecting histologically-proven micro-calcifications on digital mammograms

from a cohort of 697 patients. Similarly, Juntu et al [32], who considered 135 cases of

histologically-proven soft-tissue tumors, also found that SVMs offered the best perfor-

mance in distinguishing between benign and malignant tumors on MR images. Kadah
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et al [33] found that a multi-layer neural network offered the best performance for

identifying liver disease on a cohort of 120 pathology-investigated ultrasound patient

images, but also found that simple classifiers (such as kNN [89]) could provide compa-

rable performance. Frame et al [31] considered a QCL problem for manually annotated

retinal fluorescein angiographic images for detecting diabetic retinopathy on a moder-

ately sized dataset (88 studies). They found that a simple (rule-based) classifier offered

the best diagnostic performance compared to linear DA (LDA) and neural networks.

Interestingly, Schmah et al [82], in attempting to classify stroke characteristics in 9

fMRI patient studies found that both quadratic DA (QDA) and SVMs offered the best

classifier performance for their SSS/non-QCL problem. These findings [31–34,82] serve

to illustrate that (a) classifier trends are widely divergent for different domains and

datasets, and (b) the optimal classifier for a specific problem appears to be sensitive to

the size of the dataset and the quality of the class labels.

2.3 Recent work on quantitative approaches to CaP detection on MRI

Previously, Seltzer et al [90] showed that the combination of a radiologist and a com-

puterized decision support system significantly improves the accuracy of CaP staging

on 1.5 T endorectal T2w MRI. A visual study of fractal texture on prostate MRI was

conducted by Lv et al [91], who determined that fractal features showed statistically

significantly different values for CaP compared to benign regions on 1.5 T T2w MRI.

However, to our knowledge, there has been no previous work quantitatively examining

the textural appearance of CaP in a manner specific to the zonal location of disease

within the prostate.

Chan et al [83] considered a combination of co-occurrence based [92], discrete cosine

transform, and co-ordinate features within an automated classification scheme to obtain

an accurate statistical map for CaP presence on 11 in vivo 1.5 T endorectal multi-

protocol (line-scan diffusion, T2-mapping, and T2w) MRI. They compared the use of

maximum likelihood, LDA, and SVM classifiers to detect CaP in the PZ alone; SVMs

were identified as offering the best performance; however they did not converge for all

the experiments conducted. Madabhushi et al [51] presented a machine learning scheme
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which intelligently combined 3D texture features (1st order statistical [93], Haralick co-

occurence [92], Gabor wavelet [94]) to analyze 4 T ex vivo T2w prostate MRI for CaP

presence. The system was found to compare favorably to expert radiologists in terms of

CaP detection accuracy, with improved reproducibility. Vos et al [84,95] demonstrated

the efficacy of SVMs for classifying MP MRI (T2w, dynamic contrast enhanced) to

detect CaP in the PZ using 34 patient studies. Vos et al [96] more recently presented

a fully automated computer-aided detection method which utilized a concatenation of

percentile-based descriptors of T2w, ADC, and pharmacokinetic parameters to yield a

region-based classification for CaP presence (for screening purposes). Yetik et al [85,97]

compared the use of an unsupervised Markov Random Field algorithm with supervised

algorithms (SVMs, relevance vector machines) to detect CaP in the PZ via 20 MP MRI

(T2w, dynamic contrast enhanced, diffusion-weighted) patient studies; the supervised

methods outperforming the unsupervised method. These classifiers also only employed

T2w MRI signal intensity, as opposed to using any textural representations of the

original image data. Lopes et al [86] showed that a machine learning classifier employing

fractal and multi-fractal features from 1.5 T T2w prostate MRI was more accurate in

detecting CaP compared to more traditional texture features (Haralick co-occurence

[92], Gabor [94], and Daubechies [98] wavelet features). They also found that SVMs

and boosted decision stumps yielded comparable classification accuracies when utilizing

fractal features to detect regions of CaP within the PZ in 17 T2w MRI patient studies.

Tiwari et al [52] examined SVMs, Probabilistic Boosting Trees (PBTs), and Random

Forests for detecting CaP on MP MRI (T2w, MR spectroscopy), and found SVMs

offered the best classification performance over 36 patient studies, albeit by a very

small margin.

In summary, previous related work in computerized decision support and computer

aided detection of CaP from MRI [83–86] suffer from the following limitations,

• Differences in spatial location of disease within the gland have not been considered

when attempting to identify CaP presence (i.e. the classifiers are monolithic since

they do not attempt to distinguish between the spatially distinct types of CaP).

In fact, most CaP detection schemes have been restricted to within the PZ alone,
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possibly due to the difficulty in obtaining ground truth annotations of the target

(CaP) class and associated class labels.

• Complex classifiers (such as SVMs or DTs) have been utilized for this purpose,

despite being demonstrated primarily on cohorts of limited size (5-36 patient stud-

ies), where class labels (on a per-voxel basis) were obtained by expert radiologist

annotations of disease presence (on MRI) to train and evaluate the classifier.

• Most importantly, those approaches concerned with automated CaP detection via

multi-parametric MRI have largely adopted a feature concatenation approach to

combining and representing the multi-channel image information [83,85,96,97].

There are hence a number of open problems related to quantification, representation,

and classification of multi-parametric MRI data for CaP detection. As explained in

the previous Chapter, DR-based representation may be considered most optimal for

representation and fusion of multi-parametric data, however, there are significant issues

which must be overcome with DR methods before they can be applied in this context.

2.4 Limitations with dimensionality reduction and proposed solutions

The problems of sensitivity to noise and choice of parameters which plague DR-based

representation methods have previously been addressed in classifier theory via the de-

velopment of classifier ensemble schemes, such as Boosting [99] and Bagging [38]. These

classifier ensembles guarantee a lower error rate as compared to any of the individual

members (known as “weak” classifiers), assuming that the individual weak classifiers

are all uncorrelated [40]. Similarly a consensus-based algorithm has been presented [8]

to find a stable unsupervised clustering of data using unstable methods such as k-

means [100]. Multiple “uncorrelated” clusterings of the data were generated and used

to construct a co-association matrix based on cluster membership of all the points in

each clustering. Naturally occurring partitions in the data were then identified. This

idea was further extended in [101] where a combination of clusterings based on simple

linear transformations of high-dimensional data was considered. Note that ensemble

techniques thus (1) make use of uncorrelated, or relatively independent, analyses (such
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as classifications or projections) of the data, and (2) combine multiple analyses (such

as classifications or projections) to enable a more stable result.

2.4.1 Improved DR schemes to overcome parameter sensitivity

As shown by [61], linear DR methods such as classical multi-dimensional scaling [102]

are unable to account for non-linear proximities and structures when calculating an

embedding that best preserves pairwise distances between data objects. This led to

the development of non-linear DR methods such as LLE [60] and ISOMAP [61] which

make use of local neighborhoods to better calculate such proximities. As previously

mentioned, DR methods are known to suffer from certain shortcomings (sensitivity to

noise and/or change in parameters). A number of techniques have recently been pro-

posed to overcome these shortcomings. In [103,104] methods were proposed to choose

the optimal neighborhood parameter for ISOMAP and LLE respectively. This was done

by first constructing multiple embeddings based on an intelligently selected subset of

parameter values, and then choosing the embedding with the minimum residual vari-

ance. Attempts have been made to overcome problems due to noisy data by selecting

data objects known to be most representative of their local neighborhood (landmarks)

in ISOMAP [105], or estimating neighborhoods in LLE via selection of data objects

that are unlikely to be outliers (noise) [67]. Similarly, graph embedding has also been

explored with respect to issues such as the scale of analysis and determining accurate

groups in the data [106]. However, all of these methods require an exhaustive search

of the parameter space in order to best solve the specific problem being addressed. Al-

ternatively, one may utilize class information within the supervised variants [107, 108]

of ISOMAP and LLE which attempt to construct weighted neighborhood graphs that

explicitly preserve class information while embedding the data.

2.4.2 Learning in the context of dimensionality reduction

The application of classification theory to DR has begun to be explored recently. Athit-

sos et al presented a nearest neighbor retrieval method known as BoostMap [109], in
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which distances from different reference objects are combined via boosting. The prob-

lem of selecting and weighting the most relevant distances to reference objects was posed

in terms of classification in order to utilize the Adaboost algorithm [99], and BoostMap

was shown to improve the accuracy and speed of overall nearest neighbor discovery

compared to traditional methods. DR has also previously been formulated in terms

of maximizing the entropy [110] or via a simultaneous dimensionality reduction and

regression methodology involving Bayesian mixture modeling [111]. The goal in such

methods is to probabilistically estimate the relationships between points based on ob-

jective functions that are dependent on the data labels [110]. These methods have been

demonstrated in the context of application of PCA to non-linear datasets [111]. More

recently, multi-view learning algorithms [112] have attempted to address the problem of

improving the learning ability of a system by considering several disjoint subsets of fea-

tures (views) of the data. The work most closely related to our own is that of [113] in the

context of web data mining via multi-view learning. Given that a hidden pattern exists

in a dataset, different views of this data are each embedded and transformed such that

known domain information (encoded via pairwise link constraints) is preserved within

a common frame of reference. The authors then solve for a consensus pattern which is

considered the best approximation of the underlying hidden pattern being solved for.

A similar idea was examined in [114, 115] where 1D projections of image data were

co-registered in order to better perform operations such as image-based breathing gat-

ing as well as multi-modal registration. Unlike consensus embedding, these algorithms

involve explicit transformations of embedding data to a target frame of reference, as

well as being semi-supervised in encoding specific link constraints in the data.

2.5 Novel contributions of the current work

2.5.1 Developing quantitative imaging signatures for CaP on T2w

MRI

The first goal of this work comprises identifying distinct zone-specific quantitative tex-

tural models of CaP using 3 T endorectal T2w MRI, in order to construct QISes which
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allow for accurate discrimination between CG and PZ CaP. The overarching application

of our work is to build an automated decision support system for improved detection

and localization of CaP presence at high-resolution (per-voxel) using T2w MRI; the use

of zone-specific models is expected to significantly improve the sensitivity and speci-

ficity of CaP detection of such a system. We will show that building zone-specific

classifiers result in an improved detection of CaP presence on MRI compared to mono-

lithic classifiers. In order to define zone-specific QISes, we will utilize texture-based

characterization of T2w MRI data. The underlying hypothesis for our approach is that

the CaP appearance within each of the CG and PZ has distinct textural signatures, i.e.

we are attempting to quantify visual characteristics of regions with incomplete stromal

septations (corresponding to PZ CaP) or those with homogeneous appearance (corre-

sponding to CG CaP). The result of applying texture analysis algorithms [92–94, 98]

to prostate T2w MRI is that every voxel in a dataset will now be associated with a

set of numerical values (reflecting corresponding textural attributes) which describe the

local properties and relationships between the SI at the voxel under consideration and

its surrounding local neighborhood voxels. Further, given annotations of CaP presence

(labels) for each voxel within a dataset, we can train an automated classifier to utilize

these textural signatures (and labels) to give us a per-voxel classification for CaP pres-

ence in a new, unseen test dataset. In this work, we will construct separate QISes for

each of CG and PZ CaP. These QISes will then be used to train independent classifiers

to detect CaP in the CG and PZ, respectively. Our hypothesis is that these zone-specific

texture-based classifiers will be more accurate in identifying CaP compared to either (a)

an intensity-based approach (which would use only the SI at every voxel to classify for

CaP presence), or (b) a zone-agnostic monolithic approach (which would not consider

zonal differences when constructing the classifier).

2.5.2 Determining an optimal automated classification scheme for de-

tection of CaP on MRI

In the second goal, we aim to compare classifier performance in the context of a problem

where the objective is to distinguish tumors in different prostatic zones via texture-based
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features derived from T2w MRI. Most supervised classifier schemes such as Bayesian

learners [116], Support Vector Machines [117] (SVMs), and Decision Trees [118] (DTs)

typically require a large well-labeled training set for model training. This then poses

the question whether complex, popular classifiers (such as SVMs [117]), which require

extensive parameter tuning and accurately annotated data, represent the appropriate

choice of classifier for most CAD and medical imaging problems. Since these data co-

horts are typically of the small sample size (SSS), questionable class label (QCL) variety,

a simpler, non-parametric classifier requiring less training might be more desirable. In

a similar vein one could ask whether bagging [38] and boosting [39], which combine

decisions from multiple uncorrelated classifiers (where the individual classifiers may be

unstable or marginally better than guessing), are appropriate for SSS-QCL datasets

such as with medical imaging studies. The major questions that emerge specifically in

the context of SSS-QCL datasets are,

• Do classifier trends on large, well annotated datasets generalize to SSS-QCL prob-

lems?

• How will more complex classifiers compare against simpler, non-parametric clas-

sifiers for SSS-QCL problems in terms of classifier accuracy, model and computa-

tional complexity?

2.5.3 Development of the consensus embedding methodology

Under the third goal of this work, we present a novel DR scheme (consensus embedding)

that involves first generating and then combining multiple uncorrelated, independent

(or base) n-D embeddings. These base embeddings may be obtained via either linear or

non-linear DR techniques being applied to a large N -D feature space. Note that we use

the terms “uncorrelated, independent” with reference to the method of constructing

base embeddings; similar to their usage in ensemble classification literature [40]. In-

deed, techniques to generate multiple base embeddings may be seen to be analogous to

those for constructing classifier ensembles. In the latter, base classifiers with significant

variance can be generated by varying the parameter associated with the classification



23

method (k in kNN classifiers [119]) or by varying the training data (combining decision

trees via Bagging [38]). Previously, a consensus method for LLE was examined in [120]

with the underlying hypothesis that varying the neighborhood parameter (κ) will ef-

fectively generate multiple uncorrelated, independent embeddings for the purposes of

constructing a consensus embedding. The combination of such base embeddings for

magnetic resonance spectroscopy data was found to result in a low-dimensional data

representation which enabled improved discrimination of cancerous and benign spec-

tra compared to using any single application of LLE. In this work we shall consider

an approach inspired by random forests [121] (which in turn is a modification of the

Bagging algorithm [38]), where variations within the feature data are used to generate

multiple embeddings which are then combined via our consensus embedding scheme.

Additionally, unlike most current DR approaches which require tuning of associated

parameters for optimal performance in different datasets, consensus embedding offers

a methodology that is not significantly sensitive to parameter choice or dataset type.

The major contributions of the consensus embedding methodology are hence:

• A novel DR approach which generates and combines embeddings.

• A largely parameter invariant scheme for dimensionality reduction.

• A DR scheme easily applicable to a wide variety of pattern recognition problems

including image partitioning, data mining, and high dimensional data classifica-

tion.

2.5.4 Application of consensus embedding for CaP detection from

multi-parametric MRI

Finally under the fourth goal of this work, we present a novel multi-channel data rep-

resentation and fusion framework referred to as Enhanced Multi-Protocol Analysis via

Intelligent Supervised Embedding (EMPrAvISE), which is based off consensus embed-

ding. An overview of the different steps within the EMPrAvISE methodology is shown

in Figure 2.1. First, the information available via each of the channels is quantified via

multiple features. A number of embeddings are then calculated from the multi-channel
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Figure 2.1: Overview of the Enhanced Multi-Protocol Analysis via Intelligent Su-
pervised Embedding (EMPrAvISE) methodology: 3 different information channels
(CI , CJ , CK) corresponding to 3 distinct multi-parametric MR protocols acquired for
a synthetic brain MRI slice [10] are shown. Note that this data comprises only grey
and white matter (to ensure a 2-class problem) in which noise and inhomogeneity
have been introduced, making it difficult to differentiate between the classes present.
(a) Multi-parametric features X1, . . . ,Xn, Y1, . . . , Yn, and Z1, . . . , Zn are extracted
from each channel CI , CJ , CK . (b) Multi-parametric feature subsets are constructed
as F1 = {X1, Y1, Z1}, F2 = {X2, Y2, Z2}, · · · , Fn = {Xn, Yn, Zn}. (c) Post DR on each
of F1, F2, . . . , Fn, embeddings E1, E2, . . . , En are calculated. (d) These embeddings
are intelligently aggregated (using a priori class information) within EMPrAvISE. (e)
Visualizing the partitioning of the EMPrAvISE representation is seen to result in an
optimal white and gray matter segmentation, despite significant levels of noise in the
original brain image.

feature space, which are then intelligently aggregated via a synergy of ensemble the-

ory within dimensionality reduction. EMPrAvISE is intended to inherently account

for (1) maximally quantifying information available within a multi-parametric feature

space (via feature extraction), (2) differences in dimensionalities between individual

T2w, DCE, DWI protocols (via DR), (3) noise and parameter sensitivity issues with

DR-based representation (via the use of an ensemble theory), and (4) dependencies

between the T2w, DCE, DWI protocols (via an intelligent combination scheme). We

present the application of EMPrAvISE for representing multi-parametric (T2w, DCE,
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DWI) prostate MRI within a meta-classifier for CaP detection in vivo. Specifically, the

major contributions and significant advances within EMPrAvISE are as follows,

• A generalizable framework for multi-channel data integration which can account

for differences in dimensionality and scale, as well as relative disparity in the input

information channels.

• A novel weighted embedding combination methodology which leverages ensemble

theory within dimensionality reduction to result in a more discriminatory repre-

sentation of input data.

• Validation of the EMPrAvISE methodology on 2 distinct multi-parametric MRI

data cohorts, demonstrating significant improvements in CaP detection accuracy

over current state-of-the-art representation schemes.
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Chapter 3

Consensus embedding: theory, algorithms, and empirical

evaluation

3.1 Theory of consensus embedding

The spirit of consensus embedding lies in the generation and combination of multiple

embeddings in order to construct a more stable, stronger result. Thus we will first

define various terms associated with embedding construction. Based on these, we can

mathematically formalize the concept of generating and combining multiple base em-

beddings, which will in turn allow us to derive necessary and sufficient conditions that

must be satisfied when constructing a consensus embedding. Based on these conditions

we will describe the specific algorithmic steps in more detail. Notation that is used in

this chapter is summarized in Table 3.1.

3.1.1 Preliminaries

An object shall be referred to by its label c and is defined as a point in an N -dimensional

space R
N . It is represented by an N -tuple F(c) comprising its unique N -dimensional

co-ordinates. In a sub-space R
n ⊂ R

N such that n << N , this object c in a set C

is represented by an n-tuple of its unique n-dimensional coordinates X(c). R
n is also

known as the embedding of objects c ∈ C and is always calculated via some projection

of RN . For example in the case of R3, we can define F(c) = {f1, f2, f3} based on the co-

ordinate locations (f1, f2, f3) on each of the 3 axes for object c ∈ C. The corresponding

embedding vector of c ∈ C in R
2 will be X(c) = {e1, e2} with co-ordinate axes locations

(e1, e2). Note that in general, determining the target dimensionality (n) for any R
N

may be done by a number of algorithms such as the one used in this work [122].
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R
N High(N)-dimensional space R

n Low(n)-dimensional space

c, d, e Objects in set C Z Number of unique triplets in C

F(c) High-dimensional feature vector X(c) Embedding vector

Λcd Pairwise relationship in R
N δcd Pairwise relationship in R

n

∆(c, d, e) Triangle relationship (Defn. 1) ψES(Rn) Embedding strength (Defn. 2)

R̂
n True embedding (Defn. 3) δ̂cd Pairwise relationship in R̂

n

R̈
n Strong embedding (Defn. 4) Ṙ

n Weak embedding

R̃
n Consensus embedding (Defn. 5) δ̃cd Pairwise relationship in R̃

n

M Number of generated embeddings K Number of selected embeddings

R Number of objects in C X̃(c) Consensus embedding vector

Table 3.1: Summary of notation and symbols used in this chapter.

The notation Λcd, henceforth referred to as the pairwise relationship, will represent

the relationship between two objects c, d ∈ C with corresponding vectors F(c),F(d) ∈

R
N . Similarly, the notation δcd will be used to represent the pairwise relationship

between two objects c, d ∈ C with embedding vectors X(c),X(d) ∈ R
n. We assume

that this relationship satisfies the three properties of a metric (e.g. Euclidean distance).

Finally, a triplet of objects c, d, e ∈ C is referred to as an unique triplet if c 6= d, d 6= e,

and c 6= e. Unique triplets will be denoted simply as (c, d, e).

3.1.2 Definitions

Definition 1 The function ∆ defined on a unique triplet (c, d, e) is called a triangle

relationship, ∆(c, d, e), if when Λcd < Λce and Λcd < Λde, then δcd < δce and δcd < δde.

For objects c, d, e ∈ C whose relative pairwise relationships in R
N are preserved in R

n,

the triangle relationship ∆(c, d, e) = 1. For ease of notation, the triangle relationship

∆(c, d, e) will be referred to as ∆ where appropriate. Note that for a set of R unique

objects (R = |C|, |.| is cardinality of a set), Z = R!
3!(R−3)! unique triplets may be formed.

Definition 2 Given Z unique triplets (c, d, e) ∈ C and an embedding R
n of all objects

c, d, e ∈ C, the associated embedding strength ψES(Rn) =
∑

C ∆(c,d,e)
Z

.
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This definition is based on the idea that the strength of any embedding R
n will depend

on how well pairwise relationships are preserved from R
N . This in turn can written in

terms of the triplet relationship as,

ψES(Rn) =
total number of preserved triplets

total number possible triplets
=

∑
C ∆(c, d, e)

Z
. (3.1)

The embedding strength (ES) of an embedding R
n, denoted ψES(Rn), is hence the

fraction of unique triplets (c, d, e) ∈ C for which ∆(c, d, e) = 1.

Definition 3 A true embedding, R̂n, is an embedding for which ψES(R̂n) = 1.

A true embedding R̂
n is one for which the triangle relationship is satisfied for all

unique triplets (c, d, e) ∈ C, hence perfectly preserving all pairwise relationships from

R
N to R̂

n. Additionally, for all objects c, d ∈ C in R̂
n, the pairwise relationship is

denoted as δ̂cd.

Note that according to Definition 3, the most optimal true embedding may be

considered to be the original RN itself, i.e. δ̂cd = Λcd. However, as R
N may not be

optimal for classification (due to the curse of dimensionality), we are attempting to

approximate a true embedding as best possible in n-D space. Note that multiple true

embeddings in n-D space may be calculated from a single RN ; any one of these may be

chosen to calculate δ̂cd.

Practically speaking, any R
n will be associated with some degree of error compared

to the original RN . This is almost a given since some loss of information and concomi-

tant error can be expected to occur in going from a high- to a low-dimensional space.

We can calculate the probability of pairwise relationships being accurately preserved

from R
N to R

n i.e. the probability that ∆(c, d, e) = 1 for any unique triplet (c, d, e) ∈ C

in any R
n by utilizing the traditional formulation of a prior probability,

p =
total number of observed instances

total number of instances
. (3.2)
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Here, triplets are considered to be “instances”. Therefore Equation 3.2 becomes,

p(∆) =
total number of preserved triplets (i.e. ∆ = 1)

total number possible triplets
=

∑
C ∆(c, d, e)

Z
. (3.3)

Therefore,

p(∆|c, d, e,Rn) =

∑
C ∆(c, d, e)

Z
. (3.4)

Note that the probability in Equation 3.4 is binomial as the complementary probability

to p(∆|c, d, e,Rn) (i.e. the probability that ∆(c, d, e) 6= 1 for any unique triplet (c, d, e) ∈

C in any R
n) is given by 1−p(∆|c, d, e,Rn) (in the case of binomial probabilities, event

outcomes can be broken down into two probabilities which are complementary, i.e. they

sum to 1).

Definition 4 A strong embedding, R̈n, is an embedding for which ψES(R̈n) > θ.

In other words, a strong embedding is defined as one which accurately preserves the

triangle relationship for more than some significant fraction (θ) of the unique triplets

of objects c, d, e ∈ C that exist. An embedding R
n which is not a strong embedding is

referred to as a weak embedding, denoted as Ṙn.

We can calculate multiple uncorrelated (i.e. independent) embeddings from a single

R
N which may be denoted as Rn

m,m ∈ {1, . . . ,M}, whereM is total number of possible

uncorrelated embeddings. Note that both strong and weak embeddings will be present

among all of theM possible embeddings. All objects c, d ∈ C can then be characterized

by corresponding embedding vectors Xm(c),Xm(d) ∈ R
n
m with corresponding pairwise

relationship δcdm . Given multiple δcdm , we can form a distribution p(X = δcdm ), over all

M embeddings. Our hypothesis is that the maximum likelihood estimate (MLE) of

p(X = δcdm ), denoted as δ̃cd, will approximate the true pairwise relationship δ̂cd for

objects c, d ∈ C.

Definition 5 An embedding R
n is called a consensus embedding, R̃n, if for all objects

c, d ∈ C, δcd = δ̃cd.
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We denote the consensus embedding vectors for all objects c ∈ C by X̃(c) ∈ R̃
n. Ad-

ditionally, from Equation 3.4, p(∆|c, d, e, R̃n) represents the probability that ∆(c, d, e) =

1 for any (c, d, e) ∈ C in R̃
n.

3.1.3 Necessary and sufficient conditions for consensus embedding

While R̃n is expected to approximate R̂n as best possible, it cannot be guaranteed that

ψES(R̃n) = 1 as this is dependent on how well δ̃cd approximates δ̂cd, for all objects

c, d ∈ C. δ̃cd may be calculated inaccurately as a result of considering pairwise rela-

tionships derived from weak embeddings, Ṙn, present amongst the M embeddings that

are generated. As Proposition 1 and Lemma 1 below demonstrate, in order to ensure

that ψES(R̃n) → 1, R̃n must be constructed from a combination of multiple strong

embeddings R̈n alone, so as to avoid including weak embeddings.

Proposition 1 If K ≤ M independent, strong embeddings R
n
k , k ∈ {1, . . . ,K}, with a

constant p(∆|c, d, e,Rn
k ) that ∆(c, d, e) = 1 for all (c, d, e) ∈ C, are used to calculate

R̃
n, ψES(R̃n) → 1 as K → ∞.

Proof. IfK ≤M independent, strong embeddings alone are utilized in the construction

of R̃n, then the number of weak embeddings is (M −K). As Equation 3.4 represents a

binomial probability, p(∆|c, d, e, R̃n) can be approximated via the binomial formulation

of Equation 3.4 as,

p(∆|c, d, e, R̃n) =

M∑

K=1

(
M

K

)
αK(1− α)M−K , (3.5)

where α = p(∆|c, d, e,Rn
k ) (Equation 3.4) is considered to be constant. Based on Equa-

tion 3.5, as K → ∞, p(∆|c, d, e, R̃n) → 1, which in turn implies that ψES(R̃n) → 1;

therefore R̃
n approaches R̂n. �

Proposition 1 demonstrates that for a consensus embedding to be strong, it is

sufficient that strong embeddings be used to construct it. Note that as K → M ,

p(∆|c, d, e, R̃n) >> p(∆|c, d, e,Rn
k ). In other words, if p(∆|c, d, e,Rn

k ) > θ, p(∆|c, d, e, R̃n) >>
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θ. Based on Equation 3.4 and Definitions 2, 4, this implies that asK →M , ψES(R̃n) >>

θ. Lemma 1 below demonstrates the necessary nature of this condition i.e. if weak

embeddings are considered when constructing R̃
n, ψES(R̃n) << θ (it will be a weak

embedding).

Lemma 1 If K ≤M independent, weak embeddings Rn
k , k ∈ {1, . . . ,K}, with ψES(Rn

k) ≤

θ, are used to calculate R̃
n, then ψES(R̃n) << θ.

Proof. From Equation 3.4 and Definitions 2, 4, if ψES(Rn
k) ≤ θ, then p(∆|c, d, e,Rn

k ) ≤

θ. Substituting p(∆|c, d, e,Rn
k ) in Equation 3.5, will result in p(∆|c, d, e, R̃n) << θ.

Thus ψES(R̃n) << θ, and R̃
n will be weak. �

Proposition 1 and Lemma 1 together demonstrate the necessary and sufficient nature

of the conditions required to construct a consensus embedding: that if a total of M

base embeddings are calculated from a single R
N , some minimum number of strong

embeddings (K ≤M) must be considered to construct a R̃
n that is a strong embedding.

Further, a R̃
n so constructed will have an embedding strength ψ(R̃n) that will increase

significantly as we include more strong embeddings in its computation.

3.1.4 Properties of consensus embedding

The following proposition will demonstrate that R̃n will have a lower inherent error in

its pairwise relationships compared to the strong embeddings Rn
k , k ∈ {1, . . . ,K}, used

in its construction.

We first define the mean squared error (MSE) in the pairwise relationship between

every pair of objects c, d ∈ C in any embedding R
n with respect to the true pairwise

relationships in R̂
n as,

ǫX = Ecd(δ̂
cd − δcd)2. (3.6)

where Ecd is the expectation of the squared error in the pairwise relationships in R
n

calculated over all pairs of objects c, d ∈ C. We can hence calculate the expected MSE
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over all K base embeddings specified above as,

ǫK,X = EK [ǫX ] = EK

[
Ecd(δ̂

cd − δcdk )2
]
. (3.7)

Given K observations δcdk , k ∈ {1, . . . ,K} (derived from selected base embed-

dings R
n
k), we define the pairwise relationship in the consensus embedding R̃

n as

δ̃cd = EK(δcdk ), where EK is the expectation of δcdk over K observations. The MSE

in δ̃cd with respect to the true pairwise relationships in R̂
n may be defined as (similar

to Equation 3.6),

ǫ
X̃

= Ecd(δ̂
cd − δ̃cd)2, (3.8)

where Ecd is the expectation of the squared error in the pairwise relationships in R̃
n

calculated over over all pairs of objects c, d ∈ C. It is clear that if for all c, d ∈ C that

δ̃cd = δ̂cd, then R̃
n is also a true embedding.

Proposition 2 Given K independent, strong embeddings, R
n
k , k ∈ {1, . . . ,K}, which

are used to construct R̃n, ǫK,X ≥ ǫ
X̃
.

Proof.

Expanding Equation 3.7,

ǫK,X = Ecd

(
δ̂cd

)2
− 2Ecd(δ̂

cd) EK(δcdk ) + Ecd EK

(
δcdk

)2

Now, EK

(
δcdk

)2
≥

(
EK δcdk

)2
,

≥ Ecd

(
δ̂cd

)2
− 2Ecd(δ̂

cd)(δ̃cd) + Ecd

(
δ̃cd

)2

≥ ǫ
X̃

�

Proposition 2 implies that R̃
n will never have a higher error than the maximum

error associated with any individual strong embedding R
n
k , k ∈ {1, . . . ,K}, involved

in its construction. However if ǫK,X is low, ǫ
X̃

may not significantly improve on it.

Similar to Bagging [38] where correlated errors across weak classifiers are preserved in
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the ensemble result, if the pairwise relationship δcdk is incorrect across all K embeddings,

δ̃cd will be incorrect as well. However Proposition 2 guarantees that ǫ
X̃

will never be

worse than ǫK,X .

3.2 Algorithms and implementation

Based on Proposition 1, 3 distinct steps are typically required for calculating a consensus

embedding. First, we must generate a number of base embeddings (M), the steps for

which are described in CreateEmbed. We then select for strong embeddings from

amongst M base embeddings generated, described in SelEmbed. We will also discuss

criteria for selecting strong embeddings. Finally, selected embeddings are combined to

result in the final consensus embedding representation as explained in CalcConsEmbed.

We also discuss some of the computational considerations of our implementation.

3.2.1 Creating n-dimensional data embeddings

One of the requirements for consensus embedding is the calculation of multiple uncor-

related, independent embeddings R
n from a single R

N . This is also true of ensemble

classification systems such as Boosting [99] and Bagging [38] which require multiple

uncorrelated, independent classifications of the data to be generated prior to combina-

tion. As discussed previously, the terms “uncorrelated, independent” are used by us

with reference to the method of constructing embeddings, as borrowed from ensemble

classification literature [40]. Similar to random forests [121], we make use of a fea-

ture space perturbation technique to generate uncorrelated (base) embeddings. This

is implemented by first creating M bootstrapped feature subsets of V features each

(every subset ηm,m ∈ {1, . . . ,M} containing
(
N
V

)
features, no DR involved). Note,

that the number of samples in each V -dimensional subset is the same as in the original

N -dimensional space. Each V -dimensional ηm is then embedded in n-D space via DR

(i.e. projecting from R
V to R

n). M is chosen such that each of N dimensions appears

in at least one ηm.

Algorithm CreateEmbed
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Input: F(c) ∈ R
N for all objects c ∈ C, n

Output: Xm(c) ∈ R
n
m,m ∈ {1, . . . ,M}

Data Structures: Feature subsets ηm, total number of subsets M , number of features

in each subset V , DR method Φ

begin

0. for m = 1 to M do

1. Select V < N features from R
N , forming subset ηm;

2. Calculate Xm(c) ∈ R
n
m, for all c ∈ C using ηm and method Φ;

3. endfor

end

As discussed in the introduction, multiple methods exist to generate base embed-

dings, such as varying a parameter associated with a method (e.g. neighborhood pa-

rameter in LLE, as shown in [120]) as well as the method explored in this thesis (feature

space perturbation). These methods are analogous to methods in the literature for gen-

erating base classifiers in a classifier ensemble [40], such as varying k in kNN classifiers

(changing associated parameter) [123], or varying the training set for decision trees

(perturbing the feature space) [121].

3.2.2 Selection of strong embeddings

Having generated M base embeddings, we first calculate their embedding strengths

ψES(Rn
m) for all Rn

m,m ∈ {1, . . . ,M}. The calculation of ψES can be done via per-

formance evaluation measures such as those described below, based on the application

and prior domain knowledge. Embeddings for which ψES(Rn
m) > θ are then selected as

strong embeddings, where θ is a pre-specified threshold.

Algorithm SelEmbed

Input: Xm(c) ∈ R
n
m for all objects c ∈ C, m ∈ {1, . . . ,M}

Output: Xk(c) ∈ R
n
k , k ∈ {1, . . . ,K}

Data Structures: A list Q, embedding strength function ψES ,
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embedding strength threshold θ

begin

0. for m = 1 to M do

1. Calculate ψES(Rn
m);

2. if ψES(Rn
m) > θ

3. Put m in Q;

4. endif

5. endfor

6. For each element k of Q, store Xk(c) ∈ R
n
k for all objects c ∈ C;

end

Note that while θ may be considered to be a parameter which needs to be specified to

construct the consensus embedding, we have found in our experiments that the results

are relatively robust to variations in θ. In general, θ may be defined based on the

manner of evaluating the embedding strength, as discussed in the next section.

3.2.3 Evaluation of embedding strength

We present two performance measures in order to evaluate embedding strength: one

measure being supervised and relying on label information; the other being unsuper-

vised and driven by the separability of distinct clusters in the reduced dimensional

embedding space. In Section 3.4.3 we compare the two performance measures against

each other to determine their relative effectiveness in constructing a strong consensus

embedding.

Supervised evaluation of embedding strength: We have demonstrated that embedding

strength increases as a function of classification accuracy (Theorem 1, Appendix B),

implying that strong embeddings will have high classification accuracies. Intuitively,

this can be explained as strong embeddings showing greater class separation compared

to weak embeddings. Given a binary labeled set of samples C, we denote the sets of
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objects corresponding to the two classes as S+ and S−, such that C = S+ ∪ S− and

S+∩S− = ∅. When using a classification algorithm that does not consider class labels,

we can evaluate classification accuracy as follows:

1. Apply classification algorithm to C (embedded in R
n) to find T clusters (un-

ordered, labeled set of objects), denoted via Ψ̂t, t ∈ {1, . . . , T}.

2. For each Ψ̂t

(a) Calculate DTP = |Ψ̂t ∩ S
+|.

(b) Calculate DTN = |(C − Ψ̂t) ∩ S
−|.

(c) Calculate classification accuracy for Ψ̂t, as φ
Acc(Ψ̂t) =

DTP+DTN
|S+∪S−|

.

3. Calculate classification accuracy of Rn as φAcc(Rn) = maxT

[
φAcc(Ψ̂t)

]
.

As classification has been done without considering label information, we must eval-

uate which of the clusters so obtained shows the greatest overlap with S+ (the class

of interest). We therefore consider the classification accuracy of the cluster showing

the most overlap with S+ as an approximation of the embedding strength of Rn, i.e.

ψES(Rn) ≈ φAcc(Rn).

Unsupervised evaluation of embedding strength: We utilize a measure known as the

R-squared index (RSI), based off cluster validity measures [124], which can be calcu-

lated as follows:

1. Apply classification algorithm to C (embedded in R
n) to find T clusters (un-

ordered, labeled set of objects), denoted via Ψ̂t, t ∈ {1, . . . , T}.

2. Calculate SST =
∑n

j=1

[∑R
i=1

(
X(ci)−�X(cj)

)2]
(where�X(cj) is the mean of

data values in the jth dimension).

3. Calculate SSB =
∑

j=1···n
t=1···T

[∑|Ψ̂t|
i=1

(
X(ci)−�X(cj)

)2]
.

4. Calculate R-squared index of Rn as φRS(Rn) = SST−SSB
SST

.
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RSI may be considered both a measure of the degree of difference between clusters

found in a dataset as well as measurement of the degree of homogeneity between them.

The value of φRS ranges between 0 and 1, where if φRS = 0, no difference exists among

clusters. Conversely, a value close to φRS = 1 suggests well-defined, separable clusters in

the embedding space. Note that when using RSI to evaluate embedding strength, it will

be difficult to ensure that all selected embeddings are strong without utilizing a priori

information. In such a case we can attempt to ensure that a significant majority of the

embeddings selected are strong, which will also ensure that the consensus embedding

R̃
n is strong (based off Proposition 1).

3.2.4 Constructing the consensus embedding

Given K selected embeddings R
n
k , k ∈ {1, . . . ,K}, we quantify pairwise relationships

between all the objects in each R
n
k via Euclidean pairwise distances. Euclidean distances

were chosen for our implementation as they are well understood, satisfy the metric

assumption of the pairwise relationship, as well as being directly usable within the

other methods used in this work. Ωk denotes the ML estimator used for calculating δ̃cd

from K observations δcdk for all objects c, d ∈ C.

Algorithm CalcConsEmbed

Input: Xk(c) ∈ R
n
k for all objects c ∈ C, k ∈ {1, . . . ,K}

Output: X̃(c) ∈ R̃
n

Data Structures: Confusion matrix W , ML estimator Ω, projection method γ

begin

0. for k = 1 to K do

1. Calculate Wk(i, j) = ‖Xk(c)−Xk(d)‖2 for all objects c, d ∈ C with indices i, j;

2. endfor

3. Apply normalization to all Wk, k ∈ {1, . . . ,K};

4. Obtain W̃ (i, j) = Ωk [Wk(i, j)] ∀c, d ∈ C;

5. Apply projection method γ to W̃ to obtain final consensus embedding R̃
n;

end
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Corresponding entries across all Wk (after any necessary normalization) are used to

estimate δ̃cd (and stored in W̃ ). In our implementation, we have used the median as

the ML estimator as (1) the median is less corruptible to outliers, and (2) the median

and the expectation are interchangeable if one assumes a normal distribution [125].

In Section 3.4.2 we compare classification results using both the mean and median

individually as the ML estimator. We apply a projection method γ, such as multi-

dimensional scaling (MDS) [102], to the resulting W̃ to embed the objects in R̃
n while

preserving the pairwise distances between all objects c ∈ C. The underlying intuition

for this final step is based on a similar approach adopted in [8] where MDS was applied

to the co-association matrix (obtained by accumulating multiple weak clusterings of

the data) in order to visualize the clustering results. As W̃ is analogous to the co-

association matrix, the projection method γ will allow us to construct the consensus

embedding space R̃
n.

One can hypothesize that W̃ is an approximation of distances calculated in the

original feature space. Distances in the original feature space can be denoted as

Ŵ (i, j) = ‖F(c)− F(d)‖2 ∀c, d ∈ C with indices i, j. An alternative approach could

therefore be to calculate Ŵ in the original feature space and apply γ to it instead.

However, noise artifacts in the original feature space may prevent it from being truly

optimal for analysis [65]. As we will demonstrate in Section 3.4.1, simple DR, as well

as consensus DR, provide superior representations of the data (by accounting for noise

artifacts) as compared to using the original feature space directly.

3.2.5 Computational efficiency of consensus embedding

The most computationally expensive operations in consensus embedding are (1) calcu-

lation of multiple uncorrelated embeddings (solved as an eigenvalue problem in O(n3)

time for n objects), and (2) computation of pairwise distances between all the objects

in each strong embedding space (computed in time O(n2) for n objects). A slight re-

duction in both time and memory complexity can be achieved based on the fact that
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distance matrices will be symmetric (hence only the upper triangular need be calcu-

lated). Additionally, multiple embeddings and distance matrices can be computed via

code parallelization. However these operations still scale polynomially based on the

number of objects n.

To further reduce the computational burden we embed the consensus embedding

paradigm within an intelligent sub-sampling framework. We make use of a fast imple-

mentation [126] of the popular mean shift algorithm [127] (MS) to iteratively represent

data objects via their most representative cluster centers. As a result, the space retains

its original dimensionality, but now comprises only some fractional number (n/t) of the

original objects. These n/t objects are used in the calculations of consensus embedding

as well as for any additional analysis. A mapping (Map) is retained from all n original

objects to the final n/t representative objects. We can therefore map back results and

analyses from the lowest resolution (n/t objects) to the highest resolution (n objects)

easily. The fewer number of objects (n/t << n) ensures that consensus embedding is

computationally feasible. In our implementation, t was determined automatically based

on the number of stable cluster centers detected by MS.

Algorithm ConsEmbedMS

Input: F(c) ∈ R
N for all objects c ∈ C, n

Output: X̃(c) ∈ R̃
n

Data Structures: Reduced set of objects c̄ ∈ C̄

begin

0. Apply MS [126] to R
N resulting in R̄

N for sub-sampled set of objects c̄ ∈ C̄;

1. Save Map from sub-sampled set of objects c̄ ∈ C̄ to original set of objects c ∈ C ;

2. Xm(c̄) = CreateEmbed(F(c̄)|ηm,Φ,M, V ),∀m ∈ {1, . . . ,M};

3. Xk(c̄) = SelEmbed(Xm(c̄)|Q,ψ, θ),∀k ∈ {1, . . . ,K},∀m ∈ {1, . . . ,M};

4. X̃(c̄) = CalcConsEmbed(Xk(c̄)|W,Ω, γ),∀k ∈ {1, . . . ,K};

5. Use MS and Map to calculate X̃(c) ∈ R̃
n from X̃(c̄) ∈ R̄

n for all objects c ∈ C;

end
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For an MRI image comprising 5589 pixels (objects) for analysis, the individual algo-

rithms CreateEmbed, SelEmbed and CalcConsEmbed took 121.33, 12.22, and 35.75

seconds respectively to complete (on average). By implementing our mean-shift opti-

mization it took only 119 seconds (on average) for ConsEmbedMS to complete analysis

of an MRI image comprising between 15,000 and 40,000 pixels (objects); a calculation

that would have been computationally intractable otherwise. All experiments were con-

ducted using MATLAB 7.10 (Mathworks, Inc.) on a 72 GB RAM, 2 quad core 2.33

GHz 64-bit Intel Core 2 processor machine.

3.3 Experimental design for evaluating consensus embedding

3.3.1 Description of datasets used for evaluation

The different datasets used for empirical evaluation of consensus embedding included:

(1) synthetic brain image data, and (2) gene-expression data (comprehensively summa-

rized in Table 3.2). The overarching goal in each experiment described was to deter-

mine the degree of improvement in class-based separation via the consensus embedding

representation as compared to alternative representations (quantified in terms of clas-

sification accuracy). Note that in the case of gene-expression data we have tested the

robustness of the consensus embedding framework via the use of independent training

and testing sets.

In the case of brain MR image data, we have derived texture features [92] on a

per-pixel basis from each image. These features are based on calculating statistics

Datasets Description Features

Synthetic brain
MRI images

10 slices (109 × 131 comprising 5589 pixels),
Haralick (14)6 noise levels (0%, 1%, 3%, 5%, 7%, 9%)

3 RF inhomogeneity levels (0%, 20%, 40%)

Gene-expression:

Prostate Tumor 102 training, 34 testing, 12,600 genes 300 most
class-
informative
genes

Cancer Relapse 78 training, 19 testing, 24,481 genes
Lymphoma 38 training, 34 testing, 7130 genes
Lung Cancer 32 training, 149 testing, 12,533 genes

Table 3.2: Image and gene-expression datasets used in our experiments.
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from a gray level intensity co-occurrence matrix constructed from the image, and were

chosen due to previously demonstrated discriminability between different types of brain

matter [35] for MRI data. Following feature extraction, each pixel c in the MR image

is associated with a N dimensional feature vector F(c) = [fu(c)|u ∈ {1, . . . , N}] ∈ R
N ,

where fu(c) is the response to a feature operator for pixel c. In the case of gene-

expression data, every sample c is considered to be associated with a high-dimensional

gene-expression vector, also denoted F(c) ∈ R
N .

DR methods utilized to reduce R
N to R

n were graph embedding (GE) [9] and

PCA [58]. These methods were chosen in order to demonstrate instantiations of con-

sensus embedding using representative linear and non-linear DR schemes. Additionally,

these methods have been leveraged both for segmentation as well as classification of

similar biomedical image and bioinformatics datasets in previous work [128, 129]. The

dimensionality of the embedding space, n, is calculated as the intrinsic dimensionality

of RN via the method of [122]. To remain consistent with notation defined previously,

the result of DR on F(c) ∈ R
N is denoted XΦ(c) ∈ R

n, while the result of consensus

DR will be denoted X̃Φ(c) ∈ R̃
n. The subscript Φ corresponds to the DR method used,

Φ ∈ {GE,PCA}. For ease of description, the corresponding classification results are

denoted Ψ(F),Ψ(XΦ),Ψ(X̃Φ), respectively.

3.3.2 Experiment 1: Synthetic MNI brain data

Synthetic brain data [10] was acquired from BrainWeb1, consisting of simulated proton

density (PD) MRI brain volumes at various noise and bias field inhomogeneity levels.

Gaussian noise artifacts have been added to each pixel in the image, while inhomogene-

ity artifacts were added via pixel-wise multiplication of the image with an intensity

non-uniformity field. Corresponding labels for each of the separate regions within the

brain, including white matter (WM) and grey matter (GM), were also available. Im-

ages comprising WM and GM alone were obtained from 10 sample slices (ignoring other

brain tissue classes). The objective was to successfully partition GM and WM regions

1http://www.bic.mni.mcgill.ca/brainweb/



42

on these images across all 18 combinations of noise and inhomogeneity, via pixel-level

classification (an application similar to Figure 1.3). Classification is done for all pixels

c ∈ C based on each of,

(i) the high-dimensional feature space F(c) ∈ R
N , N = 14,

(ii) simple GE on F(c), denoted XGE(c) ∈ R
n, n = 3,

(iii) multi-dimensional scaling (MDS) on distances calculated directly in R
N ,

denoted as XMDS(c) ∈ R
n, n = 3 (alternative to consensus embedding,

explained in Section 3.2.4),

(iv) consensus embedding, denoted X̃GE(c) ∈ R̃
n, n = 3.

The final slice classification results obtained for each of these spaces are denoted as

Ψ(F), Ψ(XGE), Ψ(XMDS), Ψ(X̃GE), respectively.

3.3.3 Experiment 2: Comparison of ML estimators in consensus em-

bedding

For the synthetic brain data [10], over all 18 combinations of noise and inhomogeneity

and over all 10 images, we compare the use of mean and median as ML estimators

in CalcConsEmbed. This is done by preserving outputs from SelEmbed and only

changing the ML estimator in the CalcConsEmbed. We then compare classification

accuracies for detection of white matter in each of the resulting consensus embedding

representations, X̃Med
GE and X̃Mean

GE (superscript denotes choice of ML estimator).

3.3.4 Experiment 3: Gene-expression data

Four publicly available binary class gene-expression datasets were obtained2 with cor-

responding class labels for each sample [56]; the purpose of the experiment being to

differentiate the two classes in each dataset. This data comprises the gene-expression

vectorial data profiles of normal and cancerous samples for each disease listed in Table

2These datasets were downloaded from the Biomedical Kent-Ridge Repositories at
http://datam.i2r.a-star.edu.sg/datasets/krbd/
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2, where the total number of samples range from 72 to 181 patients and the number

of corresponding features range from 7130 to 24,481 genes or peptides. All 4 data sets

comprise independent training (Str) and testing (Ste) subsets, and these were utilized

within a supervised framework for constructing and evaluating the consensus embed-

ding representation.

Prior to analysis, each dataset was first pruned to the 300 most class-informative

features based on t-statistics as described in [130]. The supervised cross-validation

methodology for constructing the consensus embedding using independent training and

testing sets is as follows,

(a) First, CreateEmbed is run concurrently on data in Str and Ste, such that

the same subsets of features are utilized when generating base embeddings

for each of Str and Ste.

(b) SelEmbed is then executed on base embeddings generated from Str alone,

thus selecting strong embeddings from amongst those generated. Strong

embeddings were defined based on θ = 0.15 ×maxM [ψ(Rn
m)].

(c) Corresponding (selected) embeddings for data in Ste are then combined

within CalcConsEmbed to obtain the final consensus embedding vectors

denoted as X̃Φ(c) ∈ R̃
n,Φ ∈ {GE,PCA}, n = 4.

For this dataset, both supervised (via clustering classification accuracy, superscript S)

and unsupervised (via RSI, superscript US) measures of embedding strength were eval-

uated in terms of the classification accuracy of the corresponding consensus embedding

representations.

In lieu of comparative DR strategies, a semi-supervised variant of GE [131] (termed

SSAGE) was implemented, which utilizes label information when constructing the em-

bedding. Within this scheme, higher weights are given to within-class points and lower

weights to points from different classes. When running SSAGE, both Str and Ste were

combined into a single cohort of data, and labels corresponding to Str alone were re-

vealed to the SSAGE algorithm.

An additional comparison was conducted against a supervised random forest-based
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kNN classifier operating in the original feature space to determine whether DR provided

any advantages in the context of high-dimensional biomedical data. This was imple-

mented by training a kNN classifier on each of the feature subsets for Str (that were

utilized in CreateEmbed), but without performing DR on the data. Each such kNN

classifier was then used to classify corresponding data in Ste. The final classification

result for each sample in Ste is based on ensemble averaging to calculate the probability

of a sample belonging to the target class. Classifications compared in this experiment

were Ψ(F), Ψ(XSSGE), Ψ(X̃S
GE), Ψ(X̃S

PCA), Ψ(X̃US
GE), Ψ(X̃US

PCA), respectively.

3.3.5 Classification to evaluate consensus embedding

For image data, classification was done via replicated k-means clustering [8], while

for gene-expression data, classification was done via hierarchical clustering [132]. The

choice of clustering algorithm was made based on the type of data being considered in

each of the different experiments, as well as previous work in the field. Note that both

these clustering techniques do not consider class label information while classifying the

data, and have been demonstrated as being deterministic in nature (hence ensuring

reproducible results). The motivation in using such techniques for classification was to

ensure that no classifier bias or fitting optimization was introduced during evaluation.

As our experimental intent was purely to examine improvements in class separation

offered by the different data representations, all improvements in corresponding clas-

sification accuracies may be directly attributed to improved class discriminability in

the corresponding space being evaluated (without being dependent on optimizing the

technique used for classification).

3.3.6 Evaluating and visualizing experimental results for consensus

embedding

To visualize classification results as region partitions on the images, all the pixels were

plotted back onto the image and assigned colors based on their classification label

membership. Similar to the partitioning results shown in Figure 1.3, pixels of the same

color were considered to form specific regions. For example, in Figure 1.3(h), pixels
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colored green were considered to form the foreground region, while pixels colored red

were considered to form the background.

Classification accuracy of clustering results for images as well as gene-expression

data can be quantitatively evaluated as described previously (Section 3.2.3). Image re-

gion partitioning results as well as corresponding classification accuracies of the different

methods (GE, PCA, consensus embedding) were used to determine what improvements

are offered by consensus embedding.

3.4 Results

3.4.1 Experiment 1: Synthetic MNI brain data

Figure 3.1 shows qualitative pixel-level WM detection results on MNI brain data for

comparisons to be made across 3 different noise and inhomogeneity combinations (out

of 18 possible combinations). The original PD MRI image for selected combinations of

noise and inhomogeneity with the ground truth for WM superposed as a red contour

is shown in Figures 3.1(a), (f), (k). Note that this is a 2 class problem, and GM (red)

and WM (green) region partitions are visualized together in all the result images, as

explained previously. Other brain tissue classes were ignored. Comparing the different

methods used, when only noise (1%) is added to the data, all three of Ψ(F) (Figure

3.1(b)), Ψ(XMDS) (Figure 3.1(c)), and Ψ(XGE) (Figure 3.1(d)) are only able to identify

the outer boundary of the WM region. However, Ψ(X̃GE) (Figure 3.1(e)) shows more

accurate detail of the WM region in the image (compare with the ground truth WM

region outlined in red in Figure 3.1(a)). When RF inhomogeneity (20%) is added to

the data for intermediate levels of noise (3%), note the poor WM detection results for

Ψ(F) (Figure 3.1(g)), Ψ(XMDS) (Figure 3.1(h)), and Ψ(XGE) (Figure 3.1(i)). Ψ(X̃GE)

(Figure 3.1(j)), however, yields a more accurate WM detection result (compared to the

ground truth WM region in Figure 3.1(f)). Increasing the levels of noise (7%) and

inhomogeneity (40%) results in further degradation of WM detection performance for

Ψ(F) (Figure 3.1(l)), Ψ(XMDS) (Figure 3.1(m)), and Ψ(XGE) (Figure 3.1(n)). Note

from Figure 3.1(o) that Ψ(X̃GE) appears to fare far better than Ψ(F), Ψ(XMDS), and
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

(k) (l) (m) (n) (o)

Figure 3.1: Pixel-level WM detection results visualized for one image from the MNI
brain MRI dataset, each row corresponding to a different combination of noise and
inhomogeneity: (a)-(e) 1% noise, 0% inhomogeneity, (f)-(j) 3% noise, 20% inhomo-
geneity, (k)-(o) 7% noise, 40% inhomogeneity. The first column shows the original
PD MRI image with the ground truth for WM outlined in red, while the second,
third, fourth, and fifth columns show the pixel-level WM classification results for
Ψ(F),Ψ(XMDS),Ψ(XGE), and Ψ(X̃GE), respectively. The red and green colors in
(b)-(e), (g)-(j), (l)-(o) denote the GM and WM regions identified in each result image.

Ψ(XGE).

For each of the 18 combinations of noise and inhomogeneity, we averaged the WM

detection accuracies φAcc(F), φAcc(XMDS), φ
Acc(XGE), φ

Acc(X̃GE) (calculated as de-

scribed in Section 3.2.3) over all 10 images considered (a total of 180 experiments).

These results are summarized in Table 3.3 (corresponding trend visualization in Figure

3.2) with accompanying standard deviations in accuracy. Note that φAcc(X̃GE) shows

a consistently better performance than the remaining methods (φAcc(F), φAcc(XMDS),

φAcc(XGE)) in 17 out of 18 combinations of noise and inhomogeneity. This trend is
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Noise Inhomogeneity φAcc(F) φAcc(XMDS) φAcc(XGE) φAcc(X̃GE)

0%
0% 65.55±1.84 65.55±1.84 65.55±1.84 66.86±2.89
20% 55.75±1.65 55.75±1.65 55.75±1.65 61.65±4.58
40% 70.03±2.79 70.08±2.82 51.84±0.99 64.28±5.93

1%
0% 59.78±1.31 59.74±1.29 74.71±9.06 80.62±1.03
20% 59.36±1.30 59.32±1.33 60.95±8.67 73.07±8.97
40% 59.20±1.12 59.12±1.15 56.38±1.53 66.46±9.80

3%
0% 53.35±1.31 53.39±1.27 59.94±7.00 85.38±0.75
20% 55.01±2.92 54.91±3.11 63.88±10.85 84.61±0.81
40% 57.63±1.78 57.71±1.67 57.33±1.38 79.19±7.56

5%
0% 62.90±0.72 62.84±0.66 66.67±10.22 89.68±1.36
20% 61.49±1.38 61.49±1.42 82.61±7.39 86.81±1.38
40% 61.02±0.99 61.03±1.09 74.91±9.09 81.67±1.51

7%
0% 64.28±0.71 64.26±0.76 66.95±6.25 87.81±0.73
20% 64.07±1.03 64.01±0.96 74.22±10.59 86.07±1.05
40% 64.05±1.19 64.04±1.14 64.44±1.25 81.53±1.57

9%
0% 64.96±0.90 64.94±0.88 66.36±1.66 75.51±14.35
20% 64.85±0.97 64.79±0.95 65.68±1.32 78.18±9.86
40% 64.65±0.83 64.63±0.84 65.30±0.74 77.83±5.00

Table 3.3: Pixel-level WM detection accuracy and standard error averaged over 10 MNI
brain images and across 18 combinations of noise and inhomogeneity for each of: (1)
Ψ(F), (2) Ψ(XMDS), (3) Ψ(XGE), (4) Ψ(X̃GE) (with median as MLE). Improvements
in classification accuracy via Ψ(X̃GE) were found to be statistically significant.

also visible in Figure 3.2.

For each combination of noise and inhomogeneity, a paired Students’ t-test was

conducted between φAcc(X̃GE) and each of φAcc(F), φAcc(XMDS), and φAcc(XGE),

with the null hypothesis being that there was no improvement via Ψ(X̃GE) over all 10

brain images considered. Ψ(X̃GE) was found to perform significantly better (p < 0.05)

than all of Ψ(F), Ψ(XMDS), and Ψ(XGE) in 16 out of 18 combinations of noise and

inhomogeneity.

Comparing φAcc(F), φAcc(XMDS), and φAcc(XGE), it can be observed that Ψ(F)

and Ψ(XMDS) perform similarly for all combinations of noise and inhomogeneity (note

that the corresponding red and blue trend-lines completely overlap in Figure 3.2). In

contrast, Ψ(XGE) shows improved performance at every combination of noise and in-

homogeneity as compared to either of Ψ(F) and Ψ(XMDS). Ψ(X̃GE) was seen to sig-

nificantly improve over all of Ψ(F), Ψ(XMDS), and Ψ(XGE), reflecting the advantages
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Figure 3.2: Visualization of classification accuracy trends (Tables 3 and 4). Ψ(X̃GE)
(consensus embedding) performs significantly better than comparative strategies (origi-
nal feature space, GE, MDS); using median as ML estimator (purple) may be marginally
more consistent than using mean as ML estimator (orange). Ψ(F) (blue) and Ψ(XMDS)
(red) perform similarly (corresponding trends directly superposed on one another).

of consensus embedding.

3.4.2 Experiment 2: Comparison of ML estimators

WM pixel-level detection accuracy results for consensus embedding using two differ-

ent ML estimators (median and mean) were averaged over all 10 MNI brain images

considered and summarized in Table 3.4, for each of the 18 combinations of noise and

inhomogeneity (total of 180 experiments). We see that the accuracy values are generally

consistent across all the experiments conducted. No statistically significant difference

in classifier performance was observed when using Ψ(X̃Med
GE ) and Ψ(X̃Mean

GE ). It would

appear that Ψ(X̃Med
GE ) is less susceptible to higher noise and bias field levels compared

to Ψ(X̃Mean
GE ) (trends in Figure 3.2).

3.4.3 Experiment 3: Gene-expression Data

Table 3.6 summarizes classification accuracies for each of the strategies compared: su-

pervised consensus-PCA and consensus-GE (Ψ(X̃S
PCA), Ψ(X̃S

GE), respectively), unsu-

pervised consensus-PCA and consensus-GE (Ψ(X̃US
PCA), Ψ(X̃US

GE), respectively), SSAGE

(Ψ(XSSGE)), as well as supervised classification of the original feature space (Ψ(F)).
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Noise Inhomogeneity φAcc(X̃Med
GE ) φAcc(X̃Mean

GE )

0%
0% 66.86±2.89 66.89±2.91
20% 61.65±4.58 65.34±4.12
40% 64.28±5.93 63.39±6.51

1%
0% 80.62±1.03 80.45±1.07
20% 73.07±8.97 77.81±0.96
40% 66.46±9.80 70.56±7.15

3%
0% 85.38±0.75 85.53±0.84
20% 84.61±0.81 84.49±0.76
40% 79.19±7.56 81.37±1.39

5%
0% 89.68±1.36 90.85±1.32
20% 86.81±1.38 87.01±1.83
40% 81.67±1.51 81.82±1.32

7%
0% 87.81±0.73 86.17±6.11
20% 86.07±1.05 82.73±8.23
40% 81.53±1.57 81.72±1.47

9%
0% 75.51±14.35 74.32±16.11
20% 78.18±9.86 73.63±12.75
40% 78.18±9.86 73.63±12.75

Table 3.4: Pixel-level WM detection accuracy and standard error averaged over 10
MNI brain images and for 18 combinations of noise and inhomogeneity (180 experi-
ments) with each of the 2 ML estimators considered in CalcConsEmbed: (1) median
(Ψ(X̃Med

GE )), (2) mean (Ψ(X̃Mean
GE )).

These results suggest that consensus embedding yields a superior classification accuracy

compared to alternative strategies. We posit that this improved performance is due to

the more accurate representation of the data obtained via consensus embedding.
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Figure 3.3: 3D visualization of embedding results for lung cancer gene-expression data:
(a) XSSGE, (b) X̃S

GE, (c) X̃US
GE , (d) X̃S

PCA, (e) X̃US
PCA. The 3 axes correspond to the

primary 3 eigenvalues obtained via different DR methods (SSAGE, consensus-GE and
consensus-PCA), while the colors of the objects (red and blue) are based on known class
information (cancer and non-cancer, respectively). Note the relatively poor performance
of (a) semi-supervised DR compared to (b)-(e) consensus DR. Both supervised ((b) and
(d)) and unsupervised ((c) and (e)) consensus DR show relatively consistent separation
between the classes with distinct, tight clusters. The best clustering accuracy for this
dataset was achieved by (c) unsupervised consensus GE (X̃US

GE).
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φAcc(F) φAcc(XSSGE) φAcc(X̃S
PCA) φAcc(X̃US

PCA) φAcc(X̃S
GE) φAcc(X̃US

GE)

1 73.53 73.53 97.06 100 100 76.47

2 68.42 63.16 63.16 57.89 63.16 57.89

3 89.93 10.07 99.33 96.64 98.66 100

4 58.82 61.76 97.06 76.47 97.06 67.65

Table 3.5: Classification accuracies for testing cohorts of 4 different binary class gene-
expression datasets, comparing (1) supervised random forest classification of original
feature space (F), (2) unsupervised hierarchical clustering of semi-supervised DR space
(XSSGE), and (3) unsupervised hierarchical clustering of consensus embedding space
(X̃GE , X̃PCA).

The presence of a large noisy, high-dimensional space was seen to adversely affect

supervised classification performance of F, which yielded a worse classification accuracy

than unsupervised classification (of consensus-GE and consensus-PCA) in 3 out of the 4

datasets. Moreover, semi-supervised DR, which utilized label information to construct

XSSGE, was also seen to perform worse than consensus embedding (both supervised

and unsupervised variants). We posit that this is because SSAGE does not explicitly

account for noise, but only modifies the pairwise relationships between points based on

label information (possibly exacerbating the effects of noise). By contrast, any label

information used by consensus embedding is used to account for noisy samples when

approximating the “true” pairwise relationships between points. The difference in the

final embedding representations can be visualized in 3D in Figure 6, obtained by plotting

φAcc(X̃S
PCA) φAcc(X̃US

PCA)

M = 200 M = 500 M = 1000 M = 200 M = 500 M = 1000

1 97.06 97.06 97.06 100 100 100

2 57.89 63.16 57.89 57.89 57.89 52.63

3 99.33 99.33 99.33 96.64 95.97 96.64

4 94.12 97.06 97.06 76.47 67.65 61.76

Table 3.6: Classification accuracies for testing cohorts of 4 different binary class gene-
expression datasets for X̃S

PCA and X̃US
PCA, while varying the number of subsets M

generated within CreateEmbed.
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φAcc(X̃S
GE) φAcc(X̃US

GE)

M = 200 M = 500 M = 1000 M = 200 M = 500 M = 1000

1 100 100 97.06 76.47 76.47 76.47

2 57.89 57.89 57.89 57.89 57.89 57.89

3 98.66 98.66 97.99 100 100 90.60

4 61.76 97.06 55.88 67.65 67.65 67.65

Table 3.7: Classification accuracies for testing cohorts of 4 different binary class gene-
expression datasets for X̃S

GE and X̃US
GE, while varying the number of subsetsM generated

within CreateEmbed.

all the samples in the lung cancer gene-expression dataset in 3D Eigen space. Note

that consensus DR (Figures 3.3(b)-(e)) shows significantly better separation between

the classes with more distinct, tighter clusters as well as fewer false positives compared

to SSAGE (Figure 3.3(a)).

Further, comparing the performance of supervised (Ψ(X̃S
PCA), Ψ(X̃S

GE)) and unsu-

pervised (Ψ(X̃US
PCA), Ψ(X̃US

GE)) variants of consensus embedding demonstrates compa-

rable performance between them, though a supervised measure of embedding strength

shows a trend towards being more consistent. The relatively high performance of

Ψ(X̃US
PCA) and Ψ(X̃US

GE) demonstrate the feasibility of a completely unsupervised frame-

work for consensus embedding.

For both consensus PCA and consensus GE we tested the parameter sensitivity of

our scheme by varying the number of feature subsets generated (M ∈ {200, 500, 1000})

in the CreateEmbed algorithm (Tables 3.6 & 3.7). The relatively low variance in

classification accuracy as a function of M reflects the invariance to parameters of con-

sensus embedding. No consistent trend was seen in terms of either of consensus-GE or

consensus-PCA outperforming the other.

3.5 Discussion

We have presented a novel dimensionality reduction scheme called consensus embedding

which can be used in conjunction with a variety of DR methods for a wide range of
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high-dimensional biomedical data classification and segmentation problems. Consensus

embedding exploits the variance within multiple base embeddings and combines them

to produce a single stable solution that is superior to any of the individual embeddings,

from a classification perspective. Specifically, consensus embedding is able to preserve

pairwise object-class relationships from the high- to the low-dimensional space more

accurately compared to any single embedding technique. Using an intelligent sub-

sampling approach (via mean-shift) and code parallelization, computational feasibility

and practicability of our method is ensured.

Results of quantitative and qualitative evaluation in over 200 experiments on toy,

synthetic, and clinical images in terms of detection and classification accuracy demon-

strated that consensus embedding shows significant improvements compared to tradi-

tional DR methods such as PCA. We also compared consensus embedding to using the

feature space directly, as well as to using an embedding based on distance preservation

directly from the feature space (via MDS [102]), and found significant performance

improvements when using consensus embedding. Even though the features and clas-

sifier used in these experiments were not optimized for image segmentation purposes,

consensus embedding outperforms state-of-the-art segmentation schemes (graph em-

bedding, also known as normalized cuts [9]), differences being statistically significant

in all cases. Incorporating spatial constraints via algorithms such as Markov Random

Fields [36] could be used to further bolster the image segmentation results via consensus

embedding.

In experiments for high-dimensional biomedical data analysis using gene-expression

signatures, consensus embedding also demonstrated improved results compared to semi-

supervised DR methods (SSAGE [131]). Evaluating these results further illustrates

properties of consensus embedding: (1) the consensus of multiple projections improves

upon any single projection (via either linear PCA or non-linear GE), (2) the error

rate for consensus embedding is not significantly affected by parameters associated

with the method, as compared to traditional DR. Finally, the lower performance of

a supervised classifier using the original noisy feature space as compared to using the

consensus embedding representation demonstrates the utility of DR to obtain improved
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representations of the data for classification.

It is however worth noting that in certain scenarios, consensus embedding may not

yield optimal results. For instance, if very few embeddings are selected for consensus,

the improvement in performance via consensus embedding over simple DR techniques

may not be as significant. This translates to having a sparsely populated distribution

for the estimation of the consensus pairwise relationship, resulting in a lower confidence

being associated with it. Such a scenario may arise due to incorrectly specified selection

criteria for embeddings; however, it is relatively simple to implement self-tuning for the

selection parameter (θ). Note we have reported results for a fixed value of θ in all our

experiments/applications, further demonstrating the robustness of our methodology to

choice of parameters.

In this work, consensus embedding has primarily been presented within a supervised

framework (using class label information to evaluate embedding strength). Preliminary

results in developing an unsupervised evaluation measure using the R-squared cluster

validity index [124] are extremely promising. However, additional tuning and testing

of the measure is required to ensure robustness.

Another area of future work is developing algorithms for the generating uncorrelated,

independent embeddings. This is of great importance as generating truly uncorrelated,

independent embeddings will allow us to capture the information from the data better,

hence ensuring in an improved consensus embedding result. As mentioned previously,

methods to achieve this could include varying the parameter associated with the DR

method (e.g. neighborhood parameter in LLE [60]) as well as the feature space pertur-

bation method explored in this thesis. These approaches are analogous to methods of

generating weak classifiers within a classifier ensemble [40], such as varying the k pa-

rameter in kNN classifiers [123] or varying the training set for decision trees [121]. Note

our feature space perturbation method to generate multiple, uncorrelated independent

embeddings is closely related to the method used in random forests [121] to generate

multiple weak, uncorrelated classifiers. Thus the embeddings we generate, as with the

multiple classifiers generated in ensemble classifier schemes, are not intended to be in-

dependent in terms of information content, but rather in their method of construction.
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The overarching goal of consensus embedding is to optimally preserve pairwise rela-

tionships when projecting from high- to low-dimensional space. In this work, pairwise

relationships were quantified by us using the popular Euclidean distance metric. This

was chosen as it is well understood in the context of these methods used within our

algorithm (e.g. the use of MDS). Alternative pairwise relationship measures could in-

clude the geodesic distance [61] or the symmetrized Kullback-Leibler divergence [133].

It is important to note that such measures will need to satisfy the properties of a metric

to ensure that they correctly quantify both triangle as well as pairwise relationships.

We currently use MDS [102] to calculate the final consensus embedding (based on the

consensus pairwise distance matrix). We have chosen to use MDS due to ease of compu-

tational complexity, but this method could be replaced by a non-linear variant instead.

Finally, our intelligent sub-sampling approach to ensure computational feasibility comes

with a caveat of the out-of-sample extension problem [134]. We currently handle this

using a mapping of results from high to low-resolutions, but are currently identifying

more sophisticated solutions. We intend to study these areas in greater detail to further

validate the generalizability of consensus embedding.
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Chapter 4

Experimental Design

4.1 Data Description

A total of 24 patient datasets were considered in this work. These datasets were ob-

tained from a prospective study approved by the Institutional Review Board at Beth

Israel Deaconess Medical Center, Boston, MA. This data was acquired from patients

who had first been confirmed to have CaP via positive core needle biopsies and were

scheduled for a radical prostatectomy. Prior to surgery, the patients were imaged using

a combined torso-phased array and endorectal coil (MedRad, Pittsburgh, PA) using

a 3 Tesla whole-body MRI scanner (Genesis Signa LX Excite; GE Medical Systems,

Milwaukee, Wisconsin), in the axial plane and included T2w, DCE, and DWI protocols.

The parameters for axial T2w MR imaging were TR/TE = 6375/165 msec with a slice

thickness of 1.5-2mm (no gap between the slices). The DCE-MR images were acquired

during and after a bolus injection of 0.1 mmol/kg of body weight of gadopentetate

dimeglumine using a 3-dimensional gradient echo sequence with a temporal resolution

of 1 min 35 sec. Two pre-contrast and 5 post-contrast sequential acquisitions were ob-

tained. DWI imaging had B-values of 0 and 1000, with the number of directions imaged

being 25, based on which an ADC map was calculated. Matrix size of acquisition was

320 × 224–192 voxels with a field of view of 12 x 12 cm.

Following radical prostatectomy and prior to sectioning, the excised prostate was

embedded in a paraffin block while maintaining the orientation to keep the urethra

perpendicular to the plane of slicing. This procedure facilitated the identification of

a corresponding in vivo 2D axial T2w MRI slice for each 2D histology slice, for the
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purposes of registration. No ex vivo MRI or gross pathology photographs were ac-

quired. Preparation of the digitized WMH sections proceeded as follows: (1) the ex-

cised prostate was cut into sections that are 3-4 mm thick by slicing axial sections from

the paraffin block using a circular blade, (2) a microtome was used to further cut the

sections into thin slices that are about 5 µm thick, and (3) a single thin slice from

each 3-4 mm thick section was chosen and stained with Haematoxylin and Eosin (H &

E). The stained section was then examined under a light microscope using up to 40x

apparent magnification to identify and delineate the regions of CaP. Further details of

MRI and histological acquisition have been described previously [11,27].

The 24 patient studies considered in this work were chosen from a larger cohort of

124 cases, all of which had MR imaging performed prior to a radical prostatectomy pro-

cedure. Of the 124 cases, only 65 studies included usable T2w MRI with corresponding

digitized whole mount histological sections. Of these, 25 cases were identified with his-

tological sections on which CaP was visible and could be annotated by a pathologist.

One additional case had to be discarded due to the poor quality of the MR imag-

ing. A pathologist and radiologist working in unison visually identified corresponding

2D whole-mount histological sections (WMHS) and axial T2w MRI slices from these

24 studies. These correspondences were established via anatomical fiducials such as

the urethra, veromontanum, as well as prominent BPH nodules that were visually dis-

cernible on both the histology and pre-operative MRI.

4.1.1 Data utilized for identifying features and classifier for auto-

mated CaP detection

The first set of objectives of this thesis involve (1) identifying significant features, and

(2) an optimal classifier for CaP detection on T2w MRI, with further stratification for

CaP detection on zonal (CG, PZ) basis. Based on the recommendations by McNeal [20],

a patient study was classified as having CG or PZ CaP if more than 70% of prostate

cancer volume was found to be present in a particular zone. Of the 24 datasets, 16 were

thus determined as having PZ CaP alone (50 2D sections), while the remaining 6 were

identified as having CaP in the CG alone (30 2D sections). The remaining 2 studies (14
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2D sections) were found to exhibit nodules of CaP in both the CG and the PZ. In order

to ensure that the sets of CG and PZ CaP were as distinct from each other as possible,

only those sections were included which showed an explicit focus of CaP in either the

CG or the PZ, i.e. for the purposes of the first 2 aims, only 22 patient studies (80 2D

sections) were utilized.

4.1.2 Data utilized for CaP detection via multi-parametric MRI

The primary objective in this aim was to identify CaP presence and extent via con-

structing a unified fused representation of multi-parametric (T2w, DCE, DWI) MRI.

Of the 24 datasets, 15 studies comprised the full complement of T2w, DCE, and DWI

MR acquisition. The remaining 9 datasets comprised T2w and DCE acquisitions alone.

We therefore demonstrate the utility of our consensus embedding framework for multi-

parametric MR representation and subsequent classification (termed EMPrAvISE) on

the 15 studies comprising the full complement of T2w, DCE, and DWI data. Additional

stratification of the studies into CG and PZ CaP was not performed in this objective

as this would have cause the results to be significantly underpowered.

4.2 Inter-protocol alignment of T2w, DCE, DWI MRI

T2w and ADC (from DWI) must be brought into spatial alignment with DCE MRI in

order to facilitate analysis of all the data within the same frame of reference. This is

(a) (b) (c)

Figure 4.1: Corresponding co-registered multi-parametric MR images shown for (a)
CT2, (b) CT1,5, and (c) CADC , after inter-protocol alignment. The mapped CaP extent
from WMH (not shown) is outlined in red on each figure (see Section 4.4 for details).



58

done via volumetric affine registration [11], hence correcting for inter-acquisition move-

ment and resolution differences between the MRI protocols. Stored DICOM1 image

header information was used to determine relative voxel locations and sizes as well as

slice correspondences between T2w, DCE, and ADC imagery. Figure 4.1 shows repre-

sentative results of inter-protocol registration. Note the similarity in spatial alignment

and resolution in Figures 4.1(a)-(c).

4.3 Pre-processing of MRI to account for intensity-based artifacts

For all datasets considered, the prostate gland was segmented out from the larger field

of view of the axial endorectal T2w MRI image using an automated prostate capsule

segmentation scheme [135]. Briefly, this scheme involves application of a statistical

shape model to segment the capsule; the shape model being manually and interactively

initialized in the vicinity of the capsule. All remaining analysis for CaP presence was

thus localized to the prostate region-of-interest (ROI) alone. Figures 4.2(a) and (c)

show the result of delineating the prostate ROI (in yellow) on 2 different T2w MRI

sections.

The prostate ROI was then corrected for known acquisition-based intensity artifacts;

bias field inhomogeneity [16] and intensity non-standardness [136]. The effects of bias

field occur due to the usage of an endorectal probe [16], and manifest as a smooth

variation of signal intensity across the T2w MR image. Bias field has been shown to

significantly affect the automated classification of tissue regions [51], and was corrected

for via the popular N3 algorithm [137]. Intensity non-standardness [136] refers to the

issue of MR image “intensity drift” across different imaging acquisitions, resulting in

MR image intensities lacking tissue-specific numeric meaning within the same MRI

protocol, for the same body region, or for images of the same patient obtained on the

same scanner [136]. This artifact was corrected for via an interactive implementation

of the generalized scale algorithm [136], whereby the image intensity histograms across

different patient MRI studies were non-linearly aligned.

1http://medical.nema.org/

http://medical.nema.org/
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(a) (b) (c) (d)

Figure 4.2: Representative MRI and histology images corresponding to (a)-(b) CG
CaP and (c)-(d) PZ CaP. (a), (c) show the original T2w MRI images, with the prostate
ROI outlined in yellow. (b), (d) show corresponding WMH sections, with CaP extent
outlined in blue (by a pathologist).

4.4 Multi-modal registration of WMHS and MRI to obtain “ground

truth” CaP extent

Registration of images from different modalities such as WMHS and MRI is complicated

on account of the vastly different image characteristics of the individual modalities [11].

For example, the appearance of tissue and anatomical structures (e.g. hyperplasia, ure-

thra, ducts) on MRI and histology are significantly different [138]. These differences are

further exacerbated due to histological processing on WMHS (uneven tissue fixation,

gland slicing and sectioning result in duct dilation and tissue loss) and the use of an

endo-rectal coil on MRI (causing gland deformation). This may cause registration based

on traditional intensity-based similarity measures, such as MI, to fail [11]. We have pre-

viously complemented intensity information with features derived by transformations of

these intensities to drive multi-modal registration [50]. Additionally, achieving correct

alignment of such imagery requires elastic transformations to overcome the non-linear

shape differences.

In [11], Chappelow et al leveraged the availability of multiple imaging protocols

(T2w, DCE, DWI) to introduce complementary sources of information for registration

via a novel image similarity measure, Multi-Attribute Combined MI (MACMI) [11].

MACMI was found to be capable of simultaneously encoding the information from

multiple protocols within a multivariate MI formulation. It therefore has the ability

to handle images that significantly vary in terms of intensities and deformation char-

acteristics, such as for in vivo MRI and ex vivo WMHS. Additionally, it involves a
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simple optimization procedure whereby a sequence of individual image transformations

is determined.

The registration procedure [11] comprises the following 2 steps:

Step 1: WMHS and corresponding T2w MRI images are affinely aligned to enable

correction of large translations, rotations, and differences in image scale,

Step 2: A non-linear alignment is performed via fully automated, non-linear hierar-

chical (multi-scale) B-spline registration driven by a higher-order variant of mutual

information [11].

Figures 4.2(b) and (d) show WMH sections prior to registration, with CG and

PZ CaP respectively (CaP extent outlined in blue on Figures 4.2(b) and (d)), which

correspond to the T2w MRI sections shown in Figures 4.2(a), (c).

Note that while image registration was done in 2D, all subsequent feature extraction

and classification operations were done in 3D. Consequently,

4.5 General overview of notation used in this thesis

The following is a generalized set of notation for the remainder of this thesis. All

MRI data analyzed in this thesis is considered at the DCE-MRI resolution (256 × 256

voxels). The DCE MR image is denoted CT1,t = (C, fT1,t), where fT1,t(c) assigns an

intensity value to every voxel c ∈ C at time point t, t ∈ {1, . . . , 6}), Post inter-protocol

registration, we obtain the T2w MR image CT2 = (C, fT2) and the corresponding ADC

map CADC = (C, fADC) in alignment with images in CT1,t. Therefore for every voxel

c ∈ C, fT2(c) is the T2w MR image intensity value and fADC(c) is the corresponding

ADC value. We denote the transformed WMHS CH = (C, fH), in alignment with

CT1,t, CT2, CADC . CaP extent on CH is then mapped onto the DCE coordinate frame

C, yielding the set of CaP voxels G(C) (surrogate ground truth CaP extent). We thus

assign a label to each voxel c ∈ G(C), l(c) = 1, with l(c) = 0 otherwise.

Feature vectors associated with every c ∈ C are denoted F(c), comprising the feature

responses at voxel c ∈ C to N different feature operators (types of features extracted in

this work are detailed in Chapter 5). The corresponding per-voxel classifier associated
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with every c ∈ C (constructed based on F(c)) is typically denoted h(c).

Individual chapters may additionally define notation to clarify details specific to

that set of experiments. For example, in experiments concerning CaP quantification on

MRI (Chapter 5) and determining an optimal classifier for CaP detection (Chapter 6),

the T2w MR image intensity value is denoted f(c) instead of fT2(c). Additional super-

or subscripts to the symbols above may be used to differentiate between different feature

sets or different types of classifiers considered in that chapter. Appendix A summarizes

commonly used notation, symbols, and abbreviations appearing in the remainder of

this thesis.
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Chapter 5

Determining quantitative imaging signatures for central

gland and peripheral zone prostate tumors on

T2-weighted MRI

5.1 Specific notation for this chapter

In this chapter, the set of all voxels on T2w MRI is denoted as C = {c1, c2, . . . , cn};

note that all analysis in this study has been performed at a per-voxel level as far as

possible. After feature extraction (see below), a feature vector Fi = {fi(c1), . . . , fi(cn)},

i ∈ 1, . . . , N is obtained as the collection of feature responses fi(c) for all c ∈ C; hence

Fi is a 1× n vector, where i represents the feature operator. The set of feature vectors

corresponding to all operators i is given as F = {F1, . . . , FN}. Note that n is the total

number of voxels considered, while N = 110 is the total number of features extracted.

Additionally, every voxel c ∈ C is associated with a label l(c) ∈ {0, 1}, corresponding

to cancer/benign annotations on T2w MRI (obtained via registration with histology,

see below); the corresponding label vector is given by L (of size 1 × n). Additional

notation and symbols are summarized in Appendix A.

5.2 Extracting CG and PZ CaP specific texture features from T2w

MRI

It has previously been demonstrated that CaP appearance on T2w MRI may be better

modeled by image texture features [51,52]; many of which have been frequently used in

different image processing and computer vision tasks [93,139]. A total of 110 image fea-

tures corresponding to 4 different types of texture were extracted, including Gabor [94]

and Haar [98] wavelet features, as well as first and second order texture [92,93] features.
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The goal of our study is to identify unique textural signatures for CaP presence in

each of the CG and PZ regions, respectively. It may be expected that some combination

of different types of textural features will thus play a role in accurately characterizing

CaP appearance in these zones. We have therefore attempted to model CaP appear-

ance via image texture features which have been frequently used in the image processing

and computer vision fields [93,139], as well as shown to be useful for characterizing the

appearance of different pathologies on MRI [140–142]. These textural descriptors in-

clude co-occurrence [92] (which capture spatial greylevel characteristics) and gradient-

based features [93] (which capture edge and directional characteristics); these features

have previously been shown to be useful in characterizing appearance of CaP on T2w

MRI [51,86]. A number of different wavelet filter decomposition approaches [143] have

also been employed by us as they allow for extraction of fine structural image detail at

different orientations and scales, and could prove useful in quantitatively characteriz-

ing the micro- and macroscopic visual cues used by radiologists when identifying CaP

regions on MRI. Most popular amongst these are the Gabor (continuous) [94] and the

Haar (discrete) [98] wavelet transforms. Table 5.1 summarizes the texture features used

in this study as well as the visual significance of such features for identifying CaP on

prostate T2w MRI.

In all, 110 texture features corresponding to 4 different texture feature classes were

extracted on a per-voxel basis from each MRI dataset. All feature extraction methods

were implemented using MATLAB R©(The Mathworks Inc, MA).

After feature extraction, every voxel c ∈ C is associated with a 110-dimensional

feature vector denoted F̂(c) = {f1(c), f2(c), . . . , f110(c)}, for every c ∈ C.

5.3 Feature selection to construct zone-specific texture feature sets

After extracting texture features, we utilized the minimum Redundancy Maximum Rel-

evance (mRMR) feature selection scheme [144] in order to identify an ensemble of fea-

tures that will allow for optimal identification of CaP presence on MRI. During feature

selection, 2 separate sets of data were considered; one comprising feature and label data
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Feature Implementation Purpose
Significance for
quantifying CaP

appearance

Gabor wavelet
transform (48)

Modulation of a
complex sinusoid
by a Gaussian

function

Attempt to match
localized frequency
characteristics at
multiple scales and
orientations [94]

Quantify visual
processing

features used by
radiologists when

examining
appearance of the

carcinoma

Haar wavelet
transform (12)

Decomposition
coefficients via

wavelet
decomposition at
multiple scales

Attempt decomposition
of a signal in the

discrete space while
offering localization in
the time and frequency

domains [98]

Differentiate the
amorphous
nature of the

non-CaP regions
within foci of low

SI

Haralick texture
feature (36)

Construct joint
probability

distribution of
the occurrence of

greylevel
intensities in an
image (spatial
relationship

between pixels
used to restrict
counting of
greylevel

co-occurrences).
Statistical

features are then
calculated from
this distribution

Differentiate between
different types of

texture excellently due
to calculation of 2nd
order statistics (which
quantify perceptual

appearance of
image) [92]

Useful in
differentiating

homogeneous low
SI regions (CaP)

from more
hyper-intense
appearance of
normal prostate

Greylevel
statistical

features (14)

Mean, standard
deviation as well
as derivative

features such as
via convolution
with the Sobel
and Kirsch

operators are
calculated

Provide 1st order
information,
quantifying
macroscopic

appearance of image
e.g. variation of
intensities within
image [93] etc.

May help localize
regions of
significant

differences on
T2w MR image,
accurately detect
region boundaries

Table 5.1: Summary of texture features used in this study as well as their significance
for localization of CaP on T2w MRI (numbers in brackets signify how many features
of each texture category were computed)
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corresponding to voxels from the 16 datasets with PZ CaP, and the other comprising

feature and label data corresponding to voxels from the 6 datasets with CG CaP. Thus

the result of mRMR feature selection was 2 distinct QISes (one corresponding to CG

CaP denoted QCG, the other to PZ CaP denoted QPZ); each set comprising texture

features which can be considered highly discriminatory for differentiating between CaP

and benign regions in the corresponding prostatic zone.

In the following description, the selected subset of features Q is comprised of fea-

ture vectors Fi, i ∈ {1, . . . , |Q|} (note that Q ⊂ F and |Q| < N). The mRMR scheme

attempts to simultaneously optimize two distinct criteria. The first is “maximum rele-

vance” which selects features Fi that have the maximal mutual information (MI) with

respect to the corresponding label vector L. This is expressed as

U =
1

|Q|

∑

Fi∈Q

MI(Fi, L). (5.1)

The second is “minimum redundancy” which ensures that selected features Fi, Fj ∈

Q, i, j ∈ {1, . . . , |Q|}, are those which have the minimum MI with respect to each other,

given as

V =
1

|Q|2

∑

Fi,Fj∈Q

MI(Fi, Fj). (5.2)

Under the second constraint, the selected features will be maximally dissimilar with

respect to each other, while under the first, the feature selection will be directed by the

similarity with respect to the class labels. There are two major variants of the mRMR

scheme: the MI difference (MID, given by U-V) and the MI quotient (MIQ, given by

U/V). These represent different techniques to optimize the conditions associated with

mRMR feature selection. We evaluated the use of both MID and MIQ for feature

selection in this study, as well as determined an optimal number of features comprising

each QIS by varying |Q| within the mRMR algorithm.
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5.4 Experiments conducted to evaluate textural CaP signatures on a

zone-wise basis

The specific experiments performed to evaluate QCG and QPZ utilized a voxel-level

QDA classifier [145] (see Appendix C) within the following,

• To determine the ability of QCG and QPZ to specifically discriminate between

CaP and benign regions on T2w MRI data in each of the CG and the PZ.

• To compare against alternatives to constructing zone-specific QISes, including:

– utilizing all 110 extracted texture features with no feature selection (F),

– a randomly selected subset of texture features (denoted by R).

Note that 2 separate voxel-level classification tasks were performed using each of

Q,F,R: first to identify regions of CG CaP, and then to identify PZ CaP. The CaP

detection accuracy of the QDA classifier in each case was then considered as being

reflective of the validity of Q,F,R in characterizing CG and PZ CaP respectively.

5.5 Classifier evaluation for examining zone-specific CaP signatures

Classification of the T2w MRI data was done on a per-voxel basis, with evaluation of the

results against corresponding per-voxel annotations of CaP presence (via registration

with histology). Thus, for all samples c ∈ C, we directly compared the probabilistic

classifier result h(c) with the label l(c), at different thresholds of h(c). Plotting the

true- and false-positive rates as function of varying the threshold of h(c) allowed us to

perform Receiver-Operating Characteristic (ROC) curve analysis, with the Area under

the ROC curve (AUC) being used as a measure of classifier performance [51,83,86].

In order to ensure robustness of the classifier to training and testing data, a ran-

domized 3 fold cross-validation procedure was implemented. In a single cross-validation

run, the datasets being considered (16 in the case of PZ CaP, 6 in the case of CG CaP)

were divided into 3 randomized subsets (comprising 6, 5, and 5 studies for the PZ CaP

detection problem and 2, 2, and 2 in the case of CG CaP). 2 subsets were considered
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as training data and the remaining as testing data, following which classification is

performed. This was repeated until all 3 subsets were classified, and the entire cross-

validation procedure was iterated 25 times. Feature selection and classifier construction

were done separately for each set of training data (for all 3 folds over all 25 runs), with

corresponding testing data only used for evaluation of classifier performance. All clas-

sifications were performed on a per-voxel basis.

Each run of cross-validation yielded an AUC value (cumulatively calculated over all

3 folds); 25 AUC values were therefore calculated for each classification task (identifying

CaP presence using different feature sets QCG,QPZ ,F,R). The non-parametric pair-

wise Wilcoxon rank-sum test was used to test for statistical significance when comparing

the CaP detection AUCs of different feature sets (QCG,QPZ ,F,R). The Bonferroni

correction was employed to address the issue of multiple comparisons, thus correcting

the p value used in testing for statistical significance within each individual Wilcoxon

test from 0.05 to 1.67e-02. The null hypothesis for the Wilcoxon test in every case is

that no statistically significant differences were observed when using QCG (or QPZ for

QDA classification as compared to alternative feature sets (F,R).

5.6 Results

5.6.1 Feature selection to construct QCG and QPZ

Table 5.2 summarizes the top 20 features ranked by the mRMR algorithm in terms of

their discriminative ability for differentiating between CaP and benign regions within

each zone (CG, PZ); these features constitute QCG, QPZ respectively. Note that the

combination of features 1 and 2 are considered to be more relevant (while minimizing

redundancy) as compared to feature 1 alone, and so on. We examined this property of

the QISes in more detail in Section 5.6.2 below.

QCG was seen to largely comprise of Gabor features, while QPZ mainly comprised

Haralick texture features. 3 features were found to be in common between QCG, QPZ

(highlighted in italics in Table 5.2). Figure 5.1 shows representative QCG features

derived from a T2w MRI section with CG CaP, while Figure 5.2 shows representative
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(a) (b) (c) (d)

(e) (f) (g) (h)
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Figure 5.1: Representative CG CaP dataset: (a) original 2D T2w MR image, (b)
original 2D whole-mount histological section, with CG CaP extent outlined in blue
(by a pathologist), (c) overlay of WMHS and T2w MRI after non-linear multi-modal
registration, (d) mapped CG CaP extent on T2w MRI (outlined in green, from blue-
outlined region in (b)). Representative texture features for this section: (e) Gabor
(Orient = 157.5, Wavelength = 5.6569), (f) Haralick (energy, w = 5), and (g) Gabor
(Orient = 0, Wavelength = 2.8284). Note the improved visual differentiability between
CG CaP and benign regions on (e)-(g) texture feature images compared to the (a)
original intensity image. (h) shows the probabilistic heatmap of CG CaP presence
mapped back onto the image (via automated QDA classification). In (h), red indicates
a high probability of CG CaP presence, blue indicates low probabilities of CG CaP
presence, and no CaP was detected in the uncolored regions. This study was not used
in training the classifier.

QPZ feature images corresponding to PZ CaP.

5.6.2 Selecting an optimal number of features to comprise each of QCG

and QCG

The main free parameter associated with the MRMR scheme is the number of features

to be selected (|Q|). We empirically varied the number of features that were selected to

comprise QCG and QPZ (from 5 to 50), and evaluated the classification performance of

each resulting QCG and QPZ using a QDA classifier. The aim behind this experiment

was to identify the minimal number of features required to yield a classifier AUC that

most closely approached that obtainable by considering all 110 features. Figures 5.3(a)
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Top 20 discriminatory
features for CG CaP

Top 20 discriminatory
features for PZ CaP

1 Gabor
Orient=157.5,

Wavelength=5.6569
Haralick

Difference Average
(w = 7)

2 Gabor
Orient=45,

Wavelength=2.8284
Haralick Sum Entropy (w = 7)

3 Gabor
Orient=0,

Wavelength=2.8284
Haralick

Information Measure
(w = 5)

4 Gabor
Orient=135,

Wavelength=45.2548
Haralick

Difference Variance
(w = 7)

5 Haralick Energy (w = 5) Gabor
Orient=0,

Wavelength=5.6569

6 Haralick Sum Average (w = 5) Haar
Level 4 Horizontal

Coefficient

7 Gabor
Orient=67.5,

Wavelength=5.6569
Haralick Entropy (w = 7)

8 Greylevel Mean (w = 5) Gabor
Orient=157.5,

Wavelength=11.3137

9 Haralick
Difference Average

(w = 7)
Gabor

Orient=157.5,
Wavelength=8.2

10 Haralick
Difference Entropy

(w = 7)
Gabor

Orient=135,
Wavelength=11.3137

11 Gabor
Orient=0,

Wavelength=45.2548
Haar

Level 2 Vertical
Coefficient

12 Gabor
Orient=112.5,

Wavelength=2.8284
Haralick

Difference Entropy
(w = 7)

13 Haralick
Inverse Difference
Moment (w = 5)

Gabor
Orient=112.5,

Wavelength=45.2548

14 Gabor
Orient=90,

Wavelength=45.2548
Gabor

Orient=0,
Wavelength=8.2

15 Gabor
Orient=157.5,

Wavelength=22.6274
Gabor

Orient=67.5,
Wavelength=2.8284

16 Gabor
Orient=90,

Wavelength=11.3137
Haralick

Information Measure
(w = 7)

17 Gabor
Orient=67.5,

Wavelength=2.8284
Gabor

Orient=0,
Wavelength=11.3137

18 Greylevel
Standard Deviation

(w = 5)
Gabor

Orient=112.5,
Wavelength=5.6569

19 Gabor
Orient=112.5,

Wavelength=11.3137
Greylevel Kirsch

20 Gabor
Orient=157.5,

Wavelength=45.2548
Gabor

Orient=67.5,
Wavelength=45.2548

Table 5.2: Summary of top 20 features selected to accurately identify CG and PZ CaP
respectively, obtained by voting of selected features across 25 cross-validation runs.
Note that the 2 sets of features are relatively unique. 3 features that were found to be
in common have been highlighted in italics (w stands for window size, an associated
parameter setting for the feature).
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Figure 5.2: Representative PZ CaP dataset: (a) original 2D T2w MR image, (b) orig-
inal 2D whole-mount histological section, with PZ CaP extent outlined in blue (by a
pathologist), (c) overlay of WMHS and T2w MRI after non-linear multi-modal regis-
tration, (d) mapped PZ CaP extent on T2w MRI (outlined in green, from blue-outlined
region in (b)). Representative texture features for this section: (e) Gabor (Orient = 0,
Wavelength = 5.6569), (f) Haar (Level 4 vertical coefficient), and (g) Haralick (Informa-
tion measure, w = 5). Note the improved visual differentiability between PZ CaP and
benign regions on (e)-(g) texture feature images compared to the (a) original intensity
image. (h) shows the probabilistic heatmap of PZ CaP presence mapped back onto the
image (via automated QDA classification). In (h), red indicates a high probability of
PZ CaP presence, blue indicates low probabilities of PZ CaP presence, and no CaP was
detected in the uncolored regions. This study was not used in training the classifier.

and 5.3(b) summarize the results of this evaluation for the CG and PZ, respectively.

For the CG, the performance of both variants of the mRMR scheme (MIQ and

MID) was consistently found to improve upon using all 110 features (black). Overall,

MIQ (blue) was seen to outperform MID (orange). The best performing subset (the

most optimal QCG) contained 15 features (selected via MIQ, highlighted with a blue

polygon), with an AUC of 0.863 (standard error of 0.002 across 25 cross validation

runs). In comparison, using all 110 features (black) yielded a significantly lower AUC

of 0.814 (standard error of 0.002, p value = 1.37e-09).

For the PZ, the performance of both variants of the mRMR scheme (MIQ and MID)

generally improved upon using all 110 features (black). Overall, MIQ (blue) was seen

to outperform MID (orange). The best performing subset (the most optimal QPZ)

contained 25 features (selected via MIQ, highlighted with a blue polygon), with an

AUC of 0.730 (standard error of 0.004). In comparison, using all 110 features (black)
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(a) (b)

Figure 5.3: Experiment to determine an optimal number of features to comprise (a) QIS
for CG CaP and (b) QIS for PZ CaP. Trend in AUC value (Y-axis) of a QDA classifier
is plotted as a function of different numbers of features comprising the QIS (X-axis).
Note significant improvement when using mRMR feature selection (blue, orange) over
using all features (black). The QIS comprising 15 features (selected via mRMR-MIQ,
highlighted with a blue polygon) was found to provide the best overall performance
for CG CaP detection. In comparison the QIS comprising 25 features (selected via
mRMR-MIQ, highlighted with a blue polygon) was found to provide the best overall
performance for PZ CaP detection. These performances were significantly better in
comparison to to any other QIS size, as well as compared to using all 110 features
(black).

yielded a lower AUC of 0.720 (standard error of 0.003).

We additionally evaluated the significance as well as the effectiveness (for CaP lo-

calization) of each feature Fi ∈ QCG, i ∈ {1, . . . , 15}, and Fj ∈ QPZ , j ∈ {1, . . . , 25}.

Figure 5.4 summarizes the classification performance (in terms of AUC) achieved by

incrementally considering features comprising each of QCG and QPZ. For both the CG

and PZ, it was seen that the top 5 features contributed most significantly to CaP clas-

sification performance. The inclusion of additional features only marginally improved

the CaP classification performance over what was obtained by using the first 5 features

to be included within QCG and QPZ respectively. However, QCG and QPZ in their

entireties yielded the highest AUC values for localizing CaP in the CG (using the top

15 features) and PZ (using the top 25 features).
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(a) (b)

Figure 5.4: Performance of incrementally considering features which comprise CG and
PZ QISes. Note the improvement in classification performance with addition of each
additional set of features.

5.6.3 Comparing the use of QCG and QPZ for CaP detection against

alternative feature sets

Figures 5.5(a) and 5.5(b) show box-and-whisker plots reflecting the CaP classification

performance (AUC) of QCG and QPZ , as compared to alternate strategies: (1) consid-

ering all 110 features (F), (2) a random subset of features R (with the same number

of features as the QIS), (3) using QCG to classify for PZ CaP and QPZ to classify

for CG CaP. This last experiment is intended to evaluate the specificity of the QIS

to the appearance of CaP in a particular zone, as well as highlight the importance

of doing a zone-based classification. For the CG, a statistically superior performance

(p < 1.67e−02) was obtained when usingQCG as compared to using F (p = 1.37e−09),

R (p = 5.77e− 09), or QPZ (p = 1.29e− 07). Similarly for the PZ, a statistically supe-

rior performance (p < 1.67e− 02) was obtained when using QPZ as compared to using

R (p = 2.29e − 09) and QCG (p = 1.12e − 06), but not F (p = 7.42e − 02).

5.7 Discussion

Current clinical intuition suggests that the appearance of CG and PZ tumors on en-

dorectal prostate T2w MRI is significantly different [23, 24]. Given the differing prog-

noses and outcomes of prostate cancer (CaP) based on its zonal location, there is a
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(a) (b)

Figure 5.5: Box-and-whisker plot comparing performance of using (a) CG QIS for CG
CaP detection and (b) PZ QIS for PZ CaP detection against alternative strategies: (1)
using 15 (or 25) randomly selected features, and (2) using all 110 features (without
feature selection/ranking). Additionally, we evaluate the performance of using the PZ
QIS (25 features) for CG CaP detection and using the CG QIS (15 features) for PZ CaP
detection. Using the zone-specific QIS was found to provide a statistically significantly
superior performance for CaP detection in each zone, ratifying the effectiveness of the
zone-specific textural signature compared to alternative strategies.

significant need for examining quantitative imaging signatures (QISes) specifically tar-

geted to identifying CaP in vivo. The 2 major goals of our study were thus to, (1)

define distinct textural signatures specific to CaP appearance in the CG and the PZ,

and (2) quantitatively demonstrate the differences in these zone-specific QISes as well

as evaluate their effectiveness for detecting CaP on T2w MRI. In this work, we have

presented the first attempt at quantitatively defining QISes for CG and PZ tumors on

T2w MRI. We believe that this work will allow for the building of targeted classifiers

with the ability to incorporate spatial location of the disease into the model. This is

a significantly different approach compared to the current trend of building monolithic

computer-aided diagnostic models [83–86], which do not consider the zonal location of

CaP in the prostate. Defining and utilizing zone-specific QISes to identify CG and PZ

tumors will allow us to build computerized classifiers with improved sensitivity and

specificity for CaP detection.

Our results showed that the QISes for each of CG and PZ CaP comprised largely

non-overlapping textural attributes. These results appear to confirm current clinical

intuition [23, 24], which suggests that CG and PZ CaP may have inherently differing



74

appearances on MRI [29]. We found that the CG QIS was primarily comprised of

the Gabor class of texture features (representative CG QIS images in Figure 5.1).

The multi-scale, multi-orientated Gabor filters appears to be able to accurately model

localized frequency characteristics [94] of the hypo-intense, homogeneous appearing

CG CaP [23], allowing for discrimination from the heterogeneously appearing normal

CG region. By comparison, the PZ CaP QIS was comprised largely of Haralick texture

features (representative images in Figure 5.2). These features, which involve calculating

image statistics derived from the co-occurrence of greylevel image intensities, appear

to allow for accurate characterization and separation of low SI regions of CaP from

hyper-intense normal prostatic regions in the PZ. Features that were found to overlap

between the two QISes were high-level macro-resolution features (such as the Haralick

energy and difference average features at large window sizes), implying a similarity

between the two types of tumors at a gross scale. However, the largely non-overlapping

nature of the two QISes at finer scales and resolutions appears to suggest fundamental

micro-level textural differences between CG and PZ CaP on T2w MRI.

Significantly improved classification accuracy (via QDA) was achieved when using

the zone-specific QISes to detect for CaP presence, as compared to (1) using all 110

features that were extracted, as well as (2) using a random subset of features. More

importantly, interchanging the QISes (i.e. using QCG to classify for PZ CaP, and vice

versa) also performed significantly worse compared to using the zone-specific QISes

(i.e. using QCG to classify for CG CaP). Our findings suggest that CaP presence in

different regions of the prostate is characterized by different structural and textural

attributes, as captured by the QISes. The relatively high accuracy associated with the

zone-specific QISes in detecting CaP (AUC of 0.86 in CG, 0.73 in the PZ) imply that

we have largely optimized the classifier for CaP detection on T2w MRI. We expect that

further combining the T2w information with DCE or DWI information will allow us to

improve on CaP classification accuracy even more.

Our automated classification results are comparable, and in many cases superior, to

other computerized decision support schemes in the literature; most of which have only

been applied to CaP localization in the PZ alone. When using T2w intensities alone,
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Chan et al [83] reported an AUC of 0.59±0.14 (11 studies), Vos et al [84] reported an

AUC of 0.84 (34 studies), and Ozer et al [85] reported an AUC of 0.7-0.8 (depending on

the classifier used). Lopes et al [86] achieved a mean AUC of 0.88 for CaP localization

by employing a subset of texture features considered in this work. When examining

these results, it is worth noting that the current study differs from previous work in the

following ways.

• Annotation of CaP on MRI : We have performed automated non-linear registra-

tion of T2w MRI and histology [11] in order to map CaP extent onto MRI. This is

distinctly more rigorous compared to using either manual annotations [83,85,86]

or an approximate affine registration between WMHS and MRI establish CaP

extent on MRI [84]. The use of more rigorous techniques for mapping of CaP

extents onto MRI leads us to have higher confidence in our results.

• Resolution of analysis: All of our analysis and evaluation was performed on a

per-voxel basis, within an automatically determined ROI (via capsule segmenta-

tion [146]), and in 3D. In comparison, classification and evaluation in previous ap-

proaches were either done (1) using manually extracted regions-of-interest [83,84]

from within the PZ alone, or (2) a per-pixel analysis of representative 2D sec-

tions [85,86].

• Strength of magnet : To our knowledge, this is the first work to present automated

quantitative analysis of 3 Tesla endorectal prostate T2w MRI, compared to the

use of 1.5 T endorectal or whole-body MRI in previous work [83–86].

This study did however have its limitations. First, our entire study comprised 22

pre-operative patient imaging datasets, 16 with PZ CaP and 6 with CG CaP. However

this cohort size is comparable to other CAD studies for prostate cancer detection on

MRI: Chan et al (11 datasets) [83], Ozer et al (20 datasets) [85], Lopes et al (27

datasets) [86], Madabhushi et al (5 datasets) [51]. To address the issue of the study being

under-powered, a randomized cross validation procedure was employed for learning

and evaluating the QISes. Additionally, we did not consider textural differences which

may exist between different Gleason grades of CaP. We are currently collecting data
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which will allow us to explore such differences in future work. Registration of histology

and MRI was performed in 2D. Performing the spatial alignment in 3D would have

required 3D reconstruction of the histology volume, which was not possible due to (1)

an insufficient number of histology slices being retained as part of the clinical protocol,

leading to coarse and uneven inter-slice spacing of WMHS, and (2) fixation artifacts

such as tissue loss or distortion (caused by prostate sectioning) and inconsistent H &

E staining. It is also possible that the candidate zone-specific QISes determined by us

in this study were selected based on textural differences between normal CG and PZ

tissue, as opposed to the textural differences between CG and PZ CaP. However, an

experiment to conclusively demonstrate that there are fundamental textural differences

between CG and PZ CaP alone (rather than CG and PZ normal tissue) will require an

additional segmentation of the CG and PZ within the prostate ROI. This additional

zone-wise segmentation was not performed by us in this study as it is a significantly

difficult problem, both for human experts as well as for image segmentation algorithms.

We believe developing quantitative zone-specific models of prostate cancer represent

an important step in developing computational image analysis models for improved

staging and detection of disease in vivo. Future work will involve further prospective

validation of the candidate textural signatures determined in this study on a larger

cohort of data, as well as incorporating additional protocols and features into our work,

in order to develop a comprehensive multi-functional signature for CaP presence in

vivo for use within an automated decision support system. We also intend to study the

differences in textural appearance between CaP regions and common confounders for

CaP presence (prostatitis, BPH).
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Chapter 6

Comparing classifier ensembles for discriminating central

gland and peripheral zone prostate tumors on

T2-weighted prostate MRI

6.1 Overview of methodology to determine best automated classifier

scheme to detect CaP on MRI

Below we describe the steps comprising the experimental design of this aim (see Figure

6.1). A more detailed explanation of the individual pre-processing steps was provided

in Chapter 4. Appendix C contains a detailed description of each of the classifier

techniques compared in this section.

Step Ia: Correcting for bias field and intensity non-standardness: The prostate region

of interest is first segmented on the T2w MR image [135] (via a statistical shape model

algorithm), following which it is corrected for intensity-based acquisition artifacts [16,

136].

Step Ib: Registration of ex vivo histology and in vivo T2w MRI data: In order to ob-

tain CaP extents that are as accurate as possible on MRI, a 2D registration strat-

egy is adopted wherein corresponding planar ex vivo whole-mount histological sections

(WMHS) and in vivo T2w MRI sections are non-linearly registered to one another [11];

correspondences between WMHS and T2w MRI sections having previously been estab-

lished via visual inspection by a pathologist and a radiologist in unison.

Step Ic: Texture feature extraction: Multiple different classes of texture features (Ga-

bor [94], Haar [98], first and second order texture [92,93]) are extracted to distinguish

between PZ and CG tumors on T2w MRI.
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Figure 6.1: Overview of overall experimental design. Solid boxes represent the indi-
vidual modules comprising our CAD scheme for CaP detection on T2w MRI. Step Ia
involves pre-processing T2w MRI (original image in (a)) to segment the prostate ROI
(outlined in yellow on (b)) and correct for intensity artifacts (note intensity differences
between (a) and (b)). Step Ib then involves non-linearly registering WMHS (shown in
(c)) with T2w MRI to determine ground truth CaP extent on T2w MRI (green outline
in (d)). Step Ic involves extraction of texture features to quantify CaP presence on
T2w MRI (representative features shown in (e)). The results of Step I are input to
different classifiers in Step II. In Step III, classifier results from Step II (visualized as a
probability image in (f), where red corresponds to a high likelihood of CaP presence)
are evaluated on a per-voxel basis against CaP ground truth (Step Ib).

Step II: Classifier training for PZ and CG CaP separately: 12 classifiers were consid-

ered in this work, QDA [145], SVMs [117], näıve Bayes [116], and DTs [118], as well as

their bagging and boosting variants, and were trained separately for classification of CG
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and PZ CaP, respectively. See Appendix C for a detailed description of the classifier

techniques.

Step III: Classifier comparison and evaluation for PZ and CG separately: Results ob-

tained via the 12 different classifiers are compared in terms of accuracy, model com-

plexity, and execution time. Classifier accuracy is evaluated in terms of area overlap

(on a per-voxel basis) with the surrogate for ground truth CaP extent (obtained in Step

Ib).

6.2 Construction of CG- and PZ-specific CaP classifiers

6.2.1 Notation specific to this chapter

Appendix A summarizes commonly used notation and symbols appearing in this chap-

ter. After feature extraction, every voxel c ∈ C is associated with a 110-dimensional

feature vector denoted F̂(c) = {f1(c), f2(c), . . . , f110(c)}, for every c ∈ C. Similar to

Chapter 5, the result of mRMR feature selection [144] was 2 distinct sets of features:

one corresponding to CG CaP (denoted FCG(c)) and the other to PZ CaP (denoted

FPZ(c)). Each set is comprised of texture features considered highly discriminatory for

differentiating between CaP and benign regions in each of the two prostatic zones. The

feature sets FCG(c) and FPZ(c) were each input to the different classification algorithms

and their ensemble variants. The classifier construction and evaluation comprised a

number of steps, described below.

6.2.2 Feature normalization

Normalization of features ensures that different feature values lie in a comparable range

of intensity values when input to a classifier. Given a feature vector F(c), this can be

done for each fi(c) ∈ F(c) as follows,

fi(c) =
fi(c)− µi

σi
, (6.1)
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where µi is the mean and σi is the mean absolute deviation (MAD) corresponding to

feature i, i ∈ {1, . . . , N}. As a result of normalization, ∀c ∈ C, each feature in FCG(c)

and FPZ(c) was transformed to have a mean of 0 and a MAD of 1.

6.2.3 Class balancing

A significant issue when training a supervised classifier is the minority class prob-

lem [147], wherein the target class (in this study ω+1) has significantly fewer samples

compared to the other class (ω−1), i.e. |ω+1| ≪ |ω−1|. Weiss et al [147] and Doyle

et al [148] previously showed that using an imbalanced training set will likely result

in a lower classifier accuracy compared to balanced training sets (|ω+1| = |ω−1|). The

class balance problem was addressed for each of the base classifiers, as well as their

ensemble variants. Note that class balancing and data sub-sampling was only applied

to the training data in each case.

(a) QDA, DTs: For classifiers corresponding to these two families (hQDA, hBag,QDA,

hBoost,QDA, hDT , hBag,DT , hBoost,DT ), class imbalance was accounted for by ran-

domized under-sampling of the majority class (ω−1) such that |ω+1| = |ω−1|, i.e.

an equal class balance was maintained when training the classifier.

(b) SVMs: Due to the complex nature of this algorithm, not only did a class balance

have to be ensured in the training data, but the number of samples (voxels) used

to train the classifier had to be reduced to ensure convergence within a reasonable

amount of time. When training an SVM classifier, an equal number of voxels (not

less than 0.2× |ω+1|) were randomly sub-sampled from both ω+1 and ω−1 classes

to form the training dataset. The number of samples was empirically decided

based on a trade-off between execution time, classifier accuracy, and memory

constraints specific to the SVM classifier. This procedure was adopted for all

classifiers in the SVM family (hSVM , hBag,SVM , hBoost,SV M ).

(c) Näıve Bayes: Training of the näıve Bayes classifier was implemented by directly

estimating distributions for each of the classes, ω+1 and ω−1, based on all the
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samples present. Such an estimate is most accurate when the maximal num-

ber of samples is utilized in calculating the distribution. Thus, no sub-sampling

of the data was performed when constructing these classifiers (hBay , hBag,Bay ,

hBoost,Bay).

6.2.4 Classifier training

In order to avoid training bias, both three-fold cross-validation (3FCV) as well as leave-

one-out cross-validation (LOOCV) were utilized; both implemented on a patient study

basis. Feature selection and classifier construction were done separately for each set of

training data so constructed, with corresponding testing data only used for evaluation of

classifier performance. All classifications were performed and evaluated on a per-voxel

basis.

Leave One Out Cross Validation (LOOCV): When classifying for PZ CaP via LOOCV,

the PZ CaP data cohort was split into a training set of 15 patient studies with the 1

remaining study being used for testing. This process was repeated until each of 16

patient studies had been classified at least once. A single AUC value was calculated

cumulatively over all 16 classification results; in addition the upper and lower bounds on

the AUC were determined. Similarly in the case of CG CaP, the training set comprised

5 patient studies with 1 study being held out for testing at each iteration. The 6

classification results were then cumulatively evaluated to obtain a single AUC value

along with the upper and lower bounds.

Three Fold Cross Validation (3FCV): This was performed as described previously in

Section 5.5, and was done separately for the CG and PZ CaP detection tasks.

6.3 Evaluation of CG and PZ specific CaP classifiers

6.3.1 Classifier accuracy

Depending on the type of classifier used, the per-voxel classifier result h(c) can corre-

spond to a probability value (h(c) ∈ [0, 1]) or a hard decision (h(c) ∈ {0, 1}).

In the case of hQDA(c), hBay(c), hBag,β(c), hBoost,β(c), β ∈ {QDA,Bay, SVM,DT},
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which yield a probabilistic result, a binary prediction result at every c ∈ C can be

obtained by thresholding the associated probability value h(c) ∈ [0, 1]. Classifier evalu-

ation was done via Receiver Operating Characteristic (ROC) curves [116], representing

the trade-off between classification sensitivity and specificity. The vertical axis of the

ROC curve is the true positive rate (TPR) or sensitivity, and the horizontal axis is the

false positive rate (FPR) or 1-specificity, while each point on the curve corresponds to

the sensitivity and specificity of detection at some ρ ∈ [0, 1]. ROC curves were visual-

ized by fitting a smooth polynomial through each set of sensitivity and specificity values

calculated for each of the 25 3FCV runs, and averaging over the 25 curves generated for

each classifier considered. The area under the ROC curve (AUC) is used as a measure

of classification performance, as is commonly reported in the literature [51,52,83–86].

hρ(c) is defined as a binary prediction result at each threshold ρ ∈ [0, 1], such that

hρ(c) =





1 when h(c) > ρ,

0 otherwise.

(6.2)

For the set of samples C, the corresponding detection result is given as Ψρ(C) =

{c|hρ(c) = 1}, c ∈ C. Based on overlap with the ground truth G(C), per-voxel detection

sensitivity (SN), and specificity (SP ) can be calculated at each threshold ρ as [149]

SNρ = 1−
|G(C) −Ψρ(C)|

|G(C)|
and SPρ = 1−

|Ψρ(C)−G(C)|

|C −G(C)|
. (6.3)

In the case of hSVM (c) and hDT (c), the output is a single hard partitioning of the

sample c ∈ C into one of the two classes under consideration. For these instances, a

single detection result is calculated at a single threshold, given as Ψ(C) = {c|h(c) =

1}, c ∈ C, based on which a single value for SP and SN can be calculated. It is assumed

that the remaining points on this ROC curve are at [0, 0] and [1, 1], hence allowing the

construction of a pseudo-ROC curve, and therefore calculation of an AUC value.

While analyzing ROC results, the 12 classifiers were segregated into 3 groups, (1)
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single classification strategies (comprising hQDA, hBay , hSVM , hDT ), (2) bagging strate-

gies (comprising hBag,QDA, hBag,Bay , hBag,SVM , hBag,DT ), and (3) boosting strategies

(comprising hBoost,QDA, hBoost,Bay , hBoost,SV M , hBoost,DT ). Classifier comparisons

were first made within each group (e.g. which of the single classification strategies

hQDA, hBay, hSVM , and hDT performed best), following which classifier performance

across groups were examined.

6.3.2 Statistical testing

For the 3FCV procedure, each classifier yielded a set of 25 AUC values (correspond-

ing to each cycle of the procedure) and for each classification task (CG and PZ CaP

classification).

Multiple comparison testing to determine statistically significant differences in per-

formance within groups (e.g. between all of hQDA, hBay , hSVM , hDT ) was performed

using the Kruskal-Wallis (K-W) one-way analysis of variance (ANOVA) [150]. The K-W

ANOVA is a non-parametric alternative to the standard ANOVA test which does not

assume normality of the distributions when testing. The null hypothesis for the K-W

ANOVA was that the populations from which the AUC values originate have the same

median. Based off the results of a K-W ANOVA, multiple comparison testing was per-

formed to determine which groups (single classification strategies, bagging strategies,

boosting strategies) show significant differences in performance.

Pairwise comparisons were performed for classifiers across groups (e.g. between

hQDA and hBag,QDA) to identify statistically significant differences in performance.

This was done using the non-parametric Wilcoxon rank-sum test [150]. The null hy-

pothesis in such a case was that there were no statistically significant differences in

AUC values between the 2 classifiers being compared.

The Bonferroni correction [150] was applied to correct the p-value within all statis-

tical comparisons considered (whether pairwise or other).



84

6.3.3 Evaluating classifier variance

Studying the variance characteristics of ensemble classifiers (such as bagging) may al-

low us to better understand trends in classifier performance [70]. Variance between

classifiers implies that different component classifiers make different decisions about a

sample despite being trained on the same training set. Breiman [38] noted that im-

proving the performance of the bagged classifier, hBag, is dependent on increasing the

variance between the component classifiers ht, t ∈ {1, . . . , T}, combined within the bag-

ging framework (see Equation 10.9, T refers to the number of classifiers combined). In

this work, the variance between component classifiers is approximated by calculating

the disagreement between the weak classifiers that are combined within the bagging

framework. Disagreement was calculated for every sample c ∈ C as,

δ(c) = 1−max

(
Q

T
,
T −Q

T

)
, (6.4)

where Q < T is the number of component classifiers ht that determine sample c as

belonging to class ω+1. Note that 0 ≤ δ(c) ≤ 0.5, where if δ(c) = 0, all ht have made

the same decision about the class of sample c, and if δ(c) = 0.5, 50% of the classifiers

“disagree” about this decision. Plotting the distribution of δ(c) over all the classified

samples can then help illustrate whether the majority of ht agreed or disagreed in their

decisions. Note that if this distribution is skewed towards δ(c) = 0 (i.e. the component

classifiers ht largely tend to agree in their decisions), bagging these classifiers would be

expected to demonstrate poor performance.

6.3.4 Model complexity

Each classifier/classifier ensemble was evaluated in terms of model complexity: (1)

number of parameters for the classification algorithm, and (2) number of hierarchy

levels within the algorithm. The term “hierarchy” refers to the number of classifier

stages a sample undergoes. For instance, hBag,QDA has two hierarchy levels (since it

involves two types of classifiers – Bagging and QDA) while hQDA has only one.
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6.3.5 Computation time

For each of the classifiers compared, hβ,hBag,β ,hBoost,β , β ∈ {QDA,Bay, SV M,DT},

the total amount of time required for (i) classifier construction, and (ii) for executing

the constructed classifier on testing data, was recorded in seconds. The execution time

for each classifier was averaged over 5 runs. All algorithms were implemented and

evaluated using MATLAB R©7.10 (The Mathworks, MA) on a 72 GB RAM, 2 quad core

2.33 GHz 64-bit Intel Core 2 processor machine.

6.4 Results

6.4.1 Classification accuracy

Figure 6.2 shows average ROC curves for CaP classification performance in the CG

(top row) and PZ (bottom row), respectively. Figures 6.4 and 6.5 show corresponding
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Figure 6.2: ROC curves obtained by averaging over 25 runs of 3FCV for CaP classifica-
tion in (a)-(c) CG and (d)-(f) PZ. In each graph different colors correspond to different
classifier strategies: (a), (d) hQDA (red), hSVM (green), hBay (blue), hDT (black); (b),
(e) hBag,QDA (red), hBag,SVM (green), hBag,Bay (blue), hBag,DT (black), and (c), (f)
hBoost,QDA (red), hBoost,SV M (green), hBoost,Bay (blue), hBoost,DT (black).
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boxplots of classifier AUC values obtained over the 25 3FCV runs, for the CG and PZ

CaP classification tasks respectively. Table 6.1 summarizes the AUC values (obtained

via LOOCV) along with the computation times for different methods for the CG CaP

classification task. Also enumerated are the model parameters associated with each

classifier. Table 6.2 similarly summarizes the corresponding results for the PZ CaP

classification task (also via LOOCV).

Comparing single classification strategies

Figures 6.2(a), (d) illustrate that both hQDA (red) and hBay (blue) yielded the best

performance for CaP classification in both the CG and PZ, with no statistically signif-

icant differences in their AUC values in either zone. In comparison, hSVM (green) and

hDT (black) demonstrate relatively poorer performance. A multiple comparison test

of AUC values (based off K-W ANOVA) determined that hSVM and hDT performed

significantly worse in terms of AUC compared to hQDA and hBay; a finding that was

consistent for both CG and PZ CaP detection tasks.

Comparing bagging strategies

Figures 6.2(b), (e) demonstrate that hBag,DT yielded a significantly improved CaP

classification performance compared to all of hBag,QDA, hBag,SVM , and hBag,Bay , in

both the CG and the PZ. A multiple comparison test of AUC values in the CG (based

off K-W ANOVA), showed that there were no statistically significant differences between

hBag,QDA, hBag,SVM , and hBag,Bay . In the PZ, no significant differences were observed

between the AUC values for hBag,QDA and hBag,Bay , while hBag,SVM was found to

perform significantly worse compared to hBag,QDA, hBag,Bay , and hBag,DT . However, a

significant improvement in classifier performance for hBag,SVM and hBag,DT was seen

in both zones, compared to using hSVM or hDT (Wilcoxon test p < 0.01). In contrast,

both hBag,QDA and hBag,Bay demonstrated significantly worse performance (Wilcoxon

test p < 0.01) than they did as individual classifiers (hQDA, hBay), in both zones.

Figures 6.3(a) and (c) show the ROC curves for hQDA (red), hBag,QDA (black),

and those of the individual hQDA
t , t ∈ {1, . . . , T}, (which were combined to calculate
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Figure 6.3: Visualizing the variance within bagging when using QDA (top row)
and näıve Bayes (bottom row) to construct the bagged classifier, respectively. (a),
(e), show ROC curves corresponding to hα (red), hBag,α (black), and hαt (blue),
α ∈ {QDA,Bay}, t ∈ {1, . . . , T}, for the CG CaP classification task, while (c), (g) sim-
ilarly show ROC curves for the PZ CaP classification task. Note that the blue curves
show almost perfect overlap, implying little variance between the component classifiers
hQDA
t and hBay

t . (b), (d) show the distribution of δ(c) between hQDA
t , t ∈ {1, . . . , T},

for the CG and the PZ respectively. Similarly, (f), (h) show the distribution of δ(c) for
hBay
t , t ∈ {1, . . . , T}, in the CG and the PZ respectively. These distributions are seen

to be highly skewed towards δ(c) = 0 (X-axis), implying a majority of the component
classifiers agree for most of the samples.

hBag,QDA, shown in Figures 6.3(a) and (c) in blue), for the CG and PZ respectively.

hQDA performed better than hBag,QDA as well as any of hQDA
t , t ∈ {1, . . . , T}. By

visualizing the distribution of disagreement (δ(c)) over all the samples classified in a

single CV run (Figures 6.3(b),(d)), it was seen that a majority of hQDA
t agree for a

majority (> 90%) of the samples, in both the CG and the PZ; also reflected in Figures

6.3(a) and (c). Both these observations imply that there is low variance between all

of hQDA
t , t ∈ {1, . . . , T}, resulting in poor performance when they are combined via

bagging. Similar observations about the ROC curves and δ can be made in the case

of hBay (red), hBag,Bay (black), and hBay
t , t ∈ {1, . . . , T}, (which were combined to

calculate hBag,Bay , shown in Figures 6.3(e) and (g) in blue), shown in Figures 6.3(e)-(h).

Note that the Y -axis of the graphs in Figures 6.3(b),(d),(f),(h) have been normalized

by the total number of testing samples considered (n).
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Figure 6.4: Box-and-whisker plot of AUC values for each of 12 classifiers compared in
the CG CaP detection task, obtained across 25 runs of 3FCV. Note that the red line
in the middle of each box reflects the median AUC value while the box is bounded by

25th and 75th percentile of AUC values. The whisker plot extends to the minimum
and maximum AUC values (obtained across all 25 runs) outside the box and outliers
are denoted via the red plus symbol.

Bauer and Kohavi [69] as well as Breiman [70] have previously noted that classi-

fiers such as QDA and näıve Bayes have low variance (implying a lower performance

in conjunction with bagging). In contrast, SVMs and DTs are known to have high

variance [70], in turn suggesting that they would perform better in conjunction with

bagging (hBag,SV M and hBag,DT ).

Comparing boosting strategies

In the CG, hBoost,QDA yielded in the best CaP detection performance performance,

while a multiple comparison test of AUC values (based off K-W ANOVA) showed

that hBoost,SV M and hBoost,DT did not yield significantly different AUC values. In the

PZ, all 3 of hBoost,SV M , hBoost,DT , and hBoost,QDA performed comparably. hBoost,Bay

demonstrated significantly worse performance compared to hBoost,QDA, hBoost,DT , and

hBoost,SV M in both the CG and the PZ. Note that hBoost,QDA, hBoost,DT , and hBoost,SV M

yielded a marginal but significantly improved performance compared to hBag,QDA,



89

0.5

0.55

0.6

0.65

0.7

0.75

h
QDA

h
SV M

h
Bay

h
DT

h
Bag,QDA

h
Bag,SV M

h
Bag,Bay

h
Bag,DT

h
Boost,QDA

h
Boost,SV M

h
Boost,Bay

h
Boost,DT

Figure 6.5: Box-and-whisker plot of AUC values for each of 12 classifiers compared in
the PZ CaP detection task, obtained across 25 runs of 3FCV. Note that the red line
in the middle of each box reflects the median AUC value while the box is bounded by

25th and 75th percentile of AUC values. The whisker plot extends to the minimum
and maximum AUC values (obtained across all 25 runs) outside the box and outliers
are denoted via the red plus symbol.

hBag,DT , and hBag,SVM in both the CG and the PZ (Figures 6.2(c), (f)).

The poor performance of hBoost,Bay can potentially be explained in terms of bias

and variance requirements of ensemble frameworks. As discussed previously, optimal

performance of bagging is highly dependent on the component classifiers exhibiting high

variance [38,70]. In contrast, boosting is dependent on the component classifiers having

low bias [70] and thus classifiers such as hBoost,QDA, hBoost,DT , and hBoost,SV M show sig-

nificant performance improvements compared to hQDA, hDT , and hSVM , respectively.

In comparison, näıve Bayes, a classifier with high bias as well as low variance [70], causes

both hBag,Bay and hBoost,Bay to demonstrate a relatively poor performance compared

to hBay in both zones. By contrast, the QDA classifier has low bias as well as low

variance. Thus while hBoost,QDA and hQDA perform comparably, hBag,QDA performs

significantly worse than either of them.
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Classifier AUC Parameters Total

µAUC Confidence
bounds

execution time
(seconds)

hQDA .8713 .8006 - .9420 - 2

hSVM .7112 .6284 - .7940 λ = 1 2388∗

hBay .8508 .7661 - .9355 - 396†

hDT .6878 .6247 - .7509 - 43

hBag,QDA .7908 .7435 - .8381 T = 50 37.5

hBag,SVM .7846 .6987 - .8705 T = 50, λ = 1 5566∗

hBag,Bay .7865 .7179 - .8551 T = 50 7680†

hBag,DT .8310 .7596 - .9024 T = 50 186

hBoost,QDA .8589 .7777 - .9400 T = 50 10.4

hBoost,SVM .8316 .7624 - .9008 T = 50 13116∗

hBoost,Bay .8270 .7351 - .9189 T = 50 171†

hBoost,DT .8450 .7732 - .9168 T = 50, L = 5 38

Table 6.1: Mean AUC values and confidence bounds (obtained via LOOCV) for CG CaP
classification, as well as parameter settings and total execution times for the different
classifiers considered in this work. ⋆ SVM classifiers were constructed after significant
sub-sampling of the training dataset while simultaneously ensuring class balance (see
Section 6.2.3). † Näıve Bayes classifiers were constructed without any sub-sampling of
the training dataset (see Section 6.2.3).

6.4.2 Classifier complexity

Tables 6.1 and 6.2 summarize the parameters that were set for each of the 12 classifiers

considered. The SVM family of classifiers has a single parameter λ (to normalize the

kernel representation) which was set at the default, as prescribed in previous work [52].

The remaining classifier families (QDA, näıve Bayes, DTs) did not have any parameters

that required setting or tuning. All of hQDA, hDT , hBay , and hSVM have a single level

of complexity, as they operate directly off the training data. Each of the ensemble

schemes (hBag,β ,hBoost,β , β ∈ {QDA,Bay,DT, SV M}) have additional level of model

complexity. hBoost,DT has an additional parameter to be set reflecting the number
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Classifier AUC Parameters Total

µAUC Confidence
bounds

execution time
(seconds)

hQDA .7349 .6864 - .7835 - 3

hSVM .5328 .5186 - .5470 λ = 1 2496∗

hBay .7386 .6796 - .7975 - 660†

hDT .5870 .5559 - .6181 - 44.4

hBag,QDA .6722 .6278 - .7166 T = 50 54.8

hBag,SVM .5881 .5604 - .6158 T = 50, λ = 1 9768∗

hBag,Bay .6294 .5734 - .6854 T = 50 14700†

hBag,DT .7501 .6956 - .8047 T = 50 193.3

hBoost,QDA .7427 .6941 - .7912 T = 50 11.4

hBoost,SVM .7377 .6927 - .7826 T = 50, λ = 1 18996∗

hBoost,Bay .6318 .5804 - .6831 T = 50 308.2†

hBoost,DT .7471 .7117 - .7825 T = 50, L = 5 53

Table 6.2: Mean AUC values and confidence bounds (obtained via LOOCV) for PZ
CaP classification, as well as parameter settings and computation times for the different
classifiers considered in this work. ⋆ SVM classifiers were constructed after significant
sub-sampling of the training dataset while simultaneously ensuring class balance (see
Section 6.2.3). † Näıve Bayes classifiers were constructed without any sub-sampling of
the training dataset (see Section 6.2.3).

of levels (L) for each node. L was set to 5, representing the best trade-off between

execution time and accuracy, and was determined from the literature [52,151].

6.4.3 Classifier execution time

Tables 6.1 and 6.2 summarize the total computation time for training and evaluating the

different classifiers considered in this study for all 3 folds of a single 3FCV run (averaged

over 5 such CV runs). All computations were performed on a 32 GB RAM, 2 quad

core 2.33 GHz 64-bit Intel Core 2 cluster machine. hQDA required the least amount

of computation time, followed by hDT . hSVM required the most time for training
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and evaluating the classifier amongst all algorithms; training and testing times were

even longer for hBag,SVM and hBoost,SV M . SVM classifiers also required more careful

memory management due to the thousands of samples being considered (voxel-wise

classification) within a relatively complex algorithm (utilizing kernels).

Bagging was seen to typically increase computation time by a factor of 5, while

boosting increased the computation time by a factor of 20. This may be because with

bagging, the component classifiers are trained on smaller bootstrapped sample subsets,

whereas with boosting, the component classifiers are trained on the entire set of training

samples.

6.5 Discussion

The primary motivation for this work was to identify the appropriate classifier ensemble

in the context of datasets encountered for most CAD problems; ones that are usually

limited by small sample sizes and questionable class labels (SSS-QCL). In this work, we

quantitatively compared 12 different classifier ensembles derived from 4 different classi-

fier strategies; QDA, Bayesian learners, Decision Trees, and Support Vector Machines.

The 12 classifier ensembles were compared in terms of accuracy, training and execu-

tion time, and model complexity for the computerized detection of prostate cancer from

high resolution T2w MRI on a zonal basis. Most classifier comparison studies that have

been previously reported in the machine learning and pattern recognition literature have

typically not considered SSS-QCL datasets [69,71–75]. A secondary motivation of this

study was to investigate whether classifier trends previously reported on large databases

Accuracy Execution time Complexity Overall

Best hQDA, hBay
hQDA,hBoost,QDA,

hQDA, hBay hQDA

hBoost,DT

Worst hSVM ,hDT
hBag,SVM , hBoost,SV M , hBag,SVM , hBoost,SV M , hBag,SVM ,

hBag,Bay hBoost,DT hBoost,SV M

Table 6.3: Best and worst classifier ensembles in the context of classification accuracy,
execution time, and model complexity, and overall.
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of images with reliable ground truth were also valid for SSS-QCL datasets. While our

findings are based on a specific dataset for a specific CAD problem, we believe that

similar trends will be observable for other SSS-QCL CAD problems.

Our primary findings from this work were the following,

• For the 2 class SSS-QCL CAD problem considered in this study, the QDA classi-

fier appears to offer an optimal trade-off between accuracy, training and testing

time, and model complexity. For a majority of the classification tasks, the QDA

classifier yielded the highest accuracy which, coupled with its low model com-

plexity and execution time, made it the best classifier overall. In contrast, the

SVM classifier demonstrated among the lowest classifier accuracies, was among

the more complex classifiers, and took the longest to train and test.

• Boosting marginally but significantly outperformed bagging across most classifier

strategies. However, the trade-off in execution time appears to negate some of its

advantages. It is interesting to note that integrating boosting within the decision

tree framework resulted in extremely high classification accuracy (PBTs yielded

the highest AUC for PZ CaP classification).

• Satisfying the conditions of bias and variance are extremely crucial when con-

structing classifier ensembles. While SVMs and DTs show significant improve-

ments within both bagging and boosting frameworks, Bayesian and QDA clas-

sifiers provided a more mixed performance as they suffered from low variance

and/or high bias.

• Satisfying the independence assumption within the näıve Bayes classifier allowed

for extremely efficient and relatively robust classifier construction. In fact, the

individual näıve Bayes classifier (without use of bagging or boosting) provided

the second highest classification performance within both the CG and PZ. It also

provided the most consistent performance in the two zones, where other classifiers

performed well in one zone but not the other.

• In the context of the specific problem of zone-wise CaP detection via T2w MRI, we
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achieved significantly high classification accuracies: an AUC of 0.8628 for CG CaP

classification (via QDA), and AUC of 0.7439 for PZ CaP classification (via PBTs).

These are comparable and in many cases better than detection rates reported by

state-of-the-art CaP detection schemes for prostate T2w MRI [51,52,83–86].

• Not all classifiers performed as well in each zone, with significantly lower classifier

performances observed in the PZ compared to the CG. This may reflect on the

need for better training data in the case of PZ CaP, a problem compounded by

the smaller size of PZ tumors that were observed our study.

We do however acknowledge a few limitations of our study. The cohort size was

relatively limited (22 studies), but is comparable to other CaP detection studies in the

literature (5-36 studies) [51,52,83–86]. However, the small cohort size is representative

of the typical training set sizes previously reported for CAD schemes [85–88]. In this

work we also attempted to minimize as many sources of error as possible, leveraging

automated registration methods for determining disease extent on the imaging data,

unlike previous work [51,52,83,85,86] where manual delineations of disease extent, which

are known to be highly error prone, were employed. Additionally, extensive evaluation

of the classifiers (both three-fold and leave-one-out cross validation were evaluated) was

performed to ensure classifier robustness and generalizability.

When considering datasets where limited and/or erroneous labeled training data

is available, semi-supervised and active learning methodologies [148] have begun to

become extremely popular. These algorithms appear particularly suited to SSS-QCL

problems as they may allow for improving the quality of labels of individual instances,

or allow for more intelligent labeling of the data.

In the context of the specific SSS-QCL problem considered in this work, we limited

ourselves to the use of T2wMRI as opposed to a multi-parametric MRI exam. There has

been relatively little work on identifying MP MRI signatures for discriminating CG and

PZ CaP on multi-parametric MRI. In contrast, the appearance of CG and PZ tumors

on T2w MRI is well documented [23, 24]. Based on the results of this study, however,

there is every indication to suggest that our conclusions regarding the classifiers will
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hold for multi-parametric MRI data.

In this study we limited ourselves to only 12 classifiers, primarily based off not

wanting to dramatically increase the size of the study and number of subsequent exper-

iments to be performed. However, based on the 4 distinct types of classifiers considered

in this study, we believe our results may be generalized to other classifier families (e.g.

relevance vector machines are similar to SVMs). While we have presented our findings

based off only a single CAD problem and a single dataset, we believe that our findings,

in addition to the lessons learnt in the context of SSS-QCL, are applicable to other

medical imaging CAD problems.
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Chapter 7

Application of consensus embedding for detection of CaP

via multi-parametric MRI

In this chapter, we first demonstrate the application of consensus embedding for CaP

detection from uni-modal (T2w) MRI. Following this, we present its application within

a framework for multi-parametric data integration, which we have termed Enhanced

Multi-Protocol Analysis via Intelligent Supervised Embedding (EMPrAvISE).

7.1 CaP detection on ex vivo prostate T2w MRI data

Two different prostates were imaged ex vivo using a 4 Tesla MRI scanner following

surgical resection. The excised glands were then sectioned into 2D histological slices

which were digitized using a whole slide scanner. Regions of cancer were determined

via Haemotoxylin and Eosin (H&E) staining of the histology sections. The cancer

areas were then mapped onto corresponding MRI sections via a deformable registration

scheme [11]. Additional details of data acquisition are described in [51].

For this experiment, a total of 16 4 Tesla ex vivo T2-weighted MRI and correspond-

ing digitized histology images were considered. The purpose of this experiment was to

accurately identify cancerous regions on prostate MRI data via pixel-level classification,

based on exploiting textural differences between diseased and normal regions on T2-

weighted MRI [51]. For each MRI image, M embeddings, Rn
m,m ∈ {1, . . . ,M}, were

first computed (via CreateEmbed) along with their corresponding embedding strengths

ψ(Rn
m) (based on clustering classification accuracy). Construction of the consensus em-

bedding was performed via a supervised cross-validation framework, which utilized

independent training and testing sets for selection of strong embeddings (SelEmbed).

The algorithm proceeds as follows,
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(a) Training (Str) and testing (Ste) sets of the data (MRI images) were created.

(b) For each element (image) of Str, strong embeddings were identified based

on θ = 0.15 ×maxM [ψ(Rn
m)].

(c) Those embeddings voted as being strong across all the elements (images) in

Str were then identified and selected.

(d) For the data (images) in Ste, corresponding embeddings were then combined

(via CalcConsEmbed) to yield the final consensus embedding result.

A leave-one-out cross-validation strategy was employed in this experiment. A com-

parison is made between the pixel-level classifications (via replicated k-means clus-

tering [8]) for (1) simple GE denoted as Ψ(XGE), and (2) consensus GE denoted as

Ψ(X̃GE). Note that this experimental setup is similar to those described in Chapter 3.

7.2 CaP detection on in vivo multi-parametric MRI data

The visual appearance of CaP on the different MRI protocols is summarized in Table

1.1 (based on radiologist and quantitative CAD-derived descriptors). A total of 5 image

texture features were calculated from each of CT2 as well as CADC . These include first

and second order statistical features, as well as non-steerable gradient features. The

extracted texture features and the corresponding intensity values were concatenated
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Figure 7.1: (a) Original WMHS with CaP outline in blue (by a pathologist). (b)
Overlay of deformed WMHS image CH (via MACMI) onto CT2, allowing mapping of
CaP extent (outlined in white). Representative texture features (derived within the
prostate ROI alone) are also shown for (c) CT2 and (d) CADC . Note the improvement
in image characterization of CaP compared to original intensity information in (a) and
(c), respectively. (e) Corresponding time-intensity curves for CaP (red) and benign
(blue) regions are shown based on DCE MRI data. Note the differences in the uptake
and wash-out characteristics between the red and blue curves.
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to form the feature vectors FT2(c) = [fT2(c), fT2
φ (c)|φ ∈ {1, . . . , 5}] (from CT2) and

FADC(c) = [fADC(c), fADC
φ (c)|φ ∈ {1, . . . , 5}] (from CADC), associated with every

voxel c ∈ C. Representative feature images derived from CT2 and CADC are shown in

Figures 7.1(c) and (d).

The wash-in and wash-out of the contrast agent within the gland is characterized

by varying intensity values across the time-point images CT1,t, t ∈ {1, . . . , 7} (Figure

7.1(e)). This time-point information is directly concatenated to form a single feature

vector FT1(c) = [fT1,t(c)|t ∈ {1, . . . , 6}] associated with every voxel c ∈ C.

7.2.1 Overview of algorithm EMPrAvISE

The major steps of consensus embedding (Chapter 3) are summarized below within a

single algorithm to represent and fuse multi-parametric MR data (existing in feature

space F(c)). Note that once the consensus embedding representation R̃
n has been

constructed, we may construct a classifier to distinguish the different object classes

within R̃
n.

Algorithm EMPrAvISE

Input: F(c) ∈ R
N for all objects c, n, M,V, θ

Output: X̃(c) ∈ R̃
n

begin

0. Construct feature space F(c) ∈ R
N ,∀c ∈ C (via feature extraction);

1. for m = 1 to M do

2. Calculate Xm(c) = CreateWeakEmbed(F(c)|Fm,M, V ),∀c ∈ C,

hence yielding R
n
m;

3. k=0;

4. Calculate ψAcc(Rn
m) (based on classification accuracy);

5. if ψAcc(Rn
m) > θ

6. k++;

7. Wk(i, j) = ‖Xm(c) −Xm(d)‖2 ∀c, d with indices i, j;

8. endif
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9. endfor

10. W̃ (i, j) = MEDIANk [Wk(i, j)] ∀c, d;

11. Apply MDS to W̃ to obtain R̃
n;

12. Train a classifier on X̃(c) ∈ R̃
n,∀c ∈ C, to distinguish object-class categories;

end

Every voxel c ∈ C was characterized by a number of different multi-parametric fea-

ture vectors (summarized in Table 7.1). For the purposes of comparing EMPrAvISE

with an alternative data representation scheme, a multi-attribute vector FFeats(c) is also

constructed by directly concatenating the individual T2w, DCE, and ADC attributes.

7.2.2 Constructing the consensus embedding representation of multi-

parametric MRI data

The algorithm EMPrAvISE was applied to the feature vector FFeat(c) ∈ R
N , N =

18, |RN | = |C|, i.e. for all voxels c ∈ C. We denote F as the superset of all multi-

parametric features, such that |F| = N . Note that F = FT2 ∪ FT1 ∪ FADC where

FT2,FT1,FADC are feature sets associated with the individual T2w, DCE, ADC pro-

tocols respectively. Feature space perturbation was implemented by first forming M

bootstrapped subsets of features Fm ⊂ F . These features were randomly drawn from

F such that (1) |Fu| = |Fv | = V , (2) Fu ∩ Fv 6= ∅, (3) each of N features appears

in at least one Fm, and (4) one feature from each of FT2,FT1,FADC appears in each

Description Data vectors Classifier

Single
T2w FT2(c) = [fT2(c), fT2

φ (c)|φ ∈ {1, . . . , 5}] hT2(c)

Protocol DCE FT1(c) = [fT1,t(c)|t ∈ {1, . . . , 6}] hT1(c)

ADC FADC(c) = [fADC(c), fADC
φ (c)|φ ∈ {1, . . . , 5}] hADC(c)

Multi- Features FFeat(c) = [FT2(c),FT1(c),FADC ] hFeat(c)

parametric EMPrAvISE FEm(c) = [ẽv(c)|v ∈ {1, . . . , n}] hEm(c), hEm
MRF

Table 7.1: Different feature datasets and corresponding classifier strategies considered
for multi-parametric data analysis.
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Fm, where u, v,m ∈ {1, . . . ,M}. The feature space associated with each feature sub-

set Fm was then embedded in n-D space via GE [9], yielding M corresponding weak

embeddings Rn
m.

The corresponding M embedding strengths, ψAcc(Rn
m), were then calculated based

on the supervised classification accuracy of a probabilistic boosting tree classifier [151]

(additional details in Appendix C), using labels l(c),∀c ∈ C. A leave-one-out cross-

validation approach was utilized in the training and evaluation of this PBT classifier.

Embeddings with ψAcc(Rn
m) > θ were then selected as strong, and combined as de-

scribed in Chapter 3. The final result of EMPrAvISE is the consensus embedding

vector FEm(c) = [ẽv(c)|v ∈ {1, . . . , n}] ∈ R̃
n,∀c ∈ C (n, the intrinsic dimensionality, is

estimated via the technique presented in [122]).

7.2.3 Classification of multi-parametric MRI via PBTs

A voxel-level probabilistic boosting tree classifier (PBT) classifier was constructed for

each feature set, Fβ(c), β ∈ {T1, T2, ADC,Feats,Em},∀c ∈ C, considered in Table

7.1. The PBT algorithm has recently demonstrated success in the context of multi-

modal data analysis [152] as it leverages a powerful ensemble classifier (Adaboost) in

conjunction with the robustness of decision tree classifiers [151] to allow for the compu-

tation of weighted probabilistic decisions for difficult to classify samples. As a result of

PBT classification, we obtain a posterior conditional probability of belonging to the can-

cer class, denoted hβ(c) = p(l(c) = 1|Fβ(c)) ∈ [0, 1], β ∈ {T1, T2, ADC,Feats,Em},

for every voxel c ∈ C.

Incorporating spatial constraints via Markov Random Fields

We have previously demonstrated the use of a novel probabilistic pairwise Markov model

(PPMMs) to detect CaP lesions on prostate histopathology [36], via the incorporation

of spatial constraints to a classifier output. PPMMs formulate Markov priors in terms

of probability densities, instead of the typical potential functions [153], facilitating the

creation of more sophisticated priors. We make use of this approach to similarly impose

spatial constraints to the classifier output (per-voxel), with the objective of accurately
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segmenting CaP lesions on MRI.

7.2.4 Performance Evaluation Measures

We define hβ
ρ (c) as the binary prediction result for classifier hβ(c) at each threshold

ρ ∈ [0, 1], such that hβ
ρ (c) = 1 when hβ(c) ≥ ρ, 0 otherwise; ∀β ∈ {T1, T2, ADC,Feats,

Em}. For every scene C, threshold ρ, and classifier hβ(c), the set of voxels identified as

CaP is denoted Ψβ
ρ (C) = {c|hβ

ρ (c) = 1}, c ∈ C, ∀β ∈ {T1, T2, ADC,Feats, Em}. We

then perform ROC analysis as described in Section 6.3. Note that a leave-one-out cross

validation strategy over the 39 slices was used to evaluate the performance of each of

the classifiers constructed (Table 7.1).

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 7.2: (a), (e) 2D sections from 3D prostate MRI data, and (b), (f) corresponding
CaP masks superposed on the MRI, obtained via deformable registration with the
corresponding histology slice (not shown) [11]. Corresponding CaP detection results
via (c), (g) Ψ(XGE) (graph embedding), and (d), (h) Ψ(X̃GE) (consensus embedding)
are superposed back onto the original MRI sections ((a), (e)). In each of (b)-(d) and
(f)-(h), green denotes the CaP segmentation region. Note the significantly fewer false
positives in (d) and (h) compared to (c) and (g) respectively.
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7.3 Results

7.3.1 Detecting CaP on ex vivo MRI data

Figure 7.2 shows qualitative results of detecting prostate cancer (CaP) on T2-weighted

MRI, each row corresponding to a different 2D MRI image. Comparing the pixel-

level CaP detection results (visualized in green) in Figures 7.2(c) and 7.2(g) to the

green CaP masks in Figures 7.2(b) and 7.2(f), obtained by registering the MRI images

with corresponding histology images [11] (not shown), reveals that Ψ(XGE) results in

a large false positive error. In contrast, Ψ(X̃GE) (Figures 7.2(d) and 7.2(h)) appears

to better identify the CaP region when compared to the ground truth for CaP extent

in Figures 7.2(b) and 7.2(f). Figure 7.3 illustrates the relative pixel-level prostate

cancer detection accuracies averaged across 16 MRI slices for the 2 methods compared.

Ψ(X̃GE) was found to significantly (p < 0.05) outperform Ψ(XGE) in terms of accuracy

and specificity of CaP segmentation over all 16 slices considered.

7.3.2 Detection of CaP on in vivo multi-parametric MRI

Comparison of EMPrAvISE against individual feature based classifiers

We first compared hEm (via EMPrAvISE) against classifiers constructed using the

different uni-modal feature sets corresponding to T2w, DCE, and DWI MRI data

(hT2,hT1,hADC). As may be gleaned from Table 7.3.2, hEm yields a higher classi-

fication accuracy and AUC compared to hT2,hT1,hADC .

58.54%

72.29%
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100.00%
CaP Classification Accuracy

Graph Embedding Consensus Embedding

Figure 7.3: Pixel-level classification accuracy in identifying prostate cancer on T2-
weighted MRI, averaged over 16 2D MRI slices for Ψ(XGE) (blue) and Ψ(X̃GE) (red).
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Figure 7.4: Average ROC curves across 39 leave-one-out cross validation runs. Different
colored ROC curves correspond to different classifiers. The best performing classifier
was hEm

MRF (c), shown in light blue.

Comparison of EMPrAvISE against multi-modal classifier strategies

In this experiment, we compared the performance of hEm with hFeats. Qualitative

comparisons of the probability heatmaps so obtained are shown in Figure 7.5 (where red

corresponds to a higher probability of CaP presence and blue corresponds to lower CaP

probabilities). The ground truth spatial extent of CaP obtained by mapping disease

extent from WMH onto MR imaging is outlined in red on Figures 7.5(a) and (d). It can

be seen that hEm (Figures 7.5(c) and (f)) demonstrates significantly more accurate and

Classifier AUC Accuracy

hT2 0.62±0.22 0.58±0.19

hT1 0.62±0.14 0.61±0.12

hADC 0.65±0.21 0.62±0.19

hFeats 0.67±0.21 0.63±0.19

hEm 0.73±0.13 0.70±0.10

hEm
MRF (hEm + MRF) 0.77±0.16 0.76±0.12

Table 7.2: Summary of average and standard deviation of AUC and accuracy values
for different classifiers averaged over the 39 leave-one-out cross-validation runs, for the
different classifier strategies in Table 7.1.
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Figure 7.5: Representative results are shown for 2D slices from 2 different studies (on
each row). (a), (d) CaP extent outline (in red) delineated on WMHS-T2w MRI overlay
(via MACMI). Probability heatmaps are shown for (b), (e) hFeats, and (c), (f) hEm. On
each probability heatmap, red corresponds to a higher probability of CaP presence, and
the mapped CaP extent (from WMHS) is delineated in green. Note that EMPrAvISE
((c), (f)) is far more accurate, with significantly fewer false positives and false negatives
compared to either of (b), (e).

specific predictions of CaP presence compared to hFeats (Figures 7.5(b) and (e)). This

is also reflected in the quantitative evaluation, with hEm resulting in an AUC of 0.73

(purple curve, Figure 7.4) compared to an AUC of 0.67 for hFeats (black curve, Figure

7.4). Additionally, we see that classification based on multi-parametric integration

(FFeats, FEm) outperforms classification based on the individual protocols (FT1, FT2,

FADC). Our quantitative results corroborate findings in the clinical literature which

suggest that the combination of multiple imaging protocols yield superior diagnostic

accuracy compared to any single protocol [18,154,155].

Markov Random Fields in conjunction with EMPrAvISE

Figure 7.6 illustrates results of applying MRFs to the probability heatmaps obtained

via EMPrAvISE (hEm) to yield hEm
MRF . At the operating point of the ROC curve,
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Figure 7.6: (a), (e) RGB representation of the consensus embedding (calculated via
EMPrAvISE) with the CaP ground truth region superposed in black (obtained via
registration with corresponding WMHS). (b), (f) Probability heatmap for hEm, where
red corresponds to a higher probability for presence of CaP. Note the significantly higher
accuracy and specificity of CaP segmentation results via application of MRFs in (d),
(h) ΨEm

MRF,ϑ(C) compared to (c), (g) ΨEm
ϑ (C) (obtained by thresholding the heatmaps

in (b), (f) at the operating point threshold ϑ).

ΨEm
ϑ (C) can be seen to have a number of extraneous regions (Figures 7.6(c) and (g)). In

contrast, ΨEm
MRF,ϑ(C) results in a more accurate and specific CaP detection result (Fig-

ures 7.6(d) and (h)). Also shown are RGB colormap representations based on scaling

the values in ẽ1(c), ẽ2(c), ẽ3(c) (from FEm(c)) into the RGB colorspace (Figures 7.6(a),

(e)). Similarly colored regions are those that are similar in the consensus embedding

space R̃
n. Note relatively uniform coloring within ground truth CaP areas in Figures

7.6(a) and (e), suggesting that EMPrAvISE is able to accurately represent the data

in a reduced dimensional space while preserving disease-pertinent information.

hT2/hEm
MRF hT1/hEm

MRF hADC/hEm
MRF hFeats/hEm

MRF hEm/hEm
MRF

AUC 2.15e-07 1.40e-05 1.33e-04 5.86e-06 2.43e-04

Accuracy 9.64e-08 3.16e-08 1.89e-05 3.32e-05 3.32e-05

Table 7.3: p values for a paired Students t-test comparing the improvement
in CaP detection performance (in terms of AUC and accuracy) of hEm

MRF over
hT2,hT1,hADC ,hFeats, and hEm respectively. Improvements in accuracy and AUC
for hEm

MRF were found to be statistically significantly better (p < 0.01) compared to
each of hT2,hT1,hADC ,hFeats, and hEm respectively; the null hypothesis being that
no improvement was seen via hEm

MRF in each comparison.
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The ROC curves in Figure 7.4 further demonstrate the improvements in CaP de-

tection accuracy via hEm
MRF (light blue curve, AUC = 0.77). These improvements in

AUC and classification accuracy were found to be statistically significant (p < 0.01)

in a paired two-tailed Students’ t-test across the 39 leave-one-out cross-validation runs

(Table 7.3), with the null hypothesis being that no improvement was offered by hEm
MRF .

7.4 Discussion

We have presented application of consensus embedding within a novel multi-parametric

data representation and integration framework termed Enhanced Multi-Protocol Anal-

ysis via Intelligent Supervised Embedding or EMPrAvISE. EMPrAvISE makes use of

dimensionality reduction and a supervised ensemble of embeddings to (1) accurately

capture the maximum available class information from the data, and (2) account for

differing dimensionalities and scales in the data. The spirit behind using an ensemble

of embeddings is to exploit the variance among multiple uncorrelated embeddings in a

manner similar to ensemble classifier schemes. We have demonstrated the application

of EMPrAvISE to the detection of prostate cancer on (a) 4 T ex vivo T2w MRI, and (b)

3 Tesla in vivo multi-parametric (T2w, DCE, DWI) MRI. The low-dimensional data

representation via EMPrAvISE was found to be superior for classification as compared

to (1) the individual protocols, and (2) concatenation of multi-parametric features, and

(3) simple DR of a high-dimensional feature space. We made use of a probabilistic pair-

wise Markov Random Field algorithm to complement the result of EMPrAvISE (AUC

= 0.77) via the incorporation of spatial constraints. Sources of error within our study

may exist due to (1) approximate calculation of slice correspondences between MRI and

WMHS, and (2) registration-induced errors in the mapping of ground truth CaP extent

from WMHS onto MRI. Therefore, our results could prove more (or less) accurate than

reported, based on the margin of error in these 2 methods. However, we also note that

there is currently no exact, error-free method to determine the ground truth CaP extent

on MRI. Future work will hence focus on validation of our approach on a larger cohort

of data. We also intend to explore the application of both EMPrAvISE and consensus

embedding in the context of other domains.
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Chapter 8

Concluding Remarks

In this thesis, we have presented a suite of novel computerized techniques for quantita-

tive examination of prostate cancer presence and extent in vivo, based on MR imaging

data. Specific goals accomplished include, (a) accurate quantification of disease pres-

ence based on MR appearance, with further stratification of such information based on

spatial location of cancer within the gland, (b) comprehensive evaluation of a variety of

different classifier techniques to determine the most optimal classifier for CaP detection

on MRI, (c) theoretic and algorithmic development of a novel representation technique

known as consensus embedding, and (d) application of consensus embedding to detec-

tion of CaP presence and extent at high resolution (per-voxel) on MR imaging data.

We now summarize the major findings structured in terms of each of the specific aims

considered in this work.

This work represents the first attempt at quantitatively defining quantitative imag-

ing signatures (QISes) for CG and PZ tumors on T2w MRI. Our results showed that

the QISes for each of CG and PZ CaP comprised largely non-overlapping textural

attributes. Further, for the 2 class zone-wise CaP detection problem considered in

by us, the quadratic discriminant analysis (QDA) classifier appears to offer an opti-

mal trade-off between accuracy, training and testing time, and model complexity. We

achieved significantly high classification accuracies, which are comparable and in many

cases better than detection rates reported by state-of-the-art CaP detection schemes

for prostate T2w MRI. The relatively high accuracy associated with the zone-specific

QISes in detecting CaP imply that we have largely optimized the features and classifier

for CaP detection on T2w MRI alone. These results also appear to confirm current

clinical intuition, which suggests that CG and PZ CaP may have inherently differing
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appearances on MRI.

In this work, we have presented a novel dimensionality reduction scheme called

consensus embedding which can be used in conjunction with a variety of DR methods

for a wide range of high-dimensional biomedical data classification and segmentation

problems. Consensus embedding exploits the variance within multiple base embed-

dings and combines them to produce a single stable solution that is superior to any

of the individual embeddings, from a classification perspective. Results of quantita-

tive and qualitative evaluation in over 200 experiments on toy, synthetic, and clinical

images in terms of detection and classification accuracy demonstrated that consensus

embedding shows significant improvements compared to traditional DR methods such as

PCA and GE. We have presented a specific application of consensus embedding within

a novel multi-parametric data representation and integration framework termed En-

hanced Multi-Protocol Analysis via Intelligent Supervised Embedding or EMPrAvISE.

The low-dimensional data representation via EMPrAvISE was found to be superior

for representation, fusion, and classification as compared to alternative state-of-the-art

schemes.
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Chapter 9

Future Work

Our results present several avenues for future work. When examining quantitative

signatures for CaP on MRI, we did not consider textural differences which may exist

between different Gleason grades of CaP. Additional data collection may allow for

exploring such differences in more detail. The findings of our classifier comparison

study are intended to generalize to other medical imaging CAD problems. Indeed, the

area of medical imaging is a plentiful source of similar problems concerning limited

datasets with erroneous class labels; the comparison of different classifiers and machine

learning methods is an area of great potential for research.

While consensus embedding has been demonstrated to have wide application in

imaging and non-imaging domains, many additional extensions of classifier theory may

be applied within the area of dimensionality reduction. These can include areas such

as active learning or semi-supervised learning. Ensuring computational feasibility when

constructing an embedding, without falling prey to the out-of-sample extension prob-

lem, is another area that requires additional research.

Currently, the topical nature of the prostate cancer problem has led to growing

awareness of the requirement for better screening, diagnostic, prognostic, and treat-

ment procedures for this disease. A significant need hence exists for tools to stage and

visualize prostate cancer early using non-invasive MR imaging data. In this context, the

methods and results presented in this thesis have significant translational and commer-

cial implications for patient care. Continuing development of quantitative signatures

of qualitative image features may hence form a significant precursor to developing per-

sonalized care procedures for prostate cancer.
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Chapter 10

Appendices

Appendix A: Glossary of notation, symbols, and abbreviations com-

monly used in this thesis

CaP Prostate cancer

MRI Magnetic Resonance Imaging

T2w T2-weighted

DCE Dynamic Contrast Enhanced

DWI Diffusion-weighted Imaging

ADC Apparent Diffusion Coefficient

GE Graph Embedding

PCA Principal Component Analysis

QDA Quadratic Discriminant Analysis

LLE Locally Linear Embedding

ISOMAP Isometric Mapping

DR Dimensionality Reduction

MDS Multidimensional Scaling

CG Central Gland

PZ Peripheral Zone

SI Signal Intensity

CAD Computer-Aided Diagnosis

COD Combination of Data

COI Combination of Interpretations

SVM Support Vector Machines

PBT Probabilistic Boosting Trees
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SSS Small Sample Size

QCL Questionable Class Labels

mRMR Minimum Redundancy Maximum Relevance

c Samples in set C

F(c) ∈ R
N N -dimensional feature vector (superscript to differentiate)

C Image scene (superscript to differentiate T1, T2, ADC, histology)

F Set of all feature vectors

l(c) Class label of sample c

ω+1, ω−1 Classes associated with l(c) = 1, l(c) = 0

h Classifier (superscript to differentiate)

hBag Bagged classifier

hBoost Boosted classifier

Ψ Detection/classification result

G(C) Samples labeled with l(c) = 1 in C (ground truth)

X(c) ∈ R
n n-dimensional embedding vector

X̃(c) ∈ R̃
n n-dimensional consensus embedding vector

W Confusion matrix

QCG/FCG CG-specific feature set

QPZ/FPZ PZ-specific feature set

Appendix B: Relationship between classifier accuracy and embedding

strength

While embedding strength may be seen as a generalized concept for evaluating embed-

dings, in this work we have examined applications of DR and consensus embedding to

classifying biomedical data. We now derive a direct relationship between embedding

strength and classification accuracy, presented in Theorem 1 below.
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For the purposes of the following discussion, all objects c, d, e ∈ C are considered

to be associated with class labels l(c), l(d), l(e) ∈ {ω1, ω2}, respectively, such that if

l(c) = l(d) = ω1 and l(e) = ω2 then Λcd < Λce and Λcd < Λde. Note that ω1, ω2 are

binary class labels that can be assigned to all objects c ∈ C.

Definition 6 An unique triplet (c, d, e) ∈ C with l(c), l(d), l(e) ∈ {ω1, ω2} is called a

class triplet, (c, d, e)l, if either l(c) 6= l(d), or l(d) 6= l(e), or l(c) 6= l(e).

Thus, in a class triplet of objects, two out of three objects have the same class label

but the third has a different class label, e.g. if l(c) = l(d) = ω1 and l(e) = ω2. Further,

in the specific case that ∆(c, d, e) = 1 for a class triplet (c, d, e)l, it will be denoted

as ∆l(c, d, e). For the above example of a class triplet, we know that Λcd < Λce and

Λcd < Λde (see above). If ∆(c, d, e) = 1, δcd < δce and δcd < δde. This implies that even

after projection from R
N to R

n, the class-based pairwise relationships within the data

are accurately preserved (a classifier can be constructed which will correctly classify

objects c, d, e in R
n).

Consider that if R
S

objects have class label ω1, then
(S−1)R

S
objects will have class

label ω2. Based on the total number of unique triplets Z, the total number of triplets

which are not class triplets is,

Y =
R
S
!

3!(R
S
− 3)!

+
(S−1)R

S
!

3!( (S−1)R
S

− 3)!
(10.1)

Y will be a constant for a given set of objects C, and is based on forming unique triplets

(c, d, e) where l(c) = l(d) = l(e) (triplets which are not class triplets). U = (Z−Y ) will

correspond to the number of class triplets that may be formed for set C. If all U class

triplets have ∆l(c, d, e) = 1, then it is possible to construct U classifiers which correctly

classify the corresponding objects in these class triplets.

Definition 7 Given U unique class triplets (c, d, e)l ∈ C and an embedding R
n of all

objects c, d, e ∈ C, the associated classification accuracy φAcc(Rn) =
∑

C ∆l(c,d,e)
U

As illustrated previously, class triplets (c, d, e)l for which ∆l(c, d, e) = 1 will correspond

to those objects which will be classified correctly in R
n. Therefore, the classification
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accuracy φAcc(Rn) may simply be defined as the fraction of class triplets (c, d, e)l ∈ C

for which ∆l(c, d, e) = 1.

Theorem 1 For any R
n, the corresponding ψES(Rn) increases monotonically as a

function of φAcc(Rn).

Proof.

By definition,
∑

C

∆(c, d, e) ≥
∑

C

∆l(c, d, e)

Dividing by Z = U + Y on either side, ψES(Rn) ≥

∑
C ∆l(c, d, e)

U + Y

Inverting,
1

ψES(Rn)
≤

1

φAcc(Rn)
+

Y∑
C ∆l(c, d, e)

As Y∑
C ∆l(c,d,e)

is a constant, ψES(Rn) increases monotonically with φAcc(Rn). �

Thus an embeddingRn with a high embedding strength will have a high classification

accuracy. Practically, this implies that ψES(Rn) may be estimated via any measure of

object-class discrimination such as classification accuracy or cluster-validity measures.

We have exploited this relationship in our algorithmic implementation.

Appendix C: Review of classifier ensemble schemes used in this thesis

In the following sections, we denote a set of samples c ∈ C where |C| is the cardinality

of any set C. Every sample c ∈ C is associated with a N -dimensional feature vector

denoted F(c) = {f1(c), f2(c), . . . , fN (c)}. We define the set of all feature vectors as

F = {F(c1); . . . ;F(cn)} (n = |C|). Every sample c ∈ C is also associated with a class

label l(c) ∈ {0, 1}. For ease of notation, all c ∈ C with l(c) = 1 will be considered to

belong to class ω+1 (target), while those with l(c) = 0 belong to class ω−1 (non-target).

We denote a classifier as hϕ (where the superscript ϕ is used to differentiate between

the algorithms considered in this work). Note that while QDA, näıve Bayes, SVMs, and

DTs are considered single classification strategies (or “base” classifiers), bagging and
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boosting are considered ensemble classifiers (as they combine multiple base classifiers

to obtain a single result). Appendix A may be referenced for a summary of notation

and symbols appearing herein.

Quadratic Discriminant Analysis (QDA)

While DA is typically considered to have low model complexity and require minimal

training within classifier comparison studies (due to simplicity), the use of a quadratic

function in conjunction with DA (as opposed to a linear discriminator) ensures robust-

ness while not compromising on the overall speed of such methods [145]. QDA has

previously been used with considerable success in discriminating classes for problems

related to bioinformatics [156] as well as medical imaging data [82,157].

The QDA classifier [145] aims to find a transformation of the input features that

results in the best possible discrimination between the classes in the dataset. Given the

set of samples C with associated feature set F , QDA solves for

Y = FTAF +BTF , (10.2)

where Y = {Y(c1); . . . ;Y(cn)} is the result of QDA, and A,B parametrize the trans-

formation. Note that Y(c1) is the transformed vector corresponding to F(c1).

Based on calculating the means µc∈ω+1
, µc∈ω

−1
and covariances Σc∈ω+1

,Σc∈ω
−1

of

the 2 classes in the dataset, Equation 10.2 can be solved in terms of the following log

likelihood ratio,

log(HQDA) =
(F − µc∈ω+1

)TΣ−1
c∈ω+1

(F − µc∈ω+1
)

(F − µc∈ω
−1
)TΣ−1

c∈ω
−1
(F − µc∈ω

−1
)
. (10.3)

The result of QDA classification is a per-sample probability of belonging to the target

class ω+1, given by hQDA(c) ∈ HQDA (bounded in [0,1]).
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Näıve Bayes

Bayesian learning is a method of statistical inference in which evidence or observations

are used to update the probability that a hypothesis may be true [116]. In spite of its

simplicity and lack of model parameters, the näıve Bayes classifier has been shown be

extremely accurate and robust [69,158,159] when (a) sufficient training data is available,

and (b) independence assumptions of its constituent features have been satisfied.

The näıve form of Bayes’ rule for a binary class problem defines the likelihood of

observing class ω+1 given the multivariate feature vector F(c) as,

P (ω+1|F(c)) =
P (ω+1)p(F(c)|ω+1)

P (ω+1)p(F(c)|ω+1) + P (ω−1)p(F(c)|ω−1)
, (10.4)

where the prior probabilities of occurrence of the two classes are P (ω+1) and P (ω−1),

and p(F(c)|ω+1) and p(F(c)|ω−1) represent the a priori class conditional distributions

of F(c). Estimation of p(F(c)|ω+1) and p(F(c)|ω−1) is difficult when F(c) is of high

dimensionality. Dimensionality reduction methods such as independent component

analysis [160] (ICA) allow for reduction of the number of components of the feature

vector F (of dimensionality N) to a vector φφφ = {φ1, . . . , φM} (of dimensionality M ≪

N). This is done by calculating a linear transformation φφφ = WF such that each

dimension of the resulting φφφ is statistically independent. The independence between the

dimensions means that the corresponding class conditional probability can be written

as a product of the component probabilities for each dimension. Thus for any sample

c ∈ C,

p(φφφ(c)|ω+1) = p(φ1(c)|ω+1) . . . p(φM (c)|ω+1)) =

M∏

i

p(φi(c)|ω+1). (10.5)

The M independent components φi(c) of pixels c ∈ ω+1 are used to generate M

a priori distributions p(φi(c)|ω+1) for the target class ω+1, while pixels c ∈ ω−1 are

used to generate distributions for class ω−1. The a posteriori probability distribution

P (ω+1|φφφ(c)) of observing class ω+1 for the linearly independent feature vector φφφ(c) at
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each pixel c ∈ C can now be expressed as,

P (ω+1|φφφ(c)) =
P (ω+1)

∏M
i p(φi(c)|ω+1)

P (ω+1)
∏M

i p(φi(c)|ω+1) + P (ω−1)
∏M

i p(φi(c)|ω−1)
. (10.6)

The probabilistic result of näıve Bayes’ classification is denoted hBay(c) = P (ω+1|φφφ(c)) ∈

[0, 1].

Support Vector Machines (SVMs)

The SVM algorithm [117] is one of the most popular classifier schemes for medical

imaging and CAD applications [32,34,52,83–86]. This classifier makes use of the “kernel

trick” [117] wherein data is projected into higher dimensions within which a hyperplane

can be found to separate the classes. While SVMs are powerful, non-linear classifiers,

they require significant training and tend to be computationally expensive [161].

Instead of minimizing an objective function based on the training samples, SVMs

focus on the training examples that are most difficult to classify. These “borderline”

training examples are called support vectors. The general form of the decision function

of the SVM classifier for a new test sample d is given by,

V (d) =
n∑

u=1

ξul(cu)K(F(d),F(cu)) + b, (10.7)

where F(cu), u ∈ {1, 2, ..., n}, denote the support vectors, ξu correspond to weights

(model parameters) for F(cu), K(·, ·) is a positive definite symmetric function called

the kernel function, and b is the bias. Both bias and model parameters are estimated

on training data. The kernel function K(·, ·) defines the nature of the decision surface.

In our implementation, the popular radial basis function was used, K(F(c),F(d)) =

e(−λ||F(c)−F(d)||2), where λ is a real number that normalizes the inputs.
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The decision function V (c) resulting from Equation 10.7 defines a hard SVM clas-

sification result where,

hSVM (c) =





1 when V (c) > 0,

0 otherwise.

(10.8)

Decision Trees (DTs)

Decision trees are a popular algorithm for machine learning [73–75, 118] in that they

provide an easily interpretable model of the data. They are generally robust and effi-

cient, though their generalizability reduces as additional features are included within

the model. More and more, DTs have begun to be used in conjunction with ensemble

algorithms [73–75], rather than as a stand-alone classifier as this tends to improve their

stability and generalizability.

The most popular DT is the C4.5 classifier [118]. The rules generated by this

approach are in conjunctive form such as “if X and Y then Z” where both X and Y

are the rule antecedents, while Z is the rule consequence. During training, the tree

rules are generated using an iterative selection of individual features that are the most

salient at each node in the tree. Every path from the root to the leaf is converted to

an initial rule by regarding all the conditions appearing in the path as the conjunctive

rule antecedents while regarding the class label held by the leaf as a rule consequence.

Tree pruning is then done by using both greedy elimination and minimum description

length rules [118], which remove antecedents that are not sufficiently discriminatory.

The final result of the DT algorithm is a hard classification hDT (c) ∈ {0, 1}.

Bagging

Bootstrap Aggregation (Bagging) was first proposed by Brieman [38] in order to over-

come issues with the stability of classification procedures (which can cause erroneous

results). Since its introduction, bagging has offered a relatively simple way of im-

proving classifier model stability without requiring significant additional computation
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time [71,73,156]. The relatively näıve averaging approach adopted by bagging yields an

optimal performance when its component classifiers satisfy certain assumptions about

bias and variance.

The bagging algorithm consists of first generating multiple subsets of the original

data set via bootstrap sampling (with replication) i.e. for each trial t ∈ {1, 2, .., T},

a training subset St ⊂ C is sampled with replacement. Based on each bootstrapped

training set St, a component classification result hβt (c), ∀t ∈ {1, 2, .., T}, is generated for

all samples c ∈ (C −St), where β ∈ {QDA,Bay, SV M,DT}, corresponds to the learn-

ing algorithm used to construct the classifier. The bagged classification result hBag,β(c)

is typically obtained as the majority vote of the classification decisions across the T

component learners hβt (c). Bagging improves classification accuracy by exploiting the

variance in the component learners [116], and will thus improve in classification accuracy

only if perturbing the training sets can cause significant changes in the corresponding

predictions. The bagged classification result is given as,

hBag,β(c) =
1

T

T∑

t=1

hβt (c) ∈ [0, 1], β ∈ {QDA,Bay, SVM,DT}. (10.9)

Boosting

Boosted ensembles [34, 71, 73] refer to a category of classifiers that iteratively weight

misclassified instances with the objective of ensuring they are classified correctly [39].

While boosting adds significantly more computational complexity compared to bagging

and can be considered to be susceptible to outliers [75], its targeted approach ensures

that it reduces over-fitting significantly [40]. This has led to the development of different

variants of the boosting algorithm [39, 70, 151, 162] to address these problems. In this

study, two popular variants of the boosting strategy are considered – Adaboost [39] and

Probabilistic Boosting Trees [151].
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Adaboost

Freund and Schapire proposed an adaptive boosting algorithm (AdaBoost) [39], wherein

the goal was to significantly reduce the learning error of any algorithm (called a “com-

ponent learner”) whose performance is a little better than random guessing. Unlike

bagging [38], boosting maintains a weight for each training instance – the higher the

weight, the more the instance influences the learned classifier at each iteration.

In the following description, wt,c denotes the weight of training instance c ∈ Rt at

trial t, t ∈ {1, 2, .., T}. In essence, this training set Rt comprises n samples, but each

sample c ∈ Rt is described by Z < N features i.e. the feature space is sub-sampled

to construct a training subset. Initially for every c ∈ Rt, w1,c=
1

|R1|
. At each trial

t ∈ {1, 2, .., T}, a component classifier hαt (c), α ∈ {QDA,Bay, SV M}, is constructed

from the given instances c ∈ Rt under the distribution wt,c. The error ǫt of this classifier

is also measured with respect to the weights and is the sum of the weights of the training

instances that are misclassified by hαt (c). At each iteration, the weights of samples in

the training dataset are changed based on the performance of the classifiers that have

been generated thus far. Thus, the weight vector for the following trial (t + 1) is

generated by amplifying wt+1,c for c ∈ Rt+1 such that hαt+1(c) classifies correctly by the

factor γt=
ǫt

1−ǫt
. The weights are re-normalized so that

∑
cwt+1,c=1. When ǫt ≥ 0.5,

the trials are terminated. The final classifier is obtained as a weighted combination of

the decisions of the individual component learners.

In this work, Adaboost was implemented in conjunction with the QDA, näıve Bayes,

and SVM classifiers. The probabilistic boosted classifier hBoost,α is obtained as,

hBoost,α(c) =

T∑

t=1

hαt (c)log(
1

γt
) ∈ [0, 1], α ∈ {QDA,Bay, SV M}. (10.10)

Probabilistic Boosting Trees

The PBT algorithm [151] directly integrates Adaboost [39] into the construction of the

decision tree to allow for the computation of weighted probabilistic decisions for difficult

to classify samples. This is done by iteratively generating a tree structure of length L
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in the training stage, where each node of the tree is boosted with T weak classifiers.

During testing, the conditional probability of the object c ∈ C is calculated at each

node based on the learned hierarchical tree. A discriminative model is obtained at the

top of the tree by combining the probabilities associated with propagation of the object

at various nodes, yielding a posterior conditional probability of the sample belonging

to ω+1, h
Boost,DT (c) = p(ω+1|F(c)) ∈ [0, 1].
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