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The effect of low pressure on the behavior of fires is very important to the study of fire safety in the aviation industry. This thesis explores the effect of low pressure on different components of flammability at low pressures, like those encountered at high altitude. An experiment was setup to measure the time to ignition, the mass flux at ignition, as well as the steady burning mass flux for different pressures and oxygen concentrations. The test measured the mass loss, oxygen consumption, soot production and average flame temperature. A square sample of PMMA was burned under different external heat fluxes, total pressures and oxygen concentrations. The experiments were compared to analytical expressions, to try to understand how pressure and oxygen concentration affect the behavior of a fire. Low pressure environment reduced
the ignition delay time, indicating a sample is more prone to ignition at lower pressure. On the other hand, the sample showed a reduction of steady burning mass flux, indicating the fire is less intense at lower pressure. The results show a good agreement with the analytical analysis.
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Chapter 1

Introduction

1.1 Motivation

For the most part of our daily lives the effect of atmospheric pressure is largely irrelevant; hence we take it for granted that the pressure stays constant. As such the majority of the fire tests, and the regulation that are based on those tests are usually limited to the standard atmospheric pressure of 1 atm (101.3 kPa). The atmospheric pressure is not constant though, once you move above or below the sea level.

The relation for pressure versus altitude can be simply derived from the fact that at a hydrostatic equilibrium the change in pressure over an infinitesimal change in altitude, must be balanced by the gravitational force acting on it. This can be represented as a differential equation of the form:

\[ \frac{dp}{dz} = -\rho g \]  \hspace{1cm} (1.1)

where \( P \) is the pressure, \( \rho \) is the air density, \( g \) is the gravitational acceleration, and \( z \) is the altitude. From an ideal gas law the relation is

\[ P = \rho RT \]  \hspace{1cm} (1.2)
where $T$ is the temperature and $R$ is the gas constant. Substituting Eq. 1.1 into Eq. 1.2 and solving for pressure gives:

$$P = P_0 \exp\left(-\frac{gh}{RT}\right)$$  \hspace{1cm} (1.3)

where $h$ is the altitude and $P_0$ is the pressure at the sea level. Substituting $15 \, ^\circ \text{C}$ ($288 \, \text{K}$) for $T$, $101.3 \, \text{kPa}$ for $P_0$, and $286.9 \, \text{J/kg}$ for $R$, gives the pressure at a given altitude. The resulting values for the variation of pressure with altitude are shown in Fig. 1.1.

There are several cities around the world with populations of more than 600,000 that are located one mile above sea level and higher. Denver (USA), with an altitude of 1 mile (1609 m) has an atmospheric pressure of 0.83 atm, La Paz (Bolivia), has an altitude of 3,697 m and pressure of 0.64 atm, and Mexico City, located 2237 m above sea level with the atmospheric pressure of 0.76 atm [1].

Another condition where material might encounter low pressure environment is in an airplane. Several regulatory authorities performed fire test that showed that a hidden fire left unattended could become uncontrollable within 8-10 minutes [2]. The same studies have shown that the crew only had 15-20 minutes to land the airplane, before catastrophic damage occurred [2]. National transportation safety board commissioned FAA to investigate fire suppression systems in cargo airplanes. This was after a February 7, 2006 accident, when a UPS McDonnell Douglas airplane had to perform emergency landing after smoke was detected in the cabin [3]. Currently the FAA-accepted method for controlling
fires on cargo airplanes is to turn off the ventilation and then depressurize the cargo hold. The effect of pressure on fires is not well understood, and given that fires can occur at any altitude the effect of pressure should not be neglected.

1.2 Background

Tewarson (2000) investigated the effect of increased pressure and oxygen concentration on the flame heat flux [4]. An increase in flame heat flux is proportional to the mass loss, and hence it’s a good representation of the intensity of the fire. He concluded that the pressure plays a more important role in fires compared with oxygen concentration. He ran tests for pressures ranging from 1 to 38 atm and saw a tenfold increase in the flame heat flux. At 35 % of oxygen the heat flux reached a peak value, and hence no further increase in flame heat flux was observed. Frey and T’ien (1976) showed how the flame spread rate is reduced with pressure, but the pressure dependence decreased with an increase in molar fraction of oxygen [5].

Test performed on flame spread were performed by McAlevy and MaGee (1969) [6]. Their tests showed that the flame speed is controlled by a gas phase physical process of heat and mass transfer, and specifically it is a function of molar fraction of oxygen and pressure. Their relation relates pressure $P$ and molar fraction of oxygen $Y_{ox}^{m}$ to flame spread velocity $V$ and is given by:

$$V \propto (PY_{ox}^m)^\beta$$  \hspace{1cm} (1.1)
where $m$, and $\phi$ are constants. McAlevy and MaGee (1965) determined $m$ and $\phi$ to be 3 and .82 respectively, suggesting that the velocity decreased with pressure and similarly with a decrease in oxygen concentration, but at a much higher rate for the latter. Therefore the effect of oxygen concentration plays a much larger role. West (1997) studied the effect of oxygen enrichment in reduced pressure environments [7]. West showed a decrease in the burning rate of paper and clothing at higher altitudes, but if the partial pressure was maintained constant as the altitude increased the burning rate increased. This again suggests that the oxygen plays a more important role in the burning behavior of flammable materials.

Nakaura et al. (2009) investigated the flame spread on electrical wires in reduced pressure environments [8]. His findings are contradictory to those by McAlevy and West (1965), where the pressure reduced flame spread. He tested NiCr and Fe wires coated in polyethylene and pressures ranging from 20 to 101 kPa. The tests showed that the flame spread increased as the pressure was lowered for the NiCr wire, but stayed relatively constant for the Fe wire. Nakamura noticed the flame became shorter and wider at lower pressure, causing it to wrap around the wire. Nakamura surmised that, since the surface area of the wire exposed to the flame increased, that the net heat transfer back to the sample was larger.

There is very limited amount of research done on the formation of soot at low pressure and oxygen concentration. Studies done at pressures above atmospheric (Roditcheva and Bai (1997)) suggest an increase in soot formation
with an increase in total pressure [9]. This phenomenon is thought to occur due to an increase in density and hence increase in soot precursor species concentration, resulting in an increase in a soot surface growth rate. Another consideration involves the increase in the residence time, with increase in pressure, of soot precursors in the hotter portion of the flame resulting in the relatively slow soot formation chemistry to take effect and form more soot particles. The production of soot in flame contributes to an increase in flame heat flux through the re-radiation of energy from the soot particles back to the burning sample. Beltrame et al. (2001) noticed a 400% increase in soot production when increasing oxygen concentration by 21 to 30% oxygen concentration for methane flames showing that soot production is proportional to oxygen concentration, but Tewarson (1981) shows that the effect of oxygen on soot production is dependent on the material being burned [10][11].

Ignition studies at reduced pressure have been performed by McAllister et al. (2010) and showed a decrease in time to ignition with reduced pressure [12]. She concluded that as the pressure is decreased the convective heat losses were also decreased, and hence allowing the material to reach the ignition temperature faster. The results showed a u-shape dependence of ignition time with pressure. At higher pressure the convective heat loss played a dominant role, but as the pressure reduced the chemical kinetic effects became important and the time to ignition started to decrease with further decrease in pressure. The ignition results suggest that since the flame spread rate is inversely related to time to ignition, i.e. the flame spread rate should increase with a decrease in
pressure. This could be due to the increase in flame stand-off distance resulting in lower heat flux from the flame [13].

1.3 Objective

The purpose of this thesis is to obtain burning rate measurements for PMMA at different pressure, in order to be able to predict the behavior of fires in low pressure environments. Since fires can occur in low pressure environments a fundamental understanding of the physical processes controlling their behavior needs to be researched. An analytical approach will be used to model the different components controlling the fires and is compared to the experimental results. The tests were done in a vacuum chamber at reduced pressure to simulate high altitude conditions. The theoretical analysis will allow for a deeper understanding of the physics involved in the burning process, and how pressure affects them.
Figure 1.1 Pressure variation at different altitudes.
Chapter 2

Experimental Setup and Procedure

All experiments were performed under the supervision of the Federal Aviation Administration’s research and development group for fire safety. The FAA pressure modeling facility is located at the William J. Hughes Technical Center within the Atlantic City airport, New Jersey. The tests were performed with a mass loss calorimeter that was placed inside a 10 cubic meter pressure vessel shown in Fig. 2.1. The tests were designed to measure the mass loss, and oxygen consumption, during steady burning of PMMA samples at pressures ranging from 0.18 atm to 1 atm. The samples in these tests were exposed to external heat fluxes, anywhere from 10 to 75 kW/m². The tests were repeated for oxygen concentrations between 12 to 21 %, but only for external heat flux of 16 kW/m². Soot yield and flame temperature measurements were taken at three different heat fluxes, where the only variable was the pressure.

2.1 Pressure modeling facility

The pressure vessel has the capability to simulate pressures up to 48,000 feet and maintain a flow through rate of 7 liters per second (lps). The system is connected to an air supply system and the flow rate can be adjusted to a specified setting. All the tests had been performed with a flow rate of 7 lps corresponding to a minimum flow rate required to maintain oxygen consumption within the control volume below 10%. The mass loss calorimeter was then placed
inside a 1 cubic meter container within the pressure vessel where the local oxygen concentration could be varied. The airflow enters through the bottom of the container via a ½ inch pipe perforated every 1 cm. The air exits through the top of the container via a 3 inch pipe, expelling the exhaust gas into the inside of the pressure vessel. The air is then removed via a vacuum pump to the outside. The air within the container is maintained at a specified oxygen concentration. The container is open to the inside of the pressure vessel at the exhaust port. The nitrogen was produced using a Floxal nitrogen generation system manufactured by Air Liquide. The nitrogen was mixed with the house air to produce gas mixtures with oxygen concentrations below 21 %.

All tests were monitored via a closed circuit TV system, and recorded with a commercial FS100 Canon camera.

2.2 Mass loss calorimeter

The main instrument used to measure the mass loss during flaming combustion was the mass loss calorimeter (Fig. 2.2). The calorimeter consists of a balance, a cone shaped heater, a shutter, and a spark igniter. The balance is connected to a PC were the mass as a function of time can be stored for the duration of the test. The balance is capable of measuring weights to within 10 milligrams. The cone heater, located 10 cm above the sample surface, can generate heat fluxes up to 75 kW/m². While the heater is ramped up there is a shutter separating it from the sample to prevent the sample from heating up before the test begins. When the test begins the shutters opens and the igniter is placed 13 mm above the surface as per ASTM E 1354 standard [14]. Both the
shutter and the igniter are triggered remotely. All the data was captured using custom software part of the MLC. The software and hardware were manufactured by Govemark.

2.2.1 Mass loss

One of the most effective ways to measure the intensity of a fire is to monitor the amount of fuel being consumed, as a larger fire needs more fuel to sustain itself. Since mass loss is proportional to the amount of energy released, a mass loss measurement will provide insight into the strength of the fire.

A load cell, placed under the flaming sample continuously monitors the mass as a function of time. The balance was accurate to within 10 milligrams. The balance was calibrated using the sample holder to access the zero value for mass, and a 454 gram mass for the secondary point. The line than can be then drawn from those two points to give a correlation between the voltage and mass.

An example of a single test can be seen in Fig. 2.3. The data is characterized by an initial, small decrease in sample mass, followed by a sudden jump at the onset of flaming ignition. Following the onset of ignition the sample reaches steady state burning represented by a constant slope line. Once the sample runs out of fuel, or can produce a critical mass flux, the flame goes out and the test is over.

2.2.2 Mass loss rate

Since the mass flux is the most relevant value for the purpose of fire research, the numerical derivative of the mass loss data was needed. The
derivative was calculated using a 5 point central difference scheme, as recommended by ASTM E-1354 [14]. The data was further smoothed using a linear, 21-point Savitzky-Golay filter in Matlab. The data, before and after smoothing, can be seen in Figs. 2.4 and 2.5, respectively.

The mass loss rate data is characterized by a sudden jump at ignition, followed by steady burning. When the heat finally reaches the insulation at the back of the sample there is a sudden jump in mass loss rate, followed by a sudden decrease. When the flame reaches the insulation at the back of the sample, it allows for more energy to be transferred to vaporizing the fuel, thereby temporarily increase the mass loss rate. For the purpose of this study the mass loss rate of interest occurs right before the ignition, termed critical mass flux at ignition, and the steady burning mass loss rate.

2.2.3 Oxygen consumption calorimeter system

The mass loss calorimeter was placed inside a closed container (Figure 2.6), inside the vacuum chamber, so that the amount of oxygen consumed by the fire can be measured. This allows for the heat release rate to be calculated, giving an indication of the intensity of the fire. A sample tube was placed in the exhaust, which extracted an air sample. The 3.175 mm tubing was made of copper for the first 2 m, and vinyl for the other 3 m. The sampled air was then brought up to ambient pressure via a Heathrow Scientific vacuum pump. A Teledyne cell B1 oxygen sensor measured the oxygen partial pressure, giving a relative amount of oxygen being consumed. The sensor was wired to an amplifier where the signal strength was stepped up, increasing the signal to noise ratio. A LabVIEW data
acquisition system was used to collect the data. A LabVIEW calibration file was written to convert voltage to the corresponding oxygen concentration. The calibration was done using two points, which were then fitted with a line. One point was at zero, corresponding to zero oxygen concentration, and the other was at ambient concentration. A program was written in Labview allowing for the data to be recorded and stores in text files. The flow-through rate was kept constant at 15 cfm (7 liters per second).

A Whatman grade epm 2000 paper filter was used for the tests. It achieves particle retention rate of 98% for particles larger than 2 μm. The filter was placed in-line with the sampling tube for the duration of the test. The change in mass of filter before and after the test gave a relative soot production between tests for different pressures.

2.2.4 Heat release rate

Another way to characterize the magnitude of a fire is using an oxygen consumption calorimetry. The basic principle originates from Thornton (1917) [15]. He discovered that for a complete combustion there is a constant amount of heat release per unit mass of oxygen consumed. Huggett(1980) extended the theory to organic solids and showed that the heat released per unit mass of oxygen is about 13.1 MJ kg\(^{-1}\) [16]. Given that the value of 13.1 is obtained from complete combustion, according to Babrauskas (1992) it can be used in practical application to within 

\(+5\% [17].\)
An example of an actual test can be seen in Fig. 2.7. Once the oxygen consumption is known the heat release rate can be obtained from Eq. 2.1 [17].

\[ \dot{q} = E \left[ \frac{Y_{O_2}^A - Y_{O_2}^A}{1 - Y_{O_2}^A} \right] \cdot \dot{m}_a \cdot \frac{M_{O_2}}{M_{air}} \]  

(2.1)

where \( \dot{q} \) = Rate of heat release (kW), \( E \) = Heat released per \( O_2 \) consumed (13.1 MJ-kg\(^{-1}\) of \( O_2 \)), \( M_{air} \) = Molecular weight of the incoming air (kg kmol\(^{-1}\)), \( M_{O_2} \) = Molecular weight of oxygen (kg kmol\(^{-1}\)), \( \dot{m}_a \) = Mass flow rate of the incoming air (kg s\(^{-1}\)), \( Y_{O_2}^A \) = Mole fraction of incoming oxygen and \( Y_{O_2}^A \) = Mole fraction of oxygen at the exit. The output form Eq. 2.1 can be seen in Fig. 2.8. The results were smoothed using a Savitzky-Golay filter in matlab.
2.3 Sample preparation

The test was designed to measure a 1-D burning rate for 10 cm x 10 cm sample of PMMA (Plexiglass-G). The sample is placed 10 cm below the cone heater, which has been set beforehand to a specific heat flux using a Gardon gauge. The sample material was then wrapped in an aluminum foil, in the hope of preventing the material from dripping out, while leaving the top surface exposed. A 2 inch layer of Kaowool material was placed in the back of the sample to minimize heat losses. The procedure for sample preparation can be seen in Fig. 2.9.

2.4 Experimental Procedure

Two separate programs were used to obtain the mass loss and oxygen consumption data. A program was written in Labview to collect and save the oxygen consumption data. The sampling rate was 500 data points per second. The mass loss data was collected using the data acquisition written by Govmark that came with the hardware.

Once the sample was placed on the balance, the container holding the mass loss calorimeter was closed followed by the entire pressure vessel. The soot filter was weighted and then placed before the sampling pump. The pressure inside the vessel was manipulated using a flow controller located before the vacuum pump. Once the desired pressure was set the pump was turned on. It took 5-10 minutes for the pressure to reach the desired setting, depending on the strength of the vacuum required. The cone heater and the air supply were turned on at about the same time. Once the system reached steady state, which usually
happened within 10 minutes of the whole system being turned on, the data acquisition system began capturing data. When the shutter opened the spark igniter was moved into place above the sample surface. This process can be seen in Fig. 2.10. Time to ignition was noted once the sample reached sustained burning and the test proceeded until the flame extinguished. The soot filter was then weighted again and compared to the original to figure out the soot production during the entire test. In order to make sure that the moisture produced during the combustion didn’t affect the results, the filter was dried for a day in a convection oven at 75 C, before and after the test. This was done for several representative tests, but it had no effect on the final result. Therefore the rest of the tests were performed without the drying process.
Figure 2.1 FAA pressure modeling facility.

Figure 2.2 Standard mass loss calorimeter.
Figure 2.3 Mass loss for PMMA at 0.68 atm with 10 kW/m\(^2\) external heat flux.
Figure 2.4 Mass loss rate for 0.68 atm with a 16 kW/m² external heat flux.
Figure 2.5 Mass loss rate for 0.68 atm at 16 kW/m$^2$ external heat flux, smoothed using a linear 21 point Savitzky-Golay filter.
Figure 2.6 a) Front view. b) Side view. Enclosure holding the mass loss calorimeter, with an air supply fed through the bottom and exhausted out the top.
Figure 2.7 Oxygen consumption measurement at 0.68 atm with 16 kW/m$^2$ external heat flux.
Figure 2.8 Heat release rate calculated from oxygen consumption.
Figure 2.9 a) Sample is wrapped in an aluminum foil to prevent spillage. b) The insulation material is placed in the holder to reduce the heat transfer at the back surface. c) The sample is placed in a steel holder.
Figure 2.10 a) The system configuration before the test begins. b) The test begins. The shutter is opened and the igniter is moved above the sample.
Chapter 3

Theory

3.1 Ignition delay time

Ignition of a solid can be characterized by three distinct processes that together contribute to the total ignition time [18]. Initially the sample has to be brought up to the vaporization temperature generating combustible gases. The second step involved the transport and mixing of the fuel and the oxidizer. The last step is the time necessary for the mixture to go into thermal runaway. Step 2 and 3, termed the mixing time and chemistry time, are usually orders of magnitude smaller compared with the pyrolysis time [18].

If the sample is of sufficient thickness, it can be approximated as a semi-infinite medium using the following equation:

$$\rho c \frac{dT}{dt} = k \frac{d^2T}{dx^2}$$

(3.1)

with boundary conditions for a constant heat flux at the surface:

$$-k \frac{dT}{dx} = q''$$

(3.1a)

$$T = T_\infty \quad x \to \infty$$

(3.1b)

and initial condition:

$$T = T_\infty \quad t = 0$$

(3.1c)
The solution can be found in most heat transfer textbooks as [19]:

$$T(x, t) - T_\infty = \dot{q}''\left[\frac{2\sqrt{\pi}}{\sqrt{kpc}} e^{\left(-\frac{x^2}{4\alpha t}\right)} - \frac{x}{k} \left(1 - \text{erf}\left(\frac{x}{2\sqrt{\alpha t}}\right)\right)\right]$$

(3.2)

where \(x\) is the distance below the surface and \(\alpha = k/c\rho\) is the thermal diffusivity. 

\(T_\infty\) is the ambient temperature, \(k\) is the thermal conductivity, \(c\) is the specific heat and \(\rho\) is the density. At time \(t_{ig}\) the temperature at \(x=0\) becomes the ignition temperature \(T_{ig}\). Eq. 3.2 now simplifies to:

$$T_{ig} - T_\infty = \frac{2\dot{q}''\sqrt{\rho t_{ig}}}{\sqrt{kpc}}$$

(3.3)

Eq. 3.3 can be rearranged in the following manner:

$$\frac{1}{\sqrt{t_{ig}}} = \frac{\dot{q}''}{\text{TRP}}$$

(3.4)

where:

$$\text{TRP} = \left(\frac{\pi}{4} k\rho c\right)^{\frac{1}{2}} \left(T_{ig} - T_\infty\right)$$

(3.5)

TRP is called the thermal release parameter, and is very useful in assessing the resistance of a material to fire propagation. \(\dot{q}''\) is the net heat flux to the surface and is defined as:

$$\dot{q}'' = \dot{q}''_{e} - \sigma(T_{ig}^4 - T_\infty^4) - h_c \left(\frac{T_{ig}-T_\infty}{h_c} + \frac{\dot{q}''_{py}}{h_c}\right)$$

(3.6)

Where the \(\dot{q}''_{e}\) is the external heat flux, \(\sigma\) is the Boltzmann constant, \(\dot{q}''_{py}\) heat loss due to pyrolysis gases being given off, \(h_c\) is the convective heat transfer
coefficient (James G. Quintiere suggested adding $q_{py}'$ to Eq. 3.6, personal communication). The last two terms in Eq. 3.6 are termed critical heat flux (CHF), which is the minimum flux that will allow for the fire to initiate [20]. CHF is dependent on the test method and needs to be determined experimentally.

There are several unknowns in Eq. 3.6 that need to be addressed. $T_{ig}$ and $h_c$ are obtained from experimental data. $q_{py}'$ can be found from a physical understanding of what happens at the onset of flaming combustion, which is analogous to what happens at the lower flammability limit (LFL). Mass flux at ignition can be found from the following equation [18]:

$$\dot{m}_g'' = h_m(Y_F(0) - Y_{F,\infty})$$  \hspace{1cm} (3.7)

where $h_m$ is the mass transfer coefficient defined as the convective heat transfer coefficient divided by the specific heat of the gas at constant pressure, $Y_F(0)$ the concentration at the surface and $Y_{F,\infty}$ is the ambient concentration. At the onset of ignition the values are $Y_{F,\infty} = 0$ and $Y_F(0) = Y_{F,LFL}$. By knowing the heat of decomposition ($\Delta h_{py}$) of the material, the heat loss due to vaporization can be approximated with the following equation:

$$q_{py}' = \left(\frac{\Delta h_{py}}{\Delta R_c}\right) Y_{F,LFL} \Delta h_{py}$$  \hspace{1cm} (3.8)

Mass fraction of fuel ($Y_{F,LFL}$) at LFL can be approximated by assuming that all the chemical energy released is equal to the sensible energy used to raise the temperature of the products of combustion [18]. The assumption results in the following equation:
where $\Delta h_C$ is the heat of combustion. $T_{F, crit}$ is the adiabatic flame temperature at the LFL [18]. Combining Eqs. 3.8 and 3.9, the last term in Eq. 3.6 can be approximated by the following:

$$\frac{q_{py}^n}{h_C} = (T_{F, crit} - T_{\infty}) \frac{(\Delta h_{py})}{(\Delta h_C)}$$  \hspace{1cm} (3.10)

### 3.2 Critical mass flux

Another important parameter in understanding combustion of solids is the critical mass flux at ignition. It can be found using the mass transfer theory for $Pr$ and $Sc = 1$, which is valid for air. Similarly to Eq. 3.8, the mass flux at ignition can be found by substituting $Y_{F, \infty} = 0$ and $Y_F(0) = Y_{F, LFL}$ into Eq. 3.7. Therefore mass flux at ignition is:

$$\dot{m}^n = \left(\frac{h_C}{c_p}\right) Y_{F, LFL}$$  \hspace{1cm} (3.11)

It has been shown that mass fraction at the lower flammability limit can be estimated using a critical (LFL) flame temperature. This assumption reduces to Eq. 3.11. Eq. 3.11 can be used to find the limiting oxygen mass fraction ($Y_{O_2,lim}$) by replacing it with the fuel mass fraction and replacing the heat of combustion with the heat of combustion per unit mass of oxygen ($\Delta h_{O_2}$).

### 3.3 Burning rate

Performing a simple energy balance on the surface of a burning sample results in the following equation:

$$Y_{F, LFL} \Delta h_C = c_p (T_{F, crit} - T_\infty)$$  \hspace{1cm} (3.9)
\[
\dot{m}'' L = q''_{\text{ext}} + \dot{q}''_{\text{flame}} - \varepsilon \sigma T_v^4
\]

(3.12)

where \( \dot{m} \) is the mass loss rate, \( L \) is the heat of gasification accounting for the sensible heat and the heat of vaporization, \( q''_{\text{ext}} \) is the external heat provided by the cone heater, \( \dot{q}''_{\text{flame}} \) is the flame heat flux, including the convective and radiative terms. The last term in Eq. 3.12 accounts for radiative losses, where \( \varepsilon \) is the emissivity, \( \sigma \) is the Boltzmann constant and \( T_v \) is the surface (vaporization) temperature of the sample. Rearranging Eq. 3.12 in the format of “y=mx+b” allows for the extraction of flame heat flux and the heat of gasification.

\[
\dot{m}'' = \left( \frac{1}{L} \right) q''_{\text{ext}} + \left( \frac{\dot{q}''_{\text{flame}} - \varepsilon \sigma T_v^4}{L} \right)
\]

(3.13)

Eq. 3.13 shows that by taking the slope of the mass flux versus the external applied heat flux you can extract the heat of gasification. The flame heat flux can be extracted from equating the last term of Eq. 3.13 to the y-intercept.

For steady, 1D burning with purely convective heating the mass loss rate can be derived from gas phase combustion, resulting in [18]:

\[
\dot{m}'' = \frac{h}{c_p} \ln(1 + B)
\]

(3.14)

where \( h \) is the convective heat transfer coefficient, \( c_p \) is specific heat of the gas and \( B \) is the Spalding Transfer Number given by

\[
B = \frac{Y_{O_2} \Delta h_c / r - c_p (T_v - T_x)}{L}
\]

(3.15)
In Eq. 3.15 $Y_{O_2,\infty}$ is the oxygen mass fraction, $\Delta h_c$ is the heat of combustion, $r$ is the stoichiometric oxygen to fuel mass ratio, $T_\infty$ is the ambient temperature and $L$ is the heat of gasification. Quintiere suggests that Eq. 3.14 can be expressed similarly to Eq. 3.12 assuming that the radiative losses, the radiative component of the flame heat flux and the external heat-flux are known a priori [18]. The results are expressed in Eq. 3.16 [18].

$$m''L = \frac{h_c}{c_p} \left( \frac{\lambda}{e^\lambda - 1} \right) \left( \frac{Y_{O_2,\infty} \Delta h_c}{r} \right) \left( 1 - X_r \right) - c_p \left( T_v - T_\infty \right) + \dot{q}''_{f,r} + \dot{q}''_{e} - \sigma (T_v^4 - T_\infty^4) \quad (3.16)$$

$\lambda$ is defined as where $\lambda = c_p m'' / h_c$, and $X_r$ is the radiative fraction. Comparing Eq. 3.16 to Eq. 3.12 it can be shown that the flame heat flux $\dot{q}''_{flame}$ is composed of the radiative ($\dot{q}''_{r,flame}$) and convective ($\dot{q}''_{c,flame}$) components, where the convective component is defined as:

$$\dot{q}''_{f,c} = \frac{h_c}{c_p} \left( \frac{\lambda}{e^\lambda - 1} \right) \left( \frac{Y_{O_2,\infty} \Delta h_c}{r} \right) \left( 1 - X_r \right) - c_p \left( T_v - T_\infty \right) \quad (3.16a)$$

On the left hand side of Eq. 3.16 shows the energy needed for vaporization at steady state burning, while the right side shows the amount of heat flux being absorbed. Since both sides of the equation have the mass loss term, an iterative solution is needed. Taking a closer look at $(\lambda / e^\lambda - 1)$ it can be shown that as the mass flux away from the surface increases it causes the convective heat transfer coefficient to decrease. This term called the blocking factor acts to increase the boundary layer due to blowing caused by fuel vaporization. Since the induced
flow caused by the vaporization is in the opposite direction to the heat transfer it
decreases the amount of energy being transfer back to the surface.

Flame emissivity is approximated as [21]:

$$
\varepsilon = 1 - e^{\kappa L}
$$

(3.17)
The $\kappa$ is the effective soot emitter parameter, and $L$ is the path length. Assuming
a homogeneous gray mixture the path length can be approximated using a mean beam length ($L_{m,i}$) [21].

$$
L_{m,f} = 4 \frac{V}{A_S}
$$

(3.18)

$V$ is the volume of the flame and $A_S$ is the surface area. Approximating the flame
as a right cylinder emitting to its base, the mean beam length can be approximated with the following equation:

$$
L_{m,f} = 0.65 \left( \frac{l_f}{D} \right) D
$$

(3.19)

where $l_f$ is the flame length and $D$ is the effective flame diameter, given as:

$$
D = \frac{2}{\sqrt{R}} S
$$

(3.19)

$S$ is the length of one side of the square sample. The length of the flame is given
using a Heskestad flame length model as [22]:

$$
\frac{l_f}{D} = 0.23 \frac{q^2}{D} - 1.02
$$

(3.20)
where $\dot{q}$ is the heat release rate (HRR) in kW. $\dot{q}$ can be obtained from the mass loss rate as follows:

$$\dot{q} = \Delta h_C \cdot \dot{m}$$  \hspace{1cm} (3.21)

In the previous equation $\Delta h_C$ is the heat of combustion and $\dot{m}$ is the mass loss rate. The radiative flame heat flux scales can be expressed as follows:

$$\dot{q}_r^r = \sigma(T_{\text{Flame}}^4 - T_{\infty}^4)(1 - e^{\kappa L_{m,f}})$$  \hspace{1cm} (3.22)

where $\kappa$ is the flame emissivity, $L_{m,f}$ is the mean beam path length, and $T_{\text{Flame}}$ is the average flame temperature, defined as [18]:

$$T_{\text{Flame}} = T_\infty + \frac{0.5(\Delta h_C/r)}{c_p} \left(1 - X_r \right) Y_{O_2,\infty}$$  \hspace{1cm} (3.22a)

### 3.4 Pressure Dependence

There are two places in the previous analysis where the pressure has any effect. The first one comes in through the convective heat transfer coefficient, and the second one comes in through the emissivity of the soot. The emissivity of the soot is proportional to the soot volume fraction.

For laminar natural convection the average convective heat transfer is a function of the Grashof number, Eqs. 3.23-26 [23]. The pressure effect comes in through the density change, Eq. 3.25, and therefore it can be shown that the effect of pressure on the average heat transfer coefficient and conversely the mass loss varies as $P^{1/2}$. 
\[
\bar{h} = \frac{Nu_L k}{L} 
\]

(3.23)

\[
Nu_L = 0.15 (Pr Gr_L)^{1/4} 
\]

(3.24)

\[
Gr_L = \frac{g L^3 \rho^2 (\Delta \rho)}{\mu (\rho)} 
\]

(3.25)

\[h \propto P^{1/2} \]

(3.26)

The radiative component is also affected by the reduction in pressure. According to de Ris et al. (2000), the emissivity of the flame scales with pressure as \(P^2\) [24]. Therefore the radiative flame heat flux scales with pressure as:

\[
\dot{q}^\text{r}_f = \sigma (T_{\text{flame}}^4 - T_V^4)(1 - e^{\kappa_{\text{flame}}}) 
\]

(3.27)

Given that pressure and oxygen effects are now known a simpler relation can be formulated to show how mass loss is affected. The convective flux can be shown to be proportional to pressure and oxygen concentration:

\[
\dot{q}^\text{c}_f \propto P^{1/2} Y_{O_2,\infty} 
\]

(3.28)

For small values of \(K\) and \(l_{m,f}\), it can be shown that \((1 - e^{\kappa_{\text{flame}}}) \propto P^2\) and from Eq. 3.22a, \(T_{\text{flame}} \propto Y_{O_2,\infty}^4\), therefore:

\[
\dot{q}^\text{r}_f \propto (P^{1/2} Y_{O_2,\infty})^4 
\]

(3.29)
It can therefore be shown that if all other parameters are invariant with oxygen and pressure that the following relation should hold true:

\[ m'' - \frac{q_{net}'}{L} \propto (P^{1/2} Y_{O_2,\infty}) \]  

(3.30)
Chapter 4

Results and Discussion

4.1 Mass Flux

Although there have been many studies of combustion of PMMA at ambient conditions, not much has been done in a high altitude environment. Given that the materials that are found in an airplane will encounter low pressure environments on a daily basis, the standard testing methods may not be adequate. In order to be able understand the effect of low pressure environment a mass loss calorimeter was setup in a vacuum chamber capable of simulating altitudes up to 48,000 feet.

In order to be able to compare samples of different sizes the results for mass loss rate were divided by the cross-sectional area. This also allows for the experimental results to be compared with theory. The Initial step was to extract the heat of gasification from the experimental data. A 10cm x 10cm square PMMA sample was exposed to several different external heat fluxes. Eq. 3.13 shows that if the mass flux is plotted against the external heat flux the slope of the line is the inverse of the effective heat of gasification. Following this logic the mass flux was plotted versus external heat flux in figure 4.1.

The measured effective heat of gasification is 3.58 +/- 2 kJ/g. Tewarson (2002) found the heat of gasification to be 1.6 kJ/g [20], while Rhodes found his to be 2.77 kJ/g [26]. The large error associated with the calculated heat of
gasification is due to the uncertainty in the steady mass flux for external heat fluxes at 50 and 75 kW/m$^2$.

### 4.2 Mass Flux at lower pressure and oxygen concentrations

The samples were burned at pressures ranging from ambient to 0.18 atm. The resulting steady mass flux rate was plotted against pressure for different external heat fluxes in Fig. 4.2 a-c. The plots show a reduction in fire intensity at all levels of external heat fluxes. The most significant difference occurs at the lowest pressure where there is a threefold reduction in steady state mass flux. At 25 kW there is only a 26 % reduction, indicating that for a larger fire the pressure effect is limited.

For external heat fluxes of 50 and 75 kW/m$^2$, the sample did not reach steady burning. This is mainly due the fact that the sample burned up before the time required for steady burning to occur. A thicker sample would need to be tested to get a more certain result. The results presented here are for the average burning rate. The results for those heat fluxes can be seen in Figs. 4.3 a-d, where the mass flux is plotted versus external heat flux. The error bars are reflecting the uncertainty of the measurement, since the sample didn’t achieve steady burning. The average mass flux only showed a 15 % reduction between ambient and 0.18 atm.

Several tests were performed at different oxygen concentration ranging from 21 to 12 %, with external heat flux at 16 kW/m$^2$. The tests were repeated at different pressures and the results were plotted in Figs. 4.4 a-d. The plots show a
reduction in the mass flux at lower oxygen mass fractions, which is consistent with the fact that the flame temperature decreases at lower oxygen levels. The effect is diminished at the lowest pressure. There the heat flux from the flame is low enough that the temperature change associated with the oxygen level is not as relevant. It was also observed that the sample would not ignite below 16% oxygen. This is in contrast to the samples at ambient pressure where the sample ignited at 12% oxygen.

In chapter three a formulation was derived that showed a simple relation between external heat flux, pressure and oxygen concentration. The resulting equation was given by Eq. 3.25.

The formulation can be rearranged so that the left hand-side is only a function of the product of $P^{1/2}$ and $Y_{O_2,\infty}$. When the experimental data was plotted in this manner, all the data collapsed onto a single line. The results can be seen in Fig. 4.5.

The results for 50 and 75 kW were excluded as steady state mass loss was not reached. The plot in Fig. 4.5 shows a universal curve for all external heat fluxes, pressures and oxygen concentrations. The resulting curve was then fitted resulting in the following power law:

$$\dot{m}^* - \frac{q_{net}}{L} = 73.2 \left( P^{1/2} Y_{O_2,\infty} \right)^{1.4}$$

(4.1)

It was shown in chapter 3 that the convective term scales as $P^{1/2} Y_{O_2,\infty}$, and the radiative term as $\left( P^{1/2} Y_{O_2,\infty} \right)^4$. This suggests that the convective heat transfer
plays a more dominant role in the process, but at the same time radiation cannot be ignored. This particular scaling might work well for PMMA, but it’s unknown if the relation will hold for other polymers. Since the soot production will change, depending on the polymer, the resulting radiative component will change accordingly. It is also not clear whether the relation will hold above ambient conditions, since no tests were performed above ambient pressure or oxygen concentration.

4.3 Time to Ignition

Another important parameter that indicated material flammability is the time to ignition. This parameter can be considered a sum of three distinct steps that help contribute to the delay of ignition. Initially the solid has to be heated to a high enough temperature to cause pyrolysis gases to be given off [18]. The second step involves the transport of the fuel through the boundary layer and the mixing of the fuel with the oxidizer. The last time step involves the time it takes for the chemical to go into thermal runaway.

One way to plot the time ignition is versus the external heat flux. The results for ambient pressure are plotted in Fig. 4.6. The plot shows data that time to ignition raises exponentially with the reduction of the external heat flux. As shown before time to ignition can be calculated using the following equation:

\[
\frac{1}{\sqrt{t_{ig}}} = \frac{q''}{TRP}
\]  

(4.2)
If the data is plotted in this way it can be seen that the TRP is the inverse of the slope of the fitted line. The resulting plot can be seen in Fig. 4.7 giving TRP = 346 kW·s$^{-1/2}$/m$^2$. Knowing TRP, the only unknowns left in Eq. 3.1 are the Tig and the effect of decomposition $\dot{q}_{py}$.

The $\frac{\dot{q}_{py}}{h_c}$ term can be calculated using Eq. 3.10. $\Delta h_{py}$ and $\Delta h_c$ were measured and found to be 0.87 kJ/g [27], and 24.2 kJ/g [20], respectively. Similarly $T_{F, crit}$ is obtained experimentally and found to be 1300 °C [18]. The critical heat flux can now be found from the following equation:

$$\dot{q}_{cr} = \sigma(T_{lg}^4 - T_\infty^4) + h_c \left( (T_{lg} - T_\infty) + 48.5°C \right)$$  \hspace{1cm} (4.3)

Taking $T_{lg}$ to be 275 °C [29], $\dot{q}_{cr}$ is found to be 8.25 kW/m$^2$. Plugging Eq. 3.3 back into 3.1 it can be seen that the theory doesn’t represent the data very well. The major flaw of the model is its inability to account for the change in slope near the critical heat flux. Data in Fig. 4.6 suggests that the critical heat flux is around 10 kW/m$^2$, while Fig. 4.7 implies that the critical heat flux is less than 0. The theory, on the other hand, describes a line with a slope of 1/TRP and x-intercept at 8.25 kW/m$^2$.

The theory in Eq. 3.6 is therefore adjusted by a constant (James G. Quintiere, personal communication) giving:

$$\dot{q} = \dot{q}_e + C - \sigma(T_{lg}^4 - T_\infty^4) - h_c \left( (T_{lg} - T_\infty) - \frac{\dot{q}_{py}}{h_c} \right)$$  \hspace{1cm} (4.4)
where C is 15.8 kW/m$^2$. The experimental results versus the corrected theory are plotted in Fig. 4.8. In order to measure the repeatability, the tests were repeated 6-7 times for pressure of 0.18, 0.47 and 1 atm at 16 kW/m$^2$. The resulting spread was +/- 30 s, and was used to plot the error bars for the rest of the data.

Ignition delay times were measured alongside the mass loss rate. Time to ignition was plotted versus pressure in Fig. 4.9 for several external heat fluxes. Similarly to mass loss rate the effect of pressure on ignition delay time is diminished at higher external heat flux. The strongest effect can be seen for heat flux of 10 kW, where the ignition time decreases by 30% from 1 to 0.18 atm.

Since the majority of fire tests are performed at ambient conditions, the effect of pressure is usually not considered. But as shown above pressure does play a role in material flammability and must therefore be taken into account.

The equation for time to ignition derived in chapter 3 can be combined with the analysis of the heat transfer coefficient to try to develop a theory for the time to ignition at various pressures. As such Eq. 3.4 can be modified to account for the change in pressure as follows:

\[
\dot{q}'' = \dot{q}_e'' + C - \sigma(T_{ig}^4 - T_{\infty}^4) - h_c(P)^{1/2} \left(\frac{T_{ig} - T_{\infty}}{\frac{q_{py}}{h_c}}\right)
\]

(4.5)

where P is the total pressure and $P_{\infty}$ is the ambient pressure (14.7 psia). Eq. 3.5, when substituted back into Eq. 3.1, can now be used to solve for the time to ignition at different pressures. The comparison between the calculated and measured ignition times can be seen in Fig. 4.9.
The model shows good agreement with the results at higher external heat fluxes but fails below 16 kW/m$^2$. The theory does predict a reduction of the ignition delay time with a decrease in pressure, and that it trends with the one-half power with the pressure. Looking back at Fig. 4.7 it can be observed that close to the critical heat flux the experimental results suggest that the plot should curve down and intersect the x-axis at the critical heat flux of 8.25. This doesn’t happen with the theory, where a $\frac{1}{\sqrt{q_{ig}}}$ scaling is obtained. So although the theory works well for higher heat fluxes, the conditions close to the critical heat flux are not very well represented by this theory.

### 4.4 Mass flux at ignition

Piloted ignition of solids can be characterized by two phenomena, flashpoint and fire-point. Flashpoint is characterized by the conditions under which the pyrolysis products achieve the LFL, while fire-point corresponds to the condition where the flame can sustain itself. The fire-point is dependent on whether the heat flux from the flame is sufficient in raising the surface temperature, where enough pyrolysis gases are produced to sustain flaming combustion. In an open system these terms can be characterized by their mass fluxes, which can be measured. The empirical results for the fire-point suggest that it is the 1.87 times larger than the flashpoint [29].

Taking a closer look at Fig. 2.5, there is a subtle increase in mass flux before the sample ignites. There is a critical value for the fuel mass flux in order for the sample to reach ignition. McAllister et al. (2010) suggest that since the oxygen
mass flux changes with pressure, and LFL doesn’t, then the critical fuel mass flux at ignition would also change [12]. As the pressure goes down, density of air is lower, thereby reducing the amount of available oxygen per unit volume. This in turn lowers the amount of fuel needed to reach the lower flammability limit. Similar observations were observed by Fereres et al. (2011) in a horizontal, forced convection apparatus [30].

Since the ignition process takes several steps, there is a slight delay between the time the critical heat flux is achieved and the actual ignition. It can be seen in Fig. 2.5 that the mass flux is more or less constant for some duration before the sample ignites. An average of 20 points was therefore taken to calculate the mass loss rate at ignition. The results were plotted along-side Eq. 3.11, derived in chapter 3.

The resulting mass fluxes were compared to the theoretical results in Fig.4.11, showing good agreement. The plots show a slight decrease of the mass flux at lower pressures, which is consistent with the theory. It is another indicator that in a low pressure environment the material is more flammable.

4.5 Effective heat of combustion

Another important property of the system is that if mass loss and oxygen consumption can be measured at the same time, it can be used to measure the effective heat of combustion. Walters et al. (1997) measured the heat of combustion for many different polymers and showed a very good agreement with tabulated values obtained with bomb calorimeter [31]. The heat of combustion is
a material property and hence shouldn’t change with pressure. This is not necessarily a useless measurement as the efficiency of the combustion might change at different pressures. Since the HRR measurements using oxygen consumption assumes certain combustion efficiency, and any change would be reflected in the calculated heat of combustion.

An average of all the points between the peak value and 80 % of the peak value were taken for both mass flux and heat release rate. The resulting mean values were used to calculate the effective heat of combustion. The region of interest used to calculate the average can be seen in Fig. 4.12.

A Matlab program was written to calculate the averages and then calculated the effective heat of combustion using,

\[
\Delta h_c = \frac{\dot{m}}{HRR}
\]  

(4.6)

where \(\dot{m}\) is the average mass loss rate, and HRR is the heat release rate calculated using oxygen consumption calorimetry. The oxygen consumption measurement was taken for all the tests, and the resulting averages for different pressures were plotted in Fig. 4.13. The averages consist of ambient oxygen concentration as well as those at lower oxygen concentrations. The error bars show the scatter in the data. The actual heat of combustion, calculated using a bomb calorimeter is 24.2 kJ/g [20]. The error bars are +/- 5% [17], which is the accuracy of the method used. The data is overestimating the actual heat of combustion, but the relative change from tests at different pressures is mostly
unchanged. The heat of combustion should remain constant at different pressures, since it’s a material property. Therefore if there is any variation in the calculated heat of combustion at different pressure it would indicate that the combustion efficiency changed. This would be consistent with some visual observations that the flame became less sooty.

4.6 Soot Yields

Soot plays a very important part in the radiative heat transfer of the flame in a fire. A flame that is sootier is able to transfer more of its energy back to the sample surface, and increase the burning rate. A sample line was inserted in the exhaust stream of the setup, and a paper filter was used to collect the soot particles. The weighted soot accumulation was scaled with the total mass loss during the tests and the results are plotted in Fig. 4.15. The error bars are associated with the scatter of 2-3 repeated tests at 16 kW/m², for .18, .47 and 1 atm. The rest of the results are single tests, but since the scatter didn’t change much going from 1 to .18 atm, it was assumed that the scatter is about constant.

All the tests show a similar trend of reduced soot production at lower pressures. This results shows that the radiative term can’t be treated as a constant and has to take pressure variations into account.

It could be argued that the soot concentration in the exhaust stream is proportional with the soot volume fraction in the flame. Fitting the results for the soot yield vs pressure gives a power law relation between $P^{0.7}$ and $P^{1.22}$. This is
in contrast to $P^2$, which was argued using dimensional analysis by de Ris [24]. His results might still be valid for larger fires where the flames are turbulent.

4.7 Flame characteristics

4.7.1 Flame Color and shape

The color and the shape of the flame can provide some insight into how the flame is transferring energy back to the sample. A color change from a bright yellow to a dim blue color might indicate a reduction in soot production, hence reducing the radiative heat transfer to the sample surface. It was shown in chapter 3 that the convective heat transfer is proportional to $P^{1/2}$. Pressure is linearly proportional with density through the ideal gas law, therefore a reduction in pressure will also correspond to the reduction in density. Since density variation is the driving force for the convective heat transfer, a reduction in density causes a net decrease in the amount of energy transferred back to the sample.

Visual observation of the flames during the tests showed a substantial change in flame color, going from ambient to low pressure environments. The flame changed from being luminous and yellow to a dim blue color. The flame shape and profiles can be seen in Fig. 4.16.

The buoyancy effect is difficult to see in flame with no external heat flux. Since the mass flux is so small at low pressure, the flame can only be sustained close to the surface. When the sample was exposed to external heat flux of 50 kW/m$^2$, the buoyancy effect becomes more noticeable, as seen in Figs. 4.17. The
flame with no external heat flux transitions from turbulent to a laminar regime, at lower pressure. This is not as clear for the flame with an imposed external heat flux.

### 4.7.2 Flame Temperature

Since a temperature gradient is needed for heat transfer to proceed, any change in flame temperature will affect the burning behavior of the sample. Since the flame produces less soot at lower pressure, it will cause the flame to have lower radiative losses. This in turn should cause the equilibrium flame temperature to be higher. Due to the highly fluctuating nature of the flow, the best spot to measure the representative flame temperature was downstream inside the fully developed plume. Even then the fluctuations range around +/- 100 C.

Flame temperature measurements were taken using a K-type thermocouple. The thermocouple was placed 20 cm above the center of the sample for the duration of the test. The error bars in Fig. 4.17 with represent the temperature fluctuation, associated with the movement of the flame front across the thermocouple. The analytical expression for an average flame temperature in chapter 4, gives a value of 1050 C. This is within the margin of error for the measurements taken. According to the above results the average flame temperature stays relatively constant at different pressures.

### 4.8 Analytical Model

The simple analytical model, described in chapter 3, was implemented and compared to the data. The full explanation of the model is found in chapter 3.
The model needs several physical parameters that need to be inserted into the model for it to work. The convective heat transfer coefficient is taken to be 10 W/m$^2$-K [32]. de Ris (2000) measured K to be 1.3, and radiative fraction to be 0.34 [24]. The vaporization temperature was found experimentally to be 350-400 C [33]. The temperature used in the model was taken at 375 C. The only parameter that was modified was the heat of gasification. The only term that was not obtained experimentally was the heat of gasification. The value used was the one that gave the best fit, resulting in a value of 2.2 kJ/g.

Given that soot measurements were taken during some of the tests at different pressure, an attempt was made to use that trend in the model to simulate the variation of emissivity with pressure. The data suggests that soot varies linearly with pressure. The model was modified to incorporate this new scaling, and the results are as follows.

The model was solved and plotted in Matlab. The model uses a $P^{1/2}$ scaling for the convective heat transfer and $P$ scaling for the soot emissivity. The results are compared with the experimental data in Fig. 4.2 for different external heat fluxes. The model seems to track the data, but at the higher heat fluxes it overshoots the results. The main reason is that the heat of gasification was a lot smaller compared to the experimental results. The particular heat of gasification was chosen because it gave the closest fit of the data, and falls between the results from Tewarson (1976) and Rhodes (1996). Given that the points at higher heat flux exposures didn’t reach steady state burning, the uncertainty in those results is quite high. Further test at those heat fluxes need to be done to further
validate the model. The theory was then plotted versus pressure, Fig. 4.3, and oxygen mass fraction in Fig. 4.4. In both cases the theory is shown to be in very good agreement with the experimental results.
Figure 4.1 Experimental data fitted with a straight line, where the slope is the inverse of the heat of gasification.
Figure 4.2 Mass flux versus heat flux at, a) 1 atm, b) .47 atm and c) 0.18 atm.
Figure 4.3 Mass flux versus pressure at a) 10 kW/m$^2$, b) 12 kW/m$^2$, c) 16 kW/m$^2$ and d) 25 kW/m$^2$. 
Figure 4.4 Mass flux versus oxygen mass fraction at a) 1 atm, b) 0.68 atm, c) 0.47 atm and d) 0.18 atm.
Figure 4.5 The experimental results plotted versus the product of pressure and oxygen concentration.
Figure 4.6 Time to ignition versus external heat flux shows an asymptotic behavior close to the critical heat flux.
Figure 4.7 Ignition data for ambient condition fitted with a line.
Figure 4.8 Theoretical model corrected to fit the experimental results.
Figure 4.9 Comparison of theoretical analysis for time to ignition with the experimental results.
Figure 4.10 The method for calculating the mass flux at ignition. The mass flux was taken to be the slope of the mass loss data for 20 seconds before ignition.

Figure 4.11 Mass flux at ignition calculated using the average mass flux for 20 seconds before ignition.
Figure 4.12 Time interval used to calculate the average mass loss rate.
Figure 4.13 Effective heat of combustion calculated using oxygen consumption calorimetry.
Figure 4.14 Soot yields versus total pressure for a) 10 kW/m$^2$, b) 12 kW/m$^2$, and c) 16 kW/m$^2$ external heat flux. There is a clear decrease of soot yield at lower pressure for all cases.
Figure 4.15 Flame profiles for a) 1 atm, b) 0.68 atm, c) 0.47 atm and d) 0.18 atm. The flame changes color and decreases in size with the decrease in the total pressure.

Figure 4.16 Flame profiles at a) 1 atm and b) 0.18 atm show a distinct reduction in the buoyancy.
Figure 4.17 Average flame temperature plotted versus total pressure.
Chapter 5

Conclusion

The flammability of a material can be describe by how easily it ignites, how fast does the flame spread once its ignited, and how intense is the fire. The intensity of the fire can be quantified by measuring the mass loss rate, or by measuring the amount of oxygen consumed. In order to fully understand how flammable a material is, the environment in which it is used has to be considered. The variation of pressure with altitude plays an important role in the behavior of the fire and therefore cannot be ignored.

The effect of pressure on the mass loss rate during combustion is discussed in chapter 3. The pressure effect on convective heat transfer from the flame can be deduced from the Grashof number. It was shown that the convective heat transfer coefficient varies as the square root of power with pressure. The literature review suggested that the radiative heat transfer was controlled by the soot volume fractions. de Ris (2000) deduced that the soot volume fraction scaled a pressure squared \[23\]. The results for the soot yield, in chapter 4, suggested a linear relationship for the tests performed. The linear relation was used in the analytical model and the results yielded a good agreement with the experimental results.
Tests were also performed in a reduced oxygen environment at different pressures. It was observed that the intensity of the fire was lower at lower oxygen concentration. This is consistent with the fact that the flame temperature is lower at lower oxygen concentration as seen in Eq. 3.22a. The effect of low oxygen at 0.18 atm was shown to have little effect on the mass loss rate, but the samples were not able to ignite at 15% oxygen or below. This is in contrast to the conditions at ambient as the sample was able to ignite at 13% of oxygen.

Overall the theoretical analysis was able to predict the behavior of the fire at reduced pressure and oxygen concentrations. It was shown that a fire at low pressure will burn with a lower intensity and that could in effect give the pilots enough time to land the airplane. Although the fire was more controllable at high altitude, the airplane has to land eventually, which might cause the fire to intensify again. This has not been considered in this study but might warrant some consideration in the future. Given all of that, if depressurization is used in combination with nitrogen to suppress the fire, the amount of nitrogen needed might be lower at high altitude.
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