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ABSTRACT OF THE DISSERTATION

On some singular Sturm-Liouville equations and a Hardy

type inequality

by HERNÁN CASTRO

Dissertation Director:

Haim Brezis

The main body of this dissertation can be divided into two separate topics. The �rst

topic deals with a Hardy type inequality for functions belonging to the Sobolev space

Wm,1
0 (Ω), where m ≥ 2 and Ω is a smooth bounded domain in RN , N ≥ 1. We show

that for such functions u ∈Wm,1
0 (Ω), one has

∥∥∥∥∂k ( ∂ju(x)

d(x)m−j−k

)∥∥∥∥
L1(Ω)

≤ C ‖u‖Wm,1(Ω) ,

where j, k are non-negative integers such that 1 ≤ k ≤ m − 1 and 1 ≤ j + k ≤ m, and

d(x) is a smooth positive function which coincides with dist(x, ∂Ω) near ∂Ω.

The second topic deals with the study of the singular Sturm-Liouville operator

Lαu := −(x2αu′)′, where α > 0. We develop a linear theory for such operator by

introducing suitable weighted Sobolev spaces and prove existence and uniqueness for

equations of the form Lαu+u = f ∈ L2 under both homogeneous and non-homogeneous

boundary data at the origin. In addition, the spectrum of the operator Lα is fully de-

scribed.

Finally, we prove existence, non-existence and uniqueness results for positive solu-

tions of the non-linear singular Sturm-Liouville equation Lαu = λu + up, u(1) = 0,

where α > 0, p > 1 and λ ∈ R are parameters.

ii



Preface

This dissertation is a compilation of research papers written by the author during

the course of his Ph.D.. Chapters 1, 3 and 4 were written jointly with H. Wang (see

[28, 29, 30]), Chapter 2 was written jointly with J. Dávila and H. Wang (see [26, 27]),

and Chapter 5 was written solely by the author and it has not been published elsewhere.

Only minor modi�cations have been made to the papers already published, mostly to

make the style and notation uniform. All the references have been regrouped, instead

of presenting them at the end of each chapter.
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Chapter 1

A Hardy type inequality for Wm,1(0, 1) functions1

(joint work with H. Wang)

1.1 Introduction

It is well known (see [43]) that if u ∈ W 1,p(0, 1) and u(0) = 0 then the so called

Hardy inequality holds for p > 1, that is

1∫
0

∣∣∣∣u(x)

x

∣∣∣∣p dx ≤ ( p

p− 1

)p 1∫
0

∣∣u′(x)
∣∣p dx. (1.1)

The constant p
p−1 is optimal for this inequality and it blows up as p goes to 1. This

behavior is con�rmed by the fact that no such inequality can be proven when p = 1, as

we can consider (see e.g. [11]) the non-negative function on (0, 1) de�ned by

v(x) =
1

1− log x
. (1.2)

A simple computation shows that this function belongs to W 1,1(0, 1), u(0) = 0, but

u(x)

x
is not integrable.

When we turn to functions u ∈ W 2,p(0, 1), p ≥ 1, with u(0) = u′(0) = 0, there

are three natural quantities to consider:
u(x)

x2
,
u′(x)

x
and

(
u(x)

x

)′
=
u′(x)

x
− u(x)

x2
. If

p > 1, it is clear that both
u′(x)

x
and

u(x)

x2
=
u′(x)

x
− 1

x2

x∫
0

tu′′(t)dt belong to Lp(0, 1).

Thus

(
u(x)

x

)′
∈ Lp(0, 1). If p = 1 one can no longer assert that

u(x)

x2
,
u′(x)

x
belong

1This chapter has already been published in Calc. Var. Partial Di�erential Equations 39 (2010),
no. 3-4, 525�531.
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to L1(0, 1), but surprisingly

(
u(x)

x

)′
∈ L1(0, 1). This re�ects a �magic� cancellation of

the non-integrable terms in the di�erence

(
u(x)

x

)′
=
u′(x)

x
− u(x)

x2
.

The same phenomenon remains valid when we keep increasing the number of deriva-

tives, and this is the main result of this chapter.

De�nition 1.1. We say that u has the property (Pm) if

u ∈Wm,1(0, 1) and u(0) = Du(0) = . . . = Dm−1u(0) = 0,

where Diu denotes the i-th derivative of u.

Theorem 1.1. If u has the property (Pm) and j, k are non-negative integers, then

(i) If k ≥ 1 and 1 ≤ j + k ≤ m then
Dju(x)

xm−j−k
has the property (Pk) and

∥∥∥∥Dk

(
Dju(x)

xm−j−k

)∥∥∥∥
L1(0,1)

≤ (k − 1)!

(m− j − 1)!
‖Dmu‖L1(0,1) . (1.3)

The constant being the best possible.

(ii) There exists w having the property (Pm) such that

Djw(x)

xm−j
/∈ L1(0, 1) for all j ∈ {0, 1, . . . ,m− 1} . (1.4)

Remark 1.1. For functions u ∈ W 2,p(0, 1), p > 1, with u(0) = u′(0) = 0, a slightly

stronger result holds, namely, when we estimate the Lp norms of the three quantities

u(x)

x2
,
u′(x)

x
and

(
u(x)

x

)′
, we obtain

∥∥∥∥u(x)

x2

∥∥∥∥
p

≤ αp
∥∥u′′∥∥

p
,

∥∥∥∥u′(x)

x

∥∥∥∥
p

≤ βp
∥∥u′′∥∥

p
, and

∥∥∥∥(u(x)

x

)′∥∥∥∥
p

≤ γp
∥∥u′′∥∥

p
, (1.5)

where αp, βp and γp are the best possible constants. It is easy to see that αp →∞ and

βp →∞ when p approaches 1. However, a similar �magic� cancellation appears and γp

remains bounded as p goes to 1. A proof of this latter fact is presented in Section 1.3.
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1.2 Proof of the Theorem

We begin with the following observation.

Lemma 1.2 (Representation formula). If u has property (Pm), then

u(x) =
1

(m− 1)!

x∫
0

Dmu(s)(x− s)m−1ds.

Proof. We proceed by induction. The case m = 1 is immediate since u ∈ W 1,1(0, 1) if

and only if u is absolutely continuous. Now notice that

Dm−1u(x) =

x∫
0

Dmu(s)ds,

if we use the induction hypothesis, we obtain

u(x) =
1

(m− 2)!

x∫
0

 s∫
0

Dmu(t)dt

 (x− s)m−2ds.

The proof is completed after using Fubini's Theorem.

Based on the function de�ned by (1.2), we have

Lemma 1.3. There exists a function w having property (Pm), such that

Dm−1w(x)

x
,
Dm−2w(x)

x2
, . . . ,

Dw(x)

xm−1
,
w(x)

xm
/∈ L1. (1.6)

Proof. In order to construct the function w, consider the function v de�ned in (1.2). As

we said, v is a non-negative function on (0, 1), it has the property (P1), but
v(x)

x
does

not belong to L1(0, 1). De�ne w(x) as

w(x) =
1

(m− 2)!

x∫
0

v(s)(x− s)m−2ds,

so w solves the equation Dm−1w(x) = v(x), with initial condition w(0) = Dw(0) =

. . . = Dm−2w(0) = 0. Notice that w has the property (Pm), Dkw(x) ≥ 0, Dkw(1) <∞
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and

lim
s→0

Dm−kw(s)

sk−1
= 0,

for all k = 1, . . . ,m− 1. We now show that w satis�es (1.6). Notice that

+∞ =

1∫
0

v(x)

x
dx

=

1∫
0

Dm−1w(x)

x
dx

= Dm−2w(1) +

1∫
0

Dm−2w(x)

x2
dx,

thus

1∫
0

Dm−2w(x)

x2
dx = +∞. Similarly, if we keep integrating by parts we conclude

that ∥∥∥∥Dm−jw(x)

xj

∥∥∥∥
L1(0,1)

=

1∫
0

Dm−jw(x)

xj
=∞, ∀ j = 1, . . . ,m.

We can proceed to prove the theorem

Proof of Theorem 1.1. The second part was proven in Lemma 1.3, so we will only prove

the �rst part. Since the result is immediate when j+ k = m, in the following we always

assume that j + k ≤ m− 1.

To prove that
Dju(x)

xm−j−k
has the property (Pk), we proceed by induction. For k = 1

and any j = 0, . . . ,m− 1,
Dju(x)

xm−j−1
has the property (P1) because

Dju(x)

xm−j−1

∣∣∣∣
x=0

= (m− j − 1)!Dm−1u(0) = 0.

Now assume the result holds for some k. Notice that if j + k + 1 ≤ m− 1 then

D

(
Dju(x)

xm−j−k−1

)
=

Dj+1u(x)

xm−(j+1)−k − (m− j − k − 1)
Dju(x)

xm−j−k
,
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the right-hand side of which has property (Pk) by the induction assumption. Thus we

conclude that D

(
Dju(x)

xm−j−k−1

)
has the property (Pk), completing the induction step.

Now we prove the estimate (1.3). Notice that

Dk

(
Dju(x)

xm−j−k

)
=

k∑
i=0

(
k

i

)
Dj+iu(x)Dk−i

(
1

xm−j−k

)
, (1.7)

and that

Dk−i
(

1

xm−j−k

)
= (−1)k−i

(m− j − i− 1)!

(m− j − k − 1)!

1

xm−j−i
. (1.8)

Using the representation formula for u from Lemma 1.2, we obtain

Di+ju(x) =
1

(m− j − i− 1)!

x∫
0

Dmu(s)(x− s)m−j−i−1ds. (1.9)

By combining (1.7), (1.8) and (1.9) we obtain

Dk

(
Dju(x)

xm−j−k

)
=

k∑
i=0

(
k

i

)
(−1)k−i

1

(m− j − k − 1)!

x∫
0

Dmu(s)
(x− s)m−j−i−1

xm−j−i
ds

=
1

(m− j − k − 1)!

x∫
0

Dmu(s)
(x− s)m−j−1

xm−j

(
k∑
i=0

(
k

i

)(
x

x− s

)i
(−1)k−i

)
ds

=
1

(m− j − k − 1)!

x∫
0

Dmu(s)
(x− s)m−j−1

xm−j

(
s

x− s

)k
ds.

=
1

(m− j − k − 1)!

x∫
0

Dmu(s)
(

1− s

x

)m−j−k−1 ( s
x

)k−1 s

x2
ds.

Therefore,

1∫
0

∣∣∣∣Dk

(
Dju(x)

xm−j−k

)∣∣∣∣ dx ≤ 1

(m− j − k − 1)!
×

×
1∫

0

|Dmu(s)|

 1∫
s

(
1− s

x

)m−j−k−1 ( s
x

)k−1 s

x2
dx

 ds
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=
1

(m− j − k − 1)!
×

×
1∫

0

|Dmu(s)|

 1∫
s

(1− t)m−j−k−1 tk−1dt

 ds

≤ 1

(m− j − k − 1)!
‖Dmu‖L1(0,1)

1∫
0

(1− t)m−j−k−1 tk−1dt

=
(k − 1)!

(m− j − 1)!
‖Dmu‖L1(0,1) .

The optimality of the constant is guaranteed by the optimality of Hölder's inequality.

The proof of the theorem is now completed.

In view of the above results it is natural to ask whether a similar estimate holds in

higher dimension. More precisely we raise

Open Problem 1.1. 2 Assume Ω is a smooth bounded domain in RN with N ≥ 2. Let

u(x) be in W 2,1
0 (Ω). For x ∈ Ω, denote by δ(x) = d(x, ∂Ω), the distance from x to the

boundary of Ω. Let d(x) be a positive smooth function in Ω such that d(x) = δ(x) near

∂Ω. Is it true that
u(x)

d(x)
∈W 1,1(Ω)? If so, can one obtain the corresponding Hardy-type

estimate ∫
Ω

∣∣∣∣D(u(x)

d(x)

)∣∣∣∣ dx ≤ C ∥∥D2u
∥∥
L1(Ω)

,

for some constant C?

The di�culty arises when one considers, for example, N = 2 and the domain Ω =

R2
+ = {(x1, x2) : x2 ≥ 0, x1 ∈ R}. Theorem 1.1 implies that for u ∈ C∞c ([0, 1] × [0, 1])

one has ∫
Ω

∣∣∣∣ ∂∂x2

(
u(x1, x2)

x2

)∣∣∣∣ dx1dx2 ≤ C
∫
Ω

∣∣∣∣∂2u(x1, x2)

∂x2
2

∣∣∣∣ dx1dx2.

However we do not know if the following is true,

∫
Ω

∣∣∣∣ ∂∂x1

(
u(x1, x2)

x2

)∣∣∣∣ dx1dx2 ≤ C
∥∥D2u

∥∥
L1(Ω)

.

2Chapter 2 contains the solution to this problem. See also [26].
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1.3 Wm,p functions

We begin by proving the result stated in Remark 1.1. Notice that for u ∈W 2,p(0, 1)

satisfying u(0) = u′(0) = 0, we can write

(
u(x)

x

)′
=

1

x2

x∫
0

su′′(s)ds.

For p > 1, we can apply Hölder's inequality and Fubini's theorem to obtain,

1∫
0

∣∣∣∣(u(x)

x

)′∣∣∣∣p dx ≤
1∫

0

x
p
p′

x2p

x∫
0

sp
∣∣u′′(s)∣∣p dsdx

=

1∫
0

sp
∣∣u′′(s)∣∣p

 1∫
s

1

xp+1
dx

 ds

=
1

p

1∫
0

∣∣u′′(s)∣∣p (1− sp)ds

≤ 1

p

1∫
0

∣∣u′′(s)∣∣p ds,
where p′ and p are given by 1

p + 1
p′ = 1. Hence

∥∥∥∥(u(x)

x

)′∥∥∥∥
p

≤ p−
1
p
∥∥u′′∥∥

p
.

Thus, if we de�ne γp as in (1.5), we have proven that γp ≤ p
− 1
p , that is γp remains

bounded as p goes to 1.

As one might expect, an analogous to Theorem 1.1 can be proven forWm,p functions.

The result reads as follows:

Theorem 1.4. If u belongs to Wm,p(0, 1), p ≥ 1 and satis�es u(0) = Du(0) = . . . =

Dm−1u(0) = 0. Then for k ≥ 1 and 1 ≤ j + k ≤ m,

∥∥∥∥Dk

(
Dju(x)

xm−j−k

)∥∥∥∥
Lp(0,1)

≤ B(pk, p(m− j − k − 1) + 1)
1
p

(m− j − k − 1)!
‖Dmu‖Lp(0,1) , (1.10)
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where B(a, b) =

1∫
0

ta−1(1− t)b−1 denotes Euler's Beta function.

Proof. From the proof of Theorem 1.1, we have

Dk

(
Dju(x)

xm−j−k

)
=

1

(m− j − k − 1)!

x∫
0

Dmu(s)
(

1− s

x

)m−j−k−1 ( s
x

)k−1 s

x2
ds.

After applying Hölder's inequality, Fubini's theorem and a change of variables one

obtains that

1∫
0

∣∣∣∣Dk

(
Dju(x)

xm−j−k

)∣∣∣∣p dx ≤ ( 1

(m− j − k − 1)!

)p
×

×
1∫

0

|Dmu(s)|p
 1∫
s

(1− t)p(m−j−k−1) tpk−1dt

 ds

≤
(

1

(m− j − k − 1)!

)p
×

×
1∫

0

|Dmu(s)|p
 1∫

0

(1− t)p(m−j−k−1) tpk−1dt

 ds

= B(pk, p(m− j − k − 1) + 1)

(
1

(m− j − k − 1)!

)p
×

×
1∫

0

|Dmu(s)|p ds.
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Chapter 2

A Hardy type inequality for Wm,1
0 (Ω) functions1

(joint work with J. Dávila and H. Wang)

2.1 Introduction

In [28] (see Chapter 1), the following one dimensional Hardy type inequality was

proven (see [28, Theorem 1.2]): Suppose that u ∈ W 2,1(0, 1) satis�es u(0) = u′(0) = 0,

then
u(x)

x
∈W 1,1(0, 1) with

u(x)

x

∣∣∣∣
0

= 0 and

∥∥∥∥(u(x)

x

)′∥∥∥∥
L1(0,1)

≤
∥∥u′′∥∥

L1(0,1)
. (2.1)

As explained in [28], this inequality is somehow unexpected because one can con-

struct a function u ∈ W 2,1(0, 1) such that u(0) = u′(0) = 0 and that neither
u′(x)

x

nor
u(x)

x2
belong to L1(0, 1); however, as (2.1) shows, for such function u, the di�erence

u′(x)

x
− u(x)

x2
=

(
u(x)

x

)′
is in fact an L1 function, re�ecting a �magical� cancellation of

the non-integrable terms.

With estimate (2.1) already proven, it was natural to raise the following question:

Assume Ω is a smooth bounded domain in RN with N ≥ 2 and let u be in W 2,1
0 (Ω).

For x ∈ Ω, denote by δ(x) = dist(x, ∂Ω) the distance from x to the boundary of Ω, and

let d : Ω → (0,+∞) be a smooth function such that d(x) = δ(x) near ∂Ω. Is it true

that
u(x)

d(x)
∈W 1,1

0 (Ω)? If so, can one obtain the corresponding Hardy-type estimate

∫
Ω

∣∣∣∣D(u(x)

d(x)

)∣∣∣∣ dx ≤ C ∥∥D2u
∥∥
L1(Ω)

,

1The contents of this chapter have been accepted for publication at J. Eur. Math. Soc.; part of the
results were announced in: C. R. Math. Acad. Sci. Paris 349 (2011), no. 13-14, 765�767.
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for some constant C?

The purpose of this work is to give a positive answer to the above question. In fact,

this is a special case of the following:

Theorem 2.1. Let Ω be a bounded domain in RN with smooth boundary ∂Ω. Given

x ∈ Ω, we denote by δ(x) the distance from x to the boundary ∂Ω. Let d : Ω→ (0,+∞)

be a smooth function such that d(x) = δ(x) near ∂Ω. Suppose m ≥ 2 and let j, k be

non-negative integers such that 1 ≤ k ≤ m − 1 and 1 ≤ j + k ≤ m. Then for every

u ∈Wm,1
0 (Ω), we have

∂ju(x)

d(x)m−j−k
∈W k,1

0 (Ω) with

∥∥∥∥∂k ( ∂ju(x)

d(x)m−j−k

)∥∥∥∥
L1(Ω)

≤ C ‖u‖Wm,1(Ω) , (2.2)

where ∂l denotes any partial di�erential operator of order l and C > 0 is a constant

depending only on Ω and m.

The rest of this chapter is organized into three sections: In Section 2.2 we introduce

the notation used throughout this work and give some preliminary results. In order to

present the main ideas used to prove Theorem 2.1, we begin in Section 2.3 with the

proof of Theorem 2.1 for the special case m = 2, then in Section 2.4 we provide the

proof of Theorem 2.1 for the general case m ≥ 2.

2.2 Notation and preliminaries

Throughout this work, we denote by RN
+ :=

{
(y1, . . . , yN−1, yN ) ∈ RN : yN > 0

}
the upper half-space, and BN

r (x0) :=
{
x ∈ RN : |x− x0| < r

}
, also, when x0 = 0, we

write BN
r := BN

r (0).

Let Ω be a bounded domain in RN with smooth boundary ∂Ω. Given x ∈ Ω, we

denote by δ(x) the distance from x to the boundary ∂Ω, that is

δ(x) := dist(x, ∂Ω) = inf {|x− y| : y ∈ ∂Ω} .

For ε > 0, the tubular neighborhood of ∂Ω in Ω is the set Ωε := {x ∈ Ω : δ(x) < ε}.
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The following is a well known result (see e.g. [42, Lemma 14.16]) and it shows that δ is

smooth in some neighborhood of ∂Ω.

Lemma 2.2. Let Ω and δ : Ω → (0,∞) be as above. Then there exists ε0 > 0 only

depending on Ω, such that δ|Ωε0 : Ωε0 → (0,∞) is smooth. Moreover, for every x ∈ Ωε0

there exists a unique yx ∈ ∂Ω so that

x = yx + δ(x)ν∂Ω(yx),

where ν∂Ω denotes the unit inward normal vector �eld associated to ∂Ω.

Since ∂Ω is smooth, for �xed x̃0 ∈ ∂Ω, there exists a neighborhood V(x̃0) ⊂ ∂Ω, a

radius r > 0 and a map

Φ̃ : BN−1
r → V(x̃0) (2.3)

which de�nes a smooth di�eomorphism. De�ne

N+(x̃0) := {x ∈ Ωε0 : yx ∈ V(x̃0)} , (2.4)

where ε0 and yx are as in Lemma 2.2. We denote by Φ : BN−1
r × (−ε0, ε0) → RN the

map de�ned as

Φ(ỹ, t) := Φ̃(ỹ) + yN · ν∂Ω(Φ̃(ỹ)), (2.5)

where ỹ = (y1, . . . , yN−1), and we write

N (x̃0) := Φ
(
BN−1
r × (−ε0, ε0)

)
. (2.6)

About the map Φ we have the following:

Lemma 2.3. The map Φ|BN−1
r ×(0,ε0) is a di�eomorphism and

N+(x̃0) = Φ
(
BN−1
r × (0, ε0)

)
.

Proof. This is a direct corollary of the de�nition of Φ through Φ̃, and Lemma 2.2.
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Remark 2.1. The map Φ|BN−1
r ×(0,ε0) gives a local coordinate chart which straightens

the boundary near x̃0. This type of coordinates are sometimes called �ow coordinates

(see e.g. [13] and [49]).

From now on, C > 0 will always denote a constant only depending on Ω and possibly

the integer m ≥ 2. The following is a direct, but very useful, corollary.

Corollary 2.4. Let f ∈ L1(N+(x̃0)) and Φ be given by (2.5). Then

1

C

∫
BN−1
r

ε0∫
0

|f(Φ(ỹ, yN ))| dyNdỹ ≤
∫

N+(x̃0)

|f(x)| dx ≤ C
∫

BN−1
r

ε0∫
0

|f(Φ(ỹ, yN ))| dyNdỹ

Proof. Since Φ|BN−1
r ×(0,ε0) is a di�eomorphism, we know that for all (ỹ, yN ) ∈ BN−1

r ×

(0, ε0) we have

1

C
≤ |detDΦ(ỹ, yN )| ≤ C.

The result then follows from the change of variables formula.

The following lemma provides us with a partition of unity in RN , constructed from

the neighborhoods N (x̃0). Consider the open cover of ∂Ω given by {V(x̃) : x̃ ∈ ∂Ω},

where V(x̃) ⊂ ∂Ω is de�ned in (2.3). By the compactness of ∂Ω, there exists points

{x̃1, . . . , x̃M} ⊂ ∂Ω, so that ∂Ω =
M⋃
l=1

V(x̃l). Notice that by the de�nition of N (x̃0)

in (2.6) we also have that
M⋃
l=1

N (x̃l) is an open cover of ∂Ω in RN . The following is a

classical result (see e.g. [11, Lemma 9.3] and [1, Theorem 3.15]).

Lemma 2.5 (partition of unity). There exist functions ρ0, ρ1, . . . , ρM ∈ C∞(RN ) such

that

(i) 0 ≤ ρl ≤ 1 for all l = 0, 1, . . . ,M and
M∑
l=0

ρi(x) = 1 for all x ∈ RN ,

(ii) suppρl ⊂ N (x̃l), for all l = 1, . . . ,M ,

(iii) ρ0|Ω ∈ C∞0 (Ω).

In order to simplify the notation, we will denote by ∂l any partial di�erential operator
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of order l where l is a positive integer2. Also, ∂i will denote the partial derivative with

respect to the i-th variable, and ∂2
ij = ∂i ◦ ∂j .

Remark 2.2. We conclude this section by showing that, to prove Theorem 2.1, it is

enough to prove estimate (2.2) for smooth functions with compact support. Suppose

u ∈Wm,1
0 (Ω), then there exists a sequence {un} ⊂ C∞0 (Ω), so that ‖u− un‖Wm,1(Ω) → 0

as n→∞. In particular, after maybe extracting a sub-sequence, one can assume that

∂lun → ∂lu a.e. in Ω, for all 0 ≤ l ≤ m.

Since d is smooth, the above implies that for a.e x ∈ Ω and all j ≥ 0, 1 ≤ k ≤ m − 1

and 1 ≤ j + k ≤ m:

∂k
(

∂ju(x)

d(x)m−j−k

)
=

∂j+ku(x)

d(x)m−j−k
+ ∂ju(x)∂k

(
1

d(x)m−j−k

)
= lim

n→∞

∂j+kun(x)

d(x)m−j−k
+ ∂jun(x)∂k

(
1

d(x)m−j−k

)
= lim

n→∞
∂k
(

∂jun(x)

d(x)m−j−k

)
.

Therefore, Fatou's Lemma applies and we obtain

∥∥∥∥∂k ( ∂ju(x)

d(x)m−j−k

)∥∥∥∥
L1(Ω)

≤ lim inf
n→∞

∥∥∥∥∂k ( ∂jun(x)

d(x)m−j−k

)∥∥∥∥
L1(Ω)

.

Once (2.2) has been proven for un ∈ C∞0 (Ω), we get

∥∥∥∥∂k ( ∂jun(x)

d(x)m−j−k

)∥∥∥∥
L1(Ω)

≤ C ‖un‖Wm,1(Ω) ,

and thus we can conclude that

∥∥∥∥∂k ( ∂ju(x)

d(x)m−j−k

)∥∥∥∥
L1(Ω)

≤ C lim inf
n→∞

‖un‖Wm,1(Ω) = C ‖u‖Wm,1(Ω) .

2In general, one would say: �For a given multi-index α = (α1, . . . , αN ), we denote by ∂α the partial
di�erential operator of order l = |α| = α1 + · · · + αN �. Since we only care about the order of the
operator, it makes sense to abuse the notation and identify α with its order |α| = l.
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Finally estimate (2.2) together with the fact that
∂jun(x)

d(x)m−j−k
∈ C∞0 (Ω) and the density

of C∞0 (Ω) in W k,1
0 (Ω) gives that

∂ju(x)

d(x)m−j−k
∈W k,1

0 (Ω).

2.3 The case m = 2

We begin this section by proving estimate (2.2) in Theorem 2.1 for Ω = RN
+ , m = 2,

j = 0 and k = 1.

Lemma 2.6. Suppose that u ∈ C∞0 (RN
+ ). Then for all i = 1, . . . , N

∥∥∥∥∂i(u(y)

yN

)∥∥∥∥
L1(RN+ )

≤ 2 ‖u‖W 2,1(RN+ ) .

Proof. Consider �rst the case i = N . This is similar to (2.1), but for the sake of

completeness, we will provide the proof. Notice that we can write

∂

∂yN

(
u(ỹ, yN )

yN

)
=

1

y2
N

yN∫
0

∂2

∂y2
N

u(ỹ, t)tdt,

hence by integrating the above we obtain

∫
RN−1

∞∫
0

∣∣∣∣ ∂

∂yN

(
u(ỹ, yN )

yN

)∣∣∣∣ dyNdỹ ≤ ∫
RN−1

∞∫
0

1

y2
N

yN∫
0

∣∣∣∣ ∂2

∂y2
N

u(ỹ, t)

∣∣∣∣ tdtdyNdỹ
=

∫
RN−1

∞∫
0

∣∣∣∣ ∂2

∂y2
N

u(ỹ, t)

∣∣∣∣ t
∞∫
t

1

y2
N

dyNdtdỹ

=

∫
RN−1

∞∫
0

∣∣∣∣ ∂2

∂y2
N

u(ỹ, t)

∣∣∣∣ t
∞∫
t

1

y2
N

dyNdtdỹ

=

∫
RN−1

∞∫
0

∣∣∣∣ ∂2

∂y2
N

u(ỹ, t)

∣∣∣∣ dtdỹ,
hence ∫

RN+

∣∣∣∣ ∂

∂yN

(
u(y)

yN

)∣∣∣∣ dy ≤ ∫
RN+

∣∣∣∣∂2u(y)

∂y2
N

∣∣∣∣ dy. (2.7)
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When 1 ≤ i ≤ N −1, we need to estimate

∫
RN+

1

yN

∣∣∣∣ ∂u∂yi (y)

∣∣∣∣ dy. To do so, consider the
change of variables y = Ψ(x), where

Ψ(x1, . . . , xi, . . . , xN ) = (x1, . . . , xi + xN , . . . , xN ). (2.8)

Notice that detDΨ(x) = 1, hence

∫
RN+

1

yN

∣∣∣∣∂u(y)

∂yi

∣∣∣∣ dy =

∫
RN+

1

xN

∣∣∣∣ ∂u∂yi (Ψ(x))

∣∣∣∣ dx.
Observe that if we let v(x) = u(Ψ(x)), we can write

1

xN

∂u

∂yi
(Ψ(x)) =

∂

∂xN

(
v(x)

xN

)
− ∂

∂yN

(
u(y)

yN

)∣∣∣∣
y=Ψ(x)

. (2.9)

Applying estimate (2.7) to u and v yields

∫
RN+

1

xN

∣∣∣∣ ∂u∂yi (Ψ(x))

∣∣∣∣ dx ≤ ∫
RN+

∣∣∣∣ ∂

∂xN

(
v(x)

xN

)∣∣∣∣ dx+

∫
RN+

∣∣∣∣∣ ∂

∂yN

(
u(y)

yN

)∣∣∣∣
y=Ψ(x)

∣∣∣∣∣ dx
=

∫
RN+

∣∣∣∣ ∂

∂xN

(
v(x)

xN

)∣∣∣∣ dx+

∫
RN+

∣∣∣∣ ∂

∂yN

(
u(y)

yN

)∣∣∣∣ dy
≤
∫
RN+

∣∣∣∣∂2v(x)

∂x2
N

∣∣∣∣ dx+

∫
RN+

∣∣∣∣∂2u(y)

∂y2
N

∣∣∣∣ dy.
Finally, notice that

∂2v(x)

∂x2
N

=
∂2u(y)

∂y2
N

∣∣∣∣
y=Ψ(x)

+ 2
∂2u(y)

∂yi∂yN

∣∣∣∣
y=Ψ(x)

+
∂2u(y)

∂y2
i

∣∣∣∣
y=Ψ(x)

. (2.10)

Thus, after reversing the change of variables when needed, we obtain

∫
RN+

1

yN

∣∣∣∣∂u(y)

∂yi

∣∣∣∣ dy =

∫
RN+

1

xN

∣∣∣∣ ∂u∂yi (Ψ(x))

∣∣∣∣ dx
≤ 2

∫
RN+

∣∣∣∣∂2u(y)

∂y2
N

∣∣∣∣ dy + 2

∫
RN+

∣∣∣∣ ∂2u(y)

∂yi∂yN

∣∣∣∣ dy +

∫
RN+

∣∣∣∣∂2u(y)

∂y2
i

∣∣∣∣ dy
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≤ 2 ‖u‖W 2,1(RN+ ) .

Recall (see Section 2.2) that for every x̃0 ∈ ∂Ω, there exist the neighborhood

N+(x̃0) ⊂ Ω given by (2.4) and the di�eomorphism Φ : BN−1
r × (0, ε0) → N+(x̃0)

given by (2.5). Moreover, we know that δ(x) is smooth over N+(x̃0). Hence we have

Lemma 2.7. Let x̃0 ∈ ∂Ω and N+(x̃0) be given by (2.4), and suppose u ∈ C∞0 (N+(x̃0)).

Then for all i = 1, . . . , N

∥∥∥∥∂i(u(x)

δ(x)

)∥∥∥∥
L1(N+(x̃0))

≤ C ‖u‖W 2,1(N+(x̃0)) .

Proof. We �rst use Corollary 2.4 and obtain

∫
N+(x̃0)

∣∣∣∣∂i(u(x)

δ(x)

)∣∣∣∣ dx ≤ C ∫
BN−1
r

ε0∫
0

∣∣∣∣∣∂i
(
u(x)

δ(x)

)∣∣∣∣
x=Φ(ỹ,yN )

∣∣∣∣∣ dyNdỹ.
Let v(ỹ, yN ) = u(Φ(ỹ, yN )). We claim that

∫
BN−1
r

ε0∫
0

∣∣∣∣∣∂i
(
u(x)

δ(x)

)∣∣∣∣
x=Φ(ỹ,yN )

∣∣∣∣∣ dyNdỹ ≤ C
N∑
j=1

∫
BN−1
r

ε0∫
0

∣∣∣∣∂j (v(ỹ, yN )

yN

)∣∣∣∣ dyNdỹ. (2.11)

We will prove (2.11) at the end, so that we can conclude the argument. Since v ∈

C∞0 (BN−1
r × (0, ε0)) ⊂ C∞0 (RN

+ ), we can apply Lemma 2.6 and obtain

∫
BN−1
r

ε0∫
0

∣∣∣∣∂j (v(ỹ, yN )

yN

)∣∣∣∣ dyNdỹ ≤ C ‖v‖W 2,1(BN−1
r ×(0,ε0)) .

Notice that by the chain rule and the fact that Φ is a di�eomorphism, we get that

for all 1 ≤ i, j ≤ N

∣∣∂2
ijv(ỹ, yN )

∣∣ ≤ C
 N∑
p,q=1

∣∣∂2
pqu(x)|x=Φ(ỹ,yN )

∣∣+
N∑
p=1

∣∣∂pu(x)|x=Φ(ỹ,yN )

∣∣ ,
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so we with the aid of Corollary 2.4, we can write

‖v‖W 2,1(BN−1
r ×(0,ε0)) ≤ C

∫
BN−1
r

ε0∫
0

(∑
p,q

∣∣∂2
pqu|x=Φ(ỹ,yN )

∣∣+
∑
p

∣∣∂pu|x=Φ(ỹ,yN )

∣∣) dyNdỹ
≤ C

∫
N+(x̃0)

(∑
p,q

∣∣∂2
pqu(x)

∣∣+
∑
p

|∂pu(x)|

)
dx

≤ C ‖u‖W 2,1(N+(x̃0)) .

To conclude, we need to prove (2.11). To do so, notice that u(x) = v(Φ−1(x)), and

δ(x) = c(Φ−1(x)), where c(ỹ, yN ) = yN . Thus, by using the chain rule we obtain

∂i

(
u(x)

δ(x)

)∣∣∣∣
x=Φ(ỹ,yN )

=
N∑
j=1

∂j

(
v(y)

c(y)

)∣∣∣∣
y=(ỹ,yN )

· ∂i(Φ−1)j(Φ(ỹ, yN )),

and since Φ is a di�eomorphism, we obtain

∣∣∣∣∣∂i
(
u(x)

δ(x)

)∣∣∣∣
x=Φ(ỹ,yN )

∣∣∣∣∣ ≤ C
N∑
j=1

∣∣∣∣∣∂j
(
v(y)

c(y)

)∣∣∣∣
y=(ỹ,yN )

∣∣∣∣∣ .
Estimate (2.11) then follows by integrating the above inequality.

We end this section with the proof of the main result when m = 2.

Proof of Theorem 2.1 when m = 2. When j = 1 and k = 1 the estimate (2.2) is trivial.

Taking into account Remark 2.2, we only need to prove

∥∥∥∥∂i(u(x)

d(x)

)∥∥∥∥
L1(Ω)

≤ C ‖u‖W 2,1(Ω) (2.12)

for u ∈ C∞0 (Ω) and i = 1, 2, . . . , N . To do so, we use the partition of unity given by

Lemma 2.5 to write u(x) =
M∑
l=0

ul(x) on Ω where ul(x) := ρl(x)u(x), l = 0, 1, . . . ,M .

Now, without loss of generality, we can assume that d(x) = δ(x) for all x ∈ Ωε0 , and

that d(x) ≥ C > 0 for all x ∈ suppρ0 ∩ Ω. Notice that in suppρ0 ∩ Ω, we have

u0

d
∈ C∞(suppρ0 ∩ Ω), with

∥∥∥u0

d

∥∥∥
W 1,1(suppρ0∩Ω)

≤ C ‖u0‖W 1,1(sup ρ0∩Ω) .
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To take care of the boundary part, notice that ul ∈ C∞0 (N+(x̃l)) for l = 1, . . . ,M , so

Lemma 2.7 applies and we obtain

∥∥∥∥∂i(ul(x)

δ(x)

)∥∥∥∥
L1(N+(x̃l))

≤ C ‖ul‖W 2,1(N+(x̃l))
, for all l = 1, . . . ,M.

To conclude, notice that ∂i

(
u(x)

d(x)

)
=

M∑
l=1

∂i

(
ul(x)

δ(x)

)
+ ∂i

(
u0(x)

d(x)

)
on Ω and that

|ρl(x)|, |∂iρl(x)| and
∣∣∣∂2
ijρl(x)

∣∣∣ are uniformly bounded for all l = 0, 1, . . . ,M , therefore

∥∥∥∥∂i(u(x)

d(x)

)∥∥∥∥
L1(Ω)

≤
M∑
l=1

∥∥∥∥∂i(ul(x)

δ(x)

)∥∥∥∥
L1(N+(x̃l))

+

∥∥∥∥∂i(u0(x)

d(x)

)∥∥∥∥
L1(suppρ0∩Ω)

≤ C

(
M∑
l=1

‖ul‖W 2,1(N+(x̃l))
+ ‖u0‖W 1,1(suppρ0∩Ω)

)

≤ C

(
M∑
l=1

‖u‖W 2,1(N+(x̃l))
+ ‖u‖W 1,1(suppρ0∩Ω)

)

≤ C ‖u‖W 2,1(Ω) ,

thus completing the proof.

2.4 The general case m ≥ 2

To prove the general case, we need to generalize Lemma 2.6 in the following way

Lemma 2.8. Suppose u ∈ C∞0 (RN
+ ). Then for all m ≥ 1 and i = 1, . . . , N we have

∥∥∥∥∥∂i
(
u(y)

ym−1
N

)∥∥∥∥∥
L1(RN+ )

≤ C ‖u‖Wm,1(RN+ ) .

Proof. The case m = 1 is a trivial statement, whereas m = 2 is exactly what we proved

in Lemma 2.6. So from now on we suppose m ≥ 3. We �rst notice that when i = N ,

the result follows from the proof of [28, Theorem 1.2] when j = 0 and k = 1. We refer

the reader to [28] for the details.

When 1 ≤ i ≤ N − 1, we can proceed as in the proof of Lemma 2.6. De�ne v(x) =

u(Ψ(x)) where Ψ is given by (2.8). Notice that when m ≥ 3, instead of equation (2.9)
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we have

1

xm−1
N

∂u

∂yi
(Ψ(x)) =

∂

∂xN

(
v(x)

xm−1
N

)
− ∂

∂yN

(
u(y)

ym−1
N

)∣∣∣∣∣
y=Ψ(x)

,

and instead of (2.10) we have

∂mv(x)

∂xmN
=

m∑
l=0

(
m

l

)
∂mu(y)

∂ym−li ∂ylN

∣∣∣∣∣
y=Ψ(x)

.

Hence the estimate is reduced to the already proven result for i = N . We omit the

details.

We also have the analog of Lemma 2.7.

Lemma 2.9. Let x̃0 ∈ ∂Ω and N+(x̃0) as in Lemma 2.7. Let u ∈ C∞0 (N+(x̃0)). Then

for all m ≥ 1 and i = 1, . . . , N we have

∥∥∥∥∂i( u(x)

δ(x)m−1

)∥∥∥∥
L1(N+(x̃0))

≤ C ‖u‖Wm,1(N+(x̃0)) .

Proof. The proof involves only minor modi�cations from the proof of Lemma 2.7, which

we provide in the next few lines. Corollary 2.4 gives

∫
N+(x̃0)

∣∣∣∣∂i( u(x)

δ(x)m−1

)∣∣∣∣ dx ≤ C ∫
BN−1
r

ε0∫
0

∣∣∣∣∣∂i
(

u(x)

δ(x)m−1

)∣∣∣∣
x=Φ(ỹ,yN )

∣∣∣∣∣ dyNdỹ.
If v(ỹ, yN ) = u(Φ(ỹ, yN )), then

∫
BN−1
r

ε0∫
0

∣∣∣∣∣∂i
(

u(x)

δ(x)m−1

)∣∣∣∣
x=Φ(ỹ,yN )

∣∣∣∣∣ dyNdỹ ≤ C
N∑
j=1

∫
BN−1
r

ε0∫
0

∣∣∣∣∣∂j
(
v(ỹ, yN )

ym−1
N

)∣∣∣∣∣ dyNdỹ.
(2.13)

Just as for (2.11), estimate (2.13) follows from the fact that Φ is a smooth di�eomor-

phism. Since v ∈ C∞0 (BN−1
r × (0, ε0)) ⊂ C∞0 (RN

+ ), we can apply Lemma 2.8 and obtain

∫
BN−1
r

ε0∫
0

∣∣∣∣∣∂j
(
v(ỹ, yN )

ym−1
N

)∣∣∣∣∣ dyNdỹ ≤ C ‖v‖Wm,1(BN−1
r ×(0,ε0)) .
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Notice that by the chain rule and the fact that Φ is a smooth di�eomorphism, we get

|∂mv(ỹ, yN )| ≤ C
∑
l≤m

∣∣∣∂lu(x)|x=Φ(ỹ,yN )

∣∣∣ ,
where the left hand side is a �xed m-th order partial derivative, and in the right hand

side the summation contains all partial di�erential operators of order l ≤ m. Again

with the aid of Corollary 2.4, we can write

‖v‖Wm,1(BN−1
r ×(0,ε0)) ≤ C

∑
l≤m

∫
BN−1
r

ε0∫
0

(∣∣∣∂lu|x=Φ(ỹ,yN )

∣∣∣) dyNdỹ
≤ C

∑
l≤m

∫
N+(x̃0)

∣∣∣∂lu(x)
∣∣∣ dx

≤ C ‖u‖Wm,1(N+(x̃0)) .

And of course we have

Lemma 2.10. Suppose u ∈ C∞0 (Ω). Then for all m ≥ 1 and i = 1, . . . , N we have

∥∥∥∥∂i( u(x)

δ(x)m−1

)∥∥∥∥
L1(Ω)

≤ C ‖u‖Wm,1(Ω) .

We omit the proof of the above lemma, because it is almost a line by line copy of

the proof of the estimate (2.12) in Section 2.3 using the partition of unity. We are now

ready to prove Theorem 2.1.

Proof Theorem 2.1. For any �xed integerm ≥ 3, just as what we did for the casem = 2,

it is enough to prove the estimate (2.2) for u ∈ C∞0 (Ω). Notice that since

∥∥∂ju∥∥
Wm−j,1(Ω)

≤ ‖u‖Wm,1(Ω) for all 0 ≤ j ≤ m,
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it is enough to show

∥∥∥∥∂k ( u(x)

d(x)m−k

)∥∥∥∥
L1(Ω)

≤ C ‖u‖Wm,1(Ω) , (2.14)

for u ∈ C∞0 (Ω) and 1 ≤ k ≤ m − 1. We proceed by induction in k. The case k = 1

corresponds exactly to Lemma 2.10. If one assumes the result for k, then we have to

estimate for i = 1, . . . , N

∂i∂
k

(
u(x)

d(x)m−k−1

)
= ∂k

(
∂iu(x)

d(x)m−k−1

)
− (m− k − 1)∂k

(
u(x)∂id(x)

d(x)m−k

)
.

Using the induction hypothesis for m̃ = m− 1 yields

∥∥∥∥∂k ( ∂iu(x)

d(x)(m−1)−k

)∥∥∥∥
L1(Ω)

≤ C ‖∂iu‖Wm−1,1(Ω) ≤ C ‖u‖Wm,1(Ω) ,

on the other hand, by using the induction hypothesis and the fact that d is smooth in

Ω, we obtain

∥∥∥∥∂k (u(x)∂id(x)

d(x)m−k

)∥∥∥∥
L1(Ω)

≤ C ‖u∂id‖Wm,1(Ω) ≤ C ‖u‖Wm,1(Ω) .

Therefore ∥∥∥∥∂i∂k ( u(x)

d(x)m−k−1

)∥∥∥∥
L1(Ω)

≤ C ‖u‖Wm,1(Ω) ,

thus concluding the proof.
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Chapter 3

A singular Sturm-Liouville equation under homogeneous

boundary conditions1

(joint work with H. Wang)

3.1 Introduction

This chapter concerns the following Sturm-Liouville equation


−(x2αu′(x))′ + u(x) = f(x) on (0, 1],

u(1) = 0,

(3.1)

where α is a positive real number and f ∈ L2(0, 1) is given. In this work we will study

the existence, uniqueness and regularity of solutions of equation (3.1), under suitable

homogeneous boundary data. We also discuss spectral properties of the di�erential

operator Lu := −
(
x2αu′

)′
+ u.

The classical ODE theory says that if for instance the right hand side f is a con-

tinuous function on (0, 1], then the solution set of equation (3.1) is a one parameter

family of C2(0, 1]-functions. As we already mentioned, the �rst goal of this work is to

select �distinguished� elements of that family by prescribing (weighted) homogeneous

boundary conditions at the origin. In [30] (see Chapter 4), we will study equation (3.1)

under non-homogeneous boundary conditions at the origin.

When 0 < α < 1
2 , we have both a Dirichlet and a (weighted) Neumann problem.

When α ≥ 1
2 , we only have a �Canonical� solution obtained by prescribing either a

(weighted) Dirichlet or a (weighted) Neumann condition; as we are going to explain in

1This chapter has already been published in J. Funct. Anal. 261 (2011), no. 6, 1542�1590.
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Remark 3.19, the two boundary conditions yield the same solution.

3.1.1 The case 0 < α < 1
2
.

We �rst consider the Dirichlet problem.

Theorem 3.1 (Existence for Dirichlet Problem). Given 0 < α < 1
2 and f ∈ L2(0, 1),

there exists a function u ∈ H2
loc(0, 1] satisfying (3.1) together with the following proper-

ties:

(i) lim
x→0+

u(x) = 0.

(ii) u ∈ C0,1−2α[0, 1] with ‖u‖C0,1−2α ≤ C ‖f‖L2.

(iii) x2αu′ ∈ H1(0, 1) with
∥∥x2αu′

∥∥
H1 ≤ C ‖f‖L2.

(iv) x2α−1u ∈ H1(0, 1) with
∥∥x2α−1u

∥∥
H1 ≤ C ‖f‖L2 .

(v) x2αu ∈ H2(0, 1) with
∥∥x2αu

∥∥
H2 ≤ C ‖f‖L2 .

Here the constant C only depends on α.

Before stating the uniqueness result, we would like to give a few remarks of about

this Theorem.

Remark 3.1. There exists a function f ∈ C∞0 (0, 1) such that near the origin the solution

given by Theorem 3.1 can be expanded in the following way

u(x) = a1x
1−2α + a2x

3−4α + a3x
5−6α + · · · (3.2)

where a1 6= 0. See Section 3.3.1 for the proof.

Remark 3.2. Theorem 3.1 only says (x2αu′)′ = x2αu′′ + 2αx2α−1u′ is in L2(0, 1). A

natural question is whether each term on the right-hand side belongs to L2(0, 1). The

answer is that, in general, neither of them is in L2(0, 1); in fact, they are not even

in L1(0, 1). One can see this phenomenon in equation (3.2), where we have that

x2α−1u′(x) ∼ x2αu′′(x) ∼ x−1 /∈ L1(0, 1).
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Remark 3.3. Part (iii) in Theorem 3.1 implies that u ∈ W 1,p(0,1) for all 1 ≤ p < 1
2α

with ‖u′‖Lp ≤ C ‖f‖L2 , where C is a constant only depending on α. However, one

cannot expect that u ∈W 1, 1
2α (0, 1) even if f ∈ C∞0 (0, 1), as the power series expansion

(3.2) shows that u′ ∼ x−2α near the origin.

Remark 3.4. Concerning the assertions in Theorem 3.1, we have the following implica-

tions: (i) and (iii) ⇒ (iv); (iv) ⇒ (ii); (iii) and (iv) ⇒ (v). Those implications can be

found in the proof of Theorem 3.1.

Remark 3.5. The assertions in Theorem 3.1 are optimal in the following sense: there

exists f ∈ L2(0, 1) such that u /∈ C0,β[0, 1], ∀β > 1 − 2α; and one can �nd another

f ∈ L2(0, 1) such that x2α−1u /∈ H2(0, 1), x2αu′ /∈ H2(0, 1), and x2αu /∈ H3(0, 1). See

Section 3.3.1 for the counterexamples.

Remark 3.6. Theorem 3.1 tells us that both x2αu′ and x2α−1u belong to H1(0, 1), so

in particular they are continuous up to the origin. It is natural to examine their values

at the origin and how they are related to the right-hand side f ∈ L2(0, 1). We actually

have

lim
x→0+

x2αu′(x) =

1∫
0

f(x)g(x)dx, (3.3)

and

lim
x→0+

x2α−1u(x) =
1

1− 2α

1∫
0

f(x)g(x)dx, (3.4)

where the function g is the solution of


−(x2αg′(x))′ + g(x) = 0 on (0, 1],

g(1) = 0,

lim
x→0+

g(x) = 1.

See Section 3.3.1 for the proof of this Remark. The existence and regularity of such

function g is the main topic of [30] (see Chapter 4). The uniqueness of such g comes

from Theorem 3.2 below.

Theorem 3.2 (Uniqueness for the Dirichlet problem). Let 0 < α < 1
2 . Assume that
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u ∈ H2
loc(0, 1] satis�es


−(x2αu′(x))′ + u(x) = 0 on (0, 1],

u(1) = 0,

lim
x→0+

u(x) = 0.

(3.5)

Then u ≡ 0.

In order to simplify the terminology, we denote by uD the unique solution to (3.1)

given by Theorem 3.1. Next we consider the regularity property of the solution uD when

the right-hand side f has a better regularity.

Theorem 3.3. Let 0 < α < 1
2 and f ∈ W 1, 1

2α (0, 1). Let uD be the solution to (3.1)

given by Theorem 3.1. Then x2α−1uD ∈W 2,p(0, 1) for all 1 ≤ p < 1
2α with

∥∥x2α−1uD
∥∥
W 2,p ≤ C ‖f‖W 1,p ,

where C is a constant only depending on p and α.

Remark 3.7. One cannot expect that x2α−1uD ∈ W 2, 1
2α (0, 1) even if f ∈ C∞0 (0, 1), as

the power series expansion (3.2) shows that (x2α−1uD(x))′′ ∼ x−2α near the origin.

Remark 3.8. When α ≥ 1
2 , we cannot prescribe the Dirichlet boundary condition

lim
x→0+

u(x) = 0. Actually, for α ≥ 1
2 , there is no H

2
loc(0, 1]-solution of


−(x2αu′(x))′ + u(x) = f on (0, 1],

u(1) = 0,

lim
x→0+

u(x) = 0,

(3.6)

for either f ≡ 1 or some f ∈ C∞0 (0, 1). See Section 3.3.1 for the proof.

Next we consider the case 0 < α < 1
2 together with a weighted Neumann condition.

Theorem 3.4 (Existence for Neumann Problem). Given 0 < α < 1
2 and f ∈ L2(0, 1),

there exists a function u ∈ H2
loc(0, 1] satisfying (3.1) together with the following proper-

ties:
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(i) u ∈ H1(0, 1) with ‖u‖H1 ≤ C ‖f‖L2 .

(ii) lim
x→0+

x2α− 1
2u′(x) = 0.

(iii) x2α−1u′ ∈ L2(0, 1) and x2αu′′ ∈ L2(0, 1), with

∥∥x2α−1u′
∥∥
L2 +

∥∥x2αu′′
∥∥
L2 ≤ C ‖f‖L2 .

In particular, x2αu′ ∈ H1(0, 1).

Here the constant C only depends on α.

Remark 3.9. Notice the di�erence between Dirichlet and Neumann with respect to prop-

erty (iii) of Theorem 3.4. See Remark 3.2.

Remark 3.10. The boundary behavior lim
x→0+

x2α− 1
2u′(x) = 0 is optimal in the following

sense: for any 0 < x ≤ 1
2 , de�ne

Kα(x) = sup
‖f‖L2≤1

∣∣∣x2α− 1
2u′(x)

∣∣∣ .
Then 0 < δ ≤ Kα(x) ≤ 2, for some constant δ only depending on α. See Section 3.3.2

for the proof.

Remark 3.11. Theorem 3.4 implies that u ∈ C0[0, 1], so it is natural to consider the

dependence on f of the quantity lim
x→0+

u(x). One has

lim
x→0+

u(x) =

1∫
0

f(x)h(x)dx, (3.7)

where h is the solution of
−(x2αh′(x))′ + h(x) = 0 on (0, 1],

h(1) = 0,

lim
x→0+

x2αh′(x) = 1.

In particular, equation (3.7) implies that the quantity lim
x→0+

u(x) is not necessarily 0.
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See Section 3.3.2 for the proof of this Remark. The existence and regularity of h is part

of [30], but the uniqueness of h comes from Theorem 3.5 below.

Theorem 3.5 (Uniqueness for the Neumann Problem). Let 0 < α < 1
2 . Assume that

u ∈ H2
loc(0, 1] satis�es


−(x2αu′(x))′ + u(x) = 0 on (0, 1],

u(1) = 0,

lim
x→0+

x2αu′(x) = 0.

(3.8)

Then u ≡ 0.

We denote by uN the unique solution of (3.1) given by Theorem 3.4. We now state

the following regularity result.

Theorem 3.6. Let 0 < α < 1
2 and f ∈ L2(0, 1). Let uN be the solution of (3.1) given

by Theorem 3.4.

(i) If f ∈W 1, 1
2α (0, 1), then uN ∈W 2,p(0, 1) for all 1 ≤ p < 1

2α with

‖uN‖W 2,p(0,1) ≤ C ‖f‖W 1,p .

(ii) If f ∈W 2, 1
2α (0, 1), then x2α−1u′N ∈W 2,p(0, 1) for all 1 ≤ p < 1

2α , with

∥∥x2α−1u′N
∥∥
W 2,p(0,1)

≤ C ‖f‖W 2,p .

Here the constant C depends only on p and α.

Remark 3.12. One cannot expect that uN ∈ W 2, 1
2α (0, 1) nor x2α−1u′N ∈ W 2, 1

2α (0, 1).

Actually, there exists an f ∈ C∞0 (0, 1) such that, uN /∈ W 2, 1
2α (0, 1) and x2α−1u′N /∈

W 2, 1
2α (0, 1). See Section 3.3.2 for the proof.

We now turn to the case α ≥ 1
2 . It is convenient to divide this case into three

sub-cases. As we already pointed out, we only have a �Canonical� solution obtained by

prescribing either a (weighted) Dirichlet or a (weighted) Neumann condition.
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3.1.2 The case 1
2
≤ α < 3

4

Theorem 3.7 (Existence for the �Canonical� Problem). Given 1
2 ≤ α < 3

4 and f ∈

L2(0, 1), there exists u ∈ H2
loc(0, 1] satisfying (3.1) together with the following properties:

(i) u ∈ C0, 3
2
−2α with ‖u‖

C0, 32−2α ≤ C ‖f‖L2 . In particular,

lim
x→0+

(1− lnx)−
1
2 u(x) = 0.

(ii) lim
x→0+

x2α− 1
2u′(x) = 0.

(iii) x2α−1u′ ∈ L2(0, 1) and x2αu′′ ∈ L2(0, 1), with

∥∥x2α−1u′
∥∥
L2 +

∥∥x2αu′′
∥∥
L2 ≤ C ‖f‖L2 .

In particular, x2αu′ ∈ H1(0, 1).

Here the constant C depends only on α.

Remark 3.13. The same conclusions as in Remark 3.9�3.11 still hold for the solution

given by Theorem 3.7.

Theorem 3.8 (Uniqueness for the �Canonical� Problem). Let 1
2 ≤ α < 3

4 . Assume

u ∈ H2
loc(0, 1] satis�es


−(x2αu′(x))′ + u(x) = 0 on (0, 1],

u(1) = 0.

If in addition one of the following conditions is satis�ed

(i) lim
x→0+

x2αu′(x) = 0,

(ii) lim
x→0+

(1− lnx)−1 u(x) = 0 when α = 1
2 ,

(iii) u ∈ L
1

2α−1 (0, 1) when 1
2 < α < 3

4 ,

(iv) lim
x→0+

x2α−1u(x) = 0 when 1
2 < α < 3

4 ,
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then u ≡ 0.

Again, to simplify the terminology, we call the unique solution of (3.1) given by

Theorem 3.7 the �Canonical� solution and denote it by uC . We now state the following

regularity result.

Theorem 3.9. Let α = 1
2 , k be an positive integer, and f ∈ Hk(0, 1). Let uC be the

solution to (3.1) given by Theorem 3.7. Then uC ∈ Hk+1(0, 1) and xuC ∈ Hk+2(0, 1)

with

‖uC‖Hk+1 + ‖xuC‖Hk+2 ≤ C ‖f‖Hk ,

where C is a constant depending only on k.

Remark 3.14. A variant of Theorem 3.9 is already known. For instance in [35], the

authors study the Legendre operator Lu = −
(
(1− x2)u′

)′
in the interval (−1, 1),

and they prove that the operator A = L + I de�nes an isomorphism from Dk(A) :={
u ∈ Hk+1(−1, 1) : (1− x2)u(x) ∈ Hk+2(−1, 1)

}
to Hk(−1, 1) for all k ∈ N.

Theorem 3.10. Let 1
2 < α < 3

4 and f ∈W 1, 1
2α−1 (0, 1). Let uC be the solution to (3.1)

given by Theorem 3.7. Then both uC ∈ W 1,p(0, 1) and x2α−1u′C ∈ W 1,p(0, 1) for all

1 ≤ p < 1
2α−1 with

‖uC‖W 1,p +
∥∥x2α−1u′C

∥∥
W 1,p ≤ C ‖f‖W 1,p ,

where C is a constant depending only on p and α.

Remark 3.15. One cannot expect that uC ∈W 1, 1
2α−1 (0, 1) nor x2α−1u′C ∈W

1, 1
2α−1 (0, 1).

Actually, there exists an f ∈ C∞0 (0, 1) such that uC /∈ W 1, 1
2α−1 (0, 1) and x2α−1u′C /∈

W 1, 1
2α−1 (0, 1). See Section 3.3.2 for the proof.

3.1.3 The case 3
4
≤ α < 1

Theorem 3.11 (Existence for the �Canonical� Problem). Given 3
4 ≤ α < 1 and f ∈

L2(0, 1), there exists a function u ∈ H2
loc(0, 1] satisfying (3.1) together with the following

properties:
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(i) u ∈ Lp(0, 1) with ‖u‖Lp ≤ C ‖f‖L2 , where p is any number in [1,∞) if α = 3
4 ,

and p = 2
4α−3 if 3

4 < α < 1.

(ii) lim
x→0+

(1− lnx)−
1
2 u(x) = 0 if α = 3

4 ; lim
x→0+

x2α− 3
2u(x) = 0 if 3

4 < α < 1.

(iii) lim
x→0+

x2α− 1
2u′(x) = 0.

(iv) x2α−1u′ ∈ L2(0, 1) and x2αu′′ ∈ L2(0, 1), with

∥∥x2α−1u′
∥∥
L2 +

∥∥x2αu′′
∥∥
L2 ≤ C ‖f‖L2 .

In particular, x2αu′ ∈ H1(0, 1).

Here the constant C depends only on α.

Remark 3.16. The boundary behavior in assertion (ii) of Theorem 3.11 is optimal in the

following sense: for any 0 < x ≤ 1
2 and 3

4 ≤ α < 1, de�ne

K̃α(x) =


sup

‖f‖L2≤1

∣∣∣(1− lnx)−
1
2 u(x)

∣∣∣ , when α =
3

4
,

sup
‖f‖L2≤1

∣∣∣x2α− 3
2u(x)

∣∣∣ , when 3

4
< α < 1.

Then 0 < δ ≤ K̃α(x) ≤ C, for some constants δ and C only depending on α. See Section

3.3.2 for the proof.

Remark 3.17. The same conclusions as in Remark 3.9 and 3.10 hold for the solution

given by Theorem 3.11.

Theorem 3.12 (Uniqueness for the �Canonical� Problem). Let 3
4 ≤ α < 1. Assume

that u ∈ H2
loc(0, 1] satis�es


−(x2αu′(x))′ + u(x) = 0 on (0, 1],

u(1) = 0.

If in addition one of the following conditions is satis�ed

(i) lim
x→0+

x2αu′(x) = 0,
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(ii) lim
x→0+

x2α−1u(x) = 0,

(iii) u ∈ L
1

2α−1 (0, 1),

then u ≡ 0.

We still call the unique solution of (3.1) given by Theorem 3.11 the �Canonical�

solution and denote it by uC . Concerning the regularity of uC for 3
4 ≤ α < 1 we have

the following

Theorem 3.13. Let 3
4 ≤ α < 1 and f ∈ W 1, 1

2α−1 (0, 1). Let uC be the solution to (3.1)

given by Theorem 3.11. Then both uC ∈ W 1,p(0, 1) and x2α−1u′C ∈ W 1,p(0, 1) for all

1 ≤ p < 1
2α−1 with

‖uC‖W 1,p +
∥∥x2α−1u′C

∥∥
W 1,p ≤ C ‖f‖W 1,p ,

where C is a constant depending only on p and α.

Remark 3.18. The same conclusion as in Remark 3.15 holds here.

3.1.4 The case α ≥ 1

Theorem 3.14 (Existence for the �Canonical� Problem). Given α ≥ 1 and f ∈ L2(0, 1),

there exists a function u ∈ H2
loc(0, 1] satisfying (3.1) together with the following proper-

ties:

(i) u ∈ L2(0, 1) with ‖u‖L2 ≤ ‖f‖L2 .

(ii) lim
x→0+

x
α
2 u(x) = 0.

(iii) lim
x→0+

x
3α
2 u′(x) = 0.

(iv) xαu′ ∈ L2(0, 1) and x2αu′′ ∈ L2(0, 1) with ‖xαu′‖L2 +
∥∥x2αu′′

∥∥
L2 ≤ C ‖f‖L2,

where C is a constant depending only on α. In particular, x2αu′ ∈ H1(0, 1).
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Theorem 3.15 (Uniqueness for the �Canonical� Problem). Let α ≥ 1. Assume that

u ∈ H2
loc(0, 1] satis�es


−(x2αu′(x))′ + u(x) = 0 on (0, 1],

u(1) = 0.

If in addition one of the following conditions is satis�ed

(i) lim
x→0+

x
3+
√
5

2 u′(x) = 0 when α = 1,

(ii) lim
x→0+

x
1+
√
5

2 u(x) = 0 when α = 1,

(iii) lim
x→0+

x
3α
2 e

x1−α
1−α u′(x) = 0 when α > 1,

(iv) lim
x→0+

x
α
2 e

x1−α
1−α u(x) = 0 when α > 1,

(v) u ∈ L1(0, 1),

then u ≡ 0.

As before, we call the solution of (3.1) given by Theorem 3.14 the �Canonical�

solution and still denote it by uC .

Remark 3.19. For α ≥ 1
2 , the existence results (Theorem 3.7, 3.11, 3.14) and the unique-

ness results (Theorem 3.8, 3.12, 3.15) guarantee that the weighted Dirichlet and Neu-

mann conditions yield the same �Canonical� solution uC .

3.1.5 Connection with the variational formulation

Next we give a variational characterization of the unique solutions uD, uN and uC

given by Theorem 3.1, 3.4, 3.7, 3.11, 3.14. We begin by de�ning the underlying space

Xα =
{
u ∈ H1

loc(0, 1) : u ∈ L2(0, 1) and xαu′ ∈ L2(0, 1)
}
, α > 0. (3.9)

For u, v ∈ Xα de�ne

a(u, v) =

1∫
0

x2αu′(x)v′(x)dx+

1∫
0

u(x)v(x)dx
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and

I(u) = a(u, u).

The space Xα becomes a Hilbert space under the inner product a(·, ·). See Section 3.A

for a detailed analysis of the space Xα.

Notice that the elements of Xα are continuous away from 0 (in fact they are in

H1
loc(0, 1]), so the following is a well-de�ned (closed) subspace

Xα
0 = {u ∈ Xα : u(1) = 0} . (3.10)

Also, as it is shown in the Section 3.A, when 0 < α < 1
2 , the functions in Xα are

continuous at the origin, making

Xα
00 = {u ∈ Xα

0 : u(0) = 0} (3.11)

a well de�ned subspace.

Let 0 < α < 1
2 and f ∈ L2(0, 1). Then the Dirichlet solution uD given by Theo-

rem 3.1 is characterized by the following property:

uD ∈ Xα
00, and min

v∈Xα
00

1

2
I(v)−

1∫
0

f(x)v(x)dx

 =
1

2
I(uD)−

1∫
0

f(x)uD(x)dx, (3.12)

while the Neumann solution uN given by Theorem 3.4 is characterized by:

uN ∈ Xα
0 , and min

v∈Xα
0

1

2
I(v)−

1∫
0

f(x)v(x)dx

 =
1

2
I(uN )−

1∫
0

f(x)uN (x)dx. (3.13)

Let α ≥ 1
2 and f ∈ L2(0, 1). Then the �Canonical� solution uC given by Theorem 3.7,

3.11, or 3.14 is characterized by the following property:

uC ∈ Xα
0 , and min

v∈Xα
0

1

2
I(v)−

1∫
0

f(x)v(x)dx

 =
1

2
I(uC)−

1∫
0

f(x)uC(x)dx. (3.14)
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The variational formulations (3.12), (3.13) and (3.14) will be established at the beginning

of Section 3.3, which is the starting point for the proofs of all the existence results.

3.1.6 The spectrum

Now we proceed to state the spectral properties of the di�erential operator Lu :=

−
(
x2αu′

)′
+u. We can de�ne two bounded operators associated with it: when 0 < α <

1
2 , we de�ne the Dirichlet operator TD,

TD : L2(0, 1) −→ L2(0, 1)

f 7−→ TDf = uD,
(3.15)

where uD is characterized by (3.12). We also de�ne, for any α > 0, the following

�Neumann-Canonical� operator Tα,

Tα : L2(0, 1) −→ L2(0, 1)

f 7−→ Tαf =


uN if 0 < α <

1

2
,

uC if α ≥ 1

2
,

(3.16)

where uN and uC are characterized by (3.13) and (3.14) respectively. By Theorem 3.35

in the Section 3.A, we know that TD is a compact operator for any 0 < α < 1
2 while Tα

is compact if and only if α < 1.

In what follows, for given ν ∈ R, the function Jν : (0,∞) −→ R denotes the

Bessel function of the �rst kind of parameter ν. We use the positive increasing se-

quence {jνk}∞k=1 to denote all the positive zeros of the function Jν (see e.g. [67] for a

comprehensive treatment of Bessel functions). The results about the spectrum of the

operators TD and Tα read as:

Theorem 3.16 (Spectrum of the Dirichlet Operator). For 0 < α < 1
2 , de�ne ν0 = 1−2α

2−2α ,

and let µν0k = 1 + (1− α)2j2
ν0k

. Then

σ(TD) = {0} ∪
{
λν0k :=

1

µν0k

}∞
k=1

.
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For any k ∈ N, the functions de�ned by

uν0k(x) := x
1
2
−αJν0(jν0kx

1−α)

is the eigenfunction of TD corresponding to the eigenvalue λν0k. Moreover, for �xed

0 < α < 1
2 and k su�ciently large, we have

µν0k = 1 + (1− α)2

[(
π

2

(
ν0 −

1

2

)
+ πk

)2

−
(
ν2

0 −
1

4

)]
+O

(
1

k

)
. (3.17)

Theorem 3.17 (Spectrum of the �Neumann-Canonical� Operator). Assume α > 0 and

let Tα be the operator de�ned above.

(i) For 0 < α < 1, de�ne ν = 2α−1
2−2α , and let µνk = 1 + (1− α)2j2

νk. Then

σ(Tα) = {0} ∪
{
λνk :=

1

µνk

}∞
k=1

.

For any k ∈ N, the functions de�ned by

uνk(x) := x
1
2
−αJν(jνkx

1−α)

is the eigenfunction of Tα corresponding to the eigenvalue λνk. Moreover, for �xed

0 < α < 1 and k su�ciently large, we have

µνk = 1 + (1− α)2

[(
π

2

(
ν − 1

2

)
+ πk

)2

−
(
ν2 − 1

4

)]
+O

(
1

k

)
. (3.18)

(ii) For α = 1, the operator T1 has no eigenvalues, and the spectrum is exactly σ(T1) =[
0, 4

5

]
.

(iii) For α > 1, the operator Tα has no eigenvalues, and the spectrum is exactly σ(Tα) =

[0, 1].

Recall that the discrete spectrum of an operator T is de�ned as

σd(T ) = {λ ∈ σ(T ) : T − λI is a Fredholm operator},
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and the essential spectrum is de�ned as

σe(T ) = σ(T )\σd(T ).

We have the following corollary about the essential spectrum.

Corollary 3.18 (Essential Spectrum of the �Neumann-Canonical� Operator). Assume

that α > 0 and let Tα be the operator de�ned above.

(i) For 0 < α < 1, σe(Tα) = {0}.

(ii) For α = 1, σe(T1) =
[
0, 4

5

]
.

(iii) For α > 1, σe(Tα) = [0, 1].

Remark 3.20. This corollary follows immediately from the fact (see e.g. [37, Theorem

IX.1.6]) that, for any self-adjoint operator T on a Hilbert space, σd(T ) consists of the

isolated eigenvalues with �nite multiplicity. In fact, for Corollary 3.18 to hold, it su�ces

to prove that σd(T ) ⊂ EV (T ), where EV (T ) is the set of all the eigenvalues. We present

in Section 3.4.1.2 a simple proof of this inclusion.

As the reader can see in Theorem 3.17, when α < 1 the spectrum of the operator

Tα is a discrete set and when α = 1 the spectrum of T1 becomes a closed interval, so

a natural question is whether σ(Tα) converges to σ(T1) as α → 1− in some sense. The

answer is positive as the reader can check in the following

Theorem 3.19. Let α ≤ 1. For the spectrum σ(Tα), we have

(i) σ(Tα) ⊂ σ(T1) for all 2
3 < α < 1.

(ii) For every λ ∈ σ(T1), there exists a sequence αm → 1− and a sequence of eigen-

values λm ∈ σ(Tαm) such that λm → λ as m→∞.

Remark 3.21. Notice that in particular σ(Tα) → σ(T1) in the Hausdor� metric sense,

that is

dH(σ(Tα), σ(T1))→ 0, as α→ 1−,
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where dH(X,Y ) = max
{

supx∈X infy∈Y |x− y| , supy∈Y infx∈X |x− y|
}
is the Hausdor�

metric (see e.g. [52, Chapter 7]).

Remark 3.22. When α ≤ 1, the spectrum of Tα has been investigated by C. Stuart [63].

In fact, he considered the more general di�erential operator Nu = −(A(x)u′)′ under the

conditions u(1) = 0 and lim
x→0+

A(x)u′(x) = 0, with

A ∈ C0([0, 1]); A(x) > 0, ∀x ∈ (0, 1] and lim
x→0+

A(x)

x2α
= 1. (3.19)

Notice that if A(x) = x2α, we have the equality Tα = (N + I)−1, where the inverse is

taken in the space L2(0, 1). When α < 1, C. Stuart proves that σ(N) consists of isolated

eigenvalues; this is deduced from a compactness argument. When α = 1, C. Stuart

proves that maxσe
(
(N + I)−1

)
= 4

5 . On the other hand, C. Stuart has constructed an

elegant example of function A satisfying (3.19) with α = 1 such that (N + I)−1 admits

an eigenvalue in the interval (4
5 , 1]. Moreover, G. Vuillaume (in his thesis [66] under C.

Stuart) used a variant of this example to get an arbitrary number of eigenvalues in the

interval (4
5 , 1]. However, we still have

Open Problem 3.1. If A satis�es (3.19) for α = 1, is it true that σe((N+I)−1) = [0, 4
5 ]?

Similarly, when α > 1, one can still consider the operator Nu = −(A(x)u′)′ under

the conditions u(1) = 0 and lim
x→0+

A(x)u′(x) = 0, where A satis�es (3.19), and the

operator (N + I)−1, where the inverse is taken in the space L2(0, 1), is still well-de�ned.

By the same argument as in the case A(x) = x2α (Theorem 3.17 (iii)) we know that

σ
(
(N + I)−1

)
⊂ [0, 1]. However, we still have

Open Problem 3.2. Assume that A satis�es (3.19) for α > 1.

(i) Is it true that σ((N + I)−1) = [0, 1]?

(ii) Is it true that maxσe((N + I)−1) = 1, or more precisely σe((N + I)−1) = [0, 1]?

The rest of this chapter is organized as the following. We begin by proving the

uniqueness results in Section 3.2. We then prove the existence and regularity results in

Section 3.3. The analysis of the spectrum of the operators TD and Tα is performed in
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Section 3.4. Finally we present in Section 3.A some properties about weighted Sobolev

spaces used throughout this work.

3.2 Proofs of all the uniqueness results

In this section we will provide the proofs of the uniqueness results stated in the

Introduction.

Proof of Theorem 3.2. Since u ∈ C0(0, 1] with lim
x→0+

u(x) = 0, we have that u ∈ C0[0, 1].

Notice that, for any 0 < x < 1, we can write x2αu′(x) = u′(1)−
1∫
x

u(s)ds, which implies

that x2αu′ ∈ C[0, 1]. Then we can multiply the equation (3.5) by u and integrate by

parts over [ε, 1], and with the help of the boundary condition we obtain

1∫
ε

x2αu′(x)2dx+

1∫
ε

u(x)2dx = x2αu′(x)u(x)|1ε → 0, as ε→ 0+.

Therefore, u = 0.

Proof of Theorem 3.5. We �rst claim that u ∈ C0[0, 1]. Since u ∈ C1(0, 1] and because

lim
x→0+

x2αu′(x) = 0, there exists C > 0 such that −Cx−2α ≤ u′(x) ≤ Cx−2α, which

implies that −Cx1−2α ≤ u(x) ≤ Cx1−2α, hence u ∈ L∞(0, 1) because 0 < α < 1
2 .

Write u′(x) =
1

x2α

x∫
0

u(s)ds and deduce that u′ ∈ L∞(0, 1), thus u ∈ W 1,∞(0, 1). In

particular u ∈ C0[0, 1].

Then we can multiply the equation (3.8) by u and integrate by parts over [ε, 1], and

with the help of the boundary condition we obtain

1∫
ε

x2αu′(x)2dx+

1∫
ε

u(x)2dx = x2αu′(x)u(x)|1ε → 0, as ε→ 0+.

Therefore, u ≡ 0.

Proof of (i) of Theorem 3.8 and (i) of Theorem 3.12. As in the proof of Theorem 3.5,

it is enough to show that u ∈ C0[0, 1]. As before, the boundary condition implies
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that u(x) ∼ x1−2α, which gives u ∈ L
1
α (0, 1). To prove that u ∈ C0[0, 1], we �rst

write x2α−1u′(x) =
1

x

x∫
0

u(s)ds. Let p0 := 1
α > 1. Since u ∈ Lp0(0, 1), one can apply

Hardy's inequality and obtain
∥∥x2α−1u′

∥∥
Lp0
≤ C ‖u‖Lp0 . Since u(1) = 0, this implies

that u ∈ X2α−1,p0
·0 (0, 1). By Theorem 3.34, we have two alternatives

• u ∈ Lq(0, 1) for all q <∞ when α ≤ 2
3 or

• u ∈ Lp1(0, 1) where p1 := 1
3α−2 > p0 when 2

3 < α < 1.

If the �rst case happens and u ∈ Lq(0, 1) for all q <∞, then we apply Hardy's inequality

and obtain u ∈ X2α−1,q
·0 (0, 1) for all q < ∞, which embeds into C0[0, 1] for q large

enough. If the second alternative occurs and we apply Hardy's inequality once more,

we conclude that u ∈ X2α−1,p1
·0 (0, 1). Therefore, either u ∈ Lq(0, 1) for all q <∞ when

α ≤ 4
5 or u ∈ Lp2(0, 1) where p2 = 1

5α−4 when 4
5 < α < 1. By repeating this argument

�nitely many times we can conclude that u ∈ C0[0, 1].

Proof of (ii) of Theorem 3.8. Let α = 1
2 and suppose that u ∈ H2

loc(0, 1] satis�es


−(x2αu′(x))′ + u(x) = 0 on (0, 1],

u(1) = 0,

lim
x→0+

u(x)

1− ln(x)
= 0.

Notice that u ∈ C(0, 1] together with lim
x→0+

(1 − lnx)−1u(x) = 0 and the integrability

of lnx, gives u ∈ L1(0, 1). De�ne w(x) = u(x)(1 − lnx)−1. It is enough to show that

w = 0. Notice that w solves


(x(1− lnx)w′(x))′ = (1− lnx)w(x) + w′(x) on (0, 1),

w(1) = 0,

w(0) = 0.

(3.20)

We integrate equation (3.20) to obtain

x(1− lnx)w′(x) = w′(1)−
1∫
x

(1− ln s)w(s)dx = u′(1)−
1∫
x

u(s)ds.
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Since u ∈ L1(0, 1), the above computation shows that x(1 − lnx)w′(x) ∈ C[0, 1]. Now

we multiply (3.20) by w and we integrate by parts over [ε, 1] to obtain

1∫
ε

x(1− lnx)w′(x)2dx+

1∫
ε

(1− lnx)w2(x)dx = x(1− lnx)w′(x)w(x)|1ε −
1

2
w2(x)|1ε → 0,

as ε→ 0+, proving that w = 0.

At this point we would like to mention that the proof of (iii) of Theorem 3.8 and

(iii) of Theorem 3.12 will be postponed to Proposition 3.23 of Section 3.3.2.

Proof of (iv) of Theorem 3.8 and (ii) of Theorem 3.12. Let 1
2 < α < 1 and suppose

that u ∈ H2
loc(0, 1] satis�es


−(x2αu′(x))′ + u(x) = 0 on (0, 1],

u(1) = 0,

lim
x→0+

x2α−1u(x) = 0.

Notice that u ∈ C(0, 1] together with lim
x→0+

x2α−1u(x) = 0 and the integrability of x1−2α

for α < 1, gives u ∈ L1(0, 1). De�ne w(x) = x2α−1u(x). We will show that w = 0.

Notice that w satis�es
−(xw′(x))′ + (2α− 1)w′(x) + x1−2αw(x) = 0 on (0, 1],

w(1) = 0,

w(0) = 0.

(3.21)

Integrate (3.21) to obtain

xw′(x) = w′(1)−
1∫
x

s1−2αw(s)ds = u′(1)−
1∫
x

u(s)ds,

from which we conclude xw′(x) ∈ C[0, 1]. Finally, multiply (3.21) by w and integrate
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by parts over [ε, 1] to obtain

1∫
ε

xw′(x)2dx+

1∫
ε

x1−2αw(x)2dx = xw′(x)w(x)|1ε −
(
α− 1

2

)
w2(ε).

Letting ε→ 0+ and we conclude that w = 0.

Proof of Theorem 3.15. Assume that (i) holds. Suppose that u ∈ H2
loc(0, 1] satis�es


−(x2αu′(x))′ + u(x) = 0 on (0, 1],

u(1) = 0,

lim
x→0+

x
3+
√

5
2 u′(x) = 0.

Let v(x) = x
1+
√

5
2 u(x). Then v ∈ H2

loc(0, 1] and it satis�es



−(xv′(x))′ +
√

5v′(x) = 0 on (0, 1],

v(1) = 0,

lim
x→0+

(
xv′(x)− 1 +

√
5

2
v(x)

)
= 0,

(3.22)

from which we obtain that xv′ − 1+
√

5
2 v ∈ C[0, 1] and xv′ −

√
5v ∈ H1(0, 1). Therefore

v ∈ C[0, 1]. Multiply (3.22) by v and integrate over [ε, 1] to obtain

1∫
ε

xv′(x)2dx+
1

2
v2(ε) =

(
xv′(x)− 1 +

√
5

2
v(x)

)
v(x)|1ε → 0, as ε→ 0+.

Therefore v is constant and thus v(x) ≡ v(1) = 0.

Assume that (ii) holds. Suppose that u ∈ H2
loc(0, 1] satis�es


−(x2αu′(x))′ + u(x) = 0 on (0, 1],

u(1) = 0,

lim
x→0+

x
1+
√

5
2 u(x) = 0.
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Let w(x) = x
1+
√
5

2 u(x). Then w ∈ H2
loc(0, 1] and it satis�es


−(xw′(x))′ +

√
5w′(x) = 0 on (0, 1],

w(1) = 0,

w(0) = 0.

(3.23)

Therefore xw′ +
√

5w ∈ H1(0, 1), w ∈ C[0, 1], and xw′ ∈ C[0, 1]. Multiply (3.23) by w

and integrate over [ε, 1] to obtain

1∫
ε

xw′(x)2dx = xw′(x)w(x)|1ε −
√

5

2
w2(x)|1ε → 0, as ε→ 0+.

Therefore w is constant, so w(x) ≡ w(1) = 0.

Assume that (iii) holds. Suppose that u ∈ H2
loc(0, 1] satis�es


−(x2αu′(x))′ + u(x) = 0 on (0, 1],

u(1) = 0,

lim
x→0+

x
3α
2 e

x1−α
1−α u′(x) = 0.

De�ne g(x) = e
x1−α
1−α u(x). Then g ∈ H2

loc(0, 1] and it satis�es


−(x2αg′(x))′ + (xαg(x))′ + xαg′(x) = 0 on (0, 1],

g(1) = 0,

lim
x→0+

(
x

3α
2 g′(x)− x

α
2 g(x)

)
= 0.

Multiply the above by g and integrate over [ε, 1] to obtain

1∫
ε

x2αg′(x)2dx = x2αg′(x)g(x)|1ε − xαg2(x)|1ε

=
(
x

3α
2 g′(x)− x

α
2 g(x)

)
x
α
2 g(x)|1ε.

(3.24)
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We now study the function h(x) := x
α
2 g(x). We have

h(x) = −
1∫
x

h′(s)ds

= −
1∫
x

(α
2
s
α
2
−1g(s) + s

α
2 g′(s)

)
ds

=
α

2

1∫
x

s
3α
2
−1g′(s)ds−

(
x

3α
2 g′(x)− x

α
2 g(x)

)

= −α
2

(
3α

2
− 1

) 1∫
x

s
3α
2
−2g(s)ds− α

2
xα−1h(x)−

(
x

3α
2 g′(x)− x

α
2 g(x)

)
.

Hence we can write

h(x) =
[
1 +

α

2
xα−1

]−1

−α
2

(
3α

2
− 1

) 1∫
x

s
3α
2
−2g(s)ds−

(
x

3α
2 g′(x)− x

α
2 g(x)

) .
We claim that there exists a sequence εn → 0 so that

lim
n→∞

∣∣∣∣∣∣
1∫

εn

s
3α
2
−2g(s)ds

∣∣∣∣∣∣ <∞.
Otherwise, assume that lim

ε→0+

∫ 1
ε s

3α
2
−2g(s)ds = ±∞. Then

lim
x→0+

x
α
2 e

x1−α
1−α u(x) = lim

x→0+
h(x) = ±∞.

This forces lim
x→0+

u(x) = ±∞, so L'Hôpi tal's rule applies to u and one obtains that

lim
x→0+

x
α
2 e

x1−α
1−α u(x) = lim

x→0+

x
3α
2 e

x1−α
1−α u′(x)

−α
2x

α−1 − 1
= 0,

which is a contradiction. Therefore lim
εn→0+

h(εn) exists for some sequence εn → 0. Fi-

nally, use that sequence εn → 0+ in (3.24) to obtain that

1∫
0

x2αg′(x)2dx = 0, which

gives g is constant, that is g(x) ≡ g(1) = 0.
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Assume that (iv) holds. Suppose that u ∈ H2
loc(0, 1] satis�es


−(x2αu′(x))′ + u(x) = 0 on (0, 1],

u(1) = 0,

lim
x→0+

x
α
2 e

x1−α
1−α u(x) = 0.

Let p(x) = e
x1−α
1−α u(x), then w satis�es


−(x2αp′(x))′ + (xαp(x))′ + xαp′(x) = 0 on (0, 1],

p(1) = 0,

lim
x→0+

x
α
2 p(x) = 0.

(3.25)

We claim that lim
x→0+

x
3α
2 p′(x) exists, thus implying that x

3α
2 p′(x) belongs to C[0, 1].

De�ne q(x) = x
3α
2 p′(x), then using (3.25) we obtain that, for 0 < x < 1,

q′(x) = −α
2
x

3α
2
−1p′(x) + αx

α
2
−1p(x) + 2x

α
2 p′(x).

A direct computation shows that, for 0 < x < 1,

1∫
x

q′(s)ds =
α

2

(
3α

2
− 1

) 1∫
x

x
3α
2
−2p(s)ds+

α

2
xα−1x

α
2 p(x)− 2x

α
2 p(x).

Since x
α
2 p(x) ∈ C[0, 1], we obtain that x

3α
2
−2p(x) ∈ L1(0, 1), which implies that

x
3α
2 p′(x) = q(x) = −

1∫
x

q′(s)ds

is continuous and that the lim
x→0+

q(x) exists. We now multiply (3.25) by p(x) and inte-

grate by parts to obtain

1∫
0

x2αp′(x)2 = x
3α
2 p′(x)x

α
2 p(x)|10 = 0.
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Thus proving that p(x) is constant, i.e. p(x) ≡ p(1) = 0.

Finally assume that (v) holds. De�ne k(x) = x2αu′(x). Notice that since u ∈

L1(0, 1) ∩ H2
loc(0, 1], from the equation we obtain that k(x) = u′(1) −

1∫
x

u(s)ds, so

k(x) ∈ C0[0, 1]. We claim that k(0) = 0. Otherwise, near the origin u′(x) ∼ x−2α and

u(x) ∼ x1−2α, which contradicts u ∈ L1(0, 1). Therefore, lim
x→0+

x2αu′(x) = 0. We are

now in the case where (i) or (iii) applies, so we can conclude that u = 0.

3.3 Proofs of all the existence and the regularity results

Our proof of the existence results will mostly use functional analysis tools. We take

the weighted Sobolev space Xα de�ned in (3.9) and its subspaces Xα
00 and Xα

0 de�ned

by (3.11) and (3.10). As we can see from Section 3.A, Xα equipped with the inner

product given by

(u, v)α =

1∫
0

(
x2αu′(x)v′(x) + u(x)v(x)

)
dx,

is a Hilbert space. Xα
00 and X

α
0 are well de�ned closed subspaces. We de�ne two notions

of weak solutions as follows: given 0 < α < 1
2 and f ∈ L

2(0, 1) we say u is a weak solution

of the �rst type of (3.1) if u ∈ Xα
00 satis�es

1∫
0

x2αu′(x)v′(x)dx+

1∫
0

u(x)v(x)dx =

1∫
0

f(x)v(x)dx, for all v ∈ Xα
00; (3.26)

and given α > 0 and f ∈ L2(0, 1) we say that u is a weak solution of the second type of

(3.1) if u ∈ Xα
0 satis�es

1∫
0

x2αu′(x)v′(x)dx+

1∫
0

u(x)v(x)dx =

1∫
0

f(x)v(x)dx, for all v ∈ Xα
0 . (3.27)

The existence of both solutions are guaranteed by Riesz Theorem. Actually, (3.26) is

equivalent to (3.12), while (3.27) is equivalent to (3.13) or (3.14) (see e.g. [11, Theorem

5.6]). As we will see later, the weak solution of the �rst type is exactly the solution uD

mentioned in the Introduction, whereas the weak solution of the second type corresponds
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to either uN when 0 < α < 1
2 or uC when α ≥ 1

2 .

3.3.1 The Dirichlet problem

Proof of Theorem 3.1. We will actually prove that the solution of (3.26) is the solution

we are looking for in Theorem 3.1. Notice that by taking v ∈ C∞0 (0, 1) in (3.26) we

obtain that w(x) := x2αu′(x) ∈ H1(0, 1) with (x2αu′(x))′ = u(x) − f(x) and ‖w′‖L2 ≤

2 ‖f‖L2 . Also since u ∈ Xα
00 we have that u(0) = u(1) = 0.

Now we write

u(x) =

x∫
0

u′(s)ds = − 1

1− 2α

x∫
0

(
s2αu′(s)

)′
s1−2αds+

xu′(x)

1− 2α
,

where we have used that lim
s→0+

su′(s) = lim
s→0+

s2αu′(s) ·s1−2α = 0 for all α < 1
2 . It implies

that

x2α−1u(x) =
x2αu′(x)

1− 2α
+
x2α−1

2α− 1

x∫
0

(
s2αu′(s)

)′
s1−2αds,

and (
x2α−1u(x)

)′
= x2α−2

x∫
0

(
s2αu′(s)

)′
s1−2αds.

From here, since α < 1
2 , we obtain

∣∣∣(x2α−1u(x)
)′∣∣∣ ≤ 1

x

x∫
0

(
s2αu′(s)

)′
ds,

so Hardy's inequality gives

∥∥∥(x2α−1u
)′∥∥∥

L2
≤ 2

∥∥∥(x2αu′
)′∥∥∥

L2
≤ 4 ‖f‖L2 .

Therefore,
∥∥x2α−1u

∥∥
H1 ≤ C ‖f‖L2 , where C is a constant depending only on α. Com-

bining this result and the fact that x2αu′ ∈ H1(0, 1), we conclude that x2αu ∈ H2(0, 1).

Also notice that u ∈ C0,1−2α[0, 1] is a direct consequence of x2α−1u ∈ C[0, 1] ∩

C1(0, 1]. The proof is �nished.
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Proof of Remark 3.1. Take f ∈ C∞0 (0, 1). We know that u(x) = Aφ1(x) + Bφ2(x) +

F (x) where φ1(x) and φ2(x) are two linearly independent solutions of the equation

−(x2αu′(x))′ + u(x) = 0 and

F (x) = φ1(x)

x∫
0

f(s)φ2(s)ds− φ2(x)

x∫
0

f(s)φ1(s)ds.

Moreover, one can see that φi(x) = x
1
2
−αfi

(
x1−α

1−α

)
where fi(z)'s are two linearly inde-

pendent solutions of the Bessel equation

z2φ′′(z) + zφ′(z)−

z2 +

(
1
2 − α
1− α

)2
φ(z) = 0.

By the properties of the Bessel function (see e.g. [67, Chapter III]), we know that near

the origin,

φ1(x) = a1x
1−2α + a2x

3−4α + a3x
5−6α + · · · , for 0 < α <

1

2
,

and

φ2(x) = b1 + b2x
2−2α + b3x

4−4α + b4x
6−6α + · · · , for 0 < α < 1.

Also,

φ1(0) = 0, φ2(0) 6= 0, φ1(1) 6= 0, for 0 < α <
1

2
,

lim
x→0+

|φ1(x)| =∞, lim
x→0+

φ2(x) = b1, for α ≥ 1

2
,

and

lim
x→0+

x2αφ′1(x) 6= 0, lim
x→0+

x2αφ′2(x) = 0, φ2(1) 6= 0, for 0 < α < 1.

Notice that F (x) ≡ 0 near the origin. Therefore, when imposing the boundary condi-

tions u(0) = u(1) = 0, we obtain u(x) = Aφ1(x) + F (x) with A = − F (1)
φ1(1) . Take f such

that

F (1) =

1∫
0

f(s)[φ2(s)φ1(1)− φ1(s)φ2(1)]ds 6= 0.



48

Then u(x) ∼ φ1(x) near the origin and we get the desired power series expansion.

Proof of Remark 3.3. From the proof of Theorem 3.1, we conclude that w ∈ C0[0, 1]

with ‖w‖∞ ≤ 2 ‖f‖L2 . From here we have

∣∣u′(x)
∣∣ =

∣∣w(x)x−2α
∣∣ ≤ ‖w‖∞ x−2α.

Thus, for 1 ≤ p < 1
2α ,

∥∥u′∥∥
Lp
≤ ‖w‖∞

∥∥x−2α
∥∥
Lp(0,1)

≤ C(α, p) ‖f‖2 .

Proof of Remark 3.5. If we take f(x) := −(x2αu′(x))′+u(x), where u(x) = x1−2α(x−1),

we will see that u /∈ C0,β[0, 1], ∀β > 1 − 2α. When u(x) = x
7
4
−2α(x − 1), we will see

that x2α−1u /∈ H2(0, 1), x2αu′ /∈ H2(0, 1), and x2αu /∈ H3(0, 1).

Proof of Remark 3.6. From [30] we know that the function g exists and x2αg′(x) ∈

L∞(0, 1). Therefore, integration by parts gives

1∫
0

f(x)g(x)dx =

1∫
0

−(x2αu′(x))′g(x) + u(x)g(x)dx = lim
x→0+

x2αu′(x).

And the L'Hôpital's rule immediately implies that

lim
x→0+

x2α−1u(x) = lim
x→0+

1

1− 2α
x2αu′(x) =

1

1− 2α

1∫
0

f(x)g(x)dx.

Before we prove Theorem 3.3, we need the following lemma.

Lemma 3.20. Let 0 < α < 1
2 and k0 ∈ N. Assume u ∈ W k0+1,p

loc (0, 1) for some p ≥ 1.

If lim
x→0+

u(x) = 0 and lim
x→0+

xk−2α dk−1

dxk−1

(
s2αu′(s)

)
= 0 for all 1 ≤ k ≤ k0, then for
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0 < x < 1

dk

dxk
(
x2α−1u(x)

)
= x2α−k−1

x∫
0

sk−2α d
k

dsk
(
s2αu′(s)

)
ds, for all 1 ≤ k ≤ k0

Moreover ∥∥∥∥ dkdxk (x2α−1u
)∥∥∥∥
Lp
≤ C

∥∥∥∥ dkdxk (x2αu′
)∥∥∥∥
Lp
,

where C is a constant depending only on p, α and k.

Proof. When k0 = 1 we can write

(
x2α−1u(x)

)′
=

x2α−1

x∫
0

s2αu′(s)

(
s1−2α

1− 2α

)′
ds

′

=

 x2α−1

2α− 1

x∫
0

(
s2αu′(s)

)′
s1−2αds+

x2αu′(x)

1− 2α

′

= x2α−2

x∫
0

(
s2αu′(s)

)′
s1−2αds.

The rest of the proof is a straightforward induction argument. We omit the details. The

norm bound is obtained by Fubini's Theorem when p = 1 and by Hardy's inequality

when p > 1.

Proof of Theorem 3.3. Notice that lim
x→0+

x2−2α
(
s2αu′(s)

)′
=0 since both u and f are

continuous. With the aid of Lemma 3.20 for k0 = 2 we can write

(
x2α−1u(x)

)′′
= x2α−3

x∫
0

s2−2α
(
s2αu′

)′′
ds = x2α−3

x∫
0

s2−2α (u(s)− f(s))′ ds.

The result is obtained by using the estimate in Lemma 3.20.

Proof of Remark 3.8. We use the same notation as in the proof of Remark 3.1. We

know that u(x) = Aφ1(x) + Bφ2(x) + F (x) where φ1(x) and φ2(x) are two linearly
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independent solutions of the equation −(x2αu′(x))′ + u(x) = 0 and

F (x) = 1, if f ≡ 1,

or

F (x) = φ1(x)

x∫
0

f(s)φ2(s)ds− φ2(x)

x∫
0

f(s)φ1(s)ds, if f ∈ C∞0 (0, 1).

In either case we have F ∈ C[0, 1]. We also know that

lim
x→0+

|φ1(x)| =∞, lim
x→0+

φ2(x) = b1, for α ≥
1

2
.

Therefore, if one wants a continuous function at the origin, one must have A = 0. Then

u(x) = Bφ2(x) +F (x). We see now that the conditions u(1) = 0 and lim
x→0+

u(x) = 0 are

incompatible.

3.3.2 The Neumann problem and the �Canonical� problem

Proof of Theorems 3.4, 3.7, 3.11. For 0 < α < 1, let u ∈ Xα
0 solving

1∫
0

x2αu′(x)v′(x)dx+

1∫
0

u(x)v(x)dx =

1∫
0

f(x)v(x)dx, for all v ∈ Xα
0 .

First notice that

‖u‖L2 +
∥∥xαu′∥∥

L2 ≤ ‖f‖L2 .

Also, if we take v ∈ C∞0 (0, 1), then x2αu′ ∈ H1(0, 1) with (x2αu′(x))′ = u(x)− f(x).

We now proceed to prove that w(x) := x2αu′(x) vanishes at x = 0. Take v ∈ C2[0, 1]

with v(1) = 0 as a test function and integrate by parts to obtain

0 =

1∫
0

(
−(x2αu′(x))′ + u(x)− f(x)

)
v(x)dx = lim

x→0+
x2αu′(x)v(x).

The claim is obtained by taking any such v with v(0) = 1.

The above shows that w(x) := x2αu′(x) ∈ H1(0, 1) with w(0) = 0. Then, notice
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that for any function w ∈ H1(0, 1) with w(0) = 0 one can write

|w(x)| =

∣∣∣∣∣∣
x∫

0

w′(x)dx

∣∣∣∣∣∣ ≤ x 1
2

 x∫
0

w′(x)2dx

 1
2

,

thus

lim
x→0+

x2α− 1
2u′(x) = 0.

Also, Hardy's inequality implies that w
x ∈ L2(0, 1) with

∥∥w
x

∥∥
L2 ≤ 2 ‖w′‖L2 . Now

recall that w′(x) = (x2αu′(x))′ = u(x) − f(x), so ‖w′‖L2 ≤ ‖u‖L2 + ‖f‖L2 ≤ 2 ‖f‖L2 .

Hence we have the estimate
∥∥x2α−1u′

∥∥
L2 ≤ 4 ‖f‖L2 .

In order to prove
∥∥x2αu′′

∥∥
L2 ≤ C ‖f‖L2 , one only need to apply the above estimates

and notice that x2αu′′(x) = (x2αu′(x))′ − 2αx2α−1u′(x).

By Theorem 3.34, property (i) of Theorems 3.4, 3.7, 3.11 is a direct consequence of

the fact that u ∈ X2α−1
0 .

Finally we establish the property (ii) of Theorem 3.11. For α = 3
4 , �rst notice that

1∫
0

u2(x)

x(1− lnx)
dx ≤ −

1∫
0

x

(
2u(x)u′(x)

x(1− lnx)
− u2(x)

x2(1− lnx)
+

u2(x)

x2(1− lnx)2

)
dx

= −2

1∫
0

u(x)u′(x)

1− lnx
dx+

1∫
0

u2(x)

x(1− lnx)
dx−

1∫
0

u2(x)

x(1− lnx)2
dx,

thus
1∫

0

u2(x)

x(1− lnx)2
dx ≤ 2

∣∣∣∣∣∣
1∫

0

u(x)

x
1
2 (1− lnx)

x
1
2u′(x)dx

∣∣∣∣∣∣ . (3.28)

Now Hölder's inequality gives (1− lnx)−1x−
1
2u(x) ∈ L2(0, 1). Therefore

(
(1− lnx)−1u2(x)

)′
= (1− lnx)−2x−1u2(x) + 2(1− lnx)−1x−

1
2u(x)x

1
2u′(x) ∈ L1(0, 1),

so lim
x→0+

(1− lnx)−
1
2 u(x) exists. If the limit is non-zero, then near the origin one has

(1− lnx)−1x−
1
2u(x) ∼ (1− lnx)

1
2x−

1
2 /∈ L2(0, 1), which is a contradiction. For 3

4 < α <
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1, notice that

x4α−3u2(x) = −
1∫
x

(
t4α−3u2(t)

)′
dt = −(4α− 3)

1∫
x

t4α−4u2(t)dt− 2

1∫
x

t4α−3u′(t)u(t)dt.

Since we know x2α−1u′ ∈ L2(0, 1), Theorem 3.33 implies that x2α−2u ∈ L2(0, 1), hence

lim
x→0+

x2α− 3
2u(x) exists. If the limit is non-zero, then near the origin u(x) ∼ x

3
2
−2α /∈

L
2

4α−3 (0, 1), which is a contradiction.

Proof of Remark 3.10 for all 0 < α < 1. First notice that

x2α− 1
2u′(x) =

1√
x

x∫
0

(u(s)− f(s))ds.

Therefore,
∣∣∣x2α− 1

2u′(x)
∣∣∣ ≤ 2 ‖f‖L2 . i.e. K(x) ≤ 2.

On the other hand, for �xed 0 < x ≤ 1
2 , de�ne

f(t) =


x−

1
2 if 0 < t ≤ x

0 if x < t < 1.

Then ‖f‖L2 = 1. Consider �rst the case when 3
4 < α < 1. From Theorem 3.11 we

obtain that u ∈ X2α−1
0 , which embeds into Lp0 for p0 = 2

4α−3 > 2. Thus one obtains

that

∣∣∣∣∣∣ 1√
x

x∫
0

u(s)ds

∣∣∣∣∣∣ ≤ x 1
2
− 1
p0 . Then

Kα(x) ≥

∣∣∣∣∣∣ 1√
x

x∫
0

(u(s)− f(s))ds

∣∣∣∣∣∣ ≥ 1− x
1
2
− 1
p0 ≥ 1−

(
1

2

) 1
2
− 1
p0

.

Therefore Kα(x) ≥ δα for δα := 1−
(

1
2

) 1
2
− 1
p0 . Notice that when 0 < α ≤ 3

4 , then u ∈ L
p

for all p > 1, so the above argument remains valid. The proof is now �nished.
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Proof of Remark 3.11 for all α < 3
4 . To prove (3.7), �rst notice that, from [30], the func-

tion h exists and x
1
2h ∈ L∞(0, 1). Therefore, integration by parts gives

1∫
0

f(x)h(x)dx =

1∫
0

(−(x2αu′(x))′h(x) + u(x)h(x))dx = lim
x→0+

u(x).

In order to prove the further regularity results we need the following

Lemma 3.21. Let α > 0 be a real number and k0 ≥ 0 be an integer. Assume u ∈

W k0+2,p
loc (0, 1) for some p ≥ 1, and lim

x→0+
xk dk

dxk

(
x2αu′(x)

)
= 0 for all 0 ≤ k ≤ k0. Then

for 0 < x < 1

dk

dxk
(
x2α−1u′(x)

)
=

1

xk+1

x∫
0

sk
dk+1

dsk+1

(
s2αu′(s)

)
ds, for all 0 ≤ k ≤ k0.

Moreover ∥∥∥∥ dkdxk (x2α−1u′
)∥∥∥∥
Lp
≤ C

∥∥∥∥ dk+1

dxk+1

(
x2αu′

)∥∥∥∥
Lp
,

where C is a constant depending only on p, α and k.

Proof. If k0 = 0 then the statement is obvious. When k0 = 1, the condition

x
(
x2αu′(x)

)′ → 0

gives

(
x2α−1u′(x)

)′
=

1

x

x∫
0

(
s2αu′(s)

)′
ds

′

=

−1

x

x∫
0

s
(
s2αu′(s)

)′′
ds+

(
x2αu′(x)

)′′

=
1

x2

x∫
0

s
(
s2αu′(s)

)′′
ds.
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The rest of the proof is a straightforward induction argument. We omit the details.

The norm bound is obtained by Fubini's Theorem when p = 1 and by Hardy's inequality

when p > 1.

Proof of Theorem 3.6. Assume that f ∈ W 1, 1
2α (0, 1). First notice that for 1 ≤ p < 1

2α

we have u′ ∈ Lp since x2αu′ ∈ H1(0, 1). Also notice that x(x2αu′(x))′ = x(u − f) → 0

since both u and f are continuous. We use Lemma 3.21 for k0 = 1 to conclude

∥∥(x2α−1u′)′
∥∥
Lp
≤ C

∥∥(x2αu′)′′
∥∥
Lp

= C
∥∥(u− f)′

∥∥
Lp
≤ C ‖f‖W 1,p ,

where C is a constant only depending on p and α. Recall that x2αu′′ = u−2αx2α−1u′−

f ∈W 1,p(0, 1). It implies

∣∣u′′(x)
∣∣ =

∣∣x2αu′′
∣∣x−2α ≤ C ‖f‖W 1,p x

−2α,

where C is a constant only depending on p and α. The above inequality gives that

u ∈W 2,p(0, 1) for all 1 ≤ p < 1
2α , with the corresponding estimate.

Assume now f ∈ W 2, 1
2α (0, 1). We �rst notice that x2

(
x2αu′(x)

)′′
= x2 (u− f)′ =

x2αu′(x)x2−2α − x2f ′(x) → 0 as x → 0+ since f ∈ C1[0, 1]. This allows us to apply

Lemma 3.21 and obtain

(
x2α−1u′(x)

)′′
=

1

x3

x∫
0

s2
(
s2αu′(s)

)′′′
ds =

1

x3

x∫
0

s2 (u(s)− f(s))′′ ds.

Lemma 3.21 also gives the desired estimate.

Proof of Remark 3.12, 3.15, 3.18. It is enough to prove the following claim: there exists

f ∈ C∞0 (0, 1) such that the solution u can be expanded near the origin as

u(x) = b1 + b2x
2−2α + b3x

4−4α + b4x
6−6α + · · · (3.29)

where b1 6= 0, b2 6= 0.

We use the same notation as the proof of Remark 3.1. Take f ∈ C∞0 (0, 1). We know
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that u(x) = Aφ1(x) +Bφ2(x) +F (x) where φ1(x) and φ2(x) are two linear independent

solutions of the equation −(x2αu′(x))′ + u(x) = 0 and

F (x) = φ1(x)

x∫
0

f(s)φ2(s)ds− φ2(x)

x∫
0

f(s)φ1(s)ds.

Moreover,

lim
x→0+

x2αφ′1(x) 6= 0, lim
x→0+

x2αφ′2(x) = 0, φ2(1) 6= 0, for 0 < α < 1.

Notice that F (x) ≡ 0 near the origin. Therefore, the boundary conditions

lim
x→0+

x2αu′(x) = u(1) = 0

imply that we have u(x) = Bφ2(x) + F (x) with B = − F (1)
φ2(1) . Take f such that

F (1) =

1∫
0

f(s)[φ2(s)φ1(1)− φ1(s)φ2(1)]ds 6= 0.

Then u(x) ∼ φ2(x) near the origin and we get the desired power series expansion.

Proof of Theorem 3.9. When k = 0 we have already established that u ∈ X0 = H1(0, 1).

Also, we have that xu′′ ∈ L2, so (xu)′′ = (u+ xu′)′ = 2u′ + xu′′, that is xu ∈ H2(0, 1).

When k = 1, notice that x (xu′(x))′ = x (u− f) → 0 since both f and u are in

H1(0, 1). we use Lemma 3.21 to write

u′′(x) =
1

x2

x∫
0

s
(
su′(s)

)′′
ds =

1

x2

x∫
0

s (u(s)− f(s))′ ds.

We conclude that u′′ ∈ L2(0, 1) using Lemma 3.21. The rest of the proof is a straight-

forward induction argument using Lemma 3.21. We omit the details.

Lemma 3.22. Suppose 0 < α < 1 and let f ∈ L∞(0, 1). If u is the solution of (3.27),
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then u ∈ C0[0, 1] and x2α−1u′ ∈ L∞(0, 1) with

‖u‖L∞ +
∥∥x2α−1u′

∥∥
L∞
≤ C ‖f‖L∞ ,

where C is a constant depending only on α.

Proof. To prove x2α−1u′ ∈ L∞(0, 1), it is enough to show that u ∈ L∞(0, 1) with

‖u‖L∞ ≤ C ‖f‖L∞ . Indeed, if this is the case, by (3.27) we obtain that x2αu′ ∈

W 1,∞(0, 1) with lim
x→0+

x2αu′(x) = 0. By Hardy's inequality, we obtain that

∥∥x2α−1u′
∥∥
L∞
≤ Cα ‖f‖L∞ .

Now we proceed to prove that u ∈ C0[0, 1]. First notice that if α < 3
4 then u ∈

C0[0, 1] by Theorem 3.7. So we only need to study what happens when 3
4 ≤ α < 1.

Suppose 3
4 ≤ α < 1. Since u ∈ X2α−1 we can use Theorem 3.34 to say that

u ∈ Lp0(0, 1) for p0 = 2
4α−3 , so g := f − u ∈ Lp0(0, 1). From (3.27) we obtain that(

x2αu′(x)
)′

= g(x), therefore x2αu′ ∈ W 1,p0(0, 1). Since p0 > 1 and lim
x→0+

x2αu′(x) = 0,

we are allowed to use Hardy's inequality and obtain that x2α−1u′ ∈ Lp0(0, 1). Using

Theorem 3.34 once more gives that either u ∈ C0[0, 1] if α < 7
8 , in which case we are

done, or u ∈ Lp1(0, 1) for p1 := 2
8α−7 if 7

8 ≤ α < 1. If we are in the latter case, we

repeat the argument. This process stops in �nite time since α < 1, thus proving that

u ∈ C0[0, 1].

Proof of Theorems 3.10 and 3.13. We begin by recalling from Lemma 3.22 that if f ∈

L∞(0, 1) then x2α−1u′ ∈ L∞(0, 1), so |u′(x)| ≤
∥∥x2α−1u′(x)

∥∥
L∞

x1−2α. This readily

implies u ∈W 1,p(0, 1). Now just as in the proof of Theorem 3.6 we can use Lemma 3.21

and write

(x2α−1u′(x))′ =
1

x2

x∫
0

s(s2αu′(s))′′ds =
1

x2

x∫
0

s(u(s)− f(s))′ds.
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Notice that |xu′(x)| ≤
∥∥x2α−1u′

∥∥
L∞

x2−2α. From here we obtain

∣∣(x2α−1u′(x))′
∣∣ ≤ C (∥∥x2α−1u′

∥∥
L∞

x1−2α +
∥∥f ′∥∥

Lp

)
.

The conclusion then follows by integration.

Proof of Remark 3.16. First notice that, from the proof of (ii) of Theorem 3.11, when

α = 3
4 , ∣∣∣(1− lnx)−

1
2 u(x)

∣∣∣ ≤ C ∥∥∥x 1
2u′(x)

∥∥∥
L2
≤ C ‖f‖L2 ,

and when 3
4 < α < 1,

∣∣∣x2α− 3
2u(x)

∣∣∣ ≤ Cα ∥∥xαu′(x)
∥∥
L2 ≤ Cα ‖f‖L2 .

That is, K̃α(x) ≤ Cα. On the other hand, we can write

u(x) =

1∫
x

1

t2α

t∫
0

(u(s)− f(s))dsdt

=
1

1− 2α

 1

x2α−1

x∫
0

f(t)dt+

1∫
x

f(t)

t2α−1
dt


+

1

1− 2α

 1∫
0

(u(t)− f(t))dt− 1

x2α−1

x∫
0

u(t)dt−
1∫
x

u(t)

t2α−1
dt

 .

When α = 3
4 , for �xed 0 < x ≤ 1

2 , take

f(t) =


0 if 0 < t ≤ x,

t−
1
2 (− lnx)−

1
2 if x < t < 1.

Then ‖f‖L2 = 1. Since u ∈ Lp(0, 1) for all p <∞, we can say that, there exists Mα > 0

independent of x such that

∣∣∣∣∣∣
1∫

0

(u(t)− f(t))dt− 1

x2α−1

x∫
0

u(t)dt−
1∫
x

u(t)

t2α−1
dt

∣∣∣∣∣∣ ≤Mα.
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Then

K̃α(x) ≥ 1

2α− 1

(
(− lnx)

1
2

(1− lnx)
1
2

− Mα

(1− lnx)
1
2

)
.

When 3
4 < α < 1, for �xed 0 < x ≤ 1

2 , take

f(t) =


x−

1
2 if 0 < t ≤ x,

0 if x < t < 1.

Then ‖f‖L2 = 1. Since u ∈ Lp0(0, 1) for p0 = 2
4α−3 > 2, we can say that, there exists

Mα > 0 and γα > 0 such that

∣∣∣∣∣∣x2α− 3
2

1∫
0

(u(t)− f(t))dt− 1√
x

x∫
0

u(t)dt− x2α− 3
2

1∫
x

u(t)

t2α−1
dt

∣∣∣∣∣∣ ≤Mαx
γα .

Then

K̃α(x) ≥ 1

2α− 1
(1−Mαx

γα) .

Now, for 3
4 ≤ α < 1, take εα > 0 such that K̃α(x) ≥ 1

4 for all 0 < x < εα. If εα < x ≤ 1
2 ,

we take f(t) = −2(3− 2α)t+ 3(4− 2α)t2 + t3−2α − t4−2α, hence u(t) = t3−2α − t4−2α.

Notice that 0 < ‖f‖L2 ≤ 10, so we obtain

K̃α(x) ≥ x
3
2 − x

5
2

10
≥ ε

3
2
α − ε

5
2
α

10
> 0,

for all εα ≤ x ≤ 1
2 . The result follows when we take δα := min

{
1
4 ,

ε
3
2
α−ε

5
2
α

10

}
.

Proof of Theorem 3.14. Let u be the solution of (3.27). By de�nition of u, we have

that u ∈ L2(0, 1) and xαu′ ∈ L2(0, 1). As in the proof of Theorem 3.4, we have that u

satis�es (3.1), w(x) = x2αu′(x) ∈ H1(0, 1), w(0) = 0 and for any function v in Xα
0 ,

lim
x→0+

x2αu′(x)v(x) = 0.
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Take v(x) = xαu′(x)− u′(1). Since α ≥ 1, we have

xα(xαu′(x))′ = w′(x)− αxα−1xαu′(x) ∈ L2(0, 1),

which means that v ∈ Xα
0 . Thus we obtain

lim
x→0+

x3αu′
2
(x) = 0.

To prove that lim
x→0+

x
α
2 u(x) = 0, we �rst claim that lim

x→0+
x
α
2 u(x) exists. To do this,

we write xαu2(x) = −
1∫
x

(sαu2(s))′ds. Notice that

(xαu2(x))′ = αxα−1u2(x) + 2xαu′(x)u(x) ∈ L1(0, 1).

Therefore

lim
x→0+

xαu2(x) = −
1∫

0

(sαu2(s))′ds.

Now, we can conclude that lim
x→0+

x
α
2 u(x) = 0. Otherwise, u(x) ∼ x−

α
2 /∈ L2(0, 1).

Before we �nish this section, we present a proposition which will be used when

dealing with the spectral analysis of the operator Tα. Also, this proposition gives the

postponed proof of (iii) of Theorem 3.8 and (iii) of Theorem 3.12.

Proposition 3.23. Given 1
2 ≤ α ≤ 1 and f ∈ L2(0, 1), suppose that u ∈ H2

loc(0, 1]

solves 
−(x2αu′(x))′ + u(x) = f(x) on (0, 1),

u(1) = 0,

u ∈ L
1

2α−1 (0, 1).

(3.30)

Then u is the weak solution obtained from (3.27).

Proof. We claim that xαu′ ∈ L2(0, 1). To do this, de�ne w(x) = x2αu′(x). Then

w ∈ H1(0, 1). If w(0) 6= 0, then without loss of generality one can assume that there
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exists δ > 0 such that 0 < M1 ≤ w(x) ≤M2 for all x ∈ [0, δ]. Therefore,

δ∫
x

M1

t2α
dt ≤

δ∫
x

u′(t)dt ≤
δ∫
x

M2

t2α
dt, ∀x ∈ (0, δ].

It implies that

M1(ln δ − lnx) ≤ u(δ)− u(x) ≤M2(ln δ − lnx), ∀x ∈ (0, δ],

when α = 1
2 , and

M1

2α− 1

(
1

x2α−1
− 1

δ2α−1

)
≤ u(δ)− u(x) ≤ M2

2α− 1

(
1

x2α−1
− 1

δ2α−1

)
, ∀x ∈ (0, δ],

when α > 1
2 . In either situation, we reach a contradiction with u ∈ L

1
2α−1 (0, 1). There-

fore, w(0) = 0, so Hardy's inequality gives

∥∥xαu′∥∥2

2
=

1∫
0

w2(x)

x2α
≤

1∫
0

w2(x)

x2
<∞.

Since w ∈ H1(0, 1) satis�es w(0) = 0, we conclude that, in the same way as in the

proof of Theorem 3.7, that lim
x→0+

x−
1
2w(x) = 0. Now, integrate (3.30) against any test

function v ∈ Xα
0 on the interval [ε, 1] and obtain

1∫
ε

x2αu′(x)v′(x)dx+ ε2αu′(ε)v(ε) +

1∫
ε

u(x)v(x)dx =

1∫
ε

f(x)v(x)dx.

Since 1
2 ≤ α ≤ 1, we write

ε2αu′(ε)v(ε) =
[
ε2α− 1

2w(ε)
] [
ε

1
2 v(ε)

]
.

The estimate (3.47) tells us that
∣∣∣x 1

2 v(x)
∣∣∣ ≤ Cα ‖v‖α, so we can send ε→ 0+ and obtain

(3.27) as desired.
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3.4 Analysis of the spectrum

3.4.1 The Operator Tα

In this section we study the spectrum of the operator Tα. We divide this section into

three parts. In subsection 3.4.1.1 we study the eigenvalue problem of Tα for all α > 0.

In subsection 3.4.1.2 we explore the rest of the spectrum of Tα for the non-compact case

α ≥ 1. Finally, in subsection 3.4.1.3, we give the proof of Theorem 3.19.

3.4.1.1 The Eigenvalue problem for all α > 0

In this subsection, we focus on �nding the eigenvalues and eigenfunctions of Tα.

That is, we seek (u, λ) ∈ L2(0, 1)×R such that u 6= 0 and Tαu = λu. By de�nition of

Tα in Section 3.1.6, we have λ 6= 0 and the pair (u, λ) satis�es

1∫
0

x2αu′(x)v′(x)dx+

1∫
0

u(x)v(x)dx =
1

λ

1∫
0

u(x)v(x)dx, ∀v ∈ Xα
0 . (3.31)

From here we see right away that if λ > 1 or λ < 0, then Lax-Milgram Theorem applies

and equation (3.31) has only the trivial solution. Also, a direct computation shows that

u ≡ 0 is the only solution when λ = 1. This implies that all the eigenvalues belong to

the interval (0, 1). So we will analyze (3.31) only for 0 < λ < 1.

As the existence and uniqueness results show, it amounts to study the following

ODE for µ := 1
λ > 1,

− (x2αu′(x))′ + u(x) = µu(x) on (0, 1), (3.32)

under certain boundary behaviors. To solve (3.32), we will use Bessel's equation

y2f ′′(y) + yf ′(y) + (y2 − ν2)f(y) = 0 on (0,∞). (3.33)

Indeed, we have the following

Lemma 3.24. For α 6= 1 and any β > 0, let fν be any solution of (3.33) with parameter
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ν2 =
(

2α−1
2α−2

)2
and de�ne u(x) = x

1
2
−αfν(βx1−α). Then u solves

−(x2αu′(x))′ = β2(α− 1)2u(x).

Proof. Notice that by de�nition

u′(x) = (
1

2
− α)x−

1
2
−αfν(βx1−α) + β(1− α)x

1
2
−2αf ′ν(βx1−α),

and thus x2αu′(x) = (1
2 −α)x−

1
2

+αfν(βx1−α) + β(1−α)x
1
2 f ′ν(βx1−α). A direct compu-

tation shows that

(x2αu′(x))′ = −
(
α− 1

2

)2

xα−
3
2 fν(βx1−α) + β(α− 1)2x−

1
2 f ′ν(βx1−α)

+ β2(α− 1)2x
1
2
−αf ′′ν (βx1−α).

Using (3.33) evaluated at y = βx1−α gives

(ν2 − β2x2(1−α))fν(βx1−α) = β2x2(1−α)f ′′ν (βx1−α) + βx1−αf ′ν(βx1−α). (3.34)

Multiply (3.34) by (α− 1)2xα−
3
2 and obtain

(ν2(α− 1)2xα−
3
2 − β2(α− 1)2x

1
2
−α)fν(βx1−α) = β2(α− 1)2x

1
2
−αf ′′ν (βx1−α)

+ β(α− 1)2x−
1
2 f ′ν(βx1−α).

Thus we obtain, by our choice of ν,

(x2αu′(x))′ = −
(
α− 1

2

)2

xα−
3
2 fν(βx1−α) + (ν2(α− 1)2xα−

3
2

− β2(α− 1)2x
1
2
−α)fν(βx1−α)

=

(
−
(
α− 1

2

)2

+ ν2(α− 1)2

)
xα−

3
2 fν(βx1−α)

− β2(α− 1)2x
1
2
−αfν(βx1−α)

= −β2(α− 1)2x
1
2
−αfν(βx1−α)
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= −β2(α− 1)2u(x).

The proof is now completed.

We will need a few known facts about Bessel functions, which we summarize in the

following Lemmas (for the proofs see e.g. [67, Chapter III]).

Lemma 3.25. For non-integer ν, the general solution to equation (3.33) can be written

as

fν(x) = C1Jν(x) + C2J−ν(x). (3.35)

The function Jν(x) is called the Bessel function of the �rst kind of order ν. This function

has the following power series expansion

Jν(x) =
1

Γ(ν + 1)

(x
2

)ν
+

∞∑
m=1

(−1)m

m! Γ(m+ ν + 1)

(x
2

)2m+ν
.

A similar expression can be obtained for J ′ν(x) by di�erentiating Jν(x).

Lemma 3.26. For non-negative integer ν, the general solution to equation (3.33) can

be written as

fν(x) = C1Jν(x) + C2Yν(x). (3.36)

The function Jν(x) is the same as the one from Lemma 3.25, and the function Yν(x) is

called the Bessel function of second kind which satis�es the following asymptotics: for

0 < x << 1,

Yν(x) ∼


2
π

[
ln
(
x
2

)
+ γ
]

if ν = 0,

−Γ(ν)
π

(
2
x

)ν
if ν > 0,

where γ := lim
n→∞

(
n∑
k=1

1
k − ln(n)

)
is Euler's constant.

Remark 3.23. We have been using the notation f(x) ∼ g(x). This notation means that

there exists constants c1, c2 > 0 such that

c1 |g(x)| ≤ |f(x)| ≤ c2 |g(x)| .
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Remark 3.24. Suppose that α 6= 1, and let β =
√
µ−1
|α−1| . Then Lemma 3.24, 3.25 and 3.26

guarantee that the general solution of (3.32) is given by

u(x) =


C1x

1
2
−αJν(βx1−α) + C2x

1
2
−αJ−ν(βx1−α) if ν is not an integer,

C1x
1
2
−αJν(βx1−α) + C2x

1
2
−αYν(βx1−α) if ν is an non-negative integer.

(3.37)

Now the problem has been reduced to select the eigenfunctions from the above family.

We �rst study the eigenvalue problem for the compact case 0 < α < 1.

Proof of (i) of Theorem 3.17. We �rst consider the case when 0 < α < 1
2 . In this case

notice that ν =
α− 1

2
1−α is negative and non-integer. From theorems 3.4 and 3.5, and

equations (3.31), (3.32) and (3.37), we have that the eigenfunction is of the form

u(x) = C1x
1
2
−αJν(βx1−α) + C2x

1
2
−αJ−ν(βx1−α)

with β =
√
µ−1
|α−1| , lim

x→0+
x2αu′(x) = 0 and u(1) = 0. Then Lemma 3.25 gives that

x2αu′(x) ∼ C2
β−ν( 1

2
−α)

2−νΓ(−ν+1)
. so the boundary condition lim

x→0+
x2αu′(x) = 0 forces C2

to vanish. Therefore u(x) = C1x
1
2
−αJν(βx1−α). Now, the condition u(1) = 0 forces β

to satisfy Jν(β) = 0, that is β must be a positive root of the the Bessel function Jν , for

ν =
α− 1

2
1−α .

Therefore, we conclude that if we let jνk be the k-th positive root of Jν(x), then

uνk(x) = x
1
2
−αJν(jνkx

1−α), k = 1, 2, . . .

are the eigenfunctions and the corresponding eigenvalues are given by

λνk =
1

1 + (1− α)2j2
νk

, k = 1, 2, . . . .

Next, we investigate the case when 1
2 ≤ α < 1. In this case, ν = 2α−1

2−2α is non-

negative and could be integer or non-integer. Using Lemma 3.25 and 3.26, we obtain
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the asymptotics of the general solution near the origin,

u(x) ∼



C1βν

Γ(ν+1)2ν + C22ν

βνΓ(1−ν)x
1−2α if α > 1

2 , and ν is not an integer,

C1βν

Γ(ν+1)2ν −
2νΓ(ν)C2

βνπ x1−2α if α > 1
2 , and ν is an integer,

C1βν

Γ(ν+1)2ν + 2C2
π [ln(β

√
x) + γ] if α = 1

2 .

Now Proposition 3.23 says that it is enough to impose u ∈ L
1

2α−1 (0, 1) which forces

C2 = 0 and u(x) = C1x
1
2
−αJν(βx1−α). Moreover, the condition u(1) = 0 forces β

to satisfy Jν(β) = 0, that is β must be a positive root of the Bessel function Jν , for

ν = 2α−1
2−2α .

As before we conclude that

uνk(x) = x
1
2
−αJν(jνkx

1−α), k = 1, 2, . . .

are the eigenfunctions and the corresponding eigenvalues are given by

λνk =
1

1 + (1− α)2j2
νk

, k = 1, 2, . . . .

Finally, the asymptotic behavior of jνk as k → ∞ is well understood (see e.g. [67,

Chapter XV]). We have

jνk = kπ +
π

2

(
ν − 1

2

)
− 4ν2 − 1

8
(
kπ + π

2

(
ν − 1

2

)) +O

(
1

k3

)
. (3.38)

Using (3.38), we obtain that

µνk = 1 + (1− α)2

[(
π

2

(
ν − 1

2

)
+ πk

)2

−
(
ν2 − 1

4

)]
+O

(
1

k

)
.

Next we consider the case α = 1. In this case, the equation (3.37) is not the general

solution for (3.32). However, as the reader can easily verify, the general solution for
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(3.32) when α = 1 is given by

u(x) =


C1x

− 1
2

+
√

5
4
−µ

+ C2x
− 1

2
−
√

5
4
−µ

for µ < 5
4 ,

C1x
− 1

2 + C2x
− 1

2 lnx for µ = 5
4 ,

C1x
− 1

2 cos
(√

µ− 5
4 lnx

)
+ C2x

− 1
2 sin

(√
µ− 5

4 lnx
)

for µ > 5
4 .

(3.39)

With equation (3.39) in our hands, we can prove the following:

Proposition 3.27. If α = 1, then Tα has no eigenvalues.

Proof. For the general solution given by (3.39), we impose u(1) = 0, and obtain that

any non-trivial solution has the form:

u(x) =



Cx
− 1

2
+
√

5
4
−µ
(

1− x−2
√

5
4
−µ
)

for µ < 5
4 ,

Cx−
1
2 lnx for µ = 5

4 ,

Cx−
1
2 sin

(√
µ− 5

4 lnx
)

for µ > 5
4 ,

for some C 6= 0. From here we see right away that if µ ≥ 5
4 then u /∈ L2(0, 1). And

when µ < 5
4 , we obtain that

1∫
0

u2(x)dx = C2

1∫
0

x
−1+2

√
5
4
−µ
(

1− x−2
√

5
4
−µ
)2

dx.

Let y = x
2
√

5
4
−µ

, so this integral becomes

1∫
0

u2(x)dx = C2

1∫
0

(
1− 1

y

)2

dy ≥ C2

4

1
2∫

0

1

y2
dy = +∞.

This says that when α = 1, there are no eigenvalues and eigenfunctions.

Finally we investigate the case α > 1. To investigate the eigenvalue problem in this

case, we need the following fact about the Bessel's equation.



67

Lemma 3.28. Assume that fν(t) is a non-trivial solution of Bessel's equation

t2f ′′ν (t) + tf ′ν(t) + (t2 − ν2)fν(t) = 0. (3.40)

Then
∫∞
s tf2

ν (t)dt =∞, ∀s > 0,∀ν > 0.

Proof. We �rst de�ne the function gν(t) = fν(bt), for some b 6= 1. Then gν(t) satis�es

the ODE

t2g′′ν (t) + tg′ν(t) + (b2t2 − ν2)gν(t) = 0. (3.41)

From equation (3.40) and (3.41), we have

t2(f ′′ν (t)gν(t)− fν(t)g′′ν (t)) + t(f ′ν(t)gν(t)− fν(t)g′ν(t)) + t2(1− b2)fν(t)gν(t) = 0,

or

t(f ′′ν (t)gν(t)− fν(t)g′′ν (t)) + (f ′ν(t)gν(t)− fν(t)g′ν(t)) + t(1− b2)fν(t)gν(t) = 0,

i.e.

d

dt

[
t(f ′ν(t)gν(t)− fν(t)g′ν(t))

]
+ t(1− b2)fν(t)gν(t) = 0.

Integrating the above equation we obtain

N∫
s

tfν(t)gν(t)dt =
N(f ′ν(N)gν(N)− fν(N)g′ν(N))

b2 − 1

− s(f ′ν(s)gν(s)− fν(s)g′ν(s))

b2 − 1

=
Nf ′ν(N)fν(bN)− bNfν(N)f ′ν(bN)

b2 − 1

− sf ′ν(s)fν(bs)− bsfν(s)f ′ν(bs)

b2 − 1

, A−B.
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We then pass the limit as b→ 1. Notice that

lim
b→1

A = lim
b→1

Nf ′ν(N)fν(bN)− bNfν(N)f ′ν(bN)

b2 − 1

= lim
b→1

N2f ′ν(N)f ′ν(bN)−Nfν(N)f ′ν(bN)− bN2fν(N)f ′′ν (bN)

2b

=
N2f ′ν(N)f ′ν(N)−Nfν(N)f ′ν(N)−N2fν(N)f ′′ν (N)

2

=
1

2

(
N2f ′2ν (N) +N2f2

ν (N)− ν2f2
ν (N)

)
,

and

lim
b→1

B = lim
b→1

sf ′ν(s)fν(bs)− bsfν(s)f ′ν(bs)

b2 − 1

=
1

2

(
s2f ′2ν (s) + s2f2

ν (s)− ν2f2
ν (s)

)
.

Therefore

N∫
s

tf2
ν (t)dt =

1

2

(
N2f ′2ν (N) +N2f2

ν (N)− ν2f2
ν (N)

)
− 1

2

(
s2f ′2ν (s) + s2f2

ν (s)− ν2f2
ν (s)

)
.

Sending N →∞, we deduce from the asymptotic behavior of the Bessel's function that
∞∫
s

tf2
ν (t)dt =∞.

Proposition 3.29. If α > 1, then Tα has no eigenvalues.

Proof. We argue by contradiction. Suppose λ = 1
µ is an eigenvalue and u ∈ L2(0, 1) is

the corresponding eigenfunction, then µ > 1 and the pair (u, λ) satis�es (3.32). Lemma

3.24 says that u(x) = x
1
2
−αfν(βx1−α) where β =

√
µ−1
α−1 and fν(t) is a non-trivial solution

of

t2f ′′ν (t) + tf ′ν(t) + (t2 − ν2)fν(t) = 0.

Applying the change of variable βx1−α = t and Lemma 3.28 gives

1∫
0

u2(x)dx =

1∫
0

x1−2αf2
ν (βx1−α)dx
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=
1

β(α− 1)

∞∫
β

(
t

β

) 1−2α
1−α + 1

1−α−1

f2
ν (t)dt

=
1

β2(α− 1)

∞∫
β

tf2
ν (t)dt =∞,

which is a contradiction.

3.4.1.2 The rest of the spectrum for the case α ≥ 1

We have found the eigenvalues of Tα for all α > 0. Next we study the rest of

the spectrum for the non-compact case α ≥ 1. It amounts to study the surjectivity

of the operator Tα − λI in L2(0, 1), that is, given f ∈ L2(0, 1), we want determine

whether there exists h ∈ L2(0, 1) such that (T − λ)h = f . Since ‖Tα‖ ≤ 1, Tα is a

positive operator, and Tα is not surjective, we can assume that 0 < λ ≤ 1. By letting

u = λh + f , the existence of the function h ∈ L2(0, 1) is equivalent to the existence of

the function u ∈ L2(0, 1) satisfying

Tα

(
u− f
λ

)
= u.

By the de�nition of Tα in Section 3.1.6, the above equation can be written as

1∫
0

(
x2αu′(x)v′(x) +

(
1− 1

λ

)
u(x)v(x)

)
dx = − 1

λ

1∫
0

f(x)v(x)dx, ∀v ∈ Xα
0 . (3.42)

Since we proved that there are no eigenvalues when α ≥ 1, a real number λ is in the

spectrum of the operator Tα if and only if there exists a function f ∈ L2(0, 1) such

that (3.42) is not solvable. To study the solvability of (3.42) we introduce the following

bilinear form,

aα(u, v) :=

1∫
0

x2αu′(x)v′(x)dx+

(
1− 1

λ

) 1∫
0

u(x)v(x)dx, (3.43)

and we �rst study the coercivity of a1(u, v).
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Lemma 3.30. If λ > 4
5 , then a1(u, v) is coercive in X1

0 .

Proof. We use Theorem 3.33 and obtain

a1(u, u) =

1∫
0

(xu′(x))2dx−
(

1

λ
− 1

) 1∫
0

u2(x)dx

≥
1∫

0

(xu′(x))2dx− 4

(
1

λ
− 1

) 1∫
0

(xu′(x))2

=

(
1− 4

(
1

λ
− 1

)) 1∫
0

(xu′(x))2dx

≥ 1

5

(
1− 4

(
1

λ
− 1

))
‖u‖2X1

0
.

Thus if λ > 4
5 , this bilinear form is coercive.

Now we can prove the next

Proposition 3.31. For α = 1, the spectrum of the operator T1 is exactly σ(T1) =
[
0, 4

5

]
.

Proof. The coercivity of a1(u, v) gives immediately that σ(T1) ⊂
[
0, 4

5

]
. To prove the

reverse inclusion, we �rst claim that (T1 − λ)u = −λ is not solvable when 0 < λ ≤ 4
5 .

Otherwise, by equation (3.42), there would exist µ = 1
λ and u ∈ L2(0, 1) such that


−(x2u′(x))′ + (1− µ)u(x) = 1 on (0, 1),

u(1) = 0.

(3.44)

Equation (3.44) can be solved explicitly as

u(x) =


x−

1
2

[
C −

(
C + 1

1−µ

)
lnx
]

+ 1
1−µ for µ = 5

4 ,

Cµx
− 1

2 sin
(
Aµ +

√
µ− 5

4 lnx
)

+ 1
1−µ for µ > 5

4 ,

where Cµ =
C2+ 1

(1−µ)2√
µ− 5

4

, sinAµ = C
C2+ 1

(1−µ)2
and C could be any real number. So we
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have that

∥∥∥∥u(x)− 1

1− µ

∥∥∥∥2

L2(0,1)

=


∫ 0
−∞

(
C −

(
C + 1

1−µ

)
y
)2
dy for µ = 5

4 ,

Cµ
∫ 0
−∞ sin2 (Aµ + y) dy for µ > 5

4 .

Notice that the right hand side above is +∞ independently of C, thus proving that

u /∈ L2(0, 1). Therefore (T1 − λ)h = −λ is not solvable in L2(0, 1) for 0 < λ ≤ 4
5 . Also

0 ∈ σ(T1), because T1 is not surjective. This gives
[
0, 4

5

]
⊂ σ(T1) as claimed.

Proposition 3.32. For α > 1, the spectrum of the operator Tα is exactly σ(Tα) = [0, 1].

Proof. As we already know, σ(Tα) ⊂ [0, 1]. So let us prove the converse. We �rst claim

that the equation (Tα−λ)u = −λ is not solvable for 0 < λ < 1. As before, this amounts

to solve

−(x2αu′(x))′ + (1− µ)u(x) = 1,

where µ = 1
λ . Lemma 3.24 implies that u(x) = x

1
2
−αfν(βx1−α) + 1 where β =

√
µ−1
α−1

and fν(t) is a non-trivial solution of

t2f ′′ν (t) + tf ′ν(t) + (t2 − ν2)fν(t) = 0.

By Lemma 3.28 we conclude that ‖u‖2 = ∞. So (Tα − λ)h = −λ is not solvable when

λ ∈ (0, 1).

When λ = 1, take f(x) = −λxε−
1
2 , where ε > 0 is to be determined, and try to solve

(Tα − I)u = f , which is equivalent to solve


−(x2αu′(x))′ = xε−

1
2 ,

u(1) = 0.

The general solution of this ODE is given by

u(x) =
1

(1
2 + ε)(3

2 + ε− 2α)
x

3
2

+ε−2α + Cx−2α+1 − C − 1

(1
2 + ε)(3

2 + ε− 2α)
.

We choose 0 < ε < 2α−2 so that 3
2 +ε−2α < −1

2 . Therefore, ‖u‖2 =∞ independently
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of C, thus (Tα − I)u = f is not solvable. Hence (0, 1] ⊂ σ(Tα). Also 0 ∈ σ(Tα); thus

the result is proven.

Proof of Corollary 3.18. To prove (i), it is enough to notice that when 0 < α < 1 the

operator Tα is compact and R(Tα) is not closed.

To prove (ii) and (iii), by the de�nition of essential spectrum and the fact that Tα has

no eigenvalue when α ≥ 1, it is enough to show that σd(Tα) ⊂ EV (Tα), where EV (Tα) is

the set of the eigenvalues. Actually, for λ ∈ σd(Tα), we claim that dimN(Tα− λI) 6= 0.

Suppose the contrary, then dimN(Tα − λI) = 0, and one obtains that

R(Tα − λI)⊥ = N(T ∗α − λI) = N(Tα − λI) = {0}.

Since Tα−λI is Fredholm, it means that R(Tα−λI) is closed and therefore R(Tα−λI) =

L2(0, 1). That leads to the bijectivity of Tα−λI, which contradicts with λ ∈ σd(Tα).

3.4.1.3 The proof of Theorem 3.19

Proof. To prove (i), it is equivalent to prove that µνk ≥ 5
4 for all k = 1, 2, . . . and ν > 1

2 .

Indeed, since ν > 1
2 , we have the following inequality (see [39]) for all k = 1, 2, . . .

jνk > ν +
kπ

2
− 1

2
≥ ν +

π − 1

2
,

so

(1− α)jνk =
1

2(ν + 1)
jνk ≥

1

2
+

π − 3

4(ν + 1)
≥ 1

2
.

Thus µνk = 1 + (1− α)2j2
νk ≥

5
4 .

To prove (ii), from [39] we obtain that for �xed x > 0, we have

lim
ν→∞

jν,νx
ν

= i(x), (3.45)

where i(x) := sec θ and θ is the unique solution in
(
0, π2

)
of tan θ − θ = πx. Using this
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fact, and the de�nition of ν, we can write

µνk = 1 + (1− α)2j2
νk = 1 +

(
α− 1

2

)2(jνk
ν

)2

.

De�ne νk = k
x (or equivalently, αk = 1− 1

2( kx+1)
), then (3.45) implies that

µm := µνmm = 1 +

(
αm −

1

2

)2

i2(x) (1 + o(1)) ,

where o(1) is a quantity that goes to 0 as m → ∞. So for �xed x > 0 we �nd that

(notice that m→∞ implies νm →∞, which necessarily implies that αm → 1−)

λm :=
1

µm
→ 1

1 + 1
4 i

2(x)
=: λ(x).

It is clear from the de�nition of i(x), that i(x) is injective and that i((0,+∞)) =

(1,+∞), which gives that λ(x) is injective and λ((0,+∞)) =
(
0, 4

5

)
. So we only need to

take care of the endpoints, that is 0 and 4
5 . Firstly, consider jν1, the �rst root of Jν(x).

It is known that (see e.g. [67, Chapter XV])

jν1 = ν +O(ν
1
3 ) as ν →∞.

Consider µm = µm1 = 1 +
(
αm − 1

2

)2
(1 + o(1)) , where αm = 1− 1

2(m+1) , and o(1) goes

to 0 as m→∞. This implies that

λm →
4

5
as αm → 1−.

To conclude the proof of (ii), recall that Tα is compact for all α < 1 so 0 ∈ σ(Tα).

Proof of Remark 3.21. Notice that part (i) in Theorem 3.19 gives

sup
x∈σ(Tα)

inf
y∈σ(T1)

|x− y| = 0,
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for all 2
3 < α < 1. Therefore, it is enough to prove

lim
α→1−

sup
x∈σ(T1)

inf
y∈σ(Tα)

|x− y| = 0.

Indeed, the compactness of σ(T1) implies that, for any ε > 0, there exists {xi}ni=1 ∈

σ(T1) such that

sup
x∈σ(T1)

inf
y∈σ(Tα)

|x− y| ≤ max
i=1,...,n

d(xi, σ(Tα)) +
ε

2
.

Then part (ii) in Theorem 3.19 gives the existence of αε < 1 such that d(xi, σ(Tα)) ≤ ε
2

for all αε < α < 1 and all i = 1, . . . , n.

3.4.2 The operator TD

Proof of Theorem 3.16. In order to �nd all the eigenvalues and eigenfunctions, we need

the non-trivial solutions of
−(x2αu′(x))′ + u(x) = µu(x) on (0, 1),

u(0) =u(1) = 0.

Let ν0 = 1−2α
2−2α , which is positive and never an integer. Equation (3.37) gives us its

general solution

u(x) = C1x
1
2
−αJν0(βx1−α) + C2x

1
2
−αJ−ν0(βx1−α),

where β =
√
µ−1
|α−1| . The asymptotic of Jν0 when 0 < x << 1 yields

u(x) ∼ C1k
ν0

Γ(ν0 + 1)2ν0
x1−2α +

C22ν0

kν0Γ(1− ν0)
,

so imposing u(0) = 0 forces C2 = 0. i.e. u(x) = C1x
1
2
−αJν0(βx1−α). Then u(1) = 0

forces β to satisfy Jν0(β) = 0, that is β must be a positive root of the Bessel function

Jν0 , for ν0 =
1
2
−α

1−α .
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Therefore, we conclude that

uν0k(x) = x
1
2
−αJν0(jν0kx

1−α), k = 1, 2, . . .

are the eigenfunctions and the corresponding eigenvalues are given by

λν0k =
1

1 + (1− α)2j2
ν0k

, k = 1, 2, . . . .

The behavior of µν0k is then obtained from the asymptotic of jν0k just as we did in

the study of the operators Tα. We omit the details.

3.A Weighted Sobolev spaces

For α > 0 and 1 ≤ p ≤ ∞ de�ne

Xα,p(0, 1) =
{
u ∈W 1,p

loc (0, 1) : u ∈ Lp(0, 1), xαu′ ∈ Lp(0, 1)
}
.

Notice that the functions in Xα,p(0, 1) are continuous away from 0. It makes sense to

de�ne the following subspace

Xα,p
·0 (0, 1) = {u ∈ Xα,p(0, 1) : u(1) = 0} .

When p = 2, we simplify the notation and write Xα := Xα,2(0, 1) and Xα
0 := Xα,2

·0 (0, 1).

The space Xα,p(0, 1) is equipped with the norm

‖u‖α,p = ‖u‖Lp(0,1) +
∥∥xαu′∥∥

Lp(0,1)
,

or sometimes, if 1 < p <∞, with the equivalent norm

(
‖u‖pLp(0,1) +

∥∥xαu′∥∥p
Lp(0,1)

) 1
p
.
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The space Xα is equipped with the scalar product

(u, v)α =

1∫
0

(
x2αu′(x)v′(x) + u(x)v(x)

)
dx,

and with the associated norm

‖u‖α =
(
‖u‖2L2(0,1) +

∥∥xαu′∥∥2

L2(0,1)

) 1
2
.

One can easily check that, for α > 0 and 1 ≤ p ≤ ∞, the space Xα,p(0, 1) is a Banach

space and Xα,p
·0 (0, 1) is a closed subspace. When 1 < p < ∞ the space is re�exive.

Moreover, the space Xα is a Hilbert space.

Weighted Sobolev spaces have been studied in more generality (see e.g. [45]). How-

ever, since our situation is more speci�c, we brie�y discuss some properties which are

relevant for our study.

Theorem 3.33. For 1 ≤ p ≤ ∞, let β be any real number such that β+ 1
p > 0. Assume

that u ∈W 1,p
loc (0, 1] and u(1) = 0. Then

∥∥∥xβu∥∥∥
Lp
≤ Cp,β

∥∥∥xβ+1u′
∥∥∥
Lp
, (3.46)

where Cp,β = p
1+pβ for 1 ≤ p < ∞ and C∞,β = 1

β . In particular, for 1 ≤ p < ∞ and

0 < α ≤ 1, |u|α,p := ‖xαu′‖Lp de�nes an equivalent norm for Xα,p
·0 (0, 1).

Proof. We �rst assume 1 ≤ p <∞ and write

1∫
ε

xpβ |u(x)|p dx = −
1∫
ε

x
(
xpβ |u(x)|p

)′
dx− εpβ+1 |u(ε)|p

≤ −
1∫
ε

x
(
xpβ |u(x)|p

)′
dx

= −pβ
1∫
ε

xpβ |u(x)|p dx− p
1∫
ε

xpβ+1 |u(x)|p−2 u(x)u′(x)dx.
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Applying Hölder's inequality, we obtain

(1 + pβ)

1∫
ε

xpβ |u(x)|p dx ≤ p
1∫
ε

xpβ |u(x)|p xβ+1
∣∣u′(x)

∣∣ dx ≤ p ∥∥∥xβu∥∥∥p−1

Lp

∥∥∥xβ+1u′
∥∥∥
Lp
.

Then equation (3.46) is derived for 1 ≤ p < ∞ and Cp,β = p
1+pβ . When p = ∞, it is

understood that 1
p = 0 and β > 0, so we pass the limit for p → ∞ in equation (3.46)

and obtain ∥∥∥xβu∥∥∥
L∞
≤ 1

β

∥∥∥xβ+1u′
∥∥∥
L∞

.

Theorem 3.34. For 0 < α ≤ 1, 1 ≤ p ≤ ∞, the space Xα,p(0, 1) is continuously

embedded into

(i) C
0,1− 1

p
−α

[0, 1] if 0 < α < 1− 1
p and p 6= 1,

(ii) Lq(0, 1) for all q <∞ if α = 1− 1
p ,

(iii) L
p

pα−p+1 (0, 1) if 1− 1
p < α ≤ 1 and p 6=∞.

Proof. For all 0 < x < y < 1, we write |u(y)− u(x)| ≤
y∫
x

∣∣sαu′(s)∣∣ s−αds. By applying

Hölder's inequality we obtain

|u(y)− u(x)| ≤ Cα,p
∥∥sαu′∥∥

Lp



x−α if p = 1,∣∣∣y1− αp
p−1 − x1− αp

p−1

∣∣∣ p−1
p

if 1 < p <∞ and α 6= 1− 1
p ,

|ln y − lnx|
p−1
p if 1 < p <∞ and α = 1− 1

p ,∣∣y1−α − x1−α∣∣ if p =∞ and α 6= 1,

|ln y − lnx| if p =∞ and α = 1.

(3.47)

Then assertions (i) and (ii) of Theorem 3.34 follow directly from equation (3.47).

Next, we prove the assertion (iii) with u ∈ Xα,p
·0 (0, 1). That is, for 1 ≤ p < ∞,
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1− 1
p < α ≤ 1 and u ∈W 1,p

loc (0, 1] with u(1) = 0, we claim

‖u‖
L

p
pα−p+1

≤ pα

pα− p+ 1

(
1

α

)α
21−α ∥∥xαu′∥∥

Lp
. (3.48)

If α = 1, estimate (3.48) is a special case of (3.46). We now prove (3.48) for p = 1 and

0 < α < 1. Notice that, from equation (3.46),

‖xαu‖L∞ ≤
∥∥(xαu)′

∥∥
L1

≤ α
∥∥xα−1u

∥∥
L1 +

∥∥xαu′∥∥
L1

≤ 2
∥∥xαu′∥∥

L1 .

Therefore,

1∫
0

|u(x)|
1
α dx = − 1

α

1∫
0

x |u(x)|
1
α
−2 u(x)u′(x)dx− lim

x→0+
x |u(x)|

1
α

≤ 1

α

∥∥xαu′∥∥
L1

∥∥∥x1−α |u(x)|
1
α
−1
∥∥∥
L∞

≤ 1

α
2

1−α
α

∥∥xαu′∥∥ 1
α

L1 .

That is

‖u‖
L

1
α
≤
(

1

α

)α
21−α ∥∥xαu′∥∥

L1 . (3.49)

Finally we assume 1 < p < ∞ and 1 − 1
p < α < 1, we proceed as in the proof of

the Sobolev-Gagliardo-Nirenberg inequality. That is, applying the inequality (3.49) to

u(x) = |v(x)|γ , for some γ > 1 to be chosen, it gives

 1∫
0

|v(x)|
γ
α dx

α

≤ γ
(

1

α

)α
21−α

1∫
0

|v(x)|γ−1
∣∣v′(x)

∣∣xαdx.
Using Hölder inequality yields

 1∫
0

|v(x)|
γ
α dx

α

≤ γ
(

1

α

)α
21−α ∥∥xαv′∥∥

Lp

 1∫
0

|v(x)|
p(γ−1)
p−1

1− 1
p

.
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Let γ
α = p(γ−1)

p−1 . That is γ = pα
pα−p+1 > 1 and the above inequality gives the desired

result.

Finally, the assertion (iii) in the general case follows immediately from (3.48), be-

cause ‖u‖Lp ≤ ‖u− u(1)‖Lp + |u(1)|, while u− u(1) ∈ Xα,p
·0 (0, 1) and

|u(1)| ≤ (2pα + 1) ‖u‖α,p .

We would like to point out that, by the assertion (i) in Theorem 3.34, we can de�ne,

for 1 < p ≤ ∞ and 0 < α < 1− 1
p ,

Xα,p
00 (0, 1) = {u ∈ Xα,p(0, 1) : u(0) = u(1) = 0} .

Remark 3.25. Notice that the inequalities (3.46) and (3.48) are particular cases of the

inequalities proved by Ca�arelli, Kohn and Nirenberg. For further reading on this topic

we refer to their paper [19].

Theorem 3.35. Let 1 ≤ p ≤ ∞. Then Xα,p(0, 1) is compactly embedded into Lp(0, 1)

for all α < 1. On the other hand, the embedding is not compact when α ≥ 1.

Proof. We �rst prove that, for 1 ≤ p < ∞ and 0 < α < 1, the space Xα,p
·0 (0, 1) is

compactly embedded into Lp(0, 1). Let F be the unit ball in Xα,p
·0 (0, 1). It su�ces to

prove that F is totally bounded in Lp(0, 1). Notice that, by equation (3.47), ∀ε > 0,

there exists a positive integer m, such that

‖u‖Lp(0, 2
m

) < ε, ∀u ∈ F .

De�ne φ(x) ∈ C∞(R) with 0 ≤ φ ≤ 1 such that

φ(x) =


0 if x ≤ 1,

1 if x ≥ 2,
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and take φm(x) = φ(mx). Now φmF is bounded in W 1,p(0, 1), and therefore is totally

bounded in Lp(0, 1). Hence we may cover φmF by a �nite number of balls of radius ε

in Lp(0, 1), say

φmF ⊂
⋃
i

B(gi, ε), gi ∈ Lp(0, 1).

We claim that
⋃
i
B(gi, 3ε) covers F . Indeed, given u ∈ F there exists some i such that

‖φmu− gi‖Lp(0,1) < ε.

Therefore,

‖u− gi‖Lp(0,1) ≤ ‖φmu− gi‖Lp(0,1) + ‖u− φmu‖Lp(0,1)

< ε+ 2 ‖u‖Lp(0, 2
m

)

≤ 3ε.

Hence we conclude that F is totally bounded in Lp(0, 1).

To prove the compact embedding for Xα,p(0, 1) with 1 ≤ p < ∞ and 0 < α < 1,

notice that for any sequence {vn} ⊂ Xα,p(0, 1) with ‖vn‖α,p ≤ 1. One can de�ne

un(x) = vn(x)− vn(1) ∈ Xα,p
·0 (0, 1). Then

‖un‖α,p =
∥∥xαu′n∥∥Lp =

∥∥xαv′n∥∥Lp ≤ 1.

What we just proved shows that there exists u ∈ Lp(0, 1) such that, up to a sub-sequence,

un → u in Lp. Notice in addition that |vn(1)| ≤ (2pα + 1) ‖v‖α,p ≤ 2pα + 1, thus there

exists M ∈ R such that, after maybe extracting a further sub-sequence, vn(1) → M .

Then it is clear that vn(x)→ u(x) +M in Lp.

We now prove the embedding is not compact when 1 ≤ p <∞ and α ≥ 1. To do so,

de�ne the sequence of functions

vn(x) =

(
1

nx(1− lnx)1+ 1
n

) 1
p

,
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and

un(x) = vn(x)−
(

1

n

) 1
p

, ∀n ≥ 2.

Clearly ‖vn‖Lp(0,1) = 1 and 1 −
(

1
2

) 1
p ≤ ‖un‖Lp(0,1) ≤ 2. Also ‖xu′n‖Lp(0,1) ≤

6
p . It

means that {un(x)}∞n=2 is a bounded sequence in Xα,p
·0 (0, 1) for α ≥ 1. However, it has

no convergent sub-sequence in Lp(0, 1) since un → 0 a.e. and ‖un‖Lp(0,1) is uniformly

bounded below.

If p =∞ and 0 < α < 1, take u ∈ Xα,∞(0, 1) and equation (3.47) implies that

|u(x)− u(y)| ≤ Cα
∥∥xαu′∥∥

L∞
|x− y|1−α .

Therefore, the embedding is compact by the Arzela-Ascoli theorem. To prove that the

embedding is not compact for p =∞ and α ≥ 1, de�ne the sequence of functions

φn(x) =


− lnx

lnn
if 1

n ≤ x ≤ 1,

1 if 0 ≤ x < 1
n .

We can see that φn is a bounded sequence in Xα,∞(0, 1) for α ≥ 1. However it has no

convergent sub-sequence in L∞(0, 1) since φn → 0 a.e but ‖φn‖L∞ = 1.

We conclude this section with the following density result, which is not used in

throughout this work but is of independent interest.

Theorem 3.36. Assume 1 ≤ p <∞.

(i) If p 6= 1 and 0 < α < 1 − 1
p , we have that C∞([0, 1]) is dense in Xα,p(0, 1) and

that C∞0 (0, 1) is dense in Xα,p
00 (0, 1).

(ii) If α > 0 and α ≥ 1− 1
p , we have that C∞0 (0, 1] is dense in Xα,p(0, 1).

Proof. For any 1 ≤ p <∞, α > 0 and u ∈ Xα,p(0, 1), we �rst claim that there exists a

sequence {εn > 0} with lim
n→∞

εn = 0 such that:

• either |u(εn)| ≤ C uniformly in n, or
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• |u(εn)| ≤ |u(x)| for all n and 0 < x < εn.

Indeed, if |u(x)| is unbounded along every sequence converging to 0, we would have

lim
x→0+

|u(x)| = +∞, in which case we can de�ne εn > 0 to be such that

|u(εn)| = min
0<x≤ 1

n

|u(x)| ,

thus completing the argument. In the rest of this proof, for any u ∈ Xα,p(0, 1), sequence

{εn} is chosen to have the above property.

We �rst prove (i). Assume 1 < p <∞ and 0 < α < 1− 1
p . To prove that C

∞([0, 1])

is dense in Xα,p(0, 1), it su�ces to show that W 1,p(0, 1) is dense in Xα,p(0, 1). Take

u ∈ Xα,p(0, 1). De�ne

un(x) =


u(εn) if 0 < x ≤ εn,

u(x) if εn < x ≤ 1.

Then one can easily check that un ∈ W 1,p(0, 1) and that un → u in Xα,p(0, 1) by

the dominated convergence theorem. To prove that C∞0 (0, 1) is dense in Xα,p
00 (0, 1), it

su�ces to show that W 1,p
0 (0, 1) is dense in Xα,p

00 (0, 1), to do so, we adapt a technique

by H. Brezis (see the proof of Theorem 8.12 in [11, p. 218]): Take G ∈ C1(R) such that

|G(t)| ≤ |t| and

G(t) =


0 if |t| ≤ 1,

t if |t| > 2.

For u ∈ Xα,p
00 (0, 1), de�ne un = 1

nG(nu). Then one can easily check that un ∈ C0(0, 1)∩

Xα,p(0, 1) ⊂ W 1,p
0 (0, 1) and that un → u in Xα,p(0, 1) by the dominated convergence

theorem.

To prove the assertion (ii), we notice that it is enough to prove that C∞0 (0, 1) is

dense in Xα,p
·0 (0, 1). Indeed, for any u ∈ Xα,p(0, 1), de�ne φ(x) ∈ C∞0 (0, 1] such that

|φ(x)| ≤ 1 with

φ(x) =


1 if 2

3 ≤ x ≤ 1,

0 if 0 ≤ x ≤ 1
3 .
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De�ne v(x) := u(x) − φ(x)u(1), then v ∈ Xα,p
·0 (0, 1). If we can approximate v by

vn ∈ C∞0 (0, 1), then un(x) = vn(x) + φ(x)u(1) belongs to C∞0 (0, 1] and it approximates

u in Xα,p
·0 (0, 1). So let α > 1 − 1

p and 1 ≤ p < ∞, to prove that C∞0 (0, 1) is dense in

Xα,p
·0 (0, 1), it su�ces to show that W 1,p

0 (0, 1) is dense in Xα,p
·0 (0, 1). To do so, for �xed

u ∈ Xα,p
·0 (0, 1), de�ne

un(x) =


u(εn)

εn
x if 0 ≤ x ≤ εn,

u(x) if εn < x ≤ 1.

Then un ∈ W 1,p
0 (0, 1) and on the interval (0, εn) we have either |un(x)| ≤ |u(x)| and

|u′n(x)| ≤ |u(x)|
x , or |un(x)| ≤ C and |u′n(x)| ≤ C

x where C is independent of n. In both

cases, since α > 1 − 1
p and xα−1u(x) ∈ Lp by Theorem 3.33, one can conclude that

un → u in Xα,p(0, 1) by the dominated convergence theorem.

For α = 1− 1
p and 1 < p <∞, again, it su�ces to prove that W 1,p

0 (0, 1) is dense in

Xα,p
·0 (0, 1). For �xed u ∈ Xα,p

·0 (0, 1), de�ne

un(x) =


u(εn)(1− ln εn)

1− lnx
if 0 ≤ x ≤ εn,

u(x) if εn < x ≤ 1.

One can easily check that un ∈ C[0, 1] ∩ Xα,p(0, 1) and un(0) = un(1) = 0. On the

interval (0, εn), we have either |un(x)| ≤ |u(x)| and |u′n(x)| ≤ |u(x)|
x(1−lnx) , or |un| ≤ C

and |u′n(x)| ≤ C
x(1−lnx) where C is independent of n. Notice that by using the same

trick used in estimate (3.28), one can show that x
− 1
p (1 − lnx)−1u ∈ Lp(0, 1) for any

u ∈ X
1− 1

p
,p

·0 (0, 1) with 1 < p < ∞. Therefore, one can conclude that un → u in

Xα,p(0, 1).

The above shows that that {u ∈ C[0, 1] ∩Xα,p(0, 1) : u(0) = u(1) = 0} is dense in

Xα,p
·0 (0, 1). Finally, notice that by using the same argument used to prove (i), we obtain

thatW 1,p
0 (0, 1) is dense in {u ∈ C[0, 1] ∩Xα,p(0, 1) : u(0) = u(1) = 0}, thus concluding

the proof.



84

Chapter 4

A singular Sturm-Liouville equation under

non-homogeneous boundary conditions1

(joint work with H. Wang)

4.1 Introduction

In [29] (see Chapter 3) we studied the following Sturm-Liouville equation


−(x2αu′(x))′ + u(x) = f(x) on (0, 1),

u(1) = 0,

(4.1)

where α is a positive real number and f ∈ L2(0, 1) is given. In that paper, we proved

existence, along with regularity and spectral properties for (4.1) by prescribing certain

(weighted) homogeneous Dirichlet and Neumann boundary conditions at the origin. In

order to conclude that the boundary conditions we used in [29] are the only appropriate

boundary conditions, we investigate the existence of solutions for equation (4.1) under

the corresponding (weighted) non-homogeneous boundary conditions at the origin.

Without loss of generality, we always assume that f ≡ 0 throughout this chapter.

Consider the following (weighted) non-homogeneous Neumann problem,


−(x2αu′(x))′ + u(x) = 0 on (0, 1),

u(1) = 0,

lim
x→0+

ψα(x)u′(x) = 1,

(4.2)

1This chapter has already been published in Di�erential Integral Equations 25 (2012), no. 1-2, 85�92.
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where

ψα(x) =


x2α if 0 < α < 1,

x
3+
√
5

2 if α = 1,

x
3α
2 e

x1−α
1−α if α > 1,

(4.3)

and the following (weighted) non-homogeneous Dirichlet problem,


−(x2αu′(x))′ + u(x) = 0 on (0, 1),

u(1) = 0,

lim
x→0+

φα(x)u(x) = 1,

(4.4)

where

φα(x) =



1 if 0 < α < 1
2 ,

(1− lnx)−1 if α = 1
2 ,

x2α−1 if 1
2 < α < 1,

x
1+
√
5

2 if α = 1,

x
α
2 e

x1−α
1−α if α > 1.

(4.5)

We have the following existence results for Eqns. (4.2) and (4.4):

Theorem 4.1. Given α > 0, there exists a solution u ∈ C∞(0, 1] to the Neumann

problem (4.2).

Theorem 4.2. Given α > 0, there exists a solution u ∈ C∞(0, 1] to the Dirichlet

problem (4.4).

Remark 4.1. The solutions given by theorems 4.1 and 4.2 are unique. This has already

been proven in [29].

Remark 4.2. As one will see in the proof, when α ≥ 1
2 , the solution of (4.4) is a constant

multiple of the solution of (4.2) and the constant only depends on α. Therefore, when

α ≥ 1
2 , the boundary regularity of the solutions to both problems is automatically

determined by the weight function φα given by (4.5).
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Remark 4.3. When 0 < α < 1
2 , by introducing a new unknown (e.g. ũ = u− x1−2α − 1

1− 2α

for equation (4.2) and ũ = u+(x2−1) for equation (4.4)), both problems can be rewritten

into the corresponding homogeneous problems with a right-hand side f ∈ L2(0, 1),

and therefore the existence, uniqueness and regularity results from [29] readily apply.

However, in this case, we still provide a proof of independent interest for the Neumann

problem via the Fredholm Alternative.

4.2 Proof of the Theorems

Proof of Theorem 4.1 when 0 < α < 1.

Let 0 < α < 1 and 1 < p < 1
α . We introduce the following functional framework.

Recall the following functional space de�ned in [29],

Xα,p
·0 (0, 1) =

{
u ∈W 1,p

loc (0, 1) : u ∈ Lp(0, 1), xαu′ ∈ Lp(0, 1), u(1) = 0
}
,

equipped with the (equivalent) norm |u|α,p := ‖xαu′‖p ([29, Theorem A.1]). De�ne

E = Xα,p
·0 (0, 1) and F = Xα,p′

·0 (0, 1) and notice that since 1 < p < ∞, both E and F

are re�exive Banach spaces.

For u ∈ E and v ∈ F , we de�ne B : E 7−→ F ∗ by

B(u)v =

1∫
0

x2αu′(x)v′(x)dx.

We claim that B is an isomorphism. Clearly B is a linear bounded map with ‖B(u)‖F ∗ ≤

‖u‖E , so we only need to prove its invertibility.

To prove the surjectivity of B, consider the adjoint operator B∗ : F 7−→ E∗

given by B∗(v)u = B(u)v. It su�ces to show that (see e.g. [11, Theorem 2.20])

‖v‖F ≤ ‖B∗(v)‖E∗ . Indeed, let g be any function in Lp(0, 1) with ‖g‖p = 1, and

consider ug(x) := −
1∫
x

s−αg(s)ds. Notice that xαu′g(x) = g and u(1) = 0, thus
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‖ug‖E =
∥∥xαu′g∥∥p = ‖g‖p = 1. Therefore ug ∈ E and by de�nition we have

‖B∗v‖E∗ ≥ B
∗(v)ug

= B(ug)v

=

1∫
0

x2αu′g(x)v′(x)dx

=

1∫
0

xαv′(x)g(x)dx.

Since the above inequality holds for all g ∈ Lp(0, 1) with ‖g‖p = 1, taking supremum

over all such g yields ‖v‖F = ‖xαv′‖p′ ≤ ‖B∗v‖E∗ as claimed.

To prove the injectivity of B, notice that B(u) = 0 is equivalent to

1∫
0

x2αu′(x)v′(x)dx = 0

for all v ∈ F . Taking v ∈ C∞0 (0, 1) ⊂ F implies that x2αu′(x) = C for some constant

C. Furthermore, by taking v ∈ C∞[0, 1] with v(0) = 1 and v(1) = 0 gives that C = 0.

Hence u is constant and it must be zero.

Next, we de�ne K : E 7−→ F ∗ by

K(u)v =

1∫
0

u(x)v(x)dx.

Clearly this is a bounded linear map, with ‖K(u)‖F ∗ ≤ C ‖u‖E . Also since the embed-

ding E ↪→ Lp(0, 1) is compact when α < 1 ([29, Theorem A.3]), we obtain that K is a

compact operator.

Finally, consider the operator A : E 7−→ F ∗ de�ned by A := B + K. Then, the

Fredholm Alternative theorem (see e.g. [11, Theorem 6.6]) applies to the map Ã :

E 7−→ E de�ned by Ã := B−1 ◦A = Id+B−1 ◦K and we obtain

R(A) = R(Ã) = N(Ã∗)⊥ = N(A∗)⊥.
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We claim that N(A∗) = {0}. Indeed, A∗v = 0 is equivalent to

1∫
0

x2αu′(x)v′(x)dx+

1∫
0

u(x)v(x)dx = 0,

for all u ∈ E. By taking u ∈ C∞0 (0, 1) we obtain that (x2αv′(x))′ = v(x). Taking u in

C∞[0, 1] with u(1) = 0 and u(0) = 1 implies that limx→0+ x
2αv′(x) = 0. Since v ∈ F we

have that v(1) = 0. That is, v satis�es equation (4.1) with the homogeneous Neumann

boundary condition as studied in [29]. Hence the uniqueness result applies and we

obtain v ≡ 0. This proves that N(A∗) = {0}, which implies R(A) = F ∗. Therefore the

equation Au = φ is uniquely solvable in E for all φ ∈ F ∗.

Using the above framework, take φ(v) = −v(0), ∀v ∈ F . Since 1 < p < 1
α , we can

apply [29, Theorem A.2], and obtain that the space F is continuously embedded into

C[0, 1], so g ∈ F ∗. Then a direct computation shows that the solution u ∈ E of Au = φ

is in fact in C∞(0, 1] and it satis�es (4.2).

Proof of Theorem 4.1 when α = 1.

One can directly check that u(x) = − 2
1+
√

5
x
−1−

√
5

2 + 2
1+
√

5
x
−1+

√
5

2 solves


−(x2u′(x))′ + u(x) = 0 on (0, 1),

u(1) = 0,

lim
x→0+

x
3+
√
5

2 u′(x) = 1.

Proof of Theorem 4.1 when α > 1.

De�ne2

I(x) := x1−2α

1∫
−1

(1− t2)
α

2(α−1) e
tx1−α
α−1 dt

and

A = −(α− 1)
3α−2
2α−2 2

α
2(α−1) Γ

(
3α− 2

2α− 2

)
.

2A variant of this function can be found in [67, p. 79].
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We claim that 
−(x2αI ′(x))′ + I(x) = 0 on (0, 1],

lim
x→0+

x
3α
2 e

x1−α
1−α I ′(x) = A.

Indeed,

I ′(x) = (1− 2α)x−2α

1∫
−1

(1− t2)
α

2(α−1) e
tx1−α
α−1 dt− x1−3α

1∫
−1

t(1− t2)
α

2(α−1) e
tx1−α
α−1 dt,

and

(x2αI ′(x))′

= −(2− 3α)x−α
1∫
−1

t(1− t2)
α

2(α−1) e
tx1−α
α−1 dt+ x1−2α

1∫
−1

t2(1− t2)
α

2(α−1) e
tx1−α
α−1 dt

= −(α− 1)x−α
1∫
−1

(
(1− t2)

α
2(α−1)

+1
)′
e
tx1−α
α−1 dt

+ x1−2α

1∫
−1

t2(1− t2)
α

2(α−1) e
tx1−α
α−1 dt

= (α− 1)x−α
1∫
−1

(1− t2)(1− t2)
α

2(α−1) e
tx1−α
α−1

x1−α

α− 1
dt

+ x1−2α

1∫
−1

t2(1− t2)
α

2(α−1) e
tx1−α
α−1 dt

= I(x).

Applying the dominated convergence theorem gives, as x→ 0+,

x
3α
2 e

x1−α
1−α I ′(x)
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= (1− 2α)xα−1(α− 1)
3α−2
2α−2

0∫
−2x1−α
α−1

(−2r − (α− 1)r2xα−1)
α

2(α−1) erdr

− (α− 1)xα−1(α− 1)
3α−2
2α−2

0∫
−2x1−α
α−1

r(−2r − (α− 1)r2xα−1)
α

2(α−1) erdr

− (α− 1)
3α−2
2α−2

0∫
−2x1−α
α−1

(−2r − (α− 1)r2xα−1)
α

2(α−1) erdr

−→
x→0+

−(α− 1)
3α−2
2α−2

0∫
−∞

(−2r)
α

2(α−1) erdr

= A.

From [29], we know that there exists a unique solution w ∈ C∞(0, 1] for the homo-

geneous equation 
−(x2αw′(x))′ + w(x) =

I(1)

A
on (0, 1),

w(1) = 0,

lim
x→0+

x
3α
2 e

x1−α
1−α w′(x) = 0.

Therefore, by linearity, u(x) = w(x) + (I(x)−I(1))
A ∈ C∞(0, 1] solves (4.2) for α > 1.

Proof of Theorem 4.2 when 0 < α < 1
2 .

From [29] we know that there is a unique function w ∈ C∞(0, 1] solving


−(x2αw′(x))′ + w(x) = −2(2α+ 1)x2α + (x2 − 1) on (0, 1),

w(1) = 0,

w(0) = 0.

Then by linearity, u(x) = w(x)− (x2 − 1) solves


−(x2αw′(x))′ + w(x) = 0 a.e. on (0, 1),

w(1) = 0,

w(0) = 1.
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Proof of Theorem 4.2 when 1
2 ≤ α < 1.

We know from Theorem 4.1 that there exists w ∈ C∞(0, 1] solving the Neumann

problem 
−(x2αw′(x))′ + w(x) = 0 on (0, 1),

w(1) = 0,

lim
x→0+

x2αw′(x) = 1.

(4.6)

De�ne

u(x) =


(1− 2α)w(x) when 1

2 < α < 1,

−w(x) when α = 1
2 .

We claim u solves 
−(x2αu′(x))′ + u(x) = 0 on (0, 1),

u(1) = 0,

lim
x→0+

x2α−1u(x) = 1.

Indeed, from (4.6) we know that there exists 0 < ε0 < 1 so that

1

2x2α
≤ w′(x) ≤ 3

2x2α
, ∀ 0 < x < ε0.

Since 1
2 ≤ α < 1, by integrating the above inequality, we obtain that

lim
x→0+

|u(x)| = lim
x→0+

|w(x)| =∞.

Therefore L'Hôpital's rule applies, and we obtain that

lim
x→0+

x2α−1u(x) = lim
x→0+

x2αu′(x)

1− 2α
= 1, when

1

2
< α < 1,

and

lim
x→0+

u(x)

1− lnx
= − lim

x→0+
xu′(x) = 1, when α =

1

2
.
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Proof of Theorem 4.2 when α = 1.

One can directly check that u(x) = x
−1−

√
5

2 − x
−1+

√
5

2 solves


−(x2u′(x))′ + u(x) = 0 on (0, 1),

u(1) = 0,

lim
x→0+

x
1+
√
5

2 u(x) = 1.

Proof of Theorem 4.2 when α > 1.

We know from Theorem 4.1 that there exists w ∈ C∞(0, 1] solving the Neumann

problem 
−(x2αw′(x))′ + w(x) = 0 on (0, 1),

w(1) = 0,

lim
x→0+

x
3α
2 e

x1−α
1−α w′(x) = 1.

De�ne u(x) = −w(x). We claim that w solves


−(x2αu′(x))′ + u(x) = 0 on (0, 1),

u(1) = 0,

lim
x→0+

x
α
2 e

x1−α
1−α u(x) = 1.

Indeed, from the boundary condition lim
x→0+

x
3α
2 e

x1−α
1−α w′(x) = 1 we know that

lim
x→0+

|u(x)| = lim
x→0+

|w(x)| =∞,

therefore L'Hôpital's rule applies, and we obtain that

lim
x→0+

x
α
2 e

x1−α
1−α u(x) = lim

x→0+

x
3α
2 e

x1−α
1−α u′(x)

−α
2x

α−1 − 1
= 1.
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Chapter 5

Bifurcation analysis of a singular non-linear

Sturm-Liouville equation1

5.1 Introduction

We are interested in the problem of existence of a function u satisfying the non-linear

singular Sturm-Liouville equation


−(x2αu′)′ = λu+ up in (0, 1),

u > 0 in (0, 1),

u(1) = 0,

(5.1)

where α > 0, p > 1 and λ ∈ R are parameters. By a solution to equation (5.1) we mean

a function u belonging to C2(0, 1] which solves equation (5.1). This will become relevant

when proving non-existence results, as no a priori assumption about the behavior of u

near the origin is being made.

As the reader will see later, it is convenient to divide the exposition into �ve cases:

(A) 0 < α < 1
2 for p > 1,

(B) 1
2 ≤ α < 1 for 1 < p < 3−2α

2α−1 ,

(C) 1
2 < α < 1 for p = 3−2α

2α−1 ,

(D) 1
2 < α < 1 for p > 3−2α

2α−1 , and

(E) α ≥ 1 for any p > 1.

1This chapter is based on two unpublished articles written by the author: [24] and [25]
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The exponent

2α :=
3− 2α

2α− 1
+ 1 =

2

2α− 1
(5.2)

plays an important role, as it is critical in the sense that the weighted Sobolev space

(introduced in [29])

Xα
0 := Xα,2

0 (0, 1) =
{
u ∈ H1

loc(0, 1) : u, xαu′ ∈ L2(0, 1), u(1) = 0
}

is embedded into Lq(0, 1) if and only if q ≤ 2α (this follows from the Ca�arelli-Kohn-

Nirenberg (CKN) inequality [19]; see also [29, Appendix] for the treatment of this par-

ticular case).

In cases (A), (B) and (C) our approach to prove existence results for equation (5.1)

will be to minimize the energy functional

Iλ,α(u) :=

1∫
0

∣∣xαu′(x)
∣∣2 dx− λ 1∫

0

|u(x)|2 dx (5.3)

over the manifold

M :=Mα,p = Xα
0 ∩

{
u ∈ Lp+1(0, 1) : ‖u‖p+1 = 1

}
.

The solutions obtained by this method turn out to be bounded solutions and they

bifurcate to the left of the �rst eigenvalue of the linear problem


−(x2αϕ′)′ = λϕ in (0, 1),

ϕ(1) = 0,

lim
x→0+

x2αϕ′(x) = 0.

(5.4)

We refer the reader to [29, Theorem 1.17] for a complete analysis of the spectrum of

the linear operator Lαϕ := −(x2αϕ′)′, but in particular, the �rst eigenvalue of equation
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(5.4), hereafter denoted by λ1, can be characterized by

λ1 := inf
ϕ∈Xα

0

∫ 1
0 |x

αϕ′(x)|2 dx∫ 1
0 |ϕ(x)|2 dx

=

∫ 1
0 |x

αϕ′1(x)|2 dx∫ 1
0 |ϕ1(x)|2 dx

. (5.5)

Further details about λ1 and ϕ1 will be given later in Section 5.2.

The above is in sharp contrast with the case α ≥ 1, as the operator Lα has only

essential spectrum (no eigenvalues) and bifurcation becomes a delicate issue, in fact, we

prove that no positive solutions exist in this case.

5.1.1 The case 0 < α < 1
2
.

In this case the embedding Xα
0 ↪→ Lp+1(0, 1) is compact for all p > 1, hence a

standard variational method allows us to prove the existence of a minimizer for Iλ,α in

M and as a consequence the following

Theorem 5.1 (Existence and uniqueness for the Neumann problem). Suppose 0 < α <

1
2 and p > 1, then for every λ < λ1 there exists a unique solution u to equation (5.1)

satisfying the following properties:

(i) u ∈ C[0, 1], with u(0) > 0,

(ii) x2α−1u′ ∈ C[0, 1], in particular u ∈ C1[0, 1] and u′(0) = 0,

(iii) x2αu′′ ∈ C[0, 1].

As we mentioned earlier, bifurcation only occurs to the left of λ1, and this is the

content of the following

Theorem 5.2 (Non-existence for the Neumann problem). Suppose 0 < α < 1
2 , p > 1

and that λ ≥ λ1. Then equation (5.1) has no solution satisfying lim
x→0+

x2αu′(x) ≤ 0.

Observe that the above non-existence theorem requires the additional assumption

lim
x→0+

x2αu′(x) ≤ 0.

The reason behind this extra assumption comes from the fact that equation (5.1) has

(continuous) solutions satisfying lim
x→0+

x2αu′(x) > 0 if λ ≥ λ1. This phenomenon occurs
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because, when 0 < α < 1
2 , one can minimize the energy functional Iα,λ over M0, the

sub-manifold ofM de�ned by

M0 :=Mα,p,0 = Xα
00 ∩

{
u ∈ Lp+1(0, 1) : ‖u‖p+1 = 1

}
,

where Xα
00 = {u ∈ Xα

0 : u(0) = 0} is a well de�ned (closed) subspace of Xα
0 for each

0 < α < 1
2 (see [29, Appendix] for further details about this space). This allows us to

prove a second existence theorem: For 0 < α < 1
2 , let λ1,0 be the �rst eigenvalue of


−(x2αϕ′)′ = λϕ in (0, 1),

ϕ(1) = 0,

lim
x→0+

ϕ(x) = 0,

(5.6)

which can be characterized by

λ1,0 := inf
ϕ∈Xα

00

∫ 1
0 |x

αϕ′(x)|2 dx∫ 1
0 |ϕ(x)|2 dx

=

∫ 1
0

∣∣xαϕ′1,0(x)
∣∣2 dx∫ 1

0 |ϕ1,0(x)|2 dx
. (5.7)

We have the following

Theorem 5.3 (Existence and uniqueness for the Dirichlet problem). Suppose 0 < α < 1
2

and p > 1, then for every λ < λ1,0 there exists a unique solution u to equation (5.1)

satisfying the following properties:

(i) u ∈ C[0, 1], with u(0) = 0,

(ii) x2α−1u ∈ C[0, 1], and

(iii) x2αu′ ∈ C1[0, 1].

Remark 5.1. Observe that property (iii) in Theorem 5.3 above only says that x2αu′ ∈

C1[0, 1]. This does not mean that each term in (x2αu′(x))′ = x2αu′′(x)+2αx2α−1u′(x) is

continuous. This can be seen even for the linear equation (5.6), as for the eigenfunction

ϕ1,0 one has that x2α−1ϕ′1,0(x) ∼ x−1 and x2αϕ′′1,0(x) ∼ x−1 near the origin, but due to

some cancellation of the non-integrable term, one can obtain that x2αϕ′1,0 ∈ C1[0, 1].
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Remark 5.2. It turns out that λ1,0 > λ1 for all 0 < α < 1
2 . This implies that when

λ < λ1 we have at least two distinct (continuous) solutions to equation (5.1): one

satisfying u(0) > 0 - the solution given by Theorem 5.1 - and another solution satisfying

u(0) = 0 - the solution given by Theorem 5.3 (see Figure 5.2 below). However, we

strongly believe that these solutions can be embedded into a continuum of bounded

solutions. This will be the subject of a forthcoming work.

As a counterpart we have the following non-existence result, which does not require

any assumptions on the behavior of the solution near the origin.

Theorem 5.4. Suppose 0 < α < 1
2 , p > 1 and that λ ≥ λ1,0. Then equation (5.1) has

no positive solution.

5.1.2 The case 1
2
≤ α < 1.

As explained earlier, in this range of α's the embedding Xα
0 ↪→ Lp+1(0, 1) is compact

if and only if2 p < 3−2α
2α−1 , so it is convenient to divide the results into three cases p <

3−2α
2α−1 ,

p = 3−2α
2α−1 and p > 3−2α

2α−1 .

5.1.2.1 The sub-critical case 1 < p < 3−2α
2α−1 .

The embedding Xα
0 ↪→ Lp+1(0, 1) is compact, so we can use a standard variational

method to prove

Theorem 5.5 (Existence and uniqueness for the sub-critical �Canonical� problem).

Suppose 1
2 ≤ α < 1 and 1 < p < 3−2α

2α−1 , then for all λ < λ1 there exists a unique solution

u to equation (5.1) satisfying the following properties:

(i) u ∈ C[0, 1], with u(0) > 0,

(ii) x2α−1u′ ∈ C[0, 1], in particular lim
x→0+

x2αu′(x) = 0, and

(iii) x2αu′′ ∈ C[0, 1].

Bifurcation also occurs to the left of λ1 in this case, and this is proved in the following

2When α = 1
2
we are using the notation 3−2α

2α−1
= +∞.
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Theorem 5.6. Suppose 1
2 ≤ α < 1, p > 1 and that λ ≥ λ1. Then equation (5.1) has

no solution.

Remark 5.3. Unlike Theorem 5.2, no a priori behavior of u near the origin is required

in the above result. The reason behind this is that when α ≥ 1
2 one can show that all

C2(0, 1]-solutions of equation (5.1) satisfy lim
x→0+

x2αu′(x) ≤ 0 (see Corollary 5.18).

5.1.2.2 The critical case p = 3−2α
2α−1 .

In order to prove existence in this case, we still look for minimizers of Iλ,α over the

manifoldM. The di�culty in doing so comes from the fact that Xα
0 ↪→ L2α(0, 1) is not

compact and as a consequence the standard variational approach does not work. To

overcome this issue, we will follow the approach taken by Brezis and Nirenberg in [14]

and we will show that it is enough to prove that for suitable λ's

inf
M
Iλ,α < inf

M
I0,α. (5.8)

To do so, notice that

Sα := inf
M
I0,α (5.9)

corresponds to the best constant in the CKN inequality Sα ‖u‖2L2α (0,1) ≤ ‖xαu′‖
2
L2(0,1).

The key ingredient in proving (5.8) is to evaluate Iλ,α at functions of the form uε(x) =

φ(x)Uε(x), where φ is a suitable chosen cut-o� function and Uε(x) =
(
ε+ x2−2α

) 1−2α
2−2α

corresponds to the basic extremal pro�le for

Sα ‖U‖2L2α (0,∞) ≤
∥∥xαU ′∥∥2

L2(0,∞)
.

More details about Sα and its extremal functions will be given in section 5.2 below.

Theorem 5.7 (Existence and uniqueness for the critical �Canonical� problem). Suppose

1
2 < α < 1 and that p = 3−2α

2α−1 . Then there exists Λ∗α ∈ [0, λ1), such that if λ ∈ (Λ∗α, λ1),

then equation (5.1) has a unique solution satisfying:

(i) u ∈ C[0, 1], with u(0) > 0,
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(ii) x2α−1u′ ∈ C[0, 1], in particular lim
x→0+

x2αu′(x) = 0, and

(iii) x2αu′′ ∈ C[0, 1].

Remark 5.4. The number Λ∗α can be de�ned by

Λ∗α :=


λ∗α if 1

2 < α < 3
4 ,

0 if 3
4 ≤ α < 1,

where λ∗α > 0 is a continuous function of α for all 1
2 < α < 3

4 . The number λ
∗
α can be

explicitly computed by

λ∗α := inf
ψ∈X1−α

0

∫ 1
0

∣∣x1−αψ′(x)
∣∣2 dx∫ 1

0 |x1−2αψ(x)|2 dx
=

∫ 1
0

∣∣x1−αψ′α(x)
∣∣2 dx∫ 1

0 |x1−2αψα(x)|2 dx
. (5.10)

We will show that λ∗α −→
α→ 3

4

−
0 thus making Λ∗α a continuous function of α, and that

|Λ∗α − λ1| −→
α→ 1

2

+
0 (see Figure 5.1). Further properties of λ∗α and ψα will be given later

in section 5.2.

λ1
λ∗α

1
2

2
3

3
4

1
36
π2

1
9
π2

Figure 5.1: λ1 and λ∗α when 1
2 < α < 3

4 .

On the other hand, we have the following non existence result

Theorem 5.8. Suppose 1
2 < α < 1, p = 3−2α

2α−1 and that λ ≤ Λ∗α. Then equation (5.1)

has no solution.
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5.1.2.3 The super-critical case p > 3−2α
2α−1 .

When p > 3−2α
2α−1 , we can no longer use the previous approach to prove existence of

positive solutions. The reason is that the spaceXα
0 is not even embedded into Lp+1(0, 1).

Instead we have available the global bifurcation result of Rabinowitz [57, Theorem 1.3]

which tells us that there exists a branch of bounded positive solutions (λ, u) emanating

from (λ1, 0) and going to in�nity in R×C[0, 1], but no further information is obtained

from this abstract result of Rabinowitz.

One thing that can be easily seen is that the branch emanating from λ1 must be

bounded below in its λ-component, and this is the content of the following

Theorem 5.9. Suppose 1
2 < α < 1 and that p > 3−2α

2α−1 . Suppose λ ≤ λ̄α,p, where

λ̄α,p := λ1

(
α− 1

2 −
1
p+1

1
2 −

1
p+1

)
,

then equation (5.1) has no solution.

Remark 5.5. If one de�nes λ̂α,p = inf {λ > 0 : Eq. (5.1) has a solution}, then Theorem

5.9 shows that λ̄α,p ≤ λ̂α,p, however, numerical computations indicate two things: that

the inequality is strict, i.e., λ̄α,p < λ̂α,p (see Figure 5.5 below), and that for every

λ̂α,p ≤ λ < λ1 at least one solution to (5.1) exists. This lead us to raise

Open Problem 5.1. Is it true that for λ̂α,p one has that for each λ̂α,p ≤ λ < λ1

there exists a solution uλ to (5.1)? More precisely, we believe that for λ = λ̂α,p a unique

solution exists, and that there exists ε > 0 small enough such that for λ̂α,p < λ < λ̂α,p+ε,

exactly two solutions exist.

5.1.3 The case α ≥ 1

Before presenting the main result for this case, it is important to emphasize the

distinction between α < 1 and α ≥ 1. As seen in [29], the main di�erence that can

be observed between these two cases is that the spectrum of the linear operator Lα

under the homogeneous boundary conditions given in equation (5.4) consists only of

isolated eigenvalues when α < 1, but, because of the lack of compactness of the operator
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Tα := (Lα)−1, the spectrum becomes a continuum when α ≥ 1, in fact, the spectrum

has no eigenvalues in this situation.

As we have established, the solutions obtained when 0 < α < 1 are solutions that

bifurcate from the �rst eigenvalue of the operator Lα. This phenomenon is in concor-

dance with results about global bifurcation from isolated points in the spectrum (see

for instance [34, 57]). However, when α ≥ 1, the spectrum of Lα is purely essential and

has no isolated points: σ(L1) = σe(L1) =
[

1
4 ,∞

)
and σ(Lα) = σe(Lα) = [0,∞) when

α > 1; and the results mentioned above do not apply.

Besides the lack of compactness and the lack of isolated eigenvalues of the operator

Lα, one has that for every p > 1 we are dealing with what can be considered a super-

critical equation. All these conditions seem to be very restrictive and as a result we

obtain that there are no positive solutions, as the following theorem shows.

Theorem 5.10 (Non-existence when α ≥ 1). Let α ≥ 1, p > 1 and λ be real constants,

then equation (5.1) has no solution.

Remark 5.6. In fact one can show a much stronger result, as our proof of Theorem 5.10

allows us to show that the equation


−(x2αu′)′ = λu+ |u|p−1 u in (0, 1),

u(1) = 0,

u has �nitely many zeros,

has no solution for any α ≥ 1, λ ∈ R and p > 1.

It is worth mentioning that Theorem 5.10 is in sharp contrast with the work done by

Berestycki and Esteban in [10]. In that article, the authors study the model equation


−x2u′′(x) = λu+ up in (0, 1),

u > 0 in (0, 1),

u(0) = u(1) = 0,

which can be regarded as a simpli�ed version of the Wheeler-DeWitt equation. In [10],
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the authors prove, among other things, that the above equation has uncountably many

solutions when 0 < λ < 1
4 . Their result put alongside Theorem 5.10 shows that the �rst

order term −2xu′(x) plays a crucial role in the existence question.

Even though we did not use general tools from bifurcation theory, it is important

to remark that bifurcation from the essential spectrum is a topic that has been studied

greatly in the past. One of the founders of the research in this area is C. Stuart who

started studying such phenomenon in the '70s. The interested reader might want to

check the nice papers written by Stuart himself [60, 61] and the references therein.

We also refer to the series of papers published by Stuart and Vuillaume [62, 64, 65]

where bifurcation from the essential spectrum of a non-linear Sturm-Liouville equation

is studied.

5.1.4 Connection with an elliptic equation in the ball

The results from Theorems 5.5 and 5.7 suggest that equation (5.1) is closely related

to the elliptic equation


−∆v = λv + vp in B(0, R) ⊂ RN ,

v > 0 in B(0, R),

v = 0 on ∂B(0, R),

(5.11)

where λ ∈ R, p > 1, R > 0 and B(0, R) denotes the ball centered at the origin with

radius R. In their celebrated work [14], Brezis and Nirenberg proved, among other

things, that for the critical exponent p = N+2
N−2 , the dimension plays an important role

in the existence/non-existence question. They showed that when N ≥ 4 a solution to

equation (5.11) is guaranteed to exist if and only if3 0 < λ < λ1(−∆); but when N = 3,

they proved that existence only occurs if λ∗ < λ < λ1(−∆), where λ∗ = 1
4λ1(−∆) > 0.

The phenomenon described above is exactly the same as the one occurring for equa-

tion (5.1) when p = 3−2α
2α−1 , as if

3
4 < α < 1, existence only occurs when 0 < λ < λ1, and

3The number λ1(−∆) denotes the �rst eigenvalue of −∆ in B(0, R) under Dirichlet boundary con-
dition.
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if 1
2 < α < 3

4 , solutions only exist when λ∗α < λ < λ1, with λ
∗
α > 0. An explanation for

this connection can be seen by means of a change of variables. Recall that by the result

of Gidas, Ni and Nirenberg [41], all solutions to (5.11) are radially symmetric, hence

v(r) = v(|x|) satis�es the ODE


−v′′ − N − 1

r
v′ = λv + vp in (0, R),

v > 0 in (0, R),

v(R) = 0.

(5.12)

Now, for 0 < α < 1, let u be a solution to equation (5.1) and consider r = (1−α)−1x1−α.

De�ne w(r) = u(x), then a direct computation shows that w is a solution to


−w′′ − Nα − 1

r
w′ = λw + wp in (0, Rα),

w > 0 in (0, Rα),

w(Rα) = 0,

(5.13)

where Nα = (1−α)−1 and Rα = (1−α)−1. Hence, when Nα is an integer (that is when

α = 1
2 ,

2
3 ,

3
4 , . . .) the ODE satis�ed by w is exactly equation (5.12).

The literature about equation (5.12) is extensive. For instance, regarding the exis-

tence of solutions to (5.11) in the sub-critical case (p > 1 when N = 1, 2 and p < N+2
N−2

when N ≥ 3), we can mention the works of Berestycki [9], Castro and Lazer [23], de

Figueiredo, Lions and Nussbaum [36], Esteban [40] and Lions [47] among others. Most

of these results are quite general as they apply to general bounded domains and a large

class of non-linearities with sub-critical growth. However, it is apparent to us that the

case of non-integer dimension for equation (5.12) has not been covered in the literature,

and the results from Theorems 5.1, 5.3 and 5.5 seem to close that gap in this case. In

particular, when 1 < N < 2 we have the existence of at least two bounded solutions

satisfying equation (5.12), one of them satis�es v(0) > 0 and v′(r) ∼ r for r ∼ 0 and

the other satis�es v(0) = 0 and v′(r) ∼ r1−N for r ∼ 0: notice that since 1 < N < 2,

this second solution has a singular derivative at 0 (see Figures 5.2 and 5.3).

For the critical case, N ≥ 3 and p = N+2
N−2 , the behavior of the branch of solutions
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2 0 λ1
|

≈ 1.5632 . . .�

‖uλ‖∞

(a) Neumann: α = 1
4 and p = 4.

2 0 λ1,0
|

≈ 1.9543 . . .�

‖uλ‖∞

(b) Dirichlet: α = 1
4 and p = 4.

2 0 λ1 λ1,0
|

(c) Diagrams 5.2a and 5.2b together.

Figure 5.2: Bifurcation diagrams when 0 < α < 1
2 and p < 3−2α

2α−1 .

emanating from λ1(−∆) has been fully understood in the case of the ball. We have

already mentioned the result of Brezis and Nirenberg [14], and the interested reader

might want to check the works of Atkinson and Peletier [3, 4], Bandle and Benguria [5],

Bandle and Peletier [6], Benguria, Frank and Loss [7], Brezis and Peletier [15, 16], Cao

and Li [21], Capozzi, Fortunato and Palmieri [22], Cerami, Fortunato and Struwe [32]

and Cerami, Solimini and Struwe [33], Mancini and Sandeep [48] for further reference on

related problems. However, to our knowledge, the fact that the bifurcation picture when

N = 3 is di�erent from the case N ≥ 4 has not been fully generalized to cover the case

of non integer dimension N in equation (5.11). In [56], Pucci and Serrin suggest that

the non-existence part of their result should hold for any dimension, but an improved
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2 0 λ1

|

≈ 1.6242 . . .�

‖uλ‖∞

(a) α = 1
2 and p = 6.

2 0 λ1

|

≈ 2.2989 . . .�

‖uλ‖∞

(b) α = 2
3 and p = 3.

Figure 5.3: Bifurcation diagrams when 1
2 ≤ α < 1 and p < 3−2α

2α−1 .

version of the identity shown in [55] was required to support their claim; nonetheless, if

one formally extends the identity from [55] to cover non-integer dimensions, the result

that one obtains is not sharp. Theorem 5.7 provides a sharp answer to both the existence

and non-existence questions in any dimension N > 2. In fact, our result implies that the

sharp lower bound for which solutions to equation (5.11) exist is given by a continuous

function λ∗ = λ∗(N) which is identically 0 for all N ≥ 4, positive when 2 < N < 4 and

|λ∗(N)− λ1(−∆)| → 0 as N → 2+ (see Figures 5.1 and 5.4).

λ1λ∗α0

‖uλ‖∞
10

1

(a) α = 2
3 and p = 5.

λ10

‖uλ‖∞

35

1

(b) α = 4
5 and p = 7

3 .

Figure 5.4: Bifurcation diagrams when 1
2 < α < 1 and p = 3−2α

2α−1 .
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For the super-critical case, N ≥ 3 and p > N+2
N−2 , Rabinowitz [58], Brezis and Niren-

berg [14] and Pucci and Serrin [55] proved that there exists a constant λ̄N,p > 0 such

that equation (5.12) has no solution when λ ≤ λ̄N,p. Their proofs are general enough to

work on any bounded domain Ω, but the case of a ball was not considered separately

and as a consequence non-integer dimensions were not studied. To our knowledge this

gap has not been closed, and Theorem 5.9 provides a proof of that, in fact, λ̄N,p > 0

is de�ned for all N > 2 and all p supercritical. However, as mentioned earlier, we

strongly believe that his lower bound is not sharp (recall Open Problem 5.1; see Figure

5.5 below).

On the other hand in terms of the existence question, a complete understanding of

the branch of solutions emanating from λ1(−∆) has not been fully developed in the

super-critical case. Among the interesting results that can be found in the literature,

it is worth mentioning the work of Budd and Norbury [17], who, for N = 3 and p > 5,

describe the behavior of the branch for large values of ‖v‖∞ and show that the branch

oscillates about a unique value λ∗ > 0, which is also the asymptotic value of the branch.

They also characterize λ∗ as the unique λ for which a singular H1
0 solution to equation

(5.12) exists ([17, Lemma 4.1]). Later, Merle and Peletier [50] showed that such λ∗ > 0

can be found for every (not necessarily integer) dimension N > 2, and Zhong and Zhao

[70] fully generalized the result of Budd and Norbury for any dimension 2 < N ≤ 6 and

only partially in the case N > 6. Other interesting results about the super-critical case

can be found in the works of Budd and Peletier [18] and of Merle, Peletier and Serrin

[51].

In terms of uniqueness, the results in [17] and [70] imply that for N > 2 and p > N+2
N−2

uniqueness in not necessarily true (see Figure 5.5). On the other hand, if N = 2 and

p > 1 or if N ≥ 3 and 1 < p ≤ N+2
N−2 , uniqueness of bounded solutions to equation (5.11)

was shown in the collective works of Adimurthi and Yadava [2], Kwong and Li [46],

Ni and Nussbaum [53], Srikanth [59], Yadava [68] and Zhang [69]. However, the case

2 < N < 3 was not considered in those proofs. Also, since Theorems 5.1, 5.3, 5.5 and

5.7 give existence to solutions to (5.12) for each N > 1 and p sub-critical and critical,

a proof of uniqueness in all these cases must be provided.
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λ1λ̄α,p0

‖uλ‖∞
10

1

0.9610.655

10

1

(a) α = 2
3 and p = 6.

λ1λ̄α,p0

‖uλ‖∞
10

1

0.8420.788

10

1

(b) α = 3
4 and p = 6.

λ1λ̄α,p0

‖uλ‖∞
10

1

0.57364730.5736471

10

1

(c) α = 9
10 and p = 6.

Figure 5.5: Bifurcation diagrams when 1
2 < α < 1 and p > 3−2α

2α−1 .
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We would like to emphasize that our proofs do not rely in the change of variables

introduced before, instead we work directly with equation (5.1). This approach allows

us to study the cases 0 < α < 1 (or N > 1 if one thinks of equation (5.12)) all at

once, and most importantly, it allows us to go beyond the α = 1 barrier (notice that

the change of variables does not work for α = 1). When α > 1 one could still use the

change of variables, but the nature of equation (5.13) would change, as the coe�cient

Nα − 1 becomes negative and the domain becomes the unbounded interval (−∞, Rα).

By avoiding the use of the change of variables we were able to prove that equation (5.1)

has no solutions when α ≥ 1, regardless of λ and p > 1 with no major e�ort (Theorem

5.10). Also, by treating equation (5.1) directly, we shed some light into what might

happen for more general degenerate elliptic operators in higher dimensions.

The rest of this chapter is divided as follows: in section 5.2 we introduce some

preliminary results needed to prove the existence/non-existence part of our theorems.

Section 5.3 deals with the proof of Theorems 5.1, 5.2, 5.5 and 5.6. Next in section 5.4

we prove Theorems 5.7 and 5.8. In section 5.5 we handle the super critical case and

prove Theorem 5.9. Next in section 5.6 we prove the non-existence result for α ≥ 1, and

in section 5.7 we prove Theorems 5.3 and 5.4. Later in section 5.8 we begin to explore

the uniqueness question to then prove the uniqueness part of our theorems in sections

5.9 and 5.10.

5.2 Preliminaries

5.2.1 Eigenvalues and Eigenfunctions

We begin this section by giving some properties of λ1 and ϕ1 de�ned at (5.5). Notice

that µ1 := (λ1)−1 corresponds to the �rst eigenvalue of the operator T̃α : L2(0, 1) →

L2(0, 1) de�ned by T̃αf = u, where u is the unique solution of

1∫
0

x2αu′(x)v′(x)dx =

1∫
0

f(x)v(x)dx, for all v ∈ Xα
0 .
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The operator Tα := T̃α + I was studied in [29], where it was shown that Tα is compact

if and only if α < 1, and in that case the eigenvalues and eigenfunctions of Tα are

completely determined (see [29, Theorem 1.17]). From that result it is easily deduced

that when 0 < α < 1,

λ1 = (1− α)2j2
ν1, (5.14)

where jν1 is the �rst positive zero of Jν : (0,+∞)→ R, the Bessel function of the �rst

kind of order ν (see [67] for a complete treatment of Bessel functions and its properties),

and ν is de�ned in terms of α by

ν :=
2α− 1

2− 2α
. (5.15)

The corresponding eigenspace is generated by ϕ1(x) := x
1
2
−αJν(jν1x

1−α), and about

this function we have

Lemma 5.11. For 0 < α < 1, and λ1 and ϕ1 as above we have that ϕ1 satis�es


−(x2αϕ′)′ = λ1ϕ in (0, 1),

ϕ(1) = 0,

lim
x→0+

x2αϕ′(x) = 0,

(5.16)

together with the following properties:

(i) ϕ1 ∈ C0,2−2α[0, 1],

(ii) x2α−1ϕ′1 ∈ C[0, 1],

(iii) x2αϕ′′1 ∈ C[0, 1], and

(iv) ϕ1 > 0 in [0, 1).

Proof. The fact that ϕ1(x) = x
1
2
−αJν(jν1x

1−α) solves equation (5.16) follows from [29,

Theorem 1.17]. We have the following series expansion of Jν(y) near the origin

Jν(y) =
∞∑
m=0

(−1)m

m!Γ(m+ ν + 1)

(x
2

)2m+ν
, (5.17)
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which can be found for instance in [67, p. 40], from here we deduce that

ϕ1(x) =
∞∑
m=0

(−1)m

m!Γ(m+ 1 + ν)

(
jν1

2

)2m+ν

x2m(1−α).

The regularity properties are readily deduced from this series expansion. Finally, the

positivity of ϕ1 can be obtained from the explicit formula and the fact that λ1 is given

by (5.14). We omit the details.

On the other hand, when 0 < α < 1
2 , one can also de�ne λ1,0 and ϕ1,0 as in

(5.7). In this case µ1,0 := (λ1,0)−1 corresponds to the �rst eigenvalue of the operator

T̃α,0 : L2(0, 1)→ L2(0, 1) de�ned by T̃α,0f = u, where u is the unique solution of

1∫
0

x2αu′(x)v′(x)dx =

1∫
0

f(x)v(x)dx, for all v ∈ Xα
00.

The operator Tα,0 := T̃α,0 + I was also studied in [29], and it was shown that Tα,0 is

compact for all 0 < α < 1
2 , and that the eigenvalues and eigenfunctions of Tα,0 are fully

determined (see [29, Theorem 1.16]). From that result we obtain that for 0 < α < 1
2 ,

λ1,0 = (1− α)2j2
ν01, (5.18)

where as before jν01 denotes the �rst positive zero of Jν0 , the Bessel function of the �rst

kind of order ν0, and ν0 is de�ned in terms of α by

ν0 :=
1− 2α

2− 2α
. (5.19)

Notice that −1
2 < ν < 0 < ν0 < 1

2 , where ν is the value used to de�ne λ1. From

this observation one can see that λ1 < λ1,0 for all 0 < α < 1
2 . Now the corresponding

eigenspace is generated by ϕ1,0(x) := x
1
2
−αJν0(jν01x

1−α), and about this function we

have



111

Lemma 5.12. For 0 < α < 1
2 , and λ1,0 and ϕ1,0 as above. Then ϕ1,0 satis�es


−(x2αϕ′)′ = λ1,0ϕ in (0, 1),

ϕ(1) = 0,

lim
x→0+

ϕ(x) = 0,

(5.20)

together with the following properties:

(i) ϕ1,0 ∈ C0,1−2α[0, 1],

(ii) x2α−1ϕ1,0 ∈ C1[0, 1],

(iii) x2αϕ′1,0 ∈ C1[0, 1], and

(iv) ϕ1,0 > 0 in (0, 1).

Proof. The fact that ϕ1,0(x) = x
1
2
−αJν0(jν01x

1−α) solves equation (5.20) follows from

[29, Theorem 1.16]. Using the series expansion for Jν0(y) given in (5.17) we deduce that

ϕ1,0(x) = x1−2α
∞∑
m=0

(−1)m

m!Γ(m+ 1 + ν0)

(
jν01

2

)2m+ν0

x2m(1−α).

The regularity properties and the positivity of ϕ1,0 can be obtained from the explicit

formula and the de�nition of λ1,0. We omit the details.

As announced in the introduction, we need to study λ∗α and ψα de�ned by (5.10).

We have the following

Lemma 5.13. Let 1
2 < α < 3

4 and de�ne λ∗α as in (5.10), then the in�mum is achieved

by a function ψα ∈ X1−α
0 which satis�es the following equation


−(x2−2αψ′)′ = λ∗αx

2−4αψ in (0, 1),

ψ(1) = 0,

lim
x→0+

x2−2αψ′(x) = 0.

(5.21)

Moreover, λ∗α = j2
−ν1(1−α)2, and ψα(x) = xα−

1
2J−ν(j−ν1x

1−α), where j−ν1 denotes the
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�rst positive zero of J−ν , and ν is de�ned by (5.15). About ψα, we have the following

properties

(i) ψα ∈ C0,2−2α[0, 1],

(ii) xαψ′α ∈ C[0, 1], and

(iii) ψα > 0 in [0, 1).

Proof. First notice that the embedding X1−α
0 into

{
ψ ∈ L1

loc(0, 1) :
∥∥x1−2αψ

∥∥
L2 <∞

}
is compact (this follows from [29, Theorem A.2], because X1−α

0 ↪→ C0,α− 1
2 [0, 1] ⊂⊂

C0[0, 1]). With that in mind, it is easy to see that the in�mum de�ning λ∗α is achieved

by a function ψα, which must satisfy equation (5.21). Now, a direct computation shows

that if f solves Bessel's equation

y2f ′′ + yf ′ + (y2 − ν2)f = 0,

with parameter ν = 2α−1
2−2α , then x

α− 1
2 f

(√
λ∗α

1−α x
1−α
)
solves

−(x2−2αψ′)′ = λ∗αx
2−4αψ.

Since 1
2 < α < 3

4 , we have that 0 < ν < 1, hence the general solution to Bessel's equation

is given by

f(y) = AJν(y) +BJ−ν(y),

where Jν(y) is de�ned in (5.17). The above implies that ψα is given by

ψα(x) = xα−
1
2

[
AJν

(√
λ∗α

1− α
x1−α

)
+BJ−ν

(√
λ∗α

1− α
x1−α

)]

for some constants A,B. The series expansion (5.17) tells us that in order to meet the

boundary condition x2−2αψ′α(x) −→
x→0+

0 one has to set A = 0. The condition ψα(1) = 0

implies that

λ∗α = (1− α)2j2
−ν1,

where j−ν1 is the �rst positive zero of J−ν . Without loss of generality, we �x the
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solution to be the one with B = 1. The regularity properties are obtained from the

series expansion (deduced from (5.17))

ψα(x) =

∞∑
m=0

(−1)m

m!Γ(m+ 1− ν)

(
j−ν1

2

)2m−ν
x2m(1−α),

we omit the details. The positivity is readily obtained from the de�nition of λ∗α and ψα.

About λ∗α, notice that jν1 depends continuously on ν (in fact the dependence is

analytic as one can see in [38] or in [67, p. 507]), then λ∗α depends continuously on α;

also, from [54] we deduce that

λ∗α = 2(1− α)(3− 4α) +O
(
(3− 4α)2

)
,

therefore λ∗α → 0 as α → 3
4

−
. Also, since j−ν1 < jν1 for all 0 < ν < 1 we deduce that

λ∗α < λ1. Finally, notice that when α→ 1
2

+
one has ν → 0+, hence it is easily seen that

|λ1 − λ∗α| −→
α→ 1

2

+
0. This proves the conclusion of Remark 5.4

5.2.2 Best Constants and extremals

Another topic that needs to be addressed before proving our results concerns the

best constant and extremals for (5.9), or in general for inequalities of the form

C ‖u‖L2α (0,a) ≤
∥∥xαu′∥∥

L2(0,a)
,

where a > 0. Let Xα
0 (0, a) be the set of functions u ∈ H1

loc(0, a] such that u, xαu′ ∈

L2(0, a) and u(a) = 0 (when 1
2 < α < 1, one could also de�ne this space as the closure

of C∞0 (0, a) under the norm ‖xαu′‖2, this follows from [29, Theorem A.4]). De�ne

Sα(a) := inf
u∈Xα

0 (0,a)

∫ a
0 |x

αu′(x)|2 dx(∫ a
0 |u(x)|2α dx

) 2
2α

.

Concerning Sα(a) we have the following

Lemma 5.14. Let 1
2 < α < 1, a > 0 and Sα(a) as above. Then Sα(a) = Sα(1) for all
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a > 0; the in�mum in the de�nition of Sα(a) is not achieved unless a = +∞, in which

case the basic extremal pro�le is given by

U(x) = C
(
1 + x2−2α

) 1−2α
2−2α ,

or after scaling, for every ε > 0 by

Uε(x) = Cε
(
ε+ x2−2α

) 1−2α
2−2α , (5.22)

where C and Cε are normalization constants. Moreover, we have that

Sα = (2α− 1)2

∫∞
0 y2−2α

(
1 + y2−2α

)− 1
1−α dy(∫∞

0 (1 + y2−2α)−
1

1−α dy
)2α−1 = (2α− 1)

 1

2− 2α
·

Γ2
(

1
2−2α

)
Γ
(

1
1−α

)
2−2α

,

(5.23)

where Γ denotes the Gamma function.

Proof. To see that S(a) = S(1), notice that the quotient ‖xαu′‖22 / ‖u‖
2
2α

is invariant

under the scaling ua(x) = u(ax). To prove that the in�mum is not achieved when

0 < a < +∞, notice that it is enough to prove it for a = 1, and in that case the proof

will be done later when proving Theorem 5.8 (also check [20, Section 4] where a di�erent

approach is taken).

To prove that the in�mum is achieved when a = +∞, we use a result from [31,

Section 7.1], where the authors study best constants and extremals for the Ca�arelli-

Kohn-Nirenberg inequalities

∫
R

∣∣∣x−bu(x)
∣∣∣p dx

 2
p

≤ C(a, b)

∫
R

∣∣x−au′(x)
∣∣2 dx,

for a < −1
2 , a+ 1

2 < b ≤ a+ 1 and p = 2
2(b−a)−1 . Using their result it is easily deduced

that the extremals are of the form (5.22). Finally, (5.23) is just a direct evaluation of

‖xαU ′‖22 / ‖U‖
2
2α

using the de�nition of the Gamma function. We omit the details.
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5.2.3 A Pohozaev type identity

The purpose of this section is to establish a family of Pohozaev type identities

satis�ed by all solutions of


−(x2αu′)′ = λu+ |u|p−1 u in (0, 1),

u(1) = 0.

(5.24)

To do this, for each β ∈ R, let us de�ne the �energy� functional

Eλ,β(u)(x) :=
1

2
x2α+1+βu′(x)2 +

1

p+ 1
xβ+1 |u(x)|p+1 +

λ

2
xβ+1u(x)2

+
1

2
(2α− 1− β)x2α+βu′(x)u(x)− β

4
(2α− 1− β)x2α−1+βu(x)2 (5.25)

and prove the following

Lemma 5.15. Let α > 0, p > 1 and β, λ ∈ R. Let u be a solution of equation (5.24),

then, for every x ∈ (0, 1) one has

1

2
u′(1)2 = Eλ,β(u)(x) +λ(1−α+β)

1∫
x

sβu2 +

(
(β + 1)

(
p+ 3

2(p+ 1)

)
− α

) 1∫
x

sβ |u|p+1

+
β

4

(
β2 − (2α− 1)2

) 1∫
x

s2α−2+βu2.

Proof. Multiply equation (5.24) by sβu(s) and integrate over (x, 1) to obtain

λ

1∫
x

sβu2 +

1∫
x

sβ |u|p+1 =

1∫
x

s2αu′(sβu)′ + x2α+βu′(x)u(x)

= β

1∫
x

s2α+β+1u′u+

1∫
x

s2α+βu′2 + x2α+βu′(x)u(x)

= −β
2

(2α+ β − 1)

1∫
x

s2α−2+βu2 +

1∫
x

s2α+βu′2 + x2α+βu′(x)u(x)

− β

2
x2α−1+βu(x)2,
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hence

1∫
x

s2α+βu′2 = λ

1∫
x

u2 +

1∫
x

|u|p+1 +
β

2
(2α+ β − 1)

1∫
x

s2α−2+βu2 − x2α+βu′(x)u(x)

+
β

2
x2α−1+βu(x)2. (5.26)

Now multiplying equation (5.24) by sβ+1u′(s) and integrating over (x, 1) gives

λ

1∫
x

sβ+1uu′ +

1∫
x

sβ+1 |u|p−1 uu′ =

1∫
x

s2αu′(sβ+1u′)′ − s2α+1+βu′(s)2
∣∣∣1
x

I1 = I2.

After integrating by parts, we obtain that

I1 = −λ
2

(β + 1)

1∫
x

sβu2 − β + 1

p+ 1

1∫
x

sβ |u|p+1 − λ

2
xβ+1u(x)2 − 1

p+ 1
xβ+1 |u(x)|p+1 .

and that

I2 = (β + 1)

1∫
x

s2α+βu′2 +

1∫
x

s2α+β+1u′u′′ − s2α+1+βu′(s)2
∣∣∣1
x

= (β + 1)

1∫
x

s2α+βu′2 − 2α+ 1 + β

2

1∫
x

s2α+βu′2 − 1

2
s2α+1+βu′(s)2

∣∣∣1
x

=
1

2
(β + 1− 2α)

1∫
x

s2α+βu′2 − 1

2
u′(1)2 +

1

2
x2α+1+βu′(x)2.

Combining the results of I1 and I2 yields

1

2
(β + 1− 2α)

1∫
x

s2α+βu′2 = −λ
2

(β + 1)

1∫
x

sβu2 − β + 1

p+ 1

1∫
x

sβ |u|p+1 − λ

2
xβ+1u(x)2

− 1

p+ 1
xβ+1 |u(x)|p+1 +

1

2
u′(1)2 − 1

2
x2α+1+βu′(x)2. (5.27)

The result is then obtained from (5.26) and (5.27).
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Remark 5.7. For simplicity we have stated and proved the result if the equation is

satis�ed in the interval (0, 1), however, the result remains valid if we replace the interval

(0, 1) by any interval of the form (0, a), a > 0, that is: Suppose u solves


−(x2αu′)′ = λu+ |u|p−1 u in (0, a),

u(a) = 0,

then for all 0 < x < a

1

2
u′(a)2 = Eλ,β(u)(x) +λ(1−α+β)

a∫
x

sβu2 +

(
(β + 1)

(
p+ 3

2(p+ 1)

)
− α

) a∫
x

sβ |u|p+1

+
β

4

(
β2 − (2α− 1)2

) a∫
x

s2α−2+βu2.

5.2.4 Some regularity results

We continue with some regularity results for u ∈ C2(0, 1] solving


−(x2αu′)′ = λu+ up in (0, 1),

u ≥ 0 in (0, 1),

u(1) = 0.

(5.28)

Lemma 5.16. Let α ≥ 1
2 , and suppose u ∈ C2(0, 1], u(x) ≥ 0 for all 0 < x < 1. Then

there exists a sequence 0 < xn <
1
n such that

x2α
n u
′(xn) ≤ 1

n
.

Proof. By contradiction, assume there exists r > 0 such that x2αu′(x) ≥ r for all

0 < x < r, then after integrating, we obtain that for all x < r

u(r) ≥ u(x) +
r

(2α− 1)

(
x1−2α − r1−2α

)
≥ Crx1−2α.
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when α > 1
2 , and that

u(r) ≥ u(x) + r ln r − r lnx ≥ −Cr lnx,

when α = 1
2 , for some constant Cr > 0. By letting x → 0+, we obtain that that

u(r) = +∞, contradicting the fact that u ∈ C2(0, 1].

Lemma 5.17. Let α ≥ 1
2 , p > 1 and λ ∈ R. Suppose u solves equation (5.28), then

u ∈ Lp(0, 1).

Proof. Integrate equation (5.28) over [xn, 1], where xn is taken from lemma 5.16 to

obtain

λ

1∫
xn

u+

1∫
xn

up = −u′(1) + x2α
n u
′(xn) ≤ −u′(1) +

1

n
.

If λ ≥ 0, by taking the limit as n→∞ we obtain

λ

1∫
0

u+

1∫
0

up ≤ −u′(1),

hence u ∈ Lp(0, 1). If λ < 0, notice that for all 0 < x < 1 we have
∫ 1
x u ≤

(∫ 1
x u

p
) 1
p
,

therefore

λ

 1∫
xn

up


1
p

+

1∫
xn

up ≤ λ
1∫

xn

u+

1∫
xn

up ≤ −u′(1) +
1

n
,

thus  1∫
0

up


1
p

λ+

 1∫
0

up


p−1
p

 ≤ −u′(1),

and since p > 1, we deduce from here that
∫ 1

0 u
p must be bounded.

Corollary 5.18. Let α, p, λ and u be as in lemma 5.17. Then L = lim
x→0+

x2αu′(x) exists

and L ≤ 0.
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Proof. Notice that by integrating equation (5.28) one obtains

x2αu′(x) = u′(1) + λ

1∫
x

u(s)ds+

1∫
x

u(s)pds,

but since u ∈ Lp(0, 1), the right hand side converges, so L = lim
x→0+

x2αu′(x) exists.

Finally, using xn from lemma 5.16 one gets L ≤ 0.

Corollary 5.19. Let α > 1
2 , λ ∈ R, p ≥

1
2α−1 and suppose u solves equation (5.28).

Then L = lim
x→0+

x2αu′(x) = 0.

Proof. Suppose there exists δ > 0 such that x2αu′(x) ≤ −δ for all x < δ. Integrating

this inequality yields

u(x) ≥ δ

2α− 1

(
x1−2α − δ1−2α

)
≥ Cδx1−2α,

thus u(x)p ≥ Cδx(1−2α)p, but since p ≥ 1
2α−1 we obtain that (1−2α)p ≤ −1, a contradic-

tion with the fact that u ∈ Lp(0, 1). Hence there is a sequence such that x2α
n u
′(xn) ≥ − 1

n ,

so L ≥ 0; but we already knew that L ≤ 0.

Corollary 5.20. Let α, p and λ as in lemma 5.17. Suppose u solves equation (5.28).

Then x2α−1u = O(log x) if α = 1
2 and x2α−1u = O(1) if α > 1

2 .

Proof. Since x2αu′(x) = O(1), the result follows from integration. We omit the details.

The next lemma shows that positive solutions are monotone near the origin when p

is large enough.

Lemma 5.21. Let α > 1
2 , λ ∈ R, p ≥ 2α − 1 and u be a solution to equation (5.28).

Then there exists 0 < x̂ ≤ 1 such that u′(x) 6= 0 for all 0 < x < x̂.

Proof. If u ≡ 0 there is nothing to prove, so we assume that u 6≡ 0. We start by proving

that there exists 0 < x0 ≤ 1 such that for all x < x0, either u
′(x) 6= 0 or u′′(x) < 0 .
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The proof of this is by contradiction, so we assume that there exists a sequence xn → 0

such that u′(xn) = 0 and that u′′(xn) ≥ 0. From the equation we then obtain that

λu(xn) + u(xn)p = −x2α
n u
′′(xn)− 2αx2α−1

n u′(xn) ≤ 0.

Thus, if λ ≥ 0 we obtain that u(x1) = u′(x1) = 0, this and the existence and uniqueness

theorem for ODEs imply that u ≡ 0, a contradiction. On the other hand if λ < 0, the

above inequality implies that u(xn) ≤ (−λ)
− 1
p−1 for all n ≥ 1. The Pohozaev identity

from lemma 5.15 with β = 0 and ε = xn gives that

1

2
u′(1)2 − Eλ,0(u)(xn) = λ(1− α)

1∫
xn

u2 +

(
1

2
− α+

1

p+ 1

) 1∫
xn

up+1,

but, since λ < 0 and p ≥ 2α−1 we obtain that the right hand side is non-positive, hence

1

2
u′(1)2 ≤ Eλ,0(u)(xn).

But

Eλ,0(u)(xn) =
λ

2
xnu(xn)2 +

1

p+ 1
xnu(xn)p+1 +

1

2
x2α+1
n u′(xn)2

+

(
α− 1

2

)
x2α
n u
′(xn)u(xn)

= o(1)

as xn goes to 0, since u′(xn) = 0 and u(xn) = O(1), thus proving that u′(1) = 0 (and

as a consequence, u ≡ 0), also a contradiction. So we have the existence of such x0.

The above proves that all critical points less than x0 are local maxima, so the only

possibility is that there is at most one of them (if there were two local maxima, there

must be a local minima in between). This shows that u′(x) 6= 0 for all x near the

origin.

Lemma 5.22. Let α > 1
2 , p ≥ 2α − 1 and λ ∈ R. Suppose u solves equation (5.28).

Assume in addition that there exists ε ≥ 0 such that x−εup ∈ L1(0, 1). Then for any
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γ < min
{

2α− 1− 1−ε
p , 1− 1−ε

p

}
one has

(i) x−γup ∈ L1(0, 1),

(ii) x2α−2−γu ∈ L1(0, 1) and lim
x→0+

x2α−1−γu(x) = 0,

(iii) x2α−1−γu′ ∈ L1(0, 1) and lim
x→0+

x2α−γu′(x) = 0.

Proof. We begin the proof with a claim: there exists a sequence 0 < δn ≤ 1
n such that

δ2α−1−γ
n u(δn) ≤ 1

n
.

Indeed, if we assume the contrary, then there would exist r > 0 such that x2α−1−γu(x) ≥

r for all x < r, that implies that

x−εu(x)p ≥ rpx(1+γ−2α)p−ε,

but since γ < 2α − 1 − 1−ε
p then x(1+γ−2α)p−ε ≥ x−1, this contradicts the assumption

x−εup ∈ L1.

Now, for δn as above, de�ne

ηn(x) =


x−γ if x > δn,

δ−γn if x ≤ δn.

Notice that ηn ∈ H1(0, 1) for all n. Let x > 0 and multiply equation (5.1) by ηn and

integrate by parts over [x, 1] to obtain

1∫
x

ηn(s)u(s)pds = −u′(1) + x2αu′(x)ηn(x) +

1∫
x

s2αu′(s)η′n(s)ds− λ
1∫
x

ηn(s)u(s)ds.

(5.29)

First, from corollary 5.19 we know that lim
x→0+

x2αu′(x)ηn(x) = δ−γn lim
x→0+

x2αu′(x) = 0,

also
1∫
x

ηn(s)u(s)ds ≤
1∫

0

s−γu(s)ds,
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but

1∫
0

s−γu(x)dx =

1∫
0

s
− ε
pu(s)s

−γ+ ε
pds

≤

 1∫
0

s−εu(s)p


1
p
 1∫

0

s

(
−γ+ ε

p

)(
p
p−1

)
ds


p−1
p

,

and since γ < 1− 1−ε
p

1 +

(
−γ +

ε

p

)(
p

p− 1

)
> 0,

so the second integral is �nite, and as a consequence, x−γu ∈ L1(0, 1). Therefore

lim
x→0+

1∫
x

ηn(s)u(s)pds ≤ −u′(1) + |λ|
1∫

0

s−γu(s)ds+ lim
x→0+

1∫
x

s2αu′(s)η′n(s)ds.

Let us study that last term of the right hand side. Suppose x < δn

1∫
x

s2αu′(s)η′n(s)ds = −γ
1∫

δn

s2α−1−γu′(s)ds

= γ(2α− 1− γ)

1∫
δn

s2α−2−γu(s)ds+ γδ2α−1−γ
n u(δn)

≤ γ(2α− 1− γ)

1∫
0

s2α−2−γu(s)ds+
γ

n
.

Notice that,

1∫
0

s2α−2−γu(s)ds ≤

 1∫
0

s−εu(s)pds


1
p
 1∫

0

s

(
2α−2−γ+ ε

p

)(
p
p−1

)
p−1
p

,

but since γ < 2α − 1 − 1−ε
p , we obtain that 1 +

(
2α− 2− γ + ε

p

)(
p
p−1

)
> 0, so the

second integral is �nite and one concludes that

1∫
x

s2αu′(s)η′n(s)ds ≤ C

 1∫
0

s−εu(s)pds


1
p

+O

(
1

n

)
.
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Putting the above estimates together yield

1∫
0

ηn(s)u(s)pds ≤ −u′(1) + C

 1∫
0

s−εu(s)pds


1
p

+O

(
1

n

)
.

so by letting n→∞, we conclude that

1∫
0

s−γu(s)pds ≤ −u′(1) + C

 1∫
0

s−εu(s)pds


1
p

.

This proves (i).

Now we prove (iii). Using (5.29) one obtains

1∫
x

s2αu′(s)η′n(s)ds = u′(1) +

1∫
x

ηn(s)u(s)pds+ λ

1∫
x

ηn(s)u(s)ds− δ−γn x2αu′(x),

but, for �xed n, the right hand side converges as x→ 0 to

u′(1) +

1∫
0

ηn(s)u(s)pds+ λ

1∫
0

ηn(s)u(s)ds,

which converges as n → ∞ to u′(1) +
∫ 1

0 s
−γu(s)pds + λ

∫ 1
0 s
−γu(s)ds, this shows that

the left hand side also converges, thus

−γ
1∫

0

s2α−1−γu′(s)ds = lim
n→∞

lim
x→0+

1∫
x

s2αu′(s)η′n(s)ds

= u′(1) +

1∫
0

s−γu(s)pds+ λ

1∫
0

s−γu(s)ds,

where we have used lemma 5.21 to say that dµ(s) := s2α−1−γu′(s)ds de�nes a signed

measure, and hence monotone convergence applies. To prove that lim
x→0+

x2α−γu′(x) = 0,
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multiply equation (5.1) by s−γ and integrate by parts over [x, 1] to obtain

x2α−γu′(x) = u′(1) +

1∫
x

s−γu(s)pds+ λ

1∫
x

s−γu(s)ds+ γ

1∫
x

s2α−1−γu′(s)ds,

but we proved that the right hand side converges, and it converges to 0.

To prove (ii), notice that we already proved x2α−2−γu(x) ∈ L1(0, 1) and that by (iii)

the right hand side of

x2α−1−γu(x) =

1∫
x

s2α−1−γu′(s)ds− (2α− 1− γ)

1∫
x

s2α−2−γu(s)ds

converges; also, since lim
n→∞

δ2α−1−γ
n u(δn) = 0, then lim

x→0+
x2α−1−γu(x) = 0.

We conclude this section by improving lemma 5.17 and Corollaries 5.20, 5.18. Recall

that those results deal with the fact that u ∈ Lp and the behavior of x2αu′ and x2α−1u

near the origin. We claim that when p > 2α − 1, we have

Lemma 5.23. Let α > 1
2 , p > max {2α − 1, 1} and λ ∈ R. Let u be a solution of

equation (5.1), then u ∈ Xα
0 (0, 1) ∩ Lp+1(0, 1), and

(i) lim
x→0+

x
1
p+1u(x) = 0,

(ii) lim
x→0+

xα+ 1
2u′(x) = 0.

Proof of Lemma 5.23. Lemma 5.17 gives that u ∈ Lp(0, 1), so we can apply lemma 5.22

for ε0 = 0 and obtain that for γ < γ0 = min
{

2α− 1− 1
p , 1−

1
p

}
, (i), (ii) and (iii) in

lemma 5.22 hold. By choosing ε1 < 2α− 1− 1
p but arbitrarily close to it, we can repeat

the argument one more time, and obtain that (i), (ii) and (iii) in lemma 5.22 hold for

all

γ < γ1 = min

{(
2α− 1− 1

p

)(
1 +

1

p

)
,

(
1− 1

p

)(
1 +

1

p

)}
.

Continuing in this fashion we obtain that (i), (ii) and (iii) in lemma 5.22 hold for all γ

such that

γ < γn = min


(

2α− 1− 1

p

) n∑
j=0

1

pj
,

(
1− 1

p

) n∑
j=0

1

pj





125

for any n ∈ N. Hence, if we de�ne

γ∞ := lim
n→∞

γn = min

{(
2α− 1− 1

p

)
p

p− 1
, 1

}
,

then (i), (ii) and (iii) from lemma 5.22 hold for all γ < γ∞.

First we deal with the case 1
2 < α < 1 and p+ 1 > 2α = 2

2α−1 , we obtain that

2γ∞ − (2α− 1) =
1

p− 1
((2α− 1)(p+ 1)− 2) > 0,

so, we can �nd γ < γ∞ such that 2γ − (2α − 1) = 0. Using this γ in (ii) gives that

lim
x→0+

xγu(x) = lim
x→0+

x2α−1−γu(x) = 0. In particular, since u ∈ C2(0, 1], this shows that

xγu ∈ C0[0, 1], and we can write

1∫
0

u(s)p+1ds =

1∫
0

s−γu(s)psγu(s)ds ≤ ‖sγu‖∞

1∫
0

s−γu(s)pds < +∞,

so u ∈ Lp+1(0, 1).

To prove that u ∈ Xα
0 , �x N > 1 and de�ne uN (x) = max {u(x), N}. Multiply

equation (5.28) by uN and integrate by parts to obtain

∫
u≤N

x2αu′(x)2dx = λ

1∫
0

u(x)uN (x) +

1∫
0

u(x)puN (x)dx,

where we have used corollary 5.19 to say that lim
x→0+

x2αu′(x)uN (x) = 0 and that uN (1) =

0. Since u ∈ Lp+1(0, 1), the right hand side converges to λ
∫ 1

0 u
2 +

∫ 1
0 u

p+1 < +∞ as

N → +∞, this shows that u ∈ Xα
0 .

Now, notice that by our initial choice of γ, we have that xα+ 1
2u′(x) = x2α−γu′(x)→ 0

as x → 0+. Similarly xα−
1
2u(x) = x2α−γ−1u(x) → 0 as x → 0+. To prove that

x
1
p+1u(x) → 0, multiply equation (5.1) by xu′(x) and integrate by parts over [x, 1] to
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obtain

1

p+ 1
xu(x)p+1 =

1

2
u′(1)2 +

(
α− 1

2

) 1∫
x

s2αu′(s)2ds− 1

2
x2α+1u′(x)2 − λ

2

1∫
x

u(s)2ds

− 1

p+ 1

1∫
x

u(s)p+1ds− λ

2
xu(x)2,

notice that every term in the right hand side converges when x → 0+, then so must

xu(x)p+1. Also, the limit lim
x→0+

xu(x)p+1 = 0, because otherwise, u(x)p+1 ∼ x−1 near

the origin, contradicting the fact that u ∈ Lp+1(0, 1).

We now consider the case α ≥ 1 and p > 1. Notice that as in the previous case,

it is enough to prove u ∈ Lp+1(0, 1), and to do so, it is again enough to prove that

x−γup ∈ L1(0, 1) and that xγu ∈ C[0, 1] for some γ. Observe that by lemma 5.22, for

γ < 1, x−γup ∈ L1(0, 1); by Hölder inequality

xγ−1u(x) = x
− γ
p u(x)x

γ(1+ 1
p

)−1 ∈ L1(0, 1)

for all 1
p+1 <

1
2 < γ < 1. Now notice that

1∫
ε

xγu′(x)dx = −γ
1∫
ε

xγ−1u(x)− εγu(ε).

On one hand, by monotone convergence, we have that
∫ 1
ε x

γu′(x)dx →
∫ 1

0 x
γu′(x)dx

as ε → 0+, and on the other hand, for γ > 1
p+1 there exists a sequence εn → 0+

such that εγnu(εn)→ 0 (otherwise we would contradict the fact that x−γup ∈ L1(0, 1)).

Therefore, along εn we have that −γ
∫ 1
ε x

γ−1u(x)− εγu(ε)→ −γ
∫ 1

0 x
γ−1u(x)dx, so by

the uniqueness of the limit

1∫
0

xγu′(x)dx = −γ
1∫

0

xγ−1u(x)dx,

and as a consequence, xγu(x) → 0 as x → 0+, in particular xγu ∈ C[0, 1] for all such

γ. Now proceeding as in the previous case, we conclude that u ∈ Lp+1(0, 1), u ∈ Xα
0 ,
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xu(x)p+1 = xα+ 1
2u′(x) = o(1) as x→ 0+, we omit the details.

Remark 5.8. Although the case p = 2α−1 is not considered in lemma 5.23, we can repeat

the idea of the proof above and obtain a slightly weaker result: if u solves equation (5.1)

for p = 2α − 1, then for all δ > 0 we have

(i) xδup+1 ∈ L1(0, 1),

(ii) u ∈ Xα+ δ
2

0 , and

(iii) x1+δu(x)p+1 = xα+ 1
2

+ δ
2u′(x) = o(1) as x→ 0+.

Notice that the above properties imply that u ∈ L2(0, 1). This allows us to write for

p = 2α − 1 that

dEλ,0(u)(x)

dx
= λ(1− α)u(x)2 ∈ L1(0, 1),

from where it follows that Eλ,0(u)(x) ∈ C[0, 1] and that xα−
1
2u(x) = xα+ 1

2u′(x) = O(1)

as x→ 0+.

Remark 5.9. With obvious modi�cations, all the results in this section remain valid for

solutions of 
−(x2αu′)′ = λu+ up in (0, a),

u ≥ 0 in (0, a),

u(a) = 0,

where a > 0.

5.3 The sub-critical case

5.3.1 Proof of Theorems 5.1 and 5.5

Let

Sλ,α := inf
v∈M

Iλ,α(v). (5.30)

First, notice that since

λ < λ1 ≤
∫ 1

0 |x
αv′(x)|2 dx∫ 1

0 |v(x)|2 dx
, for all v ∈ Xα

0 ,
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we have that 0 < Sλ,α < ∞. With this in mind, we claim that Sλ,α is achieved

by some v ∈ Xα
0 \ {0}. Indeed, let vn ∈ Xα

0 be a minimizing sequence such that∫ 1
0 |vn(x)|p+1 dx = 1, that is

Sλ,α = lim
n→∞

1∫
0

∣∣xαv′n(x)
∣∣2 dx− λ 1∫

0

|vn(x)|2 dx.

The above implies there is a constant C > 0, such that

1∫
0

∣∣xαv′n(x)
∣∣2 dx ≤ C.

Indeed, for λ ≥ 0 and all n large we can write

1∫
0

∣∣xαv′n(x)
∣∣2 dx ≤ (Sλ,α + 1) + λ

1∫
0

|vn(x)|2 dx

≤ (Sλ,α + 1) +
λ

λ1

1∫
0

∣∣xαv′n(x)
∣∣2 dx,

therefore
1∫

0

∣∣xαv′n(x)
∣∣2 dx ≤ (Sλ,α + 1)

(
1− λ

λ1

)−1

.

And for λ < 0 we immediately obtain that

1∫
0

∣∣xαv′n(x)
∣∣2 dx ≤ Sλ,α + 1.

Hence, the sequence vn is uniformly bounded in Xα
0 . Now, since the embedding X

α
0 ↪→

Lp+1(0, 1) is compact (the proof of [29, Theorem A.3] can be copied line by line to

obtain this compactness, or one could use [45, Theorem 7.13]), we can assume, after

extracting a sub-sequence, that there exists v ∈ Xα
0 such that

• vn → v strongly in Lp+1,

• vn → v strongly in L2, and
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• vn ⇀ v weakly in Xα
0 ,

thus implying that

1∫
0

∣∣xαv′(x)
∣∣2 dx− λ 1∫

0

|v(x)|2 dx ≤ lim inf
n→∞

1∫
0

∣∣xαv′n(x)
∣∣2 dx− λ 1∫

0

|vn(x)|2 dx = Sλ,α.

Hence Sλ,α is achieved by v 6≡ 0, which one can assume to be non-negative as one

can replace v by |v|. Now it is easy to see that v is a solution of


−(x2αv′)′ = λv + µvp in (0, 1),

v(1) = 0,

lim
x→0+

x2αv′(x) = 0,

where µ = µα,λ > 0 is a suitable Lagrange multiplier. If one lets u(x) = µ
1
p−1 v(x) then

u is a non trivial non-negative solution of


−(x2αu′)′ = λu+ up in (0, 1),

u(1) = 0,

lim
x→0+

x2αu′(x) = 0.

To prove the regularity properties, notice that from the equation and the fact that

u ∈ Xα
0 ↪→ L2α , we have

(
x2αu′

)′ ∈ L 2α
p , and since lim

x→0+
x2αu′(x) = 0, we can write,

using Hardy's Inequality,

x2α−1u′ =
1

x

x∫
0

(
s2αu′(s)

)′
ds ∈ L

2α
p ,

that is, u ∈ X
2α−1, 2α

p

0 (0, 1). With the aid of [29, Theorem A.2] and a bootstrap argu-

ment, we obtain the regularity properties claimed. We omit the details.

To prove that u > 0 in (0, 1), let Z := {x ∈ [0, 1) : u(s) > 0, ∀s > x}. Since u 6≡ 0

we have that x0 := supZ < 1. If x0 = 0 we are done, otherwise 0 < x0 < 1 and

u′(x0) = 0 (it is an interior minimum), but by the de�nition of x0, u(s) > 0 for all
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s ∈ (x0, 1). Since the equation is elliptic in (x0, 1), Hopf's lemma applies and we obtain

u′(x0) > 0, a contradiction.

5.3.2 Proof of Theorems 5.2 and 5.6

Suppose we have a solution and multiply equation (5.1) by ϕ1 and integrate by parts

over [ε, 1] to obtain

(λ− λ1)

1∫
ε

u(x)ϕ1(x)dx+

1∫
ε

u(x)pϕ1(x)dx = ε2αu′(ε)ϕ1(ε)− ε2αϕ′1(ε)u(ε).

If α < 1
2 , then we are assuming that ε2αu′(ε) ≤ o(1) and as a consequence we obtain

that εu(ε) = o(1) as ε→ 0+.

If α ≥ 1
2 , we do not have the assumption near the origin but we have Corollaries

5.18 and 5.20, which allows us to write ε2αu′(ε) ≤ o(1) and εu(ε) = o(1).

Therefore in all cases we can write, with the aid of lemma 5.11

(λ− λ1)

1∫
ε

u(x)ϕ1(x)dx+

1∫
ε

u(x)pϕ1(x)dx ≤ o(1), for all ε > 0

but since λ ≥ λ1, ϕ1 > 0 and u > 0, we reach a contradiction when we send ε to 0+.

5.4 The critical case: p = 2α − 1

We begin this section with the key ingredient in proving Theorem 5.7. As announced

in the introduction, we will follow the approach taken by Brezis and Nirenberg in [14]

and we will prove that Sλ,α de�ned at (5.30) is achieved by some function v ∈ M. In

order to do so, we will prove that it is enough to show that

Sλ,α < Sα,



131

where Sα is de�ned in (5.9).

Lemma 5.24. Suppose λ > 0. If Sλ,α < Sα, then Sλ,α is achieved.

Proof. Let vn ∈ Xα
0 be a minimizing sequence for Sλ,α, i.e.,

∥∥xαv′n∥∥2

2
− λ ‖vn‖22 = Sλ,α + o(1), ‖vn‖p+1 = 1.

As we did in the proof Theorem 5.5, we deduce that vn is uniformly bounded in Xα
0 , so

without loss of generality, one can assume that there exists v ∈ Xα
0 such that

vn ⇀ v in Xα
0 ,

vn → v in L2,

vn → v a.e. in (0, 1).

Also we have that ‖v‖p+1 ≤ 1. Following [14], let wn = vn − v. It is not di�cult to see

that wn ⇀ 0 in Xα
0 , and certainly we have wn → 0 a.e. in (0, 1). Now, notice that

Sα = inf
v∈M

1∫
0

∣∣xαv′(x)
∣∣2 dx ≤ 1∫

0

∣∣xαv′n(x)
∣∣2 dx,

hence, Sλ,α ≥ Sα − λ ‖v‖22, and since Sλ,α < Sα and λ > 0 one deduces that

‖v‖22 ≥
Sα − Sλ,α

λ
> 0.

Using that wn ⇀ 0 one obtains

‖xαvn‖22 =
∥∥xαv′∥∥2

2
+
∥∥xαw′n∥∥2

2
+ o(1),

which implies

Sλ,α =
∥∥xαv′∥∥2

2
+
∥∥xαw′n∥∥2

2
− λ ‖v‖22 + o(1). (5.31)
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Also, Theorem 1 from Brezis and Lieb [12] gives

‖v + wn‖p+1
p+1 = ‖v‖p+1

p+1 + ‖wn‖p+1
p+1 + o(1),

so 1 ≤ ‖v‖2p+1 + ‖wn‖2p+1 + o(1) and as a consequence

1 ≤ ‖v‖2p+1 +
1

Sα

∥∥xαw′n∥∥2

2
+ o(1). (5.32)

To conclude the proof, we identify two cases:

• If Sλ,α ≤ 0: from (5.31) we deduce

∥∥xαv′∥∥2

2
− λ ‖v‖22 ≤

∥∥xαv′∥∥2

2
+
∥∥xαw′n∥∥2

2
− λ ‖v‖22

= Sλ,α + o(1)

≤ Sλ,α ‖u‖2p+1 + o(1).

• If Sλ,α > 0: multiply (5.32) by Sλ,α to obtain

Sλ,α ≤ Sλ,α ‖v‖2p+1 +
Sλ,α
Sα

∥∥xαw′n∥∥2

2
+ o(1),

hence

∥∥xαv′∥∥2

2
− λ ‖v‖22 ≤ Sλ,α ‖v‖

2
p+1 +

(
Sλ,α
Sα
− 1

)∥∥xαw′n∥∥2

2
+ o(1)

≤ Sλ,α ‖v‖2p+1 + o(1).

Either way, one obtains

∥∥xαv′∥∥2

2
− λ ‖v‖22 ≤ Sλ,α ‖v‖

2
p+1 ,

thus completing the proof.
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5.4.1 Proof of Theorem 5.7

To prove this theorem we will evaluate Iλ,α at uε(x) = φ(x)
(
ε+ x2−2α

) 1−2α
2−2α , where

φ is to be chosen, and prove that Iλ,α(vε) < Sα when ε is small enough, which, with the

aid of lemma 5.24, allows us to conclude that Sλ,α is achieved by some function v ∈ Xα
0 .

The case 3
4 ≤ α < 1

Let φ : [0, 1] → [0, 1] be a smooth function such that φ(x) ≡ 1 for x ∈
[
0, 1

3

]
and

φ(x) ≡ 0 for x ∈
[

2
3 , 1
]
, and consider vε(x) = φ(x)

(
ε+ x2−2α

) 1−2α
2−2α . In order to evaluate

Iλ,α(vε) one has to estimate ‖xαv′ε‖
2
2, ‖vε‖

2
2 and ‖vε‖2p+1. Firstly, notice that

1∫
0

∣∣xαv′ε(x)
∣∣2 dx = (2α− 1)2

2
3∫

0

x2−2α
(
ε+ x2−2α

) −2
2−2α φ2(x)dx

+

2
3∫

1
3

x2α
(
ε+ x2−2α

) 1−2α
1−α

∣∣φ′(x)
∣∣2 dx

+ (1− 2α)

2
3∫

1
3

x
(
ε+ x2−2α

) −2α
2−2α φ(x)φ′(x)dx

= I1 + I2 + I3.

To estimate I1, I2, I3, notice that for β > 0, γ > 0, 0 < α < 1 and ε > 0 we have

2
3∫

1
3

xβ
(
ε+ x2−2α

)−γ
dx ≤

2
3∫

1
3

xβ−2γ(1−α)dx = O(1). (5.33)

To estimate I1, let β = 2− 2α, γ = 2
2−2α and use (5.33) to obtain

I1 = (2α− 1)2

2
3∫

0

x2−2α
(
ε+ x2−2α

) −2
2−2α φ2(x)dx

= (2α− 1)2

1
3∫

0

x2−2α
(
ε+ x2−2α

) −2
2−2α dx+O


2
3∫

1
3

x2−2α
(
ε+ x2−2α

) −2
2−2α dx


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= (2α− 1)2

1
3∫

0

x2−2α
(
ε+ x2−2α

) −2
2−2α dx+O(1).

Using the change of variables x = ε
1

2−2α y in the above integral gives

I1 = (2α− 1)2ε
1−2α
2−2α

∞∫
0

y2−2α
(
1 + y2−2α

) −2
2−2α dy +O(1).

For I2 and I3, since ‖φ‖∞ , ‖φ′‖∞ <∞, one can apply (5.33) once again to obtain

I2 + I3 = O(1).

Hence

1∫
0

∣∣xαv′ε(x)
∣∣2 dx = (2α− 1)2ε

1−2α
2−2α

∞∫
0

y2−2α
(
1 + y2−2α

) −2
2−2α dy +O(1). (5.34)

On the other hand we compute

1∫
0

|vε(x)|2 dx =

1
3∫

0

(
ε+ x2−2α

) 1−2α
1−α dx+

2
3∫

1
3

(
ε+ x2−2α

) 1−2α
1−α φ2(x)dx

= J1 + J2.

To estimate J2, notice that

2
3∫

1
3

(
ε+ x2−2α

) 1−2α
1−α dx ≤

2
3∫

1
3

x2−4αdx = O(1).

To estimate J1 we need to divide into two cases: 3
4 < α < 1 and α = 3

4 . If
3
4 < α < 1

we use the change of variables x = ε
1

2−2α y and obtain

J1 =

1
3∫

0

(
ε+ x2−2α

) 1−2α
1−α dx = ε

3−4α
2−2α

1
3
ε
− 1

2−2α∫
0

(
1 + y2−2α

) 1−2α
1−α dy
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= ε
3−4α
2−2α

∞∫
0

(
1 + y2−2α

) 1−2α
1−α dy +O(1).

If α = 3
4 , the change of variables x = ε2y gives

J1 =

1
3∫

0

(
ε+ x

1
2

)−2
dx =

1
3
ε−2∫

0

(
1 + y

1
2

)−2
dy = 2

[
ln
(

1 + x
1
2

)
+
(

1 + x
1
2

)−1
] ∣∣∣∣∣

1
3
ε−2

0

= 2 |ln ε|+O(1).

Therefore

1∫
0

|vε(x)|2 dx =


2 |ln ε|+O(1) if α = 3

4 ,

ε
3−4α
2−2α

∫∞
0

(
1 + y2−2α

) 1−2α
1−α dy +O(1) if 3

4 < α < 1.

(5.35)

Finally, we need to estimate ‖vε‖2p+1.

1∫
0

|vε(x)|
2

2α−1 dx =

1
3∫

0

(
ε+ x2−2α

)− 2
2−2α dx+

2
3∫

1
3

(
ε+ x2−2α

)− 2
2−2α |φ(x)|

2
2α−1 dx

= M1 +M2.

For M2, notice that

2
3∫

1
3

(
ε+ x2−2α

)− 2
2−2α dx ≤

2
3∫

1
3

x−2dx = O(1),

and for M1, the change of variables x = ε
1

2−2α y gives

1
3∫

0

(
ε+ x2−2α

)− 2
2−2α dx = ε−

1
2−2α

∞∫
0

(
1 + y2−2α

)− 2
2−2α dy +O(1).
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Thereafter

1∫
0

|vε(x)|
2

2α−1 dx = ε−
1

2−2α

∞∫
0

(
1 + y2−2α

)− 2
2−2α dy +O(1). (5.36)

Now, putting together estimates (5.34), (5.35) and (5.36) gives

Iλ,α(vε) =
‖xαv′ε‖

2
2 − λ ‖vε‖

2
2

‖vε‖2p+1

=


(2α− 1)2K1 − ελK2 +O

(
ε

2α−1
2−2α

)
if α > 3

4 ,

(2α− 1)2K1 − ε |ln ε|λK̃2 +O (ε) if α = 3
4 ,

where

K1 =

∫∞
0 y2−2α

(
1 + y2−2α

)− 1
1−α dx[∫∞

0 (1 + y2−2α)−
1

1−α dx
]2α−1 =

1

(2α− 1)2

∫∞
0 |y

αU ′(y)|2 dy(∫∞
0 |U(y)|p+1 dy

) 2
p+1

=
1

(2α− 1)2
Sα

and

K2 =

∫∞
0

(
1 + y2−2α

) 1−2α
1−α dx[∫∞

0 (1 + y2−2α)−
2

2−2α dx
]2α−1 < +∞,

K̃2 =
2[∫∞

0 (1 + y2−2α)−
2

2−2α dx
]2α−1 < +∞,

Finally, since α > 3
4 (α = 3

4 resp.), for every λ > 0 there exists ε > 0 su�ciently small

such that −ελK2 +O
(
ε

2α−1
2−2α

)
< 0 (−ε |ln ε|λK̃2 +O(ε) < 0 resp.), hence

Sλ,α ≤ Iλ,α(vε) < Sα,

as claimed.

The case 1
2 < α < 3

4

In this case, we choose φ = ψα the minimizer of λ∗α given by lemma 5.13. As before
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we need to evaluate Iλ,α(vε), where vε(x) =
(
ε+ x2−2α

) 1−2α
2−2α ψα(x). Notice that

1∫
0

∣∣xαv′ε(x)
∣∣2 dx = (2α− 1)2

1∫
0

x2−2α
(
ε+ x2−2α

) −2
2−2α ψ2

α(x)dx

+

1∫
0

x2α
(
ε+ x2−2α

) 1−2α
1−α

∣∣ψ′α(x)
∣∣2 dx

+ (1− 2α)

1∫
0

x
(
ε+ x2−2α

) −2α
2−2α ψα(x)ψ′α(x)dx

= I1 + I2 + I3.

We begin by estimating I3: We integrate by parts and use the fact that x
1
2ψα → 0

as x→ 0+ (see lemma 5.13), to obtain

I3 = (1− 2α)

1∫
0

x
(
ε+ x2−2α

) −2α
2−2α ψα(x)ψ′α(x)dx

= ε(2α− 1)

1∫
0

(
ε+ x2−2α

)− 1
1−α ψ2

α(x)dx

− (2α− 1)2

1∫
0

x2−2α
(
ε+ x2−2α

) −2
2−2α ψ2

α(x)dx

= ε(2α− 1)

1∫
0

(
ε+ x2−2α

)− 1
1−α ψ2

α(x)dx− I1.

To conclude the estimate of I3 we need to rewrite
∫ 1

0

(
ε+ x2−2α

)− 1
1−α ψ2

α(x)dx. Observe

that

1∫
0

(
ε+ x2−2α

)− 1
1−α ψ2

α(x)dx = ψ2
α(0)

1∫
0

(
ε+ x2−2α

)− 1
1−α dx

+

1∫
0

(
ε+ x2−2α

)− 1
1−α

(
ψ2
α(x)− ψ2

α(0)
)
dx,
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and then we notice that by lemma 5.13 we know that
∣∣ψ2
α(x)− ψ2

α(0)
∣∣ = O

(
x2−2α

)
, so

we can write∣∣∣∣∣∣
1∫

0

(
ε+ x2−2α

)− 1
1−α

(
ψ2
α(x)− ψ2

α(0)
)
dx

∣∣∣∣∣∣ ≤ C
1∫

0

(
ε+ x2−2α

)− 1
1−α x2−2αdx

= ε
1−2α
2−2α

ε
− 1

2−2α∫
0

(1 + y2−2α)−
1

1−α y2−2αdy

= ε
1−2α
2−2α

∞∫
0

(1 + y2−2α)−
1

1−α y2−2αdy +O(1).

The above means that

I3 = εψ2
α(0)(2α− 1)

1∫
0

(
ε+ x2−2α

)− 1
1−α dx− I1 +O

(
ε

3−4α
2−2α

)

= ε
1−2α
2−2αψ2

α(0)(2α− 1)

∞∫
0

(
1 + y2−2α

)− 1
1−α dy − I1 +O

(
ε

3−4α
2−2α

)
.

(5.37)

Now we estimate I2:

I2 =

1∫
0

x2α
(
ε+ x2−2α

) 1−2α
1−α

∣∣ψ′α(x)
∣∣2 dx

=

1∫
0

x2−2α
∣∣ψ′α(x)

∣∣2 dx+

1∫
0

[(
ε+ x2−2α

) 1−2α
1−α − x2−4α

] ∣∣xαψ′α(x)
∣∣2 dx

=

1∫
0

x2−2α
∣∣ψ′α(x)

∣∣2 dx+ I4.

To estimate I4, we notice that by lemma 5.13, we have that xαψ′α ∈ C0,1−α[0, 1], hence

it is enough to estimate

Ĩ4 :=

1∫
0

[(
ε+ x2−2α

) 1−2α
1−α − x2−4α

]
dx
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De�ne f(t) :=
(
tε+ x2−2α

) 2α−1
1−α , and notice that

∣∣ε+ x2−2α
∣∣ 2α−1

1−α − x4α−2 = |f(1)− f(0)| ≤ sup
t∈[0,1]

∣∣f ′(t)∣∣ .
A direct computation shows that f ′(t) = 2α−1

1−α ε
(
tε+ x2−2α

) 3α−2
1−α . Now, using the mono-

tonicity of f ′(t), it is easy to see that for all t ∈ [0, 1] we have

∣∣f ′(t)∣∣ ≤ Cε

x6α−4 if 1

2 < α < 2
3

1 if α = 2
3(

ε+ x2−2α
) 3α−2

1−α if 2
3 < α < 3

4

. (5.38)

From (5.38) we deduce that

∣∣∣Ĩ4

∣∣∣ =

∣∣∣∣∣∣
1∫

0

[(
ε+ x2−2α

) 1−2α
1−α − x2−4α

]
dx

∣∣∣∣∣∣
≤

1∫
0

∣∣∣∣∣∣
(
ε+ x2−2α

) 2α−1
1−α − x4α−2

x4α−2 (ε+ x2−2α)
2α−1
1−α

∣∣∣∣∣∣ dx

≤ Cε



∫ 1
0 x

2α−2
(
ε+ x2−2α

) 1−2α
1−α if 1

2 < α < 2
3 ,∫ 1

0 x
− 2

3

(
ε+ x

2
3

)−1
dx if α = 2

3 ,∫ 1
0 x

2−4α
(
ε+ x2−2α

)−1
if 2

3 < α < 3
4 ,

= Cε


ε

1−2α
2−2α

∫∞
0 y2α−2

(
1 + y2−2α

) 1−2α
1−α +O(1) if 1

2 < α < 2
3 ,

ε−
1
2

∫∞
0 y−

2
3

(
1 + y

2
3

)−1
dx+O(1) if α = 2

3 ,

ε
1−2α
2−2α

∫∞
0 y2−4α

(
1 + y2−2α

)−1
+O(1) if 2

3 < α < 3
4 ,

= O
(
ε

3−4α
2−2α

)
.

So we can conclude that

I2 =

1∫
0

x2−2α
∣∣ψ′α(x)

∣∣2 dx+O
(
ε

3−4α
2−2α

)
. (5.39)
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Putting together (5.37) and (5.39) we deduce that

1∫
0

∣∣xαv′ε(x)
∣∣2 dx = ε

1−2α
2−2αψ2

α(0)(2α− 1)

∞∫
0

(
1 + y2−2α

)− 1
1−α dy

+

1∫
0

x2−2α
∣∣ψ′α(x)

∣∣2 dx+O
(
ε

3−4α
2−2α

)
.

Now, we estimate ‖vε‖22: Since ψα ∈ L∞, we use the same estimate obtained for Ĩ4, to

write

1∫
0

v2
ε(x)dx =

1∫
0

(
ε+ x2−2α

) 1−2α
1−α ψ2

α(x)dx

=

1∫
0

x2−4αψ2
α(x)dx+

1∫
0

[(
ε+ x2−2α

) 1−2α
1−α − x2−4α

]
ψ2
α(x)dx

=

1∫
0

x2−4αψ2
α(x)dx+O

(
ε

3−4α
2−2α

)
.

Finally, we estimate ‖vε‖2p+1: the same idea used to estimate I3 gives

1∫
0

|vε(x)|p+1 dx =

1∫
0

(
ε+ x2−2α

)− 1
1−α |ψα(x)|p+1 dx

= |ψα(0)|p+1

1∫
0

(
ε+ x2−2α

)− 1
1−α dx

+

1∫
0

(
ε+ x2−2α

)− 1
1−α

[
|ψα(x)|p+1 − |ψα(0)|p+1

]
dx

= |ψα(0)|p+1

1∫
0

(
ε+ x2−2α

)− 1
1−α dx+O

(
ε

1−2α
2−2α

)

= ε−
1

2−2α |ψα(0)|p+1

∞∫
0

(
1 + y2−2α

)− 1
1−α dy · (1 +O(ε)) .
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Using the de�nition of λ∗α and ψα and the above estimates give

Iλ,α(vε) =
‖xαv′ε‖

2
2 − λ ‖vε‖

2
2

‖vε‖2p

= (2α− 1)K3 + ε
2α−1
2−2α (λ∗α − λ)K4 +O(ε)

where

K3 =

 ∞∫
0

(
1 + y2−2α

)− 1
1−α dy

2−2α

=

 1

2− 2α

Γ2
(

1
2−2α

)
Γ
(

1
1−α

)
2−2α

,

and

K4 = |ψα(0)|−2

 ∞∫
0

(
1 + y2−2α

)− 1
1−α dy

1−2α

·
1∫

0

∣∣x1−2αψα(x)
∣∣2 dx < +∞

Using lemma 5.23, one obtains that K3 = Sα
2α−1 . Now, since

1
2 < α < 3

4 , for given λ > λ∗α

there exists ε > 0 such that ε
2α−1
2−2α (λ∗α − λ)K4 +O(ε) < 0

Sλ,α ≤ Iλ,α(vε) < Sα,

thus concluding the proof.

The next results show that the solution obtained in Theorem 5.7 is in fact continuous

up to the origin.

Lemma 5.25. Let 1
2 < α < 1 and a(x) ∈ Lqα(0, 1), where qα = 2α

2α−2 , and suppose

u ∈ L2(0, 1) solves


−(x2αu′(x))′ = a(x)u(x) in (0, 1),

u(1) = 0,

lim
x→0+

x2αu′(x)u(x) = 0,

(5.40)

then u ∈ Lt(0, 1) for all t ≥ 2.
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Corollary 5.26. Let u be the solution given by Theorem 5.7, then u ∈ C0[0, 1]. More-

over x2α−1u′ and x2αu′′ are also continuous up to the origin.

Proof of Lemma 5.25. For a given positive integer n, de�ne

un(x) :=


0 if u(x) < 0,

u(x) if 0 ≤ u(x) ≤ n,

n if u(x) > n.

For �xed β ≥ 0, let φ(x) = u+(x)u2β
n (x). Multiply equation (5.40) by φ and integrate

by parts to obtain

∫
u≥0

x2αu′(x)2u2β
n (x)dx+ 2β

∫
0≤u≤n

x2αu′(x)2(u+(x))2βdx =

∫
u≥0

a(x)(u+(x))2u2β
n dx.

On the other hand, we can write

1∫
0

x2α
∣∣∣(u+(x)uβn(x))′

∣∣∣2 dx =

∫
u≥0

x2αu′(x)2u2β
n (x)dx

+ (β2 + 2β)

∫
0≤u≤n

x2αu′(x)2(u+(x))2βdx,

hence, with the aid of [29, Theorem A.2] one obtains for M > 1

 1∫
0

∣∣∣u+(x)uβn(x)
∣∣∣2α


2
2α

≤ Cα,β

1∫
0

a(x)(u+(x))2u2β
n (x)dx

= Cα,β

 ∫
|a|≤M

a(x)(u+(x))2u2β
n (x)dx

+

∫
|a|>M

a(x)(u+(x))2u2β
n (x)dx


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≤ Cα,βM
1∫

0

(u+(x))2u2β
n (x)dx

+ Cα,β

 ∫
|a|>M

|a(x)|qα


1
qα
 1∫

0

∣∣∣u+(x)uβn(x)
∣∣∣2α


2
2α

.

Now, �xing M = Mβ su�ciently large so that Cα,β

(∫
|a|>M |a(x)|qα

) 1
qα ≤ 1

2 , gives

 1∫
0

∣∣∣u+(x)uβn(x)
∣∣∣2α


2
2α

≤ 2MCα,β

1∫
0

u+(x)2u2β
n (x)dx.

By passing to the limit n → ∞ in the above inequality (notice that the constants do

not depend on n), we obtain

 1∫
0

(u+(x))2α(1+β)


2
2α

≤ 2MCα,β

1∫
0

(u+(x))2+2βdx.

Similarly, one can prove the same inequality for u−, thus obtaining

 1∫
0

|u(x)|2α(1+β)


2
2α

≤ 2MCα,β

1∫
0

|u(x)|2+2β dx.

The above inequality shows that if u ∈ L2+2β , then u ∈ L2α(1+β). Since u ∈ L2, we can

start with β0 = 0 and obtain u ∈ L2α . So by letting β0 = 0 and βi+1 = 2α
2 (1 + βi)− 1,

we obtain that

u ∈ L2α(1+βi), for all i ≥ 0.

Notice that βi =
(

2α
2 − 1

)∑i
j=0

(
2α
2

)j
, and since 2α > 2 when α < 1, we obtain that

βi →∞, hence u ∈ Lt for all t ≥ 1, as claimed.

Proof of Corollary 5.26. Notice �rst that by construction the solution given by Theorem

5.7 satis�es equation (5.40), so lemma 5.25 applies, so u ∈ Lt(0, 1) for any t ≥ 1. Now,
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we also now that lim
x→0+

x2αu′(x) = 0, so we can write

x2α−1u′(x) =
1

x

x∫
0

g(s)ds,

where g(s) = −λu(s) − u(s)p. Since u ∈ Lt for all t, we obtain that g ∈ Lt for

all t, hence by Hardy's inequality, we obtain that x2α−1u′(x) ∈ Lt for all t. This

means that u ∈ X2α−1,t
0 , so [29, Theorem A.2] applies and we deduce that if t is

su�ciently large, u ∈ C0[0, 1] (in fact one gets u ∈ C0,γ [0, 1] for all γ < 2 − 2α).

So g above is also continuous, which in turn implies that lim
x→0+

1
x

∫ x
0 g(s)ds exists, so

x2α−1u′(x) must also be continuous. Finally the equation implies that x2αu′′(x) =

−λu(x)− u(x)p − 2αx2α−1u′(x) ∈ C0[0, 1].

5.4.2 An equation in the half-line

In this section we will study the equation

− (x2αw′)′ = |w|p−1w in (0,∞), (5.41)

where p = 2α − 1 and 1
2 < α < 1. The motivation behind studying this equation comes

from the fact that if u solves

− (x2αu′)′ = λu+ |u|p−1 u in (0, 1), (5.42)

then, uδ(x) := δα−
1
2u(δx) solves

−(x2αu′δ)
′ = λδ2−2αuδ + |uδ|p−1 uδ in (0, δ−1).

So, equation (5.41) is the limiting equation as δ → 0 (in a sense that will be made clear

later) for uδ, and for δ small enough uδ should be close to a solution w of equation (5.41).

If we are able to classify the solutions of equation (5.41), then we could understand how

u is.
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Equation (5.41) is the equation satis�ed by the critical points of

Jα(w) :=

∫∞
0 |x

αw′(x)|2 dx(∫∞
0 |w(x)|2α dx

) 2
2α

,

in particular Uε(x) = Cε
(
ε+ x2−2α

) 1−2α
2−2α , the extremal family for the Ca�arelli-Kohn-

Nirenberg inequality introduced in lemma 5.14 are solutions to equation (5.41). As we

will see, these are the only solutions that are bounded at the origin, and this is the

content of the following

Lemma 5.27. Let w ∈ C2(0,∞) be a solution of equation (5.41), then there are four

possibilities

(i) w = Uε for some ε > 0,

(ii) w = Cx
1
2
−α, where C is a normalization constant,

(iii) w = x
1
2
−αf(− lnx), where f : [0,∞) → (0,∞) is a periodic smooth function,

which is bounded away from zero, or

(iv) w = x
1
2
−αg(− lnx), where g : [0,∞) → (−∞,∞) is a sign changing periodic

smooth function.

Proof. To prove this lemma, notice that if w solves equation (5.41), then v(y) =

e(
1
2
−α)yw(e−y) solves

v′′ =

(
α− 1

2

)2

v − |v|p−1 v in R. (5.43)

The solutions of equation (5.43) can be easily classi�ed by means of the energy functional

E(v)(y) :=
1

2
v′(y)2 − 1

2

(
α− 1

2

)2

v(y)2 +
1

p+ 1
|v(y)|p+1 ,

which is constant for every solution, as one can see by multiplying equation (5.43) by

v′. By looking at the phase plane, one obtains that for

A := min

{
1

2
a2 −

(
α− 1

2

)2 b2

2
+
|b|p+1

p+ 1
; a, b ∈ R

}
< 0,
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then

• If E(v) > 0, then v must be a sign changing periodic function,

• if E(v) = 0, then v is a homoclinic orbit for the unstable point (0, 0),

• if A < E(v) < 0, then v is a periodic function that is bounded away from zero,

and

• if E(v) = A, then v ≡ ±
[

2α−1
4

] 2α−1
4−4α .

The homoclinic orbit is given (up to translation) by

V (y) =

(
2α− 1

4

) 1
p−1
[
cosh

(
(p− 1)(2α− 1)

4
y

)]− 2
p−1

and a direct computation shows that U(x) = x
1
2
−αV (− lnx). This �nishes the proof.

Remark 5.10. As seen in the proof, the energy functional E(v) := 1
2v
′2− 1

2

(
α− 1

2

)2
v2 +

1
p+1 |v|

p+1 classi�es the solutions of equation (5.43). Since it will be used later, let us

introduce the corresponding energy functional for w solution of equation (5.41) by

E0(w)(x) := E(v)(y) =
1

2
x2α+1w′(x)2 +

1

p+ 1
|w(x)|p+1 +

(
α− 1

2

)
x2αw′(x)w(x),

(5.44)

where v(y) := e(
1
2
−α)yw(e−y) and y = − lnx. Notice that E0(w) = E0,0(w), where

Eλ,β(u) is de�ned in (5.25). Now we can say that if E0(w) > 0, then w is unbounded,

with in�nitely many sign changes near the origin. If E0(w) = 0, then w is a bounded

function which is positive (or negative) near the origin, and if E0(w) < 0, then w is an

unbounded function positive (or negative) near the origin.

Now, let us establish that if u solves equation (5.42), then uδ(x) = δα−
1
2u(δx)

converges to a solution of equation (5.41), and this is the content of the following

Lemma 5.28. Suppose u ∈ C2(0, 1) solves equation (5.42). Suppose also that there

exists a constant C > 0 such that

|u(x)| ≤ Cx
1
2
−α and

∣∣u′(x)
∣∣ ≤ Cx− 1

2
−α, (5.45)
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then there exists w ∈ C2(0,∞) solution of equation (5.41) and a sequence δn → 0, such

that for all x > 0

lim
δn→0

|uδn(x)− w(x)|+
∣∣u′δn(x)− w′(x)

∣∣ = 0.

Moreover, if

Eλ(u)(x) := Eλ,0(u)(x) =
1

2
x2α+1u′(x)2 +

λ

2
xu(x)2 +

1

p+ 1
x |u(x)|p+1

+

(
α− 1

2

)
x2αu′(x)u(x),

one has that E := lim
x→0+

Eλ(u)(x) exists and w is characterized by E0(w) = E.

Remark 5.11. This type of lemma has already been proven by Benguria, Dolbeault and

Esteban in [8], where they classify, among other things, the solutions of


−∆u = λu+ |u|p−1 u in B(0, 1),

u = 0 on ∂B(0, 1),

where p = N+2
N−2 is the critical Sobolev exponent.

Proof. Notice that by our assumption on the growth of u and u′ and the de�nition of

uδ we have that ∣∣∣xα− 1
2uδ(x)

∣∣∣ ≤ C and
∣∣∣xα+ 1

2u′δ(x)
∣∣∣ ≤ C

uniformly on δ. Also from the equation, one has that

∣∣∣xα+ 3
2u′′δ (x)

∣∣∣ ≤ C.
By means of Arzela-Ascoli theorem, one can �nd a function w ∈ C1(0,∞) and a sequence

δ → 0+ such that uδ → w and u′δ → w′ uniformly in compacts subsets of (0,∞). Also,

it is clear that w must solve equation (5.41), and as a consequence w ∈ C2(0,∞).

What is left to prove is that E = lim
x→0

Eλ(u)(x) exists, is �nite and that E = E0(w).
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To see this, notice that by lemma 5.15 we have

dEλ(u)(x)

dx
= λ(1− α)u(x)2,

where we have used β = 0 and p = 2α− 1. The above shows that Eλ(u)(x) is monotone

or constant (depending only on λ), so the limit exists in the extended sense. To see that

|E| <∞, notice that by the growth condition u ∈ L2(0, 1), hence

|E| =

∣∣∣∣∣∣Eλ(u)(1)− λ(1− α)

1∫
0

u(x)2dx

∣∣∣∣∣∣ ≤ 1

2
u′(1)2 + |λ| (1− α)

1∫
0

u(x)2dx <∞.

Finally, notice that for x > 0 and δ → 0+ as before, Eλ(uδ)(x) → E0(w)(x) and that

Eλ(uδ)(x) = Eλ(u)(δx)→ E, so E0(w) = E as claimed.

The way we will use the above results is in the form of the following direct corollary

of lemmas 5.27 and 5.28

Corollary 5.29. Let u ∈ C2(0, 1) be as in lemma 5.28, and let E = lim
x→0+

Eλ(u)(x).

Then

(i) If E > 0, then u is unbounded and has in�nitely many sign changes near the

origin.

(ii) If E = 0, then u is bounded and has a �nite number of zeros in (0, 1).

(iii) If E < 0, then u is unbounded and has a �nite number of zeros in (0, 1).

5.4.3 Proof of Theorem 5.8

We want to prove that if λ ≤ Λ∗α then no solution exists. To do this, recall the

de�nition of Λ∗α

Λ∗α :=


λ∗α if 1

2 < α < 3
4 ,

0 if 3
4 ≤ α < 1.

So we will �rst prove that no solution exists for all λ ≤ 0 and all 1
2 < α < 1, and then

we will prove that no solution exists when 0 < λ ≤ λ∗α and 1
2 < α < 3

4 .
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The case 1
2 < α < 1 and λ ≤ 0:

In this case, we will use lemma 5.15 with β = 0 and corollary 5.29 to show that if

u is a solution equation (5.1), then Eλ(u) > 0, hence u would have in�nitely many sing

changes near the origin, reaching a contradiction. From lemma 5.15 we obtain

Eλ(u)(x) = Eλ,0(u)(x) =
1

2
u′(1)2−λ(1−α)

1∫
x

u(s)2ds−
(

1

2
− α+

1

p+ 1

) 1∫
x

u(s)p+1ds.

But since λ ≤ 0 and p = 2α − 1, we obtain that

Eλ(u)(x) ≥ 1

2
u′(1)2 > 0,

for every non-trivial solution. Now, by Remark 5.8 we have that

xα−
1
2u(x) = xα+ 1

2u′(x) = O(1)

near the origin, so one can apply corollary 5.29 to conclude.

The case 1
2 < α < 3

4 and 0 < λ ≤ λ∗α:

In order to prove this theorem, we need a better Pohozaev type identity that the

one given by lemma 5.15. However, we will still use corollary 5.29, and show that

Eλ(u)(x) ≥ a > 0 for all x ∼ 0 (as we pointed out earlier, from Remark 5.8 one has

that every solution u of equation (5.1) satis�es (5.45)).

Suppose that we have a function ψ : (0, 1)→ R satisfying

ψ(x) ∈ C2(0, 1] ∩ C0[0, 1] and xψ′(x) ∈ C0[0, 1]. (5.46)

Multiply equation (5.1) by u(x)ψ(x) and integrate over [ε, 1] to obtain

λ

1∫
ε

u(x)2ψ(x)dx+

1∫
ε

u(x)p+1ψ(x)dx =

1∫
ε

x2αu′(x) (u(x)ψ(x))′ dx

− x2αu′(x)u(x)ψ(x)

∣∣∣∣∣
1

ε
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=

1∫
ε

x2αu′(x)2ψ(x)dx+

1∫
ε

x2αu(x)u′(x)ψ′(x)dx

− x2αu′(x)u(x)ψ(x)

∣∣∣∣∣
1

ε

=

1∫
ε

x2αu′(x)2ψ(x)dx− 1

2

1∫
ε

(
x2αψ′(x)

)′
u(x)2dx

+
1

2
x2αψ′(x)u(x)2

∣∣∣∣∣
1

ε

− x2αu′(x)u(x)ψ(x)

∣∣∣∣∣
1

ε

.

Since u(1) = 0, we obtain

1∫
ε

x2αψ(x)u′(x)2dx =

1∫
ε

u(x)2

[
λψ(x) +

1

2

(
x2αψ′(x)

)′]
dx+

1∫
ε

u(x)p+1ψ(x)dx

− ε2αu′(ε)u(ε)ψ(ε) +
1

2
ε2αψ′(ε)u(ε)2. (5.47)

Suppose now that φ : (0, 1)→ R satis�es

φ ∈ C1(0, 1) and x−1φ(x) ∈ C[0, 1]. (5.48)

Multiply equation (5.1) by u′(x)φ(x) and integrate over [ε, 1] to obtain

L.H.S = R.H.S,

where

L.H.S. =
λ

2

1∫
ε

(
u(x)2

)′
φ(x)dx+

1

p+ 1

1∫
ε

(
u(x)p+1

)′
φ(x)dx

and

R.H.S. =

1∫
ε

x2αu′(x)
(
u′(x)φ(x)

)′
dx− x2αu′(x)2φ(x)

∣∣∣∣∣
1

ε

For the right hand side one has

1∫
ε

x2αu′(x)
(
u′(x)φ(x)

)′
dx =

1∫
ε

x2αu′(x)2φ′(x)dx+
1

2

1∫
ε

x2αφ(x)
(
u′(x)2

)′
dx
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=

1∫
ε

u′(x)2

[
x2αφ′(x)− 1

2

(
x2αφ(x)

)′]
dx

+
1

2
x2αu′(x)2φ(x)

∣∣∣∣∣
1

ε

.

so we have

R.H.S. =

1∫
ε

u′(x)2

[
x2αφ′(x)− 1

2

(
x2αφ(x)

)′]
dx− 1

2
u′(1)2φ(1) +

1

2
ε2αu′(ε)2φ(ε).

(5.49)

Whereas for the left hand side

L.H.S. = −λ
2

1∫
ε

u(x)2φ′(x)dx− 1

p+ 1

1∫
ε

u(x)p+1φ′(x)dx+
λ

2
u(x)2φ(x)

∣∣∣∣∣
1

ε

+
1

p+ 1
u(x)p+1φ(x)

∣∣∣∣∣
1

ε

= −λ
2

1∫
ε

u(x)2φ′(x)dx− 1

p+ 1

1∫
ε

u(x)p+1φ′(x)dx− λ

2
u(ε)2φ(ε)

− 1

p+ 1
u(ε)p+1φ(ε).

(5.50)

Putting together (5.49) and (5.50) give

1∫
ε

u′(x)2

[
x2αφ′(x)− 1

2

(
x2αφ(x)

)′]
dx =

1

2
u′(1)2φ(1)− λ

2

1∫
ε

u(x)2φ′(x)dx

− 1

p+ 1

1∫
ε

u(x)p+1φ′(x)dx− ε−1φ(ε)

(
1

2
ε2α+1u′(ε)2 +

λ

2
εu(ε)2 +

1

p+ 1
εu(ε)p+1

)
(5.51)

Finally, suppose there exist ψ and φ satisfying (5.46) and (5.48) respectively, which also

satisfy the following system of ODEs


x2αφ′(x)− 1

2

(
x2αφ(x)

)′ − x2αψ(x) = 0,

λψ(x) +
1

2

(
x2αψ′(x)

)′
+
λ

2
φ′(x) = 0,

(5.52)
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then from (5.47) and (5.51) we deduce

1∫
ε

u(x)p+1

[
ψ(x) +

1

p+ 1
φ′(x)

]
dx =

1

2
u′(1)2φ(1) + ε2αu′(ε)u(ε)ψ(ε)

− 1

2
ε2αψ′(ε)u(ε)2 − ε−1φ(ε)

(
1

2
ε2α+1u′(ε)2 +

λ

2
εu(ε)2 +

1

p+ 1
εu(ε)p+1

)
. (5.53)

In order to continue, we need to prove the existence of the functions ψ and φ and

understand their behavior near 0, and this is content of the following

Lemma 5.30. Let 1
2 < α < 3

4 and 0 < λ ≤ λ∗α. De�ne

φ(x) := xJν

( √
λ

1− α
x1−α

)
J−ν

( √
λ

1− α
x1−α

)
, (5.54)

where ν and Jν are de�ned by (5.15) and (5.17) respectively. Let

ψ(x) :=
1

2
φ′(x)− α

x
φ(x). (5.55)

Then ψ, φ satisfy (5.46),(5.48) and (5.52), moreover we have that for p ≥ 2α − 1

ψ(x) +
1

p+ 1
φ′(x) < 0 for all 0 < x < 1, (5.56)

φ(1) ≥ 0. (5.57)

Also, there exist constants A > 0 and B ∈ R, such that for x ∼ 0

φ(x) = Ax+O(x3−2α)

ψ(x) =

(
1

2
− α

)
A+Bx2−2α +O(x4−4α).

We postpone the proof of this lemma for the end if this section. The proof of

Theorem 5.8 continues in the following way: using ψ, φ from lemma 5.30 in (5.53) gives

0 >

1∫
ε

u(x)p+1

[
ψ(x) +

1

p+ 1
φ′(x)

]
dx =

1

2
u′(1)2φ(1)−AEλ(u)(ε) +R(ε),
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where

R(ε) = AEλ(u)(ε)− ε−1φ(ε)

(
1

2
ε2α+1u′(ε)2 +

λ

2
εu(ε)2 +

1

p+ 1
εu(ε)p+1

)
+ ε2αu′(ε)u(ε)ψ(ε)− 1

2
ε2αψ′(ε)u(ε)2.

If we can prove that R(ε) = o(1) for every u solution of equation (5.1), then the above

inequality would imply

Eλ(u)(ε) >
1

2A
u′(1)2φ(1)− o(1),

so E = lim
ε→0+

Eλ(u)(ε) > 1
2Au

′(1)2φ(1) ≥ 0 for every solution, then by corollary 5.29 u

would have in�nitely many sign changes. Hence equation (5.1) has no solution.

So everything reduces to prove that R(ε) = o(1), which follows directly from Re-

mark 5.8 and the expansions of φ and ψ from lemma 5.30. We omit the details.

Proof of Lemma 5.30. A tedious but straightforward computation shows that φ and ψ,

de�ned by (5.54) and (5.55) respectively, indeed solve the system (5.52). From (5.54)

and a formula from [67, p. 147] we obtain that

φ(x) =

∞∑
m=0

(−1)m(2m)!λm

4mm!2 Γ(m+ 1 + ν)Γ(m+ 1− ν)(1− α)2m
x1+2m(1−α), (5.58)

which readily gives (5.46) and (5.48). To prove (5.56), notice that we can write

ψ(x) +
1

p+ 1
φ′(x) =

(
1

2
− α+

1

p+ 1

)
Jν(y)J−ν(y)

+ (1− α)

(
1

2
+

1

p+ 1

)
y
[
Jν(y)J ′−ν(y) + J ′ν(y)J−ν(y)

]
,

where y =
√
λ

1−αx
1−α. Since 1

2 −α+ 1
p+1 ≤ 0 for all p ≥ 2α− 1, it is enough to prove that

Jν(y)J−ν(y) > 0 for y ∈ (0, j−ν1) (which is obviously true since j−ν1 < jν1), and that

Jν(y)J ′−ν(y) + J ′ν(y)J−ν(y) < 0 for y ∈ (0, j−ν1).



154

To do this, notice that using recurrence formulas from [67, p. 45] give

Jν(y)J ′−ν(y) + J ′ν(y)J−ν(y) = − (Jν(y)J1−ν(y) + J−ν(y)J1+ν(y)) ,

but J−ν(y) > 0 (because y ≤ j−ν1), J1−ν(y) > 0 (because y ≤ j−ν1 < j(1−ν)1), Jν(y) > 0

(because y ≤ j−ν1 < jν1) and J1+ν(y) > 0 (because y ≤ j−ν1 < j(1+ν)1), thus every

term inside the parentheses is positive. Observe that

√
λ

1− α
≤
√
λ∗α

1− α
= j−ν1 <

√
λ1

1− α
= jν1,

so Jν

( √
λ

1−α

)
> 0 and J−ν

( √
λ

1−α

)
≥ 0, which implies φ(1) ≥ 0, with equality if and only

if λ = λ∗α.

Finally, the expansions near the origin of φ and ψ follow directly from (5.58), we

just need to verify that A > 0, which is true since

A =
1

Γ(1 + ν)Γ(1− ν)
> 0.

5.5 The super-critical case: p > 2α − 1

Proof of Theorem 5.9. Suppose u solves equation (5.1), with the aid of lemmas 5.15

with β = 0 and 5.23 we obtain

λ(1− α)

1∫
0

u(x)2dx+

(
1

2
− α+

1

p+ 1

) 1∫
0

u(x)p+1dx =
1

2
u′(1)2 > 0,

but 1
2 − α+ 1

p+1 < 0, so the above gives

1∫
0

u(x)p+1dx <
λ(1− α)

α− 1
2 −

1
p+1

1∫
0

u(x)2dx.
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Now, notice that

λ1

1∫
0

u(x)2dx <

1∫
0

x2αu′(x)2dx

= λ

1∫
0

u(x)2 +

1∫
0

u(x)p+1dx

≤

[
λ+

λ(1− α)

α− 1
2 −

1
p+1

] 1∫
0

u(x)2dx,

thus for every solution of equation (5.1) one has

λ > λ1

(
α− 1

2 −
1
p+1

1
2 −

1
p+1

)
.

The above shows that if λ ≤ λ1

(
α− 1

2
− 1
p+1

1
2
− 1
p+1

)
, then there is no solution.

5.6 The case α ≥ 1

Proof of Theorem 5.10. We again use lemmas 5.15 with β = 0 and 5.23 to obtain for

p > 1

λ(1− α)

1∫
0

u(x)2dx+

(
1

2
− α+

1

p+ 1

) 1∫
0

u(x)p+1dx =
1

2
u′(1)2 > 0.

Notice that if α = 1, then the above yields

(
1

2
− α+

1

p+ 1

) 1∫
0

u(x)p+1dx > 0

which is impossible for p > 1, hence no solution exists if α = 1 and λ ∈ R. On the

other hand, if α > 1 and λ ≥ 0 we obtain

0 > λ(1− α)

1∫
0

u(x)2dx+

(
1

2
− α+

1

p+ 1

) 1∫
0

u(x)p+1dx > 0,
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also impossible. Finally, if α > 1 and λ < 0, the above gives

1∫
0

u(x)p+1dx <
λ(1− α)

α− 1
2 −

1
p+1

1∫
0

u(x)2dx.

Now, multiply equation (5.1) by u, integrate by parts with the aid of Remark 5.8 to

obtain

1∫
0

x2αu′(x)2dx = λ

1∫
0

u(x)2dx+

1∫
0

u(x)p+1dx < λ

(
1 +

(1− α)

α− 1
2 −

1
p+1

) 1∫
0

u(x)2dx,

but, since λ < 0, p > 1 and α > 1 we obtain

λ

(
1 +

(1− α)

α− 1
2 −

1
p+1

)
=

λ(p− 1)

2
(
α− 1

2 −
1
p+1

)
(p+ 1)

< 0.

Therefore

0 <

1∫
0

x2αu′(x)2dx < λ

(
1 +

(1− α)

α− 1
2 −

1
p+1

) 1∫
0

u(x)2dx < 0,

impossible.

5.7 The case 0 < α < 1
2

Proof of Theorem 5.3. The proof of the existence of a minimizer v0 of

Sλ,α,0 := inf
v∈M0

Iλ,α(v).

is a line by line copy of the proof of Theorems 5.1 and 5.5, where the only change is

that instead of minimizing Iα,λ over M = Xα
0 ∩

{
‖u‖p+1 = 1

}
, we do it over M0 =
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Xα
00 ∩

{
‖u‖p+1 = 1

}
. Then if one de�nes u0(x) = S

1
p−2

λ,α,0 |v0(x)|, we obtain a solution of


−(x2αu′)′ = λu+ up in (0, 1),

u > 0 in (0, 1),

u(1) = u(0) = 0.

The regularity properties follow immediately from the fact that Xα
0 ↪→ C[0, 1] for all

α < 1
2 , which implies that u ∈ C[0, 1] and as a consequence x2αu′ ∈ C1[0, 1] and

x2α−1u ∈ C[0, 1]. The details are left to the reader.

Proof of Theorem 5.4. To prove this theorem we assume we have a solution and we

multiply equation (5.1) by ϕ1,0, the �rst eigenfunction of equation (5.6) and we integrate

by parts over [ε, 1] to obtain

(λ− λ1,0)

1∫
ε

u(x)ϕ1,0(x)dx+

1∫
ε

u(x)pϕ1,0(x)dx = ε2αu′(ε)ϕ1,0(ε)− ε2αϕ′1,0(ε)u(ε).

To reach a contradiction, we need to understand what happens to the boundary terms.

Since λ ≥ λ1,0 > 0, we obtain from equation (5.1) that

−(x2αu′(x))′ = λu+ up+1 ≥ 0.

If we integrate twice we get

u(x) ≤ −u′(1)

(
1− x1−2α

1− 2α

)
,

which implies, since α < 1
2 , that 0 < u(x) ≤ C = C(u′(1)) for all 0 < x < 1, thus

−λC −Cp+1 ≤ (x2αu′)′ ≤ 0, and we conclude that
∣∣x2αu′

∣∣ is bounded. Therefore, since
ϕ1,0(ε) = o(1), we can write ε2αu′(ε)ϕ1,0(ε) = o(1) as ε→ 0+.

On the other hand, it can be seen from the de�nition of ϕ1,0 that x
2αϕ′1,0(x) ≥ 0 for
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all x ∼ 0, so we have ε2αϕ′1,0(ε)u(ε) ≥ 0. Therefore

(λ− λ1,0)

1∫
ε

u(x)ϕ1,0(x)dx+

1∫
ε

u(x)pϕ1,0(x)dx ≤ o(1), for all ε > 0

but since λ ≥ λ1,0, ϕ1,0 > 0 and u > 0, we reach a contradiction when we send ε to 0.

5.8 Towards the uniqueness

The following is an important proposition which will allow us to simplify the proof

of the uniqueness part of our theorems. In what follows, whenever we say �p > 1 is

sub-critical� we will mean that: p > 1 if 0 < α ≤ 1
2 or 1 < p ≤ 3−2α

2α−1 if 1
2 < α < 1.

Proposition 5.31. Let 0 < α < 1, λ ∈ R and p > 1 be sub-critical. Suppose equation

(5.1) has two distinct solutions u1, u2 ∈ C[0, 1] ∩ C2(0, 1], such that u′2(1) < u′1(1) < 0.

Then there exists a third solution u3 ∈ C[0, 1]∩C2(0, 1] such that u′3(1) ≤ u′2(1) and u1

and u3 intersect at most once in (0, 1), i.e.

# {x ∈ (0, 1) : u1(x) = u3(x)} ≤ 1.

To prove this proposition we need the following

Lemma 5.32. Let λ ∈ R, p > 1, B ≤ 0, Suppose V ∈ C1[0,∞) is such that both

‖V ‖L∞(0,∞) and ‖V ′‖L1(0,∞) are �nite. Let w be the unique solution of the initial value

problem 
w′′ + λw + |w|p−1w = V (y)w +Bw′ in (0,∞),

w(0) = 0,

w′(0) = 1.

(5.59)

Then w ∈W 2,∞(0,∞) with

‖w‖W 2,∞ ≤ C(λ, p, ‖V ‖L∞ ,
∥∥V ′∥∥

L1).
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Remark 5.12. Notice that the constant which bounds ‖w‖2,∞ does not depend on the

constant B ≤ 0.

Proof of Lemma 5.32. Let

E(w, y) =
w′(y)2

2
+
λ

2
w(y)2 +

1

p+ 1
|w(y)|p+1 .

By multiplying equation (5.59) by w′ we can easily see that

d

dy
E(w, y) =

1

2
V (y)

(
w(y)2

)′
+Bw′(y)2.

Now, let A =
{
y > 0 : maxs∈[0,y]w(s)2 = w(y)2

}
. Notice that since w′(0) = 1, we have

that (0, ε) ⊂ A for small enough ε > 0, so A is not empty. For y ∈ A we integrate the

above identity over (0, y) to obtain

E(w, y)− E(w, 0) =

y∫
0

(
1

2
V (s)

(
w(s)2

)′
+Bw′(s)2

)
ds,

≤ −1

2

y∫
0

V ′(s)w(s)2ds+
1

2
V (y)w(y)2, (5.60)

≤ 1

2

(∥∥V ′∥∥
L1(0,∞)

+ ‖V ‖L∞(0,∞)

)
w(y)2,

from where we deduce that

w′(y)2

2
+

1

2

[
λ−

(∥∥V ′∥∥
L1(0,∞)

+ ‖V ‖L∞(0,∞)

)]
w(y)2 +

1

p+ 1
|w(y)|p+1 ≤ E(w, 0) =

1

2
.

Since the level sets of the function h(x, y) = 1
2y

2 + 1
2Rx

2 + 1
p+1 |x|

p+1 are bounded for

all R ∈ R, we obtain that |w(y)| ≤ C for all y ∈ A, where C does not depend on y.

Therefore we deduce that

|w(y)| ≤ C = C(λ, p, ‖V ‖L∞ ,
∥∥V ′∥∥

L1)

for all y ≥ 0, because if this were not true, we could �nd a sequence such that w(yn)2 →
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+∞ and, after maybe extracting a sub-sequence, that yn ∈ A, which we have shown to

be impossible.

Now that we know that w is bounded, we obtain from estimate (5.60) and equation

(5.59) that w′ and w′′ are also bounded.

With lemma 5.32 in our pockets, we can now prove Proposition 5.31.

Proof of Proposition 5.31. To prove this proposition we will follow a proof by Kabeya

and Tanaka in [44, Appendix A]. Without lost of generality, we will assume that

# {x ∈ (0, 1) : u1(x) = u2(x)} ≥ 2,

because otherwise we can simply take u3 ≡ u2.

First of all notice that if u solves −(x2αu′)′ = λu+ |u|p−1 u in (0, 1), then if one lets

c = −2−2α
p−1 < 0 and de�nes w(y) = ecyu(e−y), then w solves

−w′′ +Bw′ +Aw = λe−(2−2α)yw + |w|p−1w in (0,∞),

where A = c(1− 2α− c) and B = 2α− 1 + 2c. Observe that B ≤ 0 whenever p > 1 is

sub-critical. Now, for m > 1, de�ne w(y,m) as the unique solution of the initial value

problem 
−w′′ +Bw′ +Aw = λe−(2−2α)yw + |w|p−1w in (0,∞),

w(0) = 0, w′(0) = m.

(5.61)

For i = 1, 2, let mi = −u′i(1). Then by the uniqueness of the initial value problem

one has that wi(y) := w(y,mi) = ecyui(e
−y) for i = 1, 2. De�ne σj(m) as the jth

intersection between w1(y) and w(y,m), i.e. if one lets σ0(m) = 0, then

σj+1(m) := inf {y > σj(m) : w1(y) = w(y,m)} .

We claim that



161

(i) For m̄ > m2 large enough there exists y0 <∞ such that w(y, m̄) solves


−w′′ +Bw′ +Aw = λe−(2−2α)yw + wp in (0, y0),

w > 0 in (0, y0),

w(0) = 0, w(y0) = 0,

and # {y ∈ (0, y0) : w1(y) = w(y, m̄)} = 1.

(ii) There exists m3 ∈ (m2, m̄) such that σ2(m)→∞ as m↗ m3.

(iii) If one lets w3(y) := w(y,m3), then w3 solves


−w′′ +Bw′ +Aw = λe−(2−2α)yw + wp in (0,∞),

w(0) = 0,

w > 0,

and # {y ∈ (0,∞) : w3(y) = w1(y)} ≤ 1.

Let us prove the claims:

Proof of (i). To prove this claim let w̃m(y) = maw(mby,m), where a = − 2
p−1 and

b = −p−1
p+1 , then a direct computation shows that w̃m solves


w̃′′m + λw̃m + |w̃m|p−1 w̃m = Vm(y)w̃m +Bmbw̃′m in (0,∞),

w̃m(0) = 0, w̃′m(0) = 1,

where Vm(y) = Am2b − λ
(
e−(2−2α)mby − 1

)
. Observe that for all m > 1 one has

‖Vm‖∞ ≤ |A|+ 2 |λ| and that ‖V ′m‖L1(0,∞) = |λ|, hence, since B ≤ 0, we can use lemma

5.32 to say that w̃m, w̃
′
m and w̃′′m are bounded independently of m > 1. By means

of Arzela-Ascoli theorem we are able to �nd a function w̃∞ ∈ C1[0,∞) such that w̃m

converges to w̃∞ in C1
loc[0,∞). Now, it is easy to see that Vm(y) −→

m→∞
0 uniformly over
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compact sets in [0,∞), hence we must have that w̃∞ is the unique solution of


w̃′′∞+λw̃∞ + |w̃∞|p−1 w̃∞ = 0 in (0,∞),

w̃∞(0) = 0, w̃′∞(0) = 1.

Multiply the above equation by w̃′∞ and integrate over [0, y] to obtain

1

2
w̃′∞(y)2 +

λ

2
w̃∞(y)2 +

1

p+ 1
|w̃∞(y)|p+1 =

1

2
,

hence w̃∞ is periodic and one has that for ỹ0 := inf {y > 0 : w̃∞(y) = 0} then w̃∞(y) > 0

for y ∈ (0, ỹ0) and w̃∞(ỹ0) = 0.

Finally, since w̃m → w̃∞ uniformly over compact sets, we have that for m large

enough the claim holds.

Proof of (ii). Let m > m2 and denote w2(y) := w(y,m2). Notice that by the unique-

ness of the initial value problem at σj(m) one has that w′2(σj(m)) 6= w′(σj(m),m).

Hence, thanks to the implicit value theorem, one obtains that σj(m) varies continu-

ously when one varies m.

Now let [m2,m
∗) be the maximal interval where both σ1 and σ2 are �nite. We claim

that if m ∈ [m2,m
∗) then w(x,m) > 0 in (0, σ2(m)). Indeed, if w(y′,m′) ≤ 0 for some

m′ ∈ (m2,m
∗) and some y′ ∈ (0, σ2(m′)), we can de�ne

m0 = inf

{
m ∈ [m2,m

∗) : min
y∈(0,σ2(m)]

w(y,m) ≤ 0

}
.

Since for m = m2 we have w(y,m) > 0 we obtain that m0 ∈ (m2,m
′] and that

min
y∈(0,σ2(m0)]

w(y,m0) = 0.

The above implies that there is some ŷ ∈ (0,∞) such that w(ŷ,m0) = w′(ŷ,m0) = 0,

so by the uniqueness of the initial value problem at ŷ one obtains w(y,m0) ≡ 0, which

is impossible since 0 < m2 < m0.

Now, by claim (i), w(y, m̄) hits zero for some �nite y, so we must have that m∗ < m̄,
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so the only possibility is that σ2(m) → ∞ as m ↗ m∗. The claim is proved with

m3 = m∗.

Proof of (iii). De�ne w3(y) := w(y,m3). There are two cases to take into account:

σ1(m) −→
m↗m∗

∞, and σ1(m) −→
m↗m∗

σ1 <∞.

Notice that by the de�nition of σ1(m) and the fact that m > m1 for all m ∈ [m2,m3),

we have that w1(y) < w(y,m) if y ∈ (0, σ1(m)) and w1(y) > w(y,m) if y > (σ1(m),∞).

If σ1(m) −→
m↗m∗

σ1 < ∞, we obtain by passing to the limit that w1(y) > w3(y) for all

y > σ1, hence w3 is dominated at in�nity by w1, which decays exponentially (recall

that w1(y) = ecyu1(e−y) for c < 0 and that by assumption u1 ∈ C[0, 1]). Therefore w3

must also decay exponentially and therefore by dominated convergence we obtain that

w3 is in fact the solution we are looking for (in this case there is a unique intersection

between w1 and w3).

On the other hand, if σ1(m) −→
m↗m∗

∞, we have that that for w1(y) < w(y,m) when

y ∈ (0, σ1(m)), then W (y) := w′1(y)w(y,m) − w1(y)w′(y,m) > 0 in y ∈ (0, σ1(m)).

Indeed, notice that W satis�es

W ′(y) +BW (y) = −w1(y)w(y,m)
(
w1(y)p−1 − w(y,m)p−1

)
> 0 in (0, σ1(m)),

hence eByW is an increasing function, butW (0) = 0, soW (y) > 0 for all y ∈ (0, σ1(m)).

This implies that
w1(y)

w(y,m)
is monotonically decreasing in (0, σ1(m)). So 0 <

w(y,m)

w1(y,m)
<

lim
y→0

w(y,m)

w1(y)
= m

m1
and we have that w(y,m) <

m

m1
w1(y), therefore when we pass to

the limit we obtain that

w3(y) <
m

m1
w1(y), for all y > 0.

The conclusion is the same as before, as the above implies that w3 decays exponentially

at in�nity (in this case there is no intersection between w1 and w3).

Next, we recall the Pohozaev type identity established in lemma 5.15. For each
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β ∈ R, we have the �energy� functional

Eλ,β(u)(x) =
1

2
x2α+1+βu′(x)2 +

1

p+ 1
xβ+1 |u(x)|p+1 +

λ

2
xβ+1u(x)2

− 1

2
(β + 1− 2α)x2α+βu′(x)u(x) +

β

4
(β + 1− 2α)x2α−1+βu(x)2, (5.62)

and the identity satis�ed by all solutions to (5.1)

Eλ,β(u)(x) =
1

2
u′(1)2 − λ(1− α+ β)

1∫
x

sβu(s)2ds

−
(

(β + 1)

(
1

2
+

1

p+ 1

)
− α

) 1∫
x

sβ |u(s)|p+1

− β

4

(
β2 − (2α− 1)2

) 1∫
x

s2α−2+βu(s)2ds. (5.63)

As it will be seen later it is convenient to choose β in the following way

β =
α− 1

2 −
1
p+1

1
2 + 1

p+1

. (5.64)

Before explaining the reason why we select such β, let us make an observation. Firstly,

we notice that for every 0 < α < 1, every λ ∈ R, every p > 1, every solution u of equation

(5.1) satisfying u, x2α−1u′ ∈ C[0, 1], and for β as above, then β ∈ (α− 1, 2α− 1) and

lim
x→0+

Eλ,β(u)(x) =


0 if β > 1− 2α,

(1−2α)2

2 u(0)2 if β = 1− 2α,

+∞ if β < 1− 2α,

Indeed, since β > −1, we obtain that terms of the form x1+βuq(x) = o(1) for all q ≥ 1

(this follows since u ∈ C[0, 1]). Also

x2α+βu′(x)u(x) = o(1),
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and

x2α+1+βu′(x)2 = o(1).

So the only term we need to worry about is the last one in the de�nition of Eλ,β , that

is

Eλ,β(u)(x) =
β

4
(β + 1− 2α)x2α−1+βu(x)2 + o(1). (5.65)

Now, since both u and x2α−1u′ are continuous in [0, 1], we have that u ∈ C0,2−2α[0, 1],

hence

u(x)2 = u(0)2 +O(x2−2α),

so we can write

Eλ,β(u)(x) =
β

4
(β + 1− 2α)x2α−1+βu(0)2 + o(1), (5.66)

from where it is easily deduced that if β > 1− 2α, the limit is 0; when β = 1− 2α, then

the limit is (1−2α)2

2 u(0)2; and when β < 1− 2α, the limit is +∞.

When 0 < α < 1
2 and u solves equation (5.1) and satis�es u(0) = 0, we still have

that the terms of the form x1+β |u(x)|q = o(1), so we have

Eλ,β(u)(x) = x1−2α+β

[
1

2
x4αu′(x)2 +

1

2
(2α− 1− β)x4α−1u′(x)u(x)

+
β

4
(β + 1− 2α)x4α−2u(x)2

]
+ o(1).

But now x2α−1u and x2αu′ belong to C1[0, 1] (this follows from the fact that u ∈ C[0, 1]

and the regularity properties of the operator −(x2αu′)′ given by [29, Lemma 3.1]), thus

we obtain

Eλ,β(u)(x) = x1−2α+β

[
1

2
x4αu′(x)2

∣∣∣
0

+
1

2
(2α− 1− β)x4α−1u′(x)u(x)

∣∣∣
0

+
β

4
(β + 1− 2α)x4α−2u(x)2

∣∣∣
0

]
+ o(1).

Notice that for all x > 0 small enough, one must have that u′(x) > 0, and since
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β < 2α − 1 < 0 we have that every term in parenthesis is positive, so for every such u

we have that

lim
x→0

Eλ(u)(x) = +∞.

The main motivation behind the choice of β comes from identity (5.63), as for β

chosen as above, we obtain that the derivative of Eλ,β(u)(x) with respect to x is a

multiple to u(x)2, that is

d

dx
(Eλ,β(u)(x)) = G(x)u(x)2,

where

G(x) = λ (1− α+ β)xβ +
β

4

(
β2 − (2α− 1)2

)
x2α−2+β. (5.67)

This is the key ingredient that will allow us to adapt a technique by Kwong and Li [46]

to prove our result. In [46], the authors proved the uniqueness of positive solutions of

an equation of the form


u′′(x) + f(u(x)) + g(x)u(x) = 0 x ∈ (a, b),

u(a) = u(b) = 0,

by de�ning an energy function that had the property that its derivative is a multiple of

the square of the function, that is the main reason behind our choice of β.

As we will see in the proof, it is necessary to impose some hypotheses over the func-

tion G in order to obtain the uniqueness: We suppose G ∈ C(0, 1) is either identically

0 or that that there exists c ∈ [0, 1] such that

G(x) > 0 for all x ∈ (0, c), and G(x) < 0 for all x ∈ (c, 1). (5.68)

Let us �nd out when the function G de�ned in (5.67) satis�es this hypothesis. Since

we are only concerned about the case p > 1 sub-critical, we will only consider β ≤ 0.

It is easy to see that when 1 − 2α < β < 0 (or equivalently 3−4α
2α−1 < p < 3−2α

2α−1), then

G(x)→ +∞ as x→ 0+, and that depending on λ, either G > 0 in (0, 1) or G has exactly
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one zero in (0, 1]. When β = 0 (that is when p = 3−2α
2α−1), then G(x) = λ (1− α+ β), so

sign (G) = sign (λ).

When β ≤ 1 − 2α (or equivalently, 1 < p ≤ 3−4α
2α−1 , which only occurs when α < 2

3),

there are two cases to take into account. When β = 1 − 2α, then sign (G) = sign (λ).

And when α− 1 < β < 1− 2α, then G(x)→ −∞ as x→ 0, so the only way to obtain

a c satisfying (5.68) is that c = 1 and G ≤ 0 in (0, 1], which is satis�ed when

λ ≤ β((2α− 1)2 − β2)

4(1− α+ β)
.

It is easy to see that λα,β := β((2α−1)2−β2)
4(1−α+β) is always a positive number which satis�es

λα,β ↘ 0 as p > 1 increases to the critical exponent (that is, p ↗ ∞ when α ≤ 1
2 and

p ↗ 3−2α
2α−1 when 1

2 < α < 1). Because of this behavior is that we will only use this

approach for λ ≤ 0, which we summarize in the following two lemmas.

Lemma 5.33. Suppose 0 < α < 1, λ ≤ 0 and that p > 1 is sub-critical. Let u

be a solution of (5.1) satisfying in addition that x2α−1u′ ∈ C[0, 1], then there exist

β = β(α, p) ∈ R and G ∈ C(0, 1) such that for Eλ,β(u)(x) de�ned in (5.62) we have

d

dx
(Eλ,β(u)(x)) = G(x)u(x)2,

and G satis�es (5.68) for some c ∈ [0, 1]. Moreover we have the following expansion of

Eλ,β

Eλ,β(u)(x) =
β

4
(β + 1− 2α)x2α−1+βu(0)2 + o(1). (5.69)

Lemma 5.34. Suppose 0 < α < 1
2 , λ ≤ 0 and that p > 1. Let u be a solution of

equation (5.1) such that u(0) = 0, then there exist β = β(α, p) ∈ R and G ∈ C(0, 1)

such that for Eλ,β(u)(x) de�ned in (5.62) we have

d

dx
(Eλ,β(u)(x)) = G(x)u(x)2,

and G satis�es (5.68) for some c ∈ [0, 1]. Moreover we have the following expansion of
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Eλ,β

Eλ,β(u)(x) = x1−2α+β

[
1

2
x4αu′(x)2

∣∣∣
0

+
1

2
(2α− 1− β)x4α−1u′(x)u(x)

∣∣∣
0

+
β

4
(β + 1− 2α)x4α−2u(x)2

∣∣∣
0

]
+ o(1).

For λ > 0, we will adapt a method by Adimurthi and Yadava [2] used in the study

of the uniqueness of radial solutions to the equation

−div(|∇u|m−2∇u) = λ |u|m−2 u+ up.

The idea used in [2] resembles the technique of Kwong and Li as they both use a

Pohozaev type identity to prove that a single intersection between two positive solutions

cannot occur.

With the above in mind, we de�ne the new energy functional

Ẽλ(u)(x) :=
1

2
x2α+1u′(x)2 +

1

p+ 1
x |u(x)|p+1 +

λ

2
xu(x)2 +

1

p+ 1
x2αu′(x)u(x), (5.70)

then a direct computation shows that for every solution u of equation (5.1) we have the

following identity

d

dx
Ẽλ(u)(x) =

(
1

p+ 1
+

1

2
− α

)
x2αu′(x)2 + λ

(
1

2
− 1

p+ 1

)
u(x)2, (5.71)

so in the derivative of this new energy functional instead of having only a term involving

u(x)2, there is a second term involving u′(x)2. Observe that for every 0 < α < 1, λ > 0,

and every p > 1 sub-critical we have that both 1
p+1 + 1

2 − α and λ
(

1
2 −

1
p+1

)
are

non-negative constants which cannot be simultaneously 0.

It is easy to see that, for u solving equation (5.1) with the additional assumption

that x2α−1u′ ∈ C[0, 1], we can write

Ẽλ(u)(x) :=
1

2
x2α+1u′(x)2 +

1

p+ 1
x2αu′(x)u(x) + o(1),
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and since both u and x2α−1u′ belong to C[0, 1] we deduce

Ẽλ(u)(x) =
1

2
x4α−2u′(x)2x3−2α +

1

p+ 1
x2α−1u′(x)u(x)x+ o(1) = o(1).

In summary, we have proved

Lemma 5.35. Suppose 0 < α < 1, λ > 0 and that p > 1 is sub-critical. Let Ẽλ(u)(x)

be de�ned as in (5.70), then for every u solution of equation (5.1) satisfying x2α−1u′ ∈

C[0, 1], there exists constants C1, C2 ≥ 0 not both simultaneously 0 such that for all

0 < ε < 1

Ẽλ(u)(1)− Ẽλ(u)(ε) = C1

1∫
ε

x2αu′(x)2 + C2

1∫
ε

u(x)2, (5.72)

and that Eλ(u)(ε) = o(1) as ε approaches 0.

5.9 Proof of uniqueness in Theorems 5.1, 5.5 and 5.7

Proof. We will argue by contradiction and assume that u1 and u2 are two distinct

solutions of equation (5.1) satisfying x2α−1u′ ∈ C[0, 1]. We begin the proof with an

observation: Suppose u1 < u2 (respectively u1 > u2) in (a, b) ⊂ (0, 1), then the function

w(x) = x2α
(
u′1(x)u2(x)− u1(x)u′2(x)

)
is increasing (respectively decreasing) in (a, b). Indeed, for x ∈ (a, b) we have

w′ = (x2αu′1)′u2 + x2αu′1u
′
2 − (x2αu′2)′u1 − x2αu′1u

′
2

= − (λu1 + up1)u2 + (λu2 + up2)u1

= u1u2

(
up−1

2 − up−1
1

)
> 0 (respectively < 0).

(5.73)

Having said that, notice that by Proposition 5.31 we can assume that u1 and u2 intersect

at most once in (0, 1). Let us rule out �rst the case of no intersection, that is we can

assume that u1 and u2 are ordered, say u1 < u2 in (0, 1). Multiply the equation of u1
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by u2 and integrate by parts over (0, 1) to obtain

1∫
0

x2αu′1(x)u′2(x)dx = λ

1∫
0

u1(x)u2(x)dx+

1∫
0

u1(x)pu2(x)dx,

where we have used that x2αu′1(x)u2(x) → 0 as x → 0. The same identity holds when

u1 and u2 are interchanged. By subtracting the two identities we obtain

0 =

1∫
0

u1(x)u2(x)
(
u2(x)p−1 − u1(x)p−1

)
dx > 0,

impossible.

Finally we only need to rule out the case of a unique intersection, so suppose that

there is σ ∈ (0, 1) such that u1 < u2 in (0, σ) and u1 > u2 in (σ, 1). For i = 1, 2, de�ne

ri(x) =
u′i(x)

ui(x)
.

We claim that r1 and r2 do not intersect in (0, 1). Suppose the contrary, then

there exists ρ ∈ (0, 1) such that r1(ρ) = r2(ρ). If ρ ≥ σ, then for x ∈ (ρ, 1) we have

u1 > u2, so by (5.73) we obtain that w is decreasing in (ρ, 1), but by assumption

w(ρ) = ρ2αu1(ρ)u2(ρ) (r1(ρ)− r1(ρ)) = 0. On the other hand since u1(1) = u2(1) = 0,

we obtain that w(1) = 0, impossible. Similarly, if ρ ≤ σ, we obtain that w is increasing;

by assumption w(ρ) = 0 and since x2αu′i(x)uj(x) → 0 for i, j = 1, 2, we obtain that

w(0) = 0, also impossible. Hence r1 never intersects r2, but since r1(σ) > r2(σ), we

must have r1(x) > r2(x) for all x ∈ (0, 1). From here we deduce that the function
u1

u2
is

increasing, indeed, notice that

(
u1(x)

u2(x)

)′
=
u1(x)

u2(x)
(r1(x)− r2(x)) > 0.

Now we distinguish two cases: λ ≤ 0 and λ > 0.

The case λ ≤ 0: From lemma 5.33 there exist β ∈ R and a function G ∈ C(0, 1)

such that for any solution u of equation (5.1) satisfying x2α−1u′ ∈ C[0, 1] we have

d

dx
(Eλ,β(u)(x)) = G(x)u(x)2, (5.74)
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and G satis�es (5.68) for some c ∈ [0, 1]. De�ne

γ =



u1(c)

u2(c)
if 0 ≤ c < 1,

u′1(1)

u′2(1)
if c = 1,

1 if G ≡ 0.

(5.75)

By the monotonicity of
u1

u2
we deduce that

u1(x) < γu2(x) for 0 < x < c and u1(x) > γu2(x) for c < x < 1.

Now, let 0 < ε < 1 and integrate equation (5.74) over (ε, 1) where u is replaced by u1,

to obtain

1

2
u′1(1)2 − Eλ,β(u1)(ε) =

1∫
ε

G(x)u1(x)2dx.

Do the same for u2, and multiply the result by γ2 to obtain

γ2

2
u′2(1)2 − γ2Eλ,β(u2)(ε) = γ2

1∫
ε

G(x)u2(x)2dx.

Subtracting the two identities above yields

1∫
ε

G(x)
(
u1(x)2 − γ2u2(x)2

)
dx =

1

2

(
u′1(1)2 − γ2u′2(1)2

)
−
(
Eλ,β(u1)(ε)− γ2Eλ,β(u2)(ε)

)
.

Notice that by the de�nition of γ and (5.68), the integrand on the left hand side is always

non-positive (it is zero if and only if G ≡ 0). Also notice that since u1(x) > γu2(x) for

all c < x < 1, we obtain that

γ ≤ lim
x→1−

u1(x)

u2(x)
=
u′1(1)

u′2(1)
,
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hence u′1(1)2 − γ2u′2(1)2 ≥ 0. Also with the aid of (5.66) we have that

Eλ,β(u1)(ε)− γ2Eλ,β(u2)(ε) =
β

2
(β + 1− 2α) ε2α−1+β

(
u1(0)2 − γ2u2(0)2

)
+ o(1),

but since u1(x) < γu2(x) for all 0 < x < c, we obtain that u1(0)2 ≤ γ2u2(0)2, and since

for all p > 1 sub-critical, β(β + 1− 2α) ≥ 0, we can deduce that

1

2

(
u′1(1)2 − γ2u′2(1)2

)
+ o(1) ≤

1∫
ε

G(x)
(
u1(x)2 − γ2u2(x)2

)
dx,

which by letting ε go to 0 gives

0 ≤ 1

2

(
u′1(1)2 − γ2u′2(1)2

)
≤

1∫
0

G(x)
(
u1(x)2 − γ2u2(x)2

)
dx ≤ 0,

since the last inequality is strict when G 6≡ 0 we obtain a contradiction. When G ≡

0, then by de�nition γ = 1, and we obtain that u′1(1) = u′2(1), so u1 ≡ u2, also a

contradiction.

The case λ > 0: To handle this case we �rst notice that if u > 0 solves −(x2αu′)′ =

λu + up, and lim
x→0+

x2αu′(x) ≤ 0, then u′(x) < 0 for all x ∈ (0, 1). Indeed, since λ > 0

and u > 0, from the equation we obtain that x2αu′ is strictly decreasing, hence for

0 < x < 1 we have x2αu′(x) < lim
x→0+

x2αu′(x) ≤ 0.

Recall that we already established that
u1

u2
is increasing, so we have that u′1u2 > u1u

′
2,

and since u′2 < 0 for λ > 0 we obtain that

u′1(x)

u′2(x)
<
u1(x)

u2(x)
for all 0 < x < 1.

Let γ̃ = lim
x→1−

u1(x)

u2(x)
=

u′1(1)

u′2(1)
, then the above implies that u1(x)2 < γ̃2u2(x)2 and

u′1(x)2 < γ̃2u′2(x)2. Now, for given 0 < ε < 1, subtract γ̃2 times identity (5.72) for u2

from identity (5.72) for u1, and with the aid of lemma 5.35 we get, after sending ε to 0,
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1

2

(
u′1(1)2 − γ̃2u′2(1)2

)
= C1

1∫
0

x2α
(
u′1(x)2 − γ̃2u′2(x)2

)
dx

+ C2

1∫
0

(
u1(x)2 − γ̃u2(x)2

)
dx.

By de�nition of γ̃, the left hand side is identically 0. For the right hand side notice that

both integrands are negative functions, and since C1, C2 ≥ 0 with one of them strictly

positive, we conclude that the right hand side must be negative, impossible.

5.10 Proof of the uniqueness in Theorem 5.3

We divide the proof into two cases: λ ≤ 0 and λ > 0

Proof when λ ≤ 0. The proof is by contradiction, that is we assume that we have two

distinct solutions u1, u2 of equation (5.1) satisfying ui(0) = 0, i = 1, 2. Proposition

5.31 still applies, so we can assume that u1 and u2 intersect at most once in (0, 1).

The case of no intersection is immediately ruled out as before because we still have

x2αu′1(x)u2(x) = o(1) = x2αu′2(x)u1(x) when x → 0+, so we only need to take care of

the case of a unique intersection. Suppose that there is σ ∈ (0, 1) such that u1 < u2 in

(0, σ) and u1 > u2 in (σ, 1). Also, a line by line copy of our previous argument allows

us to show that the function
u1

u2
is increasing.

We continue as in the proof of the uniqueness of Theorems 5.1, 5.5 and 5.7, but

instead of using lemma 5.33, we will use lemma 5.34. So after de�ning γ as in 5.75 and

using lemma 5.34 in the same way as we used lemma 5.33 before, gives

1∫
ε

G(x)
(
u1(x)2 − γ2u2(x)2

)
dx =

1

2

(
u′1(1)2 − γ2u′2(1)2

)
−
(
Eλ,β(u1)(ε)− γ2Eλ,β(u2)(ε)

)
.

The main di�erence in the argument is the expansion of Eλ,β(u)(ε) for ε > 0 small, in
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this case from lemma 5.34 we obtain that

Eλ,β(u1)(ε)− γ2Eλ,β(u2)(ε) = ε1−2α+β

[
1

2

(
ε4αu′1(ε)2

∣∣∣
0
− γ2ε4αu′2(ε)2

∣∣∣
0

)
+

1

2
(2α− 1− β)

(
ε4α−1u′1(ε)u1(ε)

∣∣∣
0
− γ2ε4α−1u′2(ε)u2(ε)

∣∣∣
0

)
+
β

4
(β + 1− 2α)

(
ε4α−2u(ε)2

∣∣∣
0
− γ2ε4α−2u(ε)2

∣∣∣
0

)]
+ o(1),

but u1(x) < γu2(x) for all 0 < x < c so by L'Hôspital's rule we have that

lim
x→0+

x2αu′1(x)

x2αu′2(x)
< γ.

Also, since u′2(x) > 0 for x > 0 small, we deduce that lim
x→0+

x2αu′1(x) < γ lim
x→0+

x2αu′2(x).

From these observations we obtain that

ε4αu′1(ε)2
∣∣∣
0
≤ γ2ε4αu′2(ε)2

∣∣∣
0
,

ε4α−1u′1(ε)u1(ε)
∣∣∣
0
≤ γ2ε4α−1u′2(ε)u2(ε)

∣∣∣
0

and that

ε4α−2u(ε)2
∣∣∣
0
≤ γ2ε4α−2u(ε)2

∣∣∣
0
,

which, since β < 2α− 1 < 0, imply that

Eλ,β(u1)(ε)− γ2Eλ,β(u2)(ε) ≤ o(1).

Therefore after sending ε to 0, we obtain

1

2

(
u′1(1)2 − γ2u′2(1)2

)
≤

1∫
0

G(x)
(
u1(x)2 − γ2u2(x)2

)
dx,

and we reach the same contradiction obtained in proof of the uniqueness in Theorems

5.1, 5.5 and 5.7.

For the case λ > 0 our previous ideas do not work. Instead we will use a shooting
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argument together with an idea of Yadava [68] where the uniqueness of positive solutions

to

−∆u = uq ± up

in an annulus is studied.

Recall that we are interested in the uniqueness of a solution to equation


−(x2αu′)′ = λu+ up in (0, 1),

u > 0 in (0, 1),

u(0) = u(1) = 0,

where 0 < α < 1
2 , p > 1 and λ > 0. To simplify the exposition, we will use the following

change of variables: let v(y) = u(y
1

1−2α ), then a direct computation shows that v is a

solution to 
−v′′ = h(y)f(v) in (0, 1),

v > 0 in (0, 1),

v(0) = v(1) = 0,

(5.76)

where h(y) = 1
(1−2α)2

y
2α

1−2α and f(v) = λv+ |v|p−1 v. Following [68], we introduce some

notation and some properties of solutions to the equation

− v′′ = h(y)f(v). (5.77)

Let F (v) =
∫ v

0 f(s)ds = λ
2v

2 + 1
p+1 |v|

p+1 and de�ne

E(y) :=
1

2
yv′(y)2 + yh(y)F (v(y))− 1

2
v′(y)v(y).

A direct computation shows that if v solves equation (5.77), then

E′(y) := h(y) (F (v(y)) + f(v(y))v(y)) + yh′(y)F (v(y)). (5.78)
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Also, for A ∈ R to be �xed, we let

gA(y) := yv′(y) +Av(y). (5.79)

A straightforward computation gives

g′A = (1 +A)v′ − yh(y)f(v)

and

− g′′A = h(y)f ′(v)g + I(A, v), (5.80)

where

I(A, v) =
(
(2 +A)h(y) + yh′(y)

)
f(v)−Ah(y)f ′(v)v.

We also need to introduce the linearized equation

− w′′ = h(y)f ′(v)w. (5.81)

A useful identity obtained from equations (5.80) and (5.81) is that for any a < b,

b∫
a

I(A, v(y))w(y)dy =
[
yw′v′ −Aw′v − (1 +A)v′w + yh(y)f(v)w

] ∣∣∣b
a
. (5.82)

We also need the following identity satis�ed by all solutions of equation (5.77): Let

a < y, then

v2

(
yv′(y)

v(y)

)′
=
[
(v′(y)− yh(y)f(v(y)))v(y)− yv′(y)2

] ∣∣∣
a

+ yh(y) [2F (v(y))− f(v(y))v(y)]
∣∣∣y
a

−
y∫
a

[
h(s) (2F (v(s)) + f(v(s))v(s)) + 2sh′(s)F (v(s))

]
ds. (5.83)
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Now, let v(y,m) be the unique solution of the initial value problem


−v′′ = h(y)f(v),

v(0) = 0, v′(0) = m,

(5.84)

and de�ne r(m) as the �rst zero of v(y,m), i.e. r(m) := inf {y > 0 : v(y,m) = 0}.

Notice that the uniqueness of the solution to equation (5.76) is guaranteed if we can

prove r(m) = 1 has at most one solution. To do this we will show that r(m) is monotone

for all m > 0, and this is the content of the following

Proposition 5.36. Given m > 0, then ṙ(m) 6= 0.

Remark 5.13. The ṙ(m) notation means derivative with respect to m.

The proof of this proposition requires the following

Lemma 5.37. For given m > 0, let v(y,m) be the unique solution of equation (5.77),

and let r(m) be as above. Then
yv′

v
< 0 for all y < r(m).

Proof. We have that v(s) > 0 for all s < r(m). From identity (5.83) we have that for

a = 0 and 0 < y < r(m)

v2

(
yv′

v

)′
=
[
(v′ − yh(y)f(v))v − yv′2

] ∣∣∣
0

+ yh(y) [2F (v)− f(v)v]
∣∣∣y
0

−
y∫

0

[
h(y) (2F (v) + f(v)v) + 2yh′(y)F (v)

]

= yh(y) [2F (v(y))− f(v(y))v(y)]−
y∫

0

[
h(y) (2F (v) + f(v)v) + 2yh′(y)F (v)

]
= − p− 1

(1− 2α)2(p+ 1)
y

1
1−2α v(y)p+1

− 1

(1− 2α)2

y∫
0

s
2α

1−2α

[
λ

(
2− 2α

1− 2α
v(s)2 +

(
2

(p+ 1)(1− 2α)
+ 1

)
v(s)p+1

)]
ds

< 0,

for all p > 1, 0 < α < 1
2 and λ > 0.
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Proof of Proposition 5.36. Suppose the contrary and letm0 > 0 be such that ṙ(m0) = 0.

By the de�nition of r(m) we have that v(r(m),m) = 0. Di�erentiate this equation with

respect to m to obtain

w(r(m)) + v′(r(m),m)ṙ(m) = 0,

where w(y) := w(y,m) is the unique solution of


−w′′ = h(y)f ′(v(y,m))w,

w(0) = 0, w′(0) = 1.

Since ṙ(m0) = 0 we have that w(r(m0)) = 0. Let y0 be the largest zero of w that is less

that r(m0), i.e. y0 = sup {y ∈ (0, r(m0)) : w(y) = 0}. A constant multiple of w (which

we denote the same) must solve


−w′′ = h(y)f ′(v(y,m))w,

w(0) = 0, w(r(m0)) = 0,

w′(r(m0)) = v′(r(m0),m0) < 0.

Now for A := 2−2α
(p−1)(1−2α) , consider gA de�ned in (5.79). We claim that gA has

exactly one zero in (0, r(m)) for all m > 0. Indeed, notice that solving gA(y) = 0 is

equivalent to solving

yv′(y)

v(y)
= −A

but from lemma 5.37, the quantity
yv′(y)

v(y)
is monotonically decreasing, with lim

y→0+

yv′

v
=

1 and lim
y→r(m)−

yv′

v
= −∞, and since −A = − 2−2α

(p−1)(1−2α) < 0, we have a unique solution.

So let s0 ∈ (0, r(m0)) be the unique solution of gA(s) = 0.

Claim y0 < s0: Notice that
w

v
is increasing in (y0, r(m0)), indeed, let z = w′v− v′w,

so it is enough to prove that z(y) > 0. Suppose that z(ȳ) = 0 for some ȳ ∈ (y0, r(m0)).

Since z(r(m0)) = 0 we obtain that

0 = z(r(m0))− z(ȳ) =

r(m0)∫
ȳ

z′ =

r(m0)∫
ȳ

w′′v − v′′w =

r(m0)∫
ȳ

h(y)
(
f(v)− f ′(v)v

)
w.
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Since w > 0 in (y0, r(m0)), h(y) > 0 and since f(v) > f ′(v)v for all v > 0 we obtain a

contradiction. Hence z(y) does not change sign, but since z(y0) = w′(y0)v(y0) > 0 we

obtain that z(y) > 0 for all y ∈ (y0, r(m0)).

Now since w′(r(m0)) < 0, w > 0 in (y0, r(m0)) and the fact that
w

v
is increasing we

deduce that w < v in (y0, r(m0)). From identity (5.82) we obtain that

r(m0)∫
y0

I(A, v)w = r(m0)w′(r(m0))2 − gA(y0)v′(y0),

but from the choice of A we have that, since h(y) > 0,

r(m0)∫
y0

I(A, v)w = λ

(
2− 2α

1− 2α

) r(m0)∫
y0

h(y)vw

< λ

(
2− 2α

1− 2α

) r(m0)∫
y0

h(y)v2

< λ

(
2− 2α

1− 2α

) r(m0)∫
0

h(y)v2,

but from (5.78) we deduce that

λ

(
2− 2α

1− 2α

) r(m0)∫
0

h(y)v2 < r(m0)v′(r(m0))2,

hence

gA(y0)v′(y0) > 0,

and since v′(y0) > 0, we deduce that gA(y0) > 0. But g′A(0) = (1 + A)u′(0,m) =

(1 +A)m > 0, so gA(y) > 0 if and only if y < s0, hence y0 < s0.

Now, let y1 = sup {y < y0 : v(y) = 0}. By de�nition, v < 0 in (y1, y0), but from

identity (5.82) we obtain

y0∫
y1

I(A, v)w =
[
w′gA − wg′A

] ∣∣∣y0
y1

= w′(y0)gA(y0),
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so

0 < w′(y0)gA(y0) = λ

(
2− 2α

1− 2α

) y0∫
y1

h(y)vw < 0,

hence we conclude that v(0) 6= 0, a contradiction. Therefore ṙ(m) 6= 0.

Proof of the uniqueness in Theorem 5.3 when λ > 0.

From Proposition 5.36, we deduce that r(m) is either monotonically increasing or

monotonically decreasing, hence r(m) = 1 has at most one solution. This proves the

theorem.
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