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Vision research generally focuses on the currently visible surface properties of objects, such as color, texture, luminance, orientation, and shape. In addition, however, observers can also visually predict the physical behavior of objects, which often requires inferring the action of hidden forces, such as gravity and support relations. One of the main conclusions from the naïve physics literature is that people often have inaccurate physical intuitions; however, more recent research has shown that with dynamic simulated displays, observers can correctly infer physical forces (e.g., timing hand movements to catch a falling ball correctly takes into account Newton’s laws of motion). One ecologically important judgment about physical objects is whether they are physically stable or not. This research project examines how people perceive physical stability and addresses (1) How do visual estimates of stability compare to physical predictions? Can observers track the influence of specific shape manipulations on object stability? (2) Can observers match stability across objects with different shapes? How is the overall stability of an object estimated? (3) Are visual estimates of object stability subject to adaptation effects? Is stability a perceptual variable? The experimental findings indicate that: (1) Observers are able to judge the stability of objects quite well and are close to the physical predictions on average. They can track how changing a shape will
affect the physical stability; however, the perceptual influence is slightly smaller than physically predicted. (2) Observers can match the stabilities of objects with different three-dimensional shapes – suggesting that object stability is a unitary dimension – and their judgments of overall stability are strongly biased towards the minimum critical angle. (3) The majority of observers exhibited a stability adaptation aftereffect, providing evidence in support of the claim that stability may be a perceptual variable.
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Chapter 1
Introduction

Vision research generally focuses on currently visible surface properties, such as color, texture, luminance, orientation, and shape. Representing these properties provides a useful visual description of a scene and the objects therein: what the various objects are, where they are located relative to each other, and relative to the observer. There are some notable exceptions to the focus on visible surface properties, where researchers investigate the perceptual representation of surfaces (or portions of surfaces) that are not currently visible – that is, have no counterpart in the retinal images – as well as predicting where objects will be in the near future. Both modal completion, where observers perceive an illusory contour occluding another shape (e.g., Kanizsa triangle & illusory contours), and amodal completion, where a complete shape is perceived even though contours are partly occluded, involve the inference of contours and surfaces that are not visible (Anderson, Singh, & Fleming, 2002; Singh, 2004). Similarly, observers can visually extrapolate the trajectory of a moving object (Becker & Fuchs, 1985; Pavel, Cunningham, & Stone, 1992; Verghese & McKee, 2002), and predict where an object that disappears behind an occluder is likely to re-emerge from (Scholl & Pylyshyn, 1999; Graf, Warren, & Maloney, 1995; Shah, Fulvio, & Singh, 2012).

However, these representational processes do not involve the inference of physical forces acting upon the objects. This inference of forces is critical in predicting the physical behavior of objects because the application of forces can lead to translation, rotation, and acceleration, or non-rigid deformation of real-world objects. Therefore, although it is important for the visual system to represent the shape and other surface properties of objects as they currently exist, it is also important to be able to also infer forces and predict the behavior of physical objects in the immediate future – e.g., for
the purpose of guiding motor action.

The inference of forces is crucial for the manipulation of physical objects; without it, one could not interact with the world. Mounting evidence supports an internal, mental model of physics that is applied during object interaction. For example, observers are sensitive to the effects of gravity (I. K. Kim & Spelke, 1992; Friedman, 2002; McIntyre, Zago, Berthoz, & Lacquaniti, 2001). The inference of forces also allows for the prediction of how colliding objects will interact (Cooper, Birnbaum, & Brand, 1995; Newman, Choi, Wynn, & Scholl, 2008) and how frictional forces will affect the movement of objects (by decelerating their motion). Visual surface properties can provide some of the necessary information for inferring forces, such as texture providing information about friction, but visible surface properties alone cannot be used to predict object behavior. The brain must also have an internal model of how physical forces act and how they influence the behavior of objects.

A growing body of research has shown that individuals use models of forces, similar to the classical “Newton's Laws”, when predicting object behavior and interactions with other objects. The visual system uses inferred – unseen – forces to plan motor actions (e.g., predicting the trajectory of an arrow or calculating the contact angle for a billiard cue stick in order to strike a ball to sink another) and to assist in decision making. The area of psychology that investigates how humans infer information about forces and use it in the service of future action is known as “naïve physics”. This research project’s goal is to study how we judge physical attributes of objects and to determine if our judgments of stability conform to the beliefs of the traditional “naïve physics” literature, which had largely concluded that people apply inaccurate physical models, or whether our inference of forces allows us to make judgments in a more physically-correct manner in more perceptual contexts.

1.1 Naïve physics

Humans are constantly interacting with the world around them, observing the behavior and interaction of objects in the environment and using these observations to inform
future decisions and motor actions. The study of naïve physics – how people represent and use models of physical forces and causes of motion – has focused on answering the question of whether or not humans embody physically-correct representations of physics and if they can accurately predict the physical behavior of objects. In order to make physically-accurate predictions, humans must have a system that embodies a model of physics.

In the “real world”, the physical behavior of objects of the environment can be physically defined using statics and dynamics (branches of classical mechanics) and, in many cases – where objects move at a constant velocity or are only affected by the force of gravity – the physical behavior of objects can simply be described using Newton’s laws of motion. For people to accurately predict object motion and future behavior, their internal models must use the object’s velocity and acceleration to infer the physical forces acting upon the object (e.g., as described by Newton’s laws). An important question is whether these internal models are consistent with Newton’s laws and whether or not people use physically-derived models of motion and object behavior. The naïve physics literature has sought to determine how well people use the behavior of moving objects to predict how they will behave in the near-future. Do they use a physically-accurate dynamic model – using correctly inferred forces – or a simpler model that, while not always physically-correct, can provide reasonably accurate answers most of the time (e.g., a model that utilizes heuristics)?

A representational model of physics would allow people to observe object behavior and estimate the forces acting upon the object, so that the visual system can predict the object’s future location. Naïve physics research has focused on describing perceptual and cognitive models of inferred forces and how people use them – correctly and incorrectly – to predict object motion. And, as with most representations, these motion predictions are constantly, unconsciously updated, allowing us to use prior perceptual information with a representation of the the physical world in the service of future action (e.g., to catch a falling ball).

Do people use physically-accurate models when representing object motion? There is evidence that people can do this for the simpler, less complex situations. Human
observers can easily identify the position of objects and track/extrapolate the motion of objects that move at constant velocity (i.e., motion that conforms to Newton’s 1st law) (Pavel et al., 1992). There is also evidence that people use a representation of implied motion when observing object behavior and recalling its location/orientation some time in the future.

Representational momentum (RM) is a subarea of naïve physics that has found that representations of object motion interfere with observers’ memories of the object’s location and/or orientation (Freyd, 1983; Freyd & Finke, 1984; Freyd & Jones, 1994). Freyd (1983) suggested that observers generate a dynamic mental representation of an object’s motion when shown a series of images implying object motion and that this dynamic representation can continue to change, based upon the object’s prior motion, interfering with “static” memories of the last seen state.

Freyd and Finke (1984) showed observers a rectangle spinning counter-clockwise in a series of images, then presented a frame that was either the same or different from the last image shown and asked, “Is this image the same or different from the last one shown?” (see Fig. 1.1). Observers had more difficulty identifying frames that continued the motion as different from the last presented frame compared to images that showed motion in the opposite direction, which were readily identified as different. Observers appeared to misjudge the orientation of the last frame when presented with a sequence that implies motion. Freyd and Finke (1984) posited that observers generate a representation of the motion and that this representation was interfering with their memories of the last frame in the motion sequence. They found that this RM interference requires coherent motion – that is, a series of images that continue motion in a single direction – otherwise, no dynamic mental representation of the object’s motion is generated and people can readily identify images that are different. Because observers are automatically computing the predicted trajectory and using constant velocity information, they cannot help but be influenced by that representation.

People are able to use constant velocity information, but how do they integrate this information over time, for example with accelerating objects? As predicted from a computational complexity argument, observers have more difficulty when predicting
motion affected by the acceleration due to a net force (i.e., motion that conforms to Newton’s 2nd law). Extrapolating motion becomes more difficult for people when the object(s) undergo acceleration due to an implied force, even when the acceleration is a constant centripetal acceleration (e.g., a ball on a string being swung in a circle).

If observers always used position, velocity, and linear acceleration in a physically-consistent, mathematically-derived manner when predicting object motion, then they should be able to predict how forces acting upon an object will affect an object’s trajectory. In the gross majority of circumstances, we are able to track movement and account for changing direction – whether due to internal or external forces. And this fact is reflected in evidence that people utilize a physically accurate model that incorporates acceleration due to gravitational forces.

All objects with mass on Earth have a gravitational force acting upon their bodies and it appears as though humans develop a representation at an early age (I. K. Kim & Spelke, 1992; Friedman, 2002) and account for gravity when trying to grab a falling object (McIntyre et al., 2001; Zago & Lacquaniti, 2005). Real-time motor tasks, such as predicting time-to-impact (TTI) in order to catch an object, require relatively quick responses and observers often do not have much of time – on the order of a few hundred milliseconds – to compute a detailed prediction of the trajectory. However, it appears
as though these observers use a physically-accurate model of gravity when predicting the TTI of objects moving under the force of a constant gravitational field.

As McIntyre et al. (2001) and Zago and Lacquaniti (2005) demonstrated, although people sometimes use acceleration correctly, they do not always correctly infer how forces will affect a moving object’s velocity and acceleration. White (1983) provided additional evidence that observers have difficulty understanding how forces affect the trajectory of moving object. Specifically, White (1983) showed that undergraduate students had difficulty describing force impulses necessary for a spaceship to fly in a circular path (i.e., centripetal acceleration), a square path (i.e., using impulses to slow the ship and turn at each corner), and in any trajectory that required multiple temporally-separated force impulses (see Fig. 1.2). When people are required to predict motion affected by an external force, they have difficulties using a physically-correct model and often fail to correctly incorporate the temporal component.

One possibility is that higher-level cognitive intuitions lead a person to use a physically-incorrect model. This will often occur when observers are asked to answer paper-and-pencil questions (with static diagrams), or solve a specific physical problem where they must predict the trajectory of an object dropped or propelled.

The curved trajectories of objects moved using “external” forces are often mistakenly believed to continue their trajectories once those forces are removed (McCloskey, 1983a). These are often every-day situations where an accurate mental model (such as the gravitational force model described earlier) would be ecologically important. For example, a ball on a string is illustrated as being swung in a circle and observers are asked what trajectory the ball will take if the string breaks. The majority of observers describe the resulting trajectory as continuing in a circle, as if centripetal force continued to act upon the ball after it has been released (see Fig. 1.3).

Research into how people apply implied forces to motion has shown that observers will use the wrong physical model – as opposed to one simply missing higher-order terms that incorporate acceleration – to guide their intuitions/judgments about an object’s future motion (McCloskey, Caramazza, & Green, 1980; McCloskey, 1983b, 1983a). The wrong model that most people use, in this case, is this impetus theory – where
Figure 1.2: Examples of White (1983)’s paper and pencil task questions where observers fail to demonstrate a working knowledge of how external forces can affect the trajectory of an object. Percentages of responses for each option are in parentheses. In (a), observers were asked “Can you draw a picture and explain how you would get your spaceship to fly in a circular path?”. Note that the majority of responses were incorrect. In (b), observers were asked “Can you draw a description of how you would get your spaceship to fly in a square path?” and most observers could not correctly determine the appropriate forces.

objects are believed to embody an internal force that propels them, which gradually dissipates over time – that makes very different predictions for an object’s trajectory than Newtonian motion. The majority of the naïve physics research investigating how people perceive implied forces has focused on tasks where the observers have had to extrapolate future motion based upon their intuitions of the physical forces acting upon the object(s) (McCloskey et al., 1980; McCloskey, 1983b, 1983a; McCloskey & Kohl, 1983; McCloskey, Washburn, & Felch, 1983).

A common feature of these studies was that they were all tasks where observers made a decision about the motion of a system (i.e., a bomb dropping from a plane or the trajectory of an object tossed by a catapult), where subjects were shown pictures or given descriptions from which they had to make future predictions. When observers were asked how the object would continue its motion, their performance on these tasks
was severely degraded and most had false intuitions about how objects would behave under the changing dynamics. However, providing dynamic simulated motion of the objects before and after release, either through animation or real displays, leads subjects to readily identify if the simulated motion shown looks “right” or “wrong” and a complete restoration of observer accuracy for the task (Kaiser, Proffitt, & Anderson, 1985; Kaiser, Proffitt, Whelan, & Hecht, 1992).

As a result, when experiments similar to those by McCloskey et al. (1980) and McCloskey (1983b, 1983a) are conducted, but the questions are presented to the observers in a different manner, a very different pattern of results is obtained. For example, if people are shown animations illustrating the possible outcomes of a ball being launched out of a C-shaped tube, observers will overwhelmingly select the physically-correct trajectory, rather than the one guided by the incorrect cognitive intuition (e.g., the impetus model, see Fig. 1.4 for examples) (Kaiser et al., 1985). When observers observe the different possible motion trajectories, they are able to compare the observed motion to their internal, physically-informed perceptual model and make a more accurate prediction (Proffitt & Gilden, 1989).
Figure 1.4: Example possible trajectories for a ball exiting a C-shaped tube (Kaiser et al., 1985). Note that providing animated displays illustrating the different possible outcomes leads to observers choosing the correct trajectory (3) while paper-and-pencil tasks often lead to incorrect responses.

To answer the question, “How well can people infer motion and forces acting upon objects in motion?” we can say that although humans often effectively use motion to extrapolate an object’s location at a future point in time, it is not necessarily an easy task. More often than not, people appear to revert to simplified physical models that rely on the velocity of the object to describe its motion and fail to take into account acceleration. This seems to reflect a competition between high-level intuitions and perceptual judgments when viewing dynamic simulated motion sequences because people’s performance depends on the way in which the question is posed: whether they are asked to report a high-level intuition, or make a perceptual judgment about whether a simulated scene looks “right.”

1.2 Perceptual inference of motion and forces from static images

All of the previously discussed naïve physics experiments involve inferring forces from dynamic scenes (i.e., scenarios that include a motion component). Each experiment involved the inference of forces acting upon a moving object and using prior motion information to make a judgment about where the object will go. However, continuous
smooth movement/animation is not necessary for people to perceive motion. People perceive motion with as few as two frames of animation (Wertheimer, 1912; Korte, 1915).

Apparent motion in photographic sequences can give such a strong perception of motion that people readily generate a dynamic mental representation of the motion, which interferes with their memory of the scene and, subsequently, change detection. An example from Freyd (1983) used two frames from a video of a person jumping off a ledge (see Fig. 1.5). When observers were shown a future frame from the video where a person’s body has translated down due to the force of gravity, observers had difficulty detecting the change and took longer to respond that the image was different and that the body had moved, consistent with an RM account.

There are many cases where forces and motion are inferred from a single static image, where we see implied motion without additional temporal frames. For example, when shown an image of a person in mid-air with his legs bent back and his body over the precipice of a ledge, people will usually assume that the person had jumped off the edge (e.g., Fig. 1.5b alone). That is, observers do not simply describe the static image of the person’s body as floating in mid-air, instead they perceive him as in motion and falling. Adding cues, such as blur (Gibson, 1954; Geilser, 1999) or speedlines (Burr & Ross, 2002), strengthen the percep of motion and may lead observers to apply physical
models when judging the person’s past, present, and future states.

These dynamic motion representations have been shown to adapt observers to future motion in the direction of the implied motion. Winawer, Huk, and Boroditsky (2008) showed observers a series of implied motion photographs with either leftward, rightward, inward, or outward motion (e.g., see Fig. 1.6) and then presented them with a moving dot field and asked observers to respond what direction the dots moved. They found that observers became adapted to the direction of motion present in the implied motion photographs and responded that null motion stimuli – with no net motion in any given direction – moved in the opposite direction (a motion aftereffect). Therefore, when we see a static image of an object in motion, we may create a dynamic representation that leads us to expect motion in the direction of the implied motion.

Research has also shown that implied motion in photographs tune observers’ perceptual systems to expect motion in the direction of the motion and leads to enhanced
temporal sensitivity (Moscatelli, Polito, & Lacquaniti, 2011). This increased temporal sensitivity has been shown to lead to increased precision when judging the timing of two events, as though implied motion primes a person for movement. Moscatelli et al. (2011) showed observers photographs from the same context that either had implied motion (e.g., Fig. 1.7a) or no implied motion (e.g., Fig. 1.7b) and then measured observers’ difference thresholds for the presentation times of noise displays. The researchers found that implied motion photographs made observers more sensitive to the presentation times of random noise images.

Cartoonists and illustrators often take advantage of the fact that static images can produce percepts of implied motion – and the forces that cause motion – in order to strengthen a scene’s realism and the percept of dynamic motion in action sequences to draw readers into a story. These static images can imply acceleration and forces, for example, gravity or forces acting upon objects due to an explosion/percussive force (i.e., “comic book” effects, see Fig. 1.8). The fact that static images can produce such strong percepts of forces acting upon objects in a scene has been exploited by artists and illustrators for hundreds of years (Lasseter, 1987) (e.g., see Fig. 1.9). For example, an image of a runner, crouched and ready to sprint, draws the viewers’ eyes to the runner’s body, emphasizes the contraction of the muscles and stored energy, and
Figure 1.8: Panels from Action Comics, No. 1 (p.5), illustrating how static images can convey supportive forces (center panel), motion (right panel), and percussive forces.

Still images only provide a snapshot of a dynamic scene at any given moment in time and cannot provide information about an object’s previous states that would cue the observer to future motion (Freyd & Finke, 1984; Freyd & Jones, 1994). Given the lack of temporal cues that multiple frames of video/animation can provide and the relatively small amount of information that can lead to such a strong percept of motion in a static image, the question is posed: How do we perceptually infer forces from static images?

Experiments by Freyd, Pantzer, and Cheng (1988) demonstrated that static images can convey an implied force structure and that this force information may be encoded in the representation of the scene. Observers were first presented with static scenes where a hanging plant had supportive forces – either a pedestal/stand that supported the object from the bottom or a hook that supported it from the top – then an image of the plant unsupported and then the plant above, below, or in the same position. Freyd et al. (1988) found that observers had greater difficulty when making same/different judgments if the test image of the plant was below its previous location (as opposed to above), consistent with motion due to a gravitational force. This result suggests that people inferred the force of gravity acting upon the plant and this inferred force and
it’s implied motion interfered with observers’ memory of the plant’s last location.

Roncato and Rumiati (1986) found that although people can perceive the forces acting upon suspended objects in static images, their judgments often do not match physical reality when asked to make a judgment of an object’s orientation in the future, after the forces have acted upon it. They showed observers scenes where a bar was suspended by a wire and supported by props from the underside (see Fig. 1.10). The bars were suspended at different points along their axes, including at the center of gravity. Observers were asked: “will [the bar] change its actual orientation after the props have been removed and, if so, at what point it will come to rest when it has stopped swinging” (Roncato & Rumiati, 1986, pp. 363). Observers had difficulty judging how the gravitational force would affect the bars in each scenario and often incorrectly stated that bars supported at the center of gravity would reorient to be vertical or horizontal, when they would be in neutral equilibrium and would not move. Moreover, they misjudged how far bars would rotate when supported off the center of gravity (physically, they would always come to rest in a vertical position).

As previously noted, when people generate a model of the underlying forces acting
upon an object, they can then make predictions in the service of motor action, for example to catch a ball (McIntyre et al., 2001). However, the story of how well people can represent these physical forces is not straightforward.

Static images convey information about the physical interaction between objects (e.g., a Jenga tower, cantilevered buildings/designs, see Fig. 1.11). If people want to interact with objects in a scene, it is important for them to understand not only what and where objects are, but how the objects interact and support each other in equilibrium (Cooper et al., 1995). That is, we need to judge their stability. When judging how a scene can be stable and assessing its physical integrity – for example, the images in Fig. 1.11 – the perceptual system should take these static images and ultimately evaluate:

“What forces are acting on and within the object? How are these forces transmitted through the object? How do these forces balance? What is holding the object together? Which parts are supporting which? ... [And most importantly,] Why doesn’t this object fall down?” (Cooper et al., 1995, pp. 217).
Figure 1.11: Photographs illustrating how static images can convey the physical interactions and support relations between objects in a scene. Sometimes the support structures and interactions are clear, (a) and (b). Other times, foundations conceal the forces that support the objects, (c)

1.3 Perception of Physical Stability

As Cooper et al. (1995) pointed out, knowing the relationships between physical objects and whether they are physically stable or not is truly an ecologically important judgment. Having a perceptual estimate of stability allows for the prediction of an object’s physical behavior and assists in guiding motor behavior. The preceding research on naïve physics and inference of forces from static images has demonstrated that while, in general, individuals are able to successfully judge forces in their day-to-day lives, there are certain situations where they have difficulty inferring physical forces and their effects on dynamic and static representations of object movement.

We find ourselves able to interact with the world, balancing objects and applying appropriate forces to open/close/move/throw/catch/clutch objects, on a daily basis. The gross majority of inanimate objects humans interact with on a daily basis are in a static equilibrium, that is, they will not move unless acted upon by an external force, but different objects have varying degrees of stability and the perceptual systems must take this fact into account when predicting object behavior and making decisions about object interaction. For example, a circular manhole cover laying on the ground is extremely stable, while a long steel reinforcement bar (rebar) balanced on its end is very unstable. More subtly, we can readily tell that the object depicted in Fig. 1.12a is more stable – i.e., more resistant to the influences of perturbing forces – than the
Although the bottles in (a) and (b) are both in stable equilibrium, (a) appears more stable – i.e., more resistant to the influences of perturbing forces – than (b).

identical object inverted in Fig. 1.12b. And even though we may be able to interact with and infer the forces that these objects might exert, there are many instances where humans misjudge the stability of objects and their environments.

Any waiter/waitress is likely familiar with the sound of breaking glass. A mispositioned cup or an unbalanced tray can lead to a cacophony of broken glass as the unstable table settings topple. Although people feel as though they can visually judge the stability of many objects, accuracy varies and is dependent upon their ability to infer the forces acting upon the objects. Although many interactions with objects allow us to dynamically correct our stability estimates (e.g., if you notice the laptop you placed on the edge of a table is tipping off), there are some situations where a purely visual estimate is necessary and where misperceived stability can sometimes lead to disastrous consequences. One [extreme] example is Aron Ralston, a canyoneer who became pinned between a boulder and the side of a canyon when he misjudged the stability of the boulder. His father, Larry Ralston, described the misperception:
“The boulder seemed to be stable, positioned on top of a narrow slot canyon, and as [Aron] started to lower himself over the side, the boulder rotated and came down towards him. But he felt he had tested it out thoroughly ahead of time. But it was just balanced differently than he realized it was.” (Morales, 2009)

Aron survived. Although the consequences are usually not as dramatic, the perception of an object’s stability is clearly an ecologically important judgment for guiding motor behavior and balance.

In general, the physical stability of an object is a function of the magnitude of the perturbing force needed before an object will leave its equilibrium state. Given knowledge of the mass distribution, one can use the object’s center of mass (COM) and supporting base to determine object stability. It is important to note that an object’s mass distribution cannot be judged without prior knowledge or physical interaction. But if, in the absence of any information to the contrary, the visual system assumes uniform density, it could readily compute the COM, given a representation of the object’s surface structure.\(^1\)

Research has shown that the visual system routinely computes the COM when perceptually localizing objects and directing eye movements (saccadic localization). The visual estimation of COM has been studied in a variety of contexts, including 2D objects (Vishwanath & Kowler, 2003; Denisova, Singh, & Kowler, 2006), 3D objects (Vishwanath & Kowler, 2004), and dot clusters (Morgan, Hole, & Glennerster, 1990; Melcher & Kowler, 1999). In most of these studies, observers’ judgments corresponded to the object’s physical COM, but other studies, such as Baud-Bovy and Soechting (2001) and Baud-Bovy and Gentaz (2004), found that observers used a different, physically incorrect, location when asked to locate the balance point – the alternative location was the orthocenter, the center of the object’s circumscribing circle. And so, although individuals can clearly generate multi-modal estimates of physical stability, in a large majority of cases, they must rely primarily on vision to do so.

\(^1\)Indeed, the studies reported in this research project suggest that people do make this default assumption.
Recall that the COM is the centroid (or average) of the shape’s mass and that the supporting base is the surface that is in contact with the ground plane. If the COM is vertically above the base, it will return to its upright position (see Fig. 1.13). If the COM is outside the base, the object will fall.

For example, if an object has a very large base and the COM is vertically above it, then the object is in a static equilibrium and will not change its position or orientation unless a large external force acts upon it (recall Fig. 1.12a). Conversely, objects with smaller bases will be less stable because even a small perturbing force is more likely to lead to the gravity-projected COM going outside of the supportive base (recall Fig. 1.12b). The lower the COM and the larger the supportive base, the more force will be required and therefore, the more stable the object will be. So, for two objects with identical COMs but differing base widths, the object with the smaller base width will be less physically stable.

There is a third possibility where the COM is directly over the contact point, which is physically defined as an unstable equilibrium. Once in an unstable equilibrium, the object will be balanced, but the slightest perturbation will cause the object to leave its equilibrium and returning to a stable equilibrium. When an object has been tilted to its unstable equilibrium, the angle of tilt is defined as the critical angle and, at that angle, the object has an equal likelihood of falling versus returning to its upright position. This critical angle of stability ($\theta_{\text{critical}}$) is defined as the angle where the center of mass
is directly vertically above the point of contact and can be calculated physically using the object’s COM and base radius (see Equation 1.1).

\[ \theta_{\text{critical}} = \arctan \left( \frac{\text{COM}_y}{r_{\text{base}}} \right) \]  

(1.1)

Researchers have found that human observers are able to judge support relations (whether an object is physically supported by another) based solely upon visual input at an early age. Baillargeon and Hanko-Summers (1990) tested infants’ (mean age 8 months, 11 days) abilities to identify anomalous/unstable support relations (see example stimuli in Fig. 1.14). They found that infants stared longer at physically impossible conditions, suggesting that the infants were aware of how separate objects interact and can physically support each other, and were surprised when the scene defied their expectations. Baillargeon and Hanko-Summers (1990) used other experimental conditions to confirm that the infants were surprised by physically impossible events, but that this ability to identify inadequate support conditions was limited for more complex objects (i.e., non-rectangular objects).

Baillargeon, Needham, and DeVos (1992) also tested infants’ intuitions about partial-contact support conditions. In their experiments, a small box was placed on top of a
larger supportive box and then pushed until 100% of its base was supported (full contact), 70% was supported (adequate partial contact), or 15% was supported (inadequate partial contact) (see Fig. 1.15). The researchers found that 6.5 month old infants looked longer at the inadequate partial contact events, indicating that they were able to identify physically impossible support relations. Further experiments have shown that 5.5 - 6 month old infants did not look longer at the anomalous inadequate partial support event, meaning that intuitions about support relations develop over time (Baillargeon et al., 1992). However, in a later study, Needham and Baillargeon (1993) found that 4.5 month old infants were able to identify a physically impossible support event with a different set of stimuli, where a box moved off of its supportive base and released mid-air does not fall.

Note that although objects may be physically stable, they may not appear to be stable. Perceived stability can use information from multiple modalities, such as visual and haptic shape information, to generate a unitary estimate of an object’s stability. Each modality contributes information that allows the perceptual system to generate a cue-combined estimate of the COM location and the object’s stability. Vision (see previous section), active touch (Carello, Fitzpatrick, Domaniewicz, Chan, & Turvey, 1992; Lederman, Ganeshan, & Ellis, 1996), and the vestibular system (Barnett-Cowan,
There is some evidence that the visual system uses the shape of an object to judge whether and, if so, in which direction it will fall. Samuel and Kerzel (2011) used a two-alternative forced choice paradigm, where observers were required to respond whether a 2D polygonal object supported on a vertex would fall to the left or to the right (see Fig. 1.16). Samuel and Kerzel (2011) found that observers used different shape heuristics when making judgments about whether the shape would fall to the left or the right. Observers’ judgments were overly influenced by the eccentricity of the top part. For example, if the top part was highly eccentric to the right, observers were biased to say that the object would fall on the right, even though physically it would to the left (see Fig. 1.16a for example shapes at their unstable equilibrium).

In addition, in a second experiment, where subjects had to judge whether objects would fall or stay upright, observers in the Samuel and Kerzel (2011) study misjudged the stability of asymmetric 2D objects (see Fig. 1.16b) to be less perceptually stable.
than they physically were. The observers’ responses exhibited a conservative, or anticipatory, bias – a bias in the direction of perceiving an object to be unstable, even though physically it would maintain its upright posture. This bias was reduced after the observers were given specific instructions about the physical definition of stability. However, some conservative bias remained for these 2D shapes, so Samuel and Kerzel (2011) concluded that observers made their stability judgments about whether or not they would fall “on the safe side.”

1.4 Research Questions

The visual system has evolved to evaluate physical attributes very efficiently from limited information. Although its estimates often provide useful information about scenes, it cannot necessarily have a complete representation encompassing every parameter of the objects therein and therefore it must make simplifying assumptions when evaluating scene dynamics. For example, although one may have an accurate representation of an object’s shape based upon its visual attributes at one point in time, it is impossible to accurately judge its weight or mass distribution without physically interacting with it or watching it interact with other objects. Even then – when one has developed a dynamic representation of the object and the scene parameters – these representations are lossy and can lose precision over time, leading to decreased precision when inferring the object’s future state.

Because an object’s shape and distribution of mass density ultimately determine its physical COM, physical critical angle, and stability, our estimates should be as close to the physical parameters as possible in order to accurately evaluate scene dynamics. But do people use physical information correctly when making a judgment about the object’s stability and how forces (e.g., gravity) will affect its state in the future?

As reviewed above, previous work suggests that people use some, but not all, of this information when inferring an object’s future state. And, as described in the preceding sections, individuals fail to accurately infer forces acting upon an object in some situations, leading to misjudged scene dynamics and inaccurate physical predictions.
When people determine whether an unstable object is going to fall or not, they often appear to use strategies that produce judgments that can conflict with the physical prediction (fall or return to upright). The perception of stability and support relations should use the object’s perceived COM – which has been shown to be close to the physical COM – when estimating the object’s critical angle. Determining the computational strategies that the visual system actually uses in estimating object stability remains an interesting question that this research project intends to address. Although our visual system can evaluate many aspects of the physical world with a large degree of precision, it does not always use a model of physics.

This research investigates the perception of stability and addresses whether people use a perceptual model of physics and inferred forces that concurs with the physical world when making judgments about object stability. There are a number of unanswered questions about how people use shape representation when judging the stability of an object, so in this research project, I will address some of the ways that we judge physical attributes of objects and address in the following chapters (Chapters 2, 3, and 4, respectively):

1. How do visual estimates of stability compare to physical predictions? Can observers track the influence of specific shape manipulations on object stability?

2. Can observers match stability across objects with different shapes? How is the overall stability of an object estimated?

3. Are visual estimates of object stability subject to adaptation effects? Is stability a perceptual variable?
Chapter 2

Perception of physical stability of 3D objects: The role of aspect ratio and parts

2.1 Introduction

Research on visual perception focuses primarily on the representation of overtly visible surface properties, e.g., color, texture, orientation, curvature etc. In addition to estimating such properties—i.e., representing what the objects in view are, and where they are located (e.g., Marr, 1982)—an important goal of the visual system is to predict how visible objects are likely to behave in the near future. Predicting the physical behavior of objects is, among other things, crucial for the perceptual guidance of motor actions. Consider, for example, the visual guidance of motor actions aimed at intercepting an object in motion, or at catching a precariously placed object that is about to fall. Predicting the physical behavior of objects in these, and other, situations requires observers to infer hidden forces acting on objects, e.g., gravity, support, friction, etc.—and often to do so from vision alone.

Research on intuitive physics has shown that people often hold erroneous physical intuitions. For example, many people expect that a ball being swung at the end of a string will, if the string breaks, fly off along a curved trajectory; or that an object dropped from a flying airplane will fall vertically straight down (e.g., McCloskey et al., 1980). On the other hand, our visuo-motor interactions with objects in everyday life suggest that we usually have a good comprehension of physical attributes such as gravity, friction, and support relations. Indeed, subsequent research has shown that people are much more sensitive to violations of physical laws when they view real-time dynamic displays, rather than when explicitly asked about their intuitions (Kaiser et
In visuo-motor interactions involving catching a falling ball, for instance, McIntyre et al. (2001) have shown that, in timing their hand movements, observers take into account acceleration due to gravity in a manner that is consistent with Newton’s laws of motion.

Even more impressive than perceptual predictions involving moving objects, perhaps, are cases where observers can infer the action of underlying forces from a static scene or image. Infants as young as 6.5 months implicitly understand the action of gravity, for example, and expect that objects that are not supported will fall down (Baillargeon et al., 1992). By 8 months they can also judge, to some extent, whether a simple (cuboidal) object is inadequately supported (Baillargeon & Hanco-Summers, 1990; Baillargeon et al., 1992). Such judgments about how an object is likely to behave can have important implications for judgments involving physical objects. In experiments with adult human observers, Freyd et al. (1988) found that when subjects were shown a static image of an unsupported object (that was previously shown to be supported), their memory of its vertical position was systematically distorted in the lower direction (i.e., consistent with how the depicted object would behave if its support were in fact physically removed). Based on this and other evidence, the authors argued that the representation of static scenes includes not only a kinematic component, but a dynamic one as well—in other words, a representation of underlying forces.

An ecologically important judgment that relies on the implicit inference of underlying forces is the perceptual estimation of the physical stability of an object. Fig. 2.1 shows the same object tilted through different angles from its vertical upright position. We can judge in a quick glance that in Fig. 2.1a the object is likely to return to its vertically upright position, whereas in Fig. 2.1b it will probably fall over. These expectations make physical sense. All forces acting on an object in a uniform gravitational field can be summarized by a single net force that acts on its COM. Hence when the gravity-projected COM lies within the supporting “base” surface (as in Fig. 2.1a), the

---

1 This is especially true for physical problems where each object can essentially be treated as a point mass located at its center of mass COM, and is correctly treated by observers as such (Proffitt & Gilden, 1989).
net torque acting on the object causes it to return to its upright position. However, with a large enough tilt—once the gravity-project COM lies outside the support area (as in Fig. 2.1b)—the object topples over. In everyday situations, rapid judgments such as these allow us to plan appropriate motor movements designed to, say, prevent an object from falling, or perhaps moving quickly out of the way. How good are observers at making such judgments?

In recent work, Samuel and Kerzel (2011) examined the perceptual estimation of balance of planar polygonal objects (see Fig. 2.2). In one experiment, objects consisted of two polygonal parts, and the object rested on one of its vertices (see Fig. 2.2a). Subjects adjusted the orientation of the object until it was perceived to be equally likely to fall to the right or to the left—which, physically speaking, requires that its center of mass (COM) be vertically aligned with its the supporting vertex. Their results showed although subjects could perform this task, they were overly influenced by the eccentricity of the top part of the object (i.e., its lateral shift relative to the lower, larger part), which led to some errors in their judgments. In a second experiment, Samuel and Kerzel used polygonal objects sitting on a supporting edge, with varying degrees of equilibrium states (Fig. 2.2b)—which they defined in terms of where the COM of the object was located relative to the supporting edge (and measured in normalized...
base-length units—as a ratio of the length of the supporting edge). Physically, an object stays upright as long as the gravity-projected COM falls within the supporting edge. Subjects indicated whether a given object (shown resting on the supporting edge) would stay upright, fall to the left, or fall to the right. Their responses exhibited a conservative (or anticipatory) bias—i.e., a bias in the direction of perceiving an object to be unstable, even though physically it would maintain its upright posture. This bias was reduced after the subjects were given specific instructions about the physical definition of stability—and specifically, the importance of the relationship between the COM and the supporting edge. Some bias remained, nevertheless, even after taking into account subjects’ own perceptual estimates of the objects’ COM. The authors proposed that subjects’ responses may be guided by a tendency to stay “on the safe side.”

In the current paper, we investigate the perceptual estimation of physical stability of three-dimensional objects. Consider the two objects depicted in Fig. 2.3: Human observers can readily judge from vision alone that the object shown in Fig. 2.3a is in all likelihood more physically stable than the one in Fig. 2.3b. In other words, we naturally expect that the object in Fig. 2.3a would be more resistant to the action of perturbing forces.

A natural way to quantify the above difference in physical stability is in terms of
the “critical angle,” i.e., the angle through which an object in a given state of stable equilibrium can be tilted before it will topple over. With a small tilt angle, the net torque acting on the object’s COM causes it to return to its upright position (see Fig. 2.4a). However, with a large enough tilt—once the gravity-project COM lies outside the support area (as in Fig. 2.4c) – the object topples over. The boundary between these two regimes is the critical angle of tilt (see Fig. 2.4b). The critical angle thus corresponds to a state of unstable equilibrium in which the object is equally likely to fall over versus return to its upright position. As can be seen in Fig. 2.4b, the critical angle is a function of both the width of the object’s base as well as the height of its COM. Physically speaking, then, the object in Fig. 2.3a is more stable because it has a larger critical angle than the one in Fig. 2.3b.

The current study investigates the visual estimation of physical stability of 3D objects, and its dependence on simple shape attributes. We begin with simple conical frustums in Experiment 1, i.e., upright truncated cones, and then consider conical frustums with an attached part. Our experiments measure observers’ perceived critical angles, and compare these against the corresponding physical critical angles. This approach to measuring perceived stability has been successfully employed in recent work to show how subjects’ estimates of object stability are influenced by visual as well as
Figure 2.4: Coffee cup with COMs – represented by the blue circle and blue line representing gravity vector – vertically above the base (green) (a), directly over the contact point when the object is at its critical angle (b), and outside the base (c).

vestibular and kinesthetic cues to gravity, when the subjects lie on their sides while judging the physical stability of objects (Barnett-Cowan et al., 2011).

It is clear from the above analysis that the physical notion of stability involves an object’s COM in a fundamental way. Previous research has shown that observers use the COM to visually localize a shape—both in perceptual tasks, such as estimating the separation between two dot clusters (Morgan et al., 1990), as well as for saccadic localization (Vishwanath & Kowler, 2003, 2004). Some systematic errors in perceptual estimation of the COM have also been reported in specific contexts, however (Baud-Bovy & Soechting, 2001; Baud-Bovy & Gentaz, 2004; Bingham & Muchisky, 1993). Thus, if the estimation of perceived critical angle is found to deviate from the corresponding physical prediction, one must consider the possibility that perhaps a perceptual mislocalization of the COM is at least in part responsible. In Experiment 1B, we therefore include a task involving the perceptual location of COM for the same set of shapes.

The objects used here are three-dimensional. Research on the visual perception of 3D shape has often focused on the estimation of local geometric properties, such as surface orientation or curvature (Koenderink, 1998; Koenderink, van Doorn, & Kappers,

---

2 The term Center of Gravity (COG) is commonly used in this literature. For all practical purposes, the concepts of COG and COM are identical. Physically speaking, the two become distinguishable only in situations where the gravitational field is non-uniform.
Visually estimating the physical stability of a 3D object is, by contrast, a global judgment that requires observers to integrate information across the entire shape. This task thus offers an opportunity to examine how the visual system organizes and integrates local information across a 3D shape. We explore this issue in Experiment 2 using two-part shapes that contain a large conical frustum with a smaller part attached to the side. Such two-part objects provide an interesting context where information must be integrated across two different parts to arrive at a single global estimate (e.g., Cohen & Singh, 2006; Denisova et al., 2006).

2.2 Experiment 1A: Perception of Object Stability

Experiment 1 examined the perception of physical stability of conical-frustum objects (Experiment 1A) as well as their perceived COMs (Experiment 1B). Experiment 1A used a critical-angle task to measure perceived physical stability of these objects, while manipulating their aspect ratio and overall volume. The first variable provides a simple manipulation of their shape, whereas the second allows us to test for size invariance—whether, consistent with physical predictions, visual estimates of object stability are a function of intrinsic shape. Experiment 1B examined the visual estimation of the center of mass on the same set of objects by the same group of observers. Although the physical definition of object stability involves the COM in a fundamental way, a natural question is whether observers’ perceptual estimates are consistent with the physically correct strategy. The combination of the two experimental tasks allows us to address this question: We can, for example, examine whether any misperception in the physical stability of an object (Exp. 1A) can be explained in terms of a corresponding misperception its COM (Exp. 1B).

Physical stability depends on the mass distribution within an object, which is a function of (i) the object’s shape, and (ii) variations in the object’s density. It is reasonable to suppose that, in the absence of any information to the contrary, observers make the default assumption of uniform density. In that case, the critical angle is fully determined by the object’s 3D shape.
2.2.1 Methods

Observers

Fifteen observers at Rutgers University participated in the experiment. All were naïve as to the purpose of the experiment, and received course credit for their participation.

Apparatus

Stimuli were displayed on a Sony Trinitron 20 inch CRT with a 1024 × 768 pixel resolution at a refresh rate of 120 Hz. Observers were comfortably seated with a chin-rest supporting their head 80 cm from the screen. The experiment was programmed in MATLAB using the Psychtoolbox libraries (Brainard, 1997; Pelli, 1997; Kleiner, Brainard, & Pelli, 2007), including the Matlab OpenGL (MOGL) toolbox for 3D presentation. The rendered scenes were presented stereoscopically using CrystalEyes LCD shutter glasses and E-2 IR emitter by StereoGraphics.

Stimuli and Design

Stimuli were rendered three-dimensional scenes containing a table surface, with a single object placed near its left edge (see Fig. 2.5 for an example scene). Each object was an upright conical frustum, rendered with a wood-grain texture to mimic the visual appearance of a solid block of wood. It could take one of four aspect ratios (Height/Base Diameter): 1, 1.5, 2, and 2.5. Aspect ratio was manipulated in such a way that the overall volume of the frustums was preserved (see Fig. 2.6). The four aspect ratios were repeated with two different volumes that differed by a factor of 2. The heights of the frustums ranged from 4.12 DVA for the shortest frustum with volume = 1 to 11.42 DVA for the tallest with volume = 2. The taper angle of the conical frustums was fixed at 82°.

The experiment was tested using a 4 × 2 factorial design, with aspect ratio and volume as the independent variables (see Fig. 2.6). Each observer made 14 adjustments of critical angle for each combination of aspect ratio and volume, for a total of 112 adjustments. The initial tilt of the object, at the start of each trial, was 0° (vertically
upright) on half the trials, and 90° (horizontal, rotated in the direction of the precipitous edge) on the other half.

The method of adjustment was used to estimate observers’ perceived critical angle for each object. At the start of each trial, the object near the edge of the table was oriented either vertically or horizontally. Observers used the left and right arrow keys to adjust its angle of tilt. The rotation of the object occurred about the point on its supporting base that was closest to the edge of the table (see Fig. 2.5 for an example of a tilted object).

Observers were instructed to adjust the tilt of the object until it was perceived to be equally likely to fall off the table versus return to its vertical upright position. Pressing and holding the Shift key while pressing the left or right arrows allowed observers to adjust the tilt angle at a faster rate (2°/press instead of 0.2°/press). Releasing the Shift key was useful in making finer adjustments once they were close to the desired angle of tilt.
Figure 2.6: Cropped examples for Exp. 1A showing the four aspect ratios of the conical frustums (1, 1.5, 2, and 2.5) and the two volumes (1 and 2). Note that the 3D volumes were equated.

2.2.2 Results

Because we were using observers from an undergraduate subject pool in an adjustment task, we established a criterion to exclude observers with highly noisy data—namely, that the overall SD of their settings (averaged using RMS across all conditions) should not exceed $10^\circ$. Data from two observers were excluded based on this criterion. Fig. 2.7 shows the group data across the remaining 13 observers: average critical angle settings are plotted as a function of frustum aspect ratio, for the two volumes and two initial tilt angles. The black dotted curve shows the physical predictions for the critical angle. Overall observers are quite good at estimating the critical angle for the conical frustums. However, on average the critical angle—and hence object stability—tends to be somewhat underestimated for small aspect ratios (short-and-wide shapes) and overestimated for large aspect ratios (long-and-narrow shapes).

A repeated-measures ANOVA revealed a highly significant effect of aspect ratio, $F(3, 36) = 50.89, p < 10^{-12}$. All 13 observers exhibited a significant influence of aspect ratio in their individual data. A small but statistically reliable effect of initial tilt angle

\[^{4}\text{We confirmed, however, that including the data from these two observers does not alter any of our conclusions.}\]
Figure 2.7: Average performance across all observers as an effect of aspect ratio (x-axis), volume (red lines are 1, blue lines are 2), and initial tilt angle (0° are solid, 90° are dashed). The physical critical angle is the black dotted line, plotted as a function of the aspect ratio. Note that for the lowest aspect ratio, observers underestimated the stability, while for the highest aspect ratios, they overestimated the stability.

was also seen in the group data, $F(1,12) = 7.36, p < .05$. (Only 1 of the 13 observers, S10, exhibited an average difference of more than 5 degrees). Finally, observers’ settings showed no reliable dependence on the overall volume of the conical frustum, $F(1,12) = 1.48, p > .2$. This lack of dependence on volume was evident both in the group data, as well as in individual observers’ data (see Fig. 2.8). This suggests that the perception of object stability is unaffected by the overall size of the object and—consistent with the physical definition of critical angle—is a function of its intrinsic shape only. There was no systematic effect of the shape manipulation on participant sensitivity to the critical angle as a function of aspect ratio (see Table 2.1 for within-subject variability).

We next wished to model observers’ settings of object stability as a function of object shape (here, aspect ratio). Fig. 2.9 plots the individual data for the 13 observers—averaged over the two levels of volume and initial angle—as well as the group mean. An examination of the individual observer data suggests that the group pattern of underestimating stability for small aspect ratios and overestimating it for large aspect ratios may be the result of two factors: (a) the tendency of different observers to either somewhat overestimate or underestimate object stability – but with no consistent bias
observers; and (b) the fact that most observers’ data curves exhibit a shallower slope than the physical prediction curve (i.e., a smaller dependency on aspect ratio than physically predicted).

In order to quantify these differences across observers, we fit a model to each individual observer’s data, of the form:

\[
y = \beta_0 + \beta_1 F(x), \tag{2.1}
\]

where \(x = \text{aspect ratio}, \ y = \text{perceived critical angle}, \ \beta_0 \text{ and } \beta_1 \text{ are free parameters, and } F(x) \text{ is the function that specifies the physical critical angle for each possible aspect ratio—i.e., the function plotted in the dotted black curves in Figs. 2.7, 2.8, & 2.9.}^5

The fits of this model thus capture two ways in which individual observers’ settings can deviate from the physical predictions. The curves in Fig. 2.9 show the fits to each observer’s data. Based on these fits, we summarize each observer’s stability settings in

---

5The functional form of the physical critical angle curve (in radians) for conical frustums with taper angles of 82° is as follows:

\[
F(x) = \tan^{-1} \left( \frac{3-6x\cot(82^\circ)+4x^2\cot(82^\circ)}{2\left(3-8x\cot(82^\circ)+6x^2\cot(82^\circ)\right)} \right).
\]
Table 2.1: Within-subject variability (standard deviation in degrees) for each observer as a function of aspect ratio, collapsed across volume and initial angle. Note that there is no systematic increase or decrease in the standard deviations as a function of the aspect ratio.

<table>
<thead>
<tr>
<th>Observer</th>
<th>$AR = 2:2$</th>
<th>$AR = 3:2$</th>
<th>$AR = 4:2$</th>
<th>$AR = 5:2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.211</td>
<td>3.153</td>
<td>5.143</td>
<td>3.234</td>
</tr>
<tr>
<td>2</td>
<td>3.723</td>
<td>4.969</td>
<td>7.622</td>
<td>5.270</td>
</tr>
<tr>
<td>3</td>
<td>3.333</td>
<td>3.720</td>
<td>3.425</td>
<td>5.162</td>
</tr>
<tr>
<td>4</td>
<td>2.553</td>
<td>2.250</td>
<td>3.098</td>
<td>3.151</td>
</tr>
<tr>
<td>5</td>
<td>4.877</td>
<td>5.015</td>
<td>5.035</td>
<td>4.829</td>
</tr>
<tr>
<td>6</td>
<td>4.443</td>
<td>4.505</td>
<td>4.537</td>
<td>4.913</td>
</tr>
<tr>
<td>7</td>
<td>4.422</td>
<td>3.380</td>
<td>3.298</td>
<td>3.745</td>
</tr>
<tr>
<td>8</td>
<td>2.615</td>
<td>2.934</td>
<td>3.513</td>
<td>2.183</td>
</tr>
<tr>
<td>9</td>
<td>2.350</td>
<td>3.456</td>
<td>2.669</td>
<td>2.518</td>
</tr>
<tr>
<td>10</td>
<td>4.155</td>
<td>6.031</td>
<td>7.446</td>
<td>7.029</td>
</tr>
<tr>
<td>11</td>
<td>5.430</td>
<td>6.120</td>
<td>5.647</td>
<td>5.535</td>
</tr>
<tr>
<td>12</td>
<td>3.772</td>
<td>3.146</td>
<td>2.541</td>
<td>3.276</td>
</tr>
<tr>
<td>13</td>
<td>5.717</td>
<td>5.178</td>
<td>4.786</td>
<td>7.195</td>
</tr>
<tr>
<td>All</td>
<td>3.963</td>
<td>4.145</td>
<td>4.502</td>
<td>4.454</td>
</tr>
</tbody>
</table>

terms of two variables of interest:

(a) Overall bias, $B$, or the overall degree of underestimation or overestimation in physical stability (i.e., a conservative or liberal bias). We measure bias in terms of the signed difference between the fitted model to an observer’s data and the corresponding physical prediction, summed over the four levels of aspect ratio.

$$B = \sum_{i=1}^{4} [\hat{y}(x_i) - F(x_i)]$$  \hspace{1cm} (2.2)

(b) Compression, $C$, or the influence of aspect ratio on perceived critical angle relative to the corresponding influence of aspect ratio on the physical critical angle. This is simply the fitted parameter $\beta_1$ (hence $C = \beta_1$). When $\beta_1 > 1$, an observer’s stability settings are more influenced by aspect ratio than is physical stability. When $\beta_1 < 1$, an observer’s stability settings are less influenced by aspect ratio than is physical stability.

Fig. 2.10 summarizes each individual observer’s data as a point within the 2D space defined by these two variables. Two trends are evident in this plot: First, although
individual observers exhibit different biases, observers who overestimate stability (positive bias) and those who underestimate stability (negative bias) are roughly balanced. In other words, we see no systematic tendency to underestimate stability in this experiment (i.e., no systematic conservative or anticipatory bias), as was observed in the Samuel and Kerzel (2011) study. Second, the compression parameter $C$ is consistently smaller than 1 – for all but one of the 13 observers – indicating that most observers’ critical angle settings are less influenced by aspect ratio than are the corresponding physical predictions. This “compression” can also be seen in the individual data plots in Fig. 2.9, in that most observers’ data curves are shallower in slope than the physical prediction curve.

2.2.3 Discussion

In Exp. 1A, we found that object stability – measured by critical angle – was, on average, underestimated for short-and-wide shapes with lower aspect ratios and overestimated for tall-and-narrow shapes with higher aspect ratios. There was an effect of aspect ratio, meaning that as the aspect ratio increased, observers changed their settings to reflect the change in the physical stability. There was no effect of the volume manipulation on the perceived critical angle, suggesting size/volume invariance. This invariance is
Figure 2.10: Graph illustrating observers’ judgments relative to the physical predictions. Overall bias (B) is a measure of a observer’s over/underestimation bias, while compression (C) is a measure of the influence of the aspect ratio on judgments. Each red dot represents a single observer (labeled with their ID number). Note that there is no consistent overestimation or underestimation bias across observers and that the observers’ responses – as an effect of aspect ratio – were compressed relative to the physical prediction (the majority are < 1.

consistent with the prediction that critical angle judgments should be dependent upon geometric relations between the COM and the supporting base of the object, that stay constant as the volume is increased.

As the individual observers’ results illustrated (Fig. 2.9 & Fig. 2.10), some observers had over and underestimation biases, but there was no consistent bias across all observers. In addition, the compression in the observers’ responses illustrated that although there was an effect of aspect ratio on their critical angle judgments, the effect was not as large as the physical prediction for the majority of the observers.

2.3 Experiment 1B: Perception of Center of Mass

The pattern of settings in the visual estimation of object stability in Exp. 1A can be summarized as follows: (a) we see no systematic tendency across observers to overestimate or underestimate physical stability; and (b) observers’ settings of object stability are consistently influenced to a lesser extent by aspect ratio than the corresponding
physical predictions. As noted above, previous empirical work on the visual estimation of COM has pointed to various biases in the visual estimation of COM (Baud-Bovy & Soechting, 2001; Baud-Bovy & Gentaz, 2004; Bingham & Muchisky, 1993). A natural question, therefore, is whether the observed pattern of biases in the estimation object stability reflects a corresponding misperception of the objects’ COM. Specifically: (1) are perceptual COM estimates also less influenced by aspect ratio than are physical COMs? and (2) do individual observers who tend to underestimate object stability when judging the critical angle correspondingly perceive the COM of the frustum objects to be higher than it actually is (and vice versa)? Experiment 1B addresses these questions by obtaining visual estimates of COM on the same set of 3D objects from the same group of observers.

2.3.1 Methods

Observers

The same group of observers participated as in Experiment 1A.

Apparatus

The apparatus was the same as Experiment 1A.

Stimuli and Design

Observers participated in Exp. 1B after completing Exp. 1A and taking a short break. The method of adjustment was used to estimate their perceived COM for the same set of conical frustum shapes used in Experiment 1A. However, unlike the opaque surfaces in Exp. 1A, the conical frustums in Exp. 1B were rendered with a transparent surface through which the axis of symmetry of the frustum was visible – shown as a solid gray line (see Fig. 2.11). Along this line, the vertical height of a small red dot (technically, a sphere in the 3D rendered scene) could be adjusted by the observer.

The experiment was conducted using a $4 \times 2$ factorial design, with aspect ratio and volume as the independent variables and the same levels as in Experiment 1A. Each
Figure 2.11: Cropped examples for Exp. 1B showing the four aspect ratios of the conical frustums (1, 1.5, 2, and 2.5) and the two volumes (1 and 2). Note that the 3D volumes were equated. In addition, the observer’s COM judgment (red sphere inside object) was constrained to the vertical axis of symmetry (solid gray line).

observer made 10 adjustments of COM height for each combination of aspect ratio and volume, for a total of 80 trials. The initial location of the probe dot, at the start of each trial, was at the top of the object on half the trials, and at the bottom on the other half.

In the instructions to the observers, the concept of the COM of the object was explained by describing a serving tray, and noting the existence of a central point where the tray could be balanced on a single finger. Observers generally found this concept quite intuitive. They were then instructed that their task was to similarly localize the center or balance point of three-dimensional objects.

To make their COM setting, observers used the up and down arrow keys to adjust its vertical position along the axis of symmetry. They were instructed to adjust the height of the probe dot to localize the perceived COM of the object. As in Experiment 1A, pressing the Shift key allowed them to make faster adjustments, so observers were instructed to take advantage of the faster adjustment to get a coarse estimate of the COM, and then to release the Shift key to make a finer, final adjustment.
Figure 2.12: Average COM judgments across all observers as an effect of aspect ratio (x-axis), volume (red lines are 1, blue lines are 2), and initial COM start location (solid lines are estimates that began at the bottom of the object, dashed are estimates that began at the top). The physical COM locations for the two volumes are the dotted lines (red lines are volume = 1, blue lines are volume = 2), plotted as a function of the aspect ratio. Note that for the lowest aspect ratios, observers underestimated the COM height, while for the highest aspect ratio, they overestimated the COM height.

2.3.2 Results

Since our goal is to examine the degree of mutual consistency between settings of object stability and settings of COM, we only include data from the 13 observers whose stability data were reported in Experiment 1A. Fig. 2.12 shows the group data across the 13 observers: the average COM height settings are plotted as a function of frustum aspect ratio, for the two volumes and two initial probe locations. The two dashed curves show the physical predictions of the COM height for the two different volumes. (The COM heights are of course not invariant to the size of the object.) Although the deviations from the physical COM predicts are not large, for most aspect ratios, observers tend to exhibit an overall tendency to underestimate the height of the COM (i.e., to perceive the COMs as being located slightly lower within the frustums than they actually are).

---

\[ \text{We note, moreover, that the same two observers who were excluded from the Exp. 1A analysis also produced very noisy data in the COM task as well.} \]
A repeated-measures ANOVA on the group data revealed a highly significant effect of aspect ratio, $F(3, 36) = 275.7, p < 10^{-20}$. All 13 observers exhibited a highly significant influence of aspect ratio in their individual data (see Fig. 2.13). Similarly, there was a highly significant influence of volume on observers’ COM settings, $F(1, 12) = 235.5, p < 10^{-8}$, with all observers exhibiting a significant influence in their individual data. The effect of the initial location of the probe dot was not significant, $F(1, 12) = 2.54, p > .1$. None of the interactions were significant and there was no systematic effect of the shape manipulation on participant sensitivity to the critical angle as a function of aspect ratio (see Table 2.2 for within-subject variability).

In order to compare observers’ COM settings to their estimates of object stability from Experiment 1A, we convert their observed COM settings into the critical angles they would generate, were the observers using these COM estimates in the physically correct manner to estimate the critical angles. This transformation allows for the direct comparison of the results from the two experiments to determine if observers are using the COM in a physically-consistent manner when judging the object’s critical angle. These “implied critical angles” can simply be calculated using the radius of the object’s
observers to use their perceptually estimated COMs in the physically correct way to implies an overestimation of its critical angle; recall Fig. 2.3). In other words, were critical angle. (By definition, an underestimation an object’s COM height automatically exhibit, for all aspect ratios but the highest, a systematic tendency to overestimate the performance is plotted in Fig. 2.15. (In these plots, there is only one prediction curve because the physical critical angles are invariant to object size. Consistent with this prediction, a repeated-measures ANOVA on these transformed data revealed that there was no longer a main effect of volume, \( F(1, 12) = 2.02, p > .1 \).)

As expected, the group COM data replotted in terms of implied critical angle now exhibit, for all aspect ratios but the highest, a systematic tendency to overestimate the critical angle. (By definition, an underestimation an object’s COM height automatically implies an overestimation of its critical angle; recall Fig. 2.3). In other words, were observers to use their perceptually estimated COMs in the physically correct way to

\[ \Theta_{CA} = \arctan \left( \frac{R_{\text{base}}}{h_{\text{COM}}} \right) \times \frac{180}{\pi} \]  

(2.3)

The group data for these implied critical angles are plotted in Fig. 2.14. Individual performance is plotted in Fig. 2.15. (In these plots, there is only one prediction curve because the physical critical angles are invariant to object size. Consistent with this prediction, a repeated-measures ANOVA on these transformed data revealed that there was no longer a main effect of volume, \( F(1, 12) = 2.02, p > .1 \).)

As expected, the group COM data replotted in terms of implied critical angle now exhibit, for all aspect ratios but the highest, a systematic tendency to overestimate the critical angle. (By definition, an underestimation an object’s COM height automatically implies an overestimation of its critical angle; recall Fig. 2.3). In other words, were observers to use their perceptually estimated COMs in the physically correct way to

\[ R_{\text{base}}(AR, V) = \left( \frac{2}{3} \right)^{1/3} \left( \frac{1}{V^{1/3}} \left( 3AR\pi - 6AR^2 \tan(\frac{82}{\pi}) + 4AR^3 \pi \tan(\frac{82}{\pi}) \right)^{1/3} \right) \]

Plugging this into Eq. 2.3, the implied critical angle (in degrees) for an observer’s response \( h_{\text{COM}} \) is:

\[ CA_i(AR, V, h_{\text{COM}}) = \tan^{-1} \left( \frac{h_{\text{COM}} \frac{2}{3} \left( \frac{1}{V^{1/3}} \left( 3AR\pi - 6AR^2 \tan(\frac{82}{\pi}) + 4AR^3 \pi \tan(\frac{82}{\pi}) \right)^{1/3} \right)}{h_{\text{COM}} \frac{2}{3} \left( \frac{1}{V^{1/3}} \left( 3AR\pi - 6AR^2 \tan(\frac{82}{\pi}) + 4AR^3 \pi \tan(\frac{82}{\pi}) \right)^{1/3} \right)} \right) \times \frac{\pi}{180} \]

Table 2.2: Within-subject variability (standard deviation of COM height) for each observer as a function of aspect ratio and volume, collapsed across initial height.

<table>
<thead>
<tr>
<th>Observer</th>
<th>( AR = 2 : 2 )</th>
<th>( AR = 3 : 2 )</th>
<th>( AR = 4 : 2 )</th>
<th>( AR = 5 : 2 )</th>
<th>( AR = 2 : 2 )</th>
<th>( AR = 3 : 2 )</th>
<th>( AR = 4 : 2 )</th>
<th>( AR = 5 : 2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>V = 1</td>
<td>0.0520</td>
<td>0.1475</td>
<td>0.1479</td>
<td>0.1199</td>
<td>0.0865</td>
<td>0.0619</td>
<td>0.1870</td>
<td>0.1258</td>
</tr>
<tr>
<td>V = 2</td>
<td>0.0451</td>
<td>0.0448</td>
<td>0.0524</td>
<td>0.0572</td>
<td>0.0408</td>
<td>0.0577</td>
<td>0.0841</td>
<td>0.1346</td>
</tr>
<tr>
<td>V = 3</td>
<td>0.0266</td>
<td>0.0346</td>
<td>0.0694</td>
<td>0.0678</td>
<td>0.0251</td>
<td>0.0474</td>
<td>0.0413</td>
<td>0.0945</td>
</tr>
<tr>
<td>V = 4</td>
<td>0.0379</td>
<td>0.0375</td>
<td>0.0939</td>
<td>0.1105</td>
<td>0.0447</td>
<td>0.0627</td>
<td>0.2179</td>
<td>0.1923</td>
</tr>
<tr>
<td>V = 5</td>
<td>0.0600</td>
<td>0.0657</td>
<td>0.1137</td>
<td>0.0981</td>
<td>0.1008</td>
<td>0.0985</td>
<td>0.1008</td>
<td>0.0985</td>
</tr>
<tr>
<td>V = 6</td>
<td>0.0905</td>
<td>0.0907</td>
<td>0.0420</td>
<td>0.0463</td>
<td>0.0978</td>
<td>0.0415</td>
<td>0.0869</td>
<td>0.0880</td>
</tr>
<tr>
<td>V = 7</td>
<td>0.0218</td>
<td>0.0589</td>
<td>0.0777</td>
<td>0.1066</td>
<td>0.0287</td>
<td>0.0603</td>
<td>0.0947</td>
<td>0.0968</td>
</tr>
<tr>
<td>V = 8</td>
<td>0.0390</td>
<td>0.0462</td>
<td>0.0383</td>
<td>0.0590</td>
<td>0.0419</td>
<td>0.0717</td>
<td>0.0589</td>
<td>0.0987</td>
</tr>
<tr>
<td>V = 9</td>
<td>0.0401</td>
<td>0.0498</td>
<td>0.0853</td>
<td>0.0735</td>
<td>0.0441</td>
<td>0.0671</td>
<td>0.0856</td>
<td>0.0641</td>
</tr>
<tr>
<td>V = 10</td>
<td>0.0459</td>
<td>0.0443</td>
<td>0.0873</td>
<td>0.0740</td>
<td>0.0330</td>
<td>0.0712</td>
<td>0.0924</td>
<td>0.0779</td>
</tr>
<tr>
<td>V = 11</td>
<td>0.0506</td>
<td>0.0456</td>
<td>0.1024</td>
<td>0.0199</td>
<td>0.0407</td>
<td>0.0376</td>
<td>0.0493</td>
<td>0.0877</td>
</tr>
<tr>
<td>V = 12</td>
<td>0.0257</td>
<td>0.0443</td>
<td>0.0563</td>
<td>0.0819</td>
<td>0.0470</td>
<td>0.0711</td>
<td>0.0463</td>
<td>0.1000</td>
</tr>
<tr>
<td>All</td>
<td>0.0462</td>
<td>0.0665</td>
<td>0.0736</td>
<td>0.0772</td>
<td>0.0524</td>
<td>0.0588</td>
<td>0.0908</td>
<td>0.1028</td>
</tr>
</tbody>
</table>

\(^7\)Note that since the objects in these experiments have been constrained to have constant volume, the base radius \( R_{\text{base}} \) for a conical frustum with a taper angle of 82° is as follows:

\[ R_{\text{base}}(AR, V) = \left( \frac{2}{3} \right)^{1/3} V^{1/3} \left( 3AR\pi - 6AR^2 \tan(\frac{82}{\pi}) + 4AR^3 \pi \tan(\frac{82}{\pi}) \right)^{1/3} \]
Figure 2.14: Average COM judgments as implied critical angles plotted as a function of aspect ratio (x-axis), volume (red lines are 1, blue lines are 2), and initial COM start location (solid lines are estimates that began at the bottom of the object, dashed are estimates that began at the top). The physical critical angle is the black dotted line, plotted as a function of the aspect ratio.

Estimate the critical angle, their stability data from Exp. 1A should look like Fig. 2.14. How does this compare to the settings of critical angle they actually made in Experiment 1A? A comparison of the implied critical angles in Fig. 2.14 with observers’ settings of perceived critical angle in Fig. 2.7 suggests that the two are not mutually consistent. For instance, the underestimation of the perceived COMs seen in Fig. 2.13 implies that the critical angles for frustums with the smallest aspect ratio (short-and-wide shapes) should be systematically overestimated. But we see in Fig. 2.7 that observers’ critical angle settings for these frustums were actually underestimated. So the group data in the critical angle task seem not to be consistent with a strategy of deriving critical angles from perceived COMs.

We next examine the degree of consistency between the two sets of results at the level of individual observers. As in Experiment 1A, we summarize individual observers’ performance using the two parameters of compression (from Eq. 2.1) and bias (from Eq. 2.2) using the implied critical angles (see Eq. 2.3). Fig. 2.16 shows the fits of this model to individual observers’ implied critical angle data in Exp. 1B.
As before, we summarize each observer’s data in terms of two variables: compression and overall bias. The blue dots in Fig. 2.17 summarize each individual observer’s data as points within the 2D space defined by these two variables. A visual comparison with the corresponding data from Exp. 1A (red dots) indicates large differences between the two. First, in contrast to Exp. 1A where the compression parameter was consistently smaller than 1, in the COM experiment, this fitted parameter is larger than 1 for all 13 observers. Thus, in visually estimating the COM of conical frustums, observers’ settings were influenced to a greater extent than would be physically predicted by the aspect ratio of the frustums. Second, there is small overall bias in the positive direction (the overall bias is positive for 10 of the 13 observers). In other words, observers tended to underestimate the height of the COM, which in turn is consistent with an overestimation of the critical angle entailed by these COMs.

In Fig. 2.17, we compare the results of Exp. 1A and Exp. 1B. There was a large reduction in the bias parameter for the majority of observers (observers were more accurate) when they were asked to judge the objects’ COMs. Observers who tended to underestimate object stability when judging the critical angle also did not appear to perceive the COM of the frustum objects to be higher than it actually was (and
Figure 2.16: Individual observers’ implied critical angle performance, collapsed across initial COM height and volume. The solid lines represent the fitted models for each individual observer that were used to determine their bias and compression. The physical critical angle is the black dotted line, plotted as a function of the aspect ratio.

... versa), which is inconsistent with the critical angle results. Thus, the majority of observers were much closer to the physical prediction in the COM task than in the critical angle task.

Observers had no compression – in fact, all observers had an expansion of the influence of shape on their judgments, because the compression parameter was greater than 1. So, aspect ratio had a greater effect on their perceptual COM estimates than would be predicted by the physical COMs. This suggests that individuals were using different perceptual stability estimation strategies in the two tasks.

2.3.3 Discussion

In Exp. 1B, we found that the same observers from Exp. 1A, whose responses were compressed relative to the physical prediction and who exhibited no systematic bias, now had responses that were much closer to the physical prediction. For all 13 observers, the compression in their responses was greater than 1, indicating that they put a larger emphasis on the aspect ratio when making their COM judgments, than would be predicted physically. This is in contrast to their responses on the critical angle task, where the compression was less than 1.

In addition, the magnitude of bias was consistently smaller in Exp. 1B (i.e., accuracy
Figure 2.17: Compression and overall bias for model fits in Exp. 1A (red points) and Exp. 1B (blue points). The dashed lines connect the model fits for individual observers.

is better in the COM task than stability task) and the sign of bias is not balanced across all observers in Exp. 1B; unlike Exp. 1A, the bias tended to be more in the positive direction. However, is the sign of the bias generally preserved across the two tasks (i.e., do observers with positive bias in the implied critical angles from the COM task also tend to have positive bias in the critical angle settings)?

2.4 Experiment 2: The Role of Parts

One of the findings in Exp. 1 was that when the shape of an object is changed (such as the manipulation of aspect ratio), observers’ stability estimates also change, but not quite as much as would be physically predicted. (For stability judgments, the compression parameter was consistently smaller than 1.) In Experiment 2, we consider a different shape change, namely, the addition of a protruding part to a conical frustum.

Exp. 2 was designed to further investigate the importance of shape in this adjustment task and to study the influence of part structure on the perceived stability of shape. Adding parts to a shape will shift the object’s COM in the direction of the added part(s), thereby altering the object’s stability, but how well do observers use this additional information when judging stability?
2.4.1 Methods

Observers

Twelve observers at Rutgers University participated in the experiment. All were naïve as to the purpose of the experiment, and received course credit for their participation.

Apparatus

The apparatus was the same as Exp. 1A & 1B.

Stimuli and Design

Stimuli were presented in the same rendered scene as Exp. 1A & 1B. The primary manipulation was the addition of a part onto the object – defined using a bivariate Gaussian distribution. The object was positioned on the table so that the part could face towards the edge of the table or away – towards the center of the table (see Fig. 2.18). Therefore, we had three part conditions, a baseline “no part” condition and two conditions with the attached part: “part towards” and “part away”. The base shapes could have one of three aspect ratios (Height/Base Diameter): 1.5, 2, and 2.5. The conical frustum with an aspect ratio of 1 was not used because it was too short to accommodate the attached part. The taper angle of the conical frustums was fixed at 82°.

The method of adjustment was used to estimate observers’ perceived critical angle for each object. Observers used the left and right arrow keys to adjust its angle of tilt until the object was at its perceived critical angle. As in the other experiments, the rotation of the object occurred about the point on its supporting base that was closest to the edge of the table.

We used a 3 × 3 factorial design, with aspect ratio and part condition (“no part”, “part towards”, and “part away”) as the independent variables. Each observer made 20 adjustments of critical angle for each combination of aspect ratio and part condition, for a total of 180 adjustments. The initial tilt of the object, at the start of each trial, was 0° (vertically upright) on half the trials, and 90° (horizontal, rotated in the direction
2.4.2 Results

Observer performance for the part conditions was compared to the physical predictions for the different objects. Note that the physical predictions for the part conditions ("part towards" and "part away" from the edge) will be different from the "no part" condition because the presence of the part will shift the COM of the object towards the additional mass of the part. As shown in Fig. 2.19, the "no part" condition exhibits a similar performance trend as in Exp. 1A (underestimation of stability for lower aspect ratios and overestimation for higher aspect ratios). In addition, we see a shift in the perceived critical angles for conditions where a part is present, consistent with the physical predictions – that is, higher perceived stability when the part faces away from the edge and lower perceived stability when the part faces towards the edge. In addition, the higher aspect ratios exhibit a systematic overestimation, while the lower aspect ratios exhibit underestimation (consistent with the aspect ratio-based over and underestimation Exp. 1A).

\footnote{It should be noted that asymmetric objects, such as the frustum with part, have different critical angles in different directions. Here we are referring here to the objects’ stability in the direction in which they are being tilted, namely, directly towards the precipitous edge of the table.}

Figure 2.18: Cropped examples for Exp. 2 showing representative stimuli with no part (left), with the part facing towards the edge of the table (center), and with the part facing away from the edge of the table (right).
Figure 2.19: Group results for Exp. 2, illustrating the effects of aspect ratio, part condition (red = “no part”, green = “part towards”, and blue = “part away”), and initial tilt angle (solid = 0°, dashed = 90°). The dotted lines illustrate the physical critical angle curves for the respective part conditions.

As was the case in the previous experiments, there was individual variability, with some observers having an overestimation bias and others an underestimation bias (see Fig. 2.20). We fitted model curves to the observers’ critical angle settings – using the model fitting technique described in Exp. 1A – for the three part conditions and overlaid these curves on the observers’ data (see Fig. 2.21). The majority of the observers responded in the predicted manner, taking into account the presence of the part. Next we wished to compare the perceptual effect of the part to its physical effect on the objects’ stability.

To evaluate the extent to which observers take into account the presence of the part the presence of the part (regardless of any stability biases), we measured the relative influence of the part. First, we define the influence of a part to be the difference in critical angle between the “part away” and “part towards” conditions. We define the relative influence to be the ratio of perceptual influence to the physical influence of a part. If observers perfectly take into account the contribution of the part when judging perceived stability, then the relative influence for any given aspect ratio should be 1 (i.e., the magnitude of the perceptual influence is equal to the physical influence). If
there is perceptual down-weighting of the part, the relative influence should be less than 1 (an influence of 0 would mean that the presence of the part does not affect an observer’s stability settings at all). Alternatively, if the observer gives too much emphasis on the part when judging the overall stability of the object, then we would expect a relative influence greater than 1.

Fig. 2.22 shows the relative influence for each individual observer for the three aspect ratios. Seven of the thirteen observers consistently down-weighted the influence of the parts, three consistently over-emphasized the influence, and two wavered around the unity line. On average, there was a slight down-weighting of the influence of the presence of the part on perceived stability, consistent with a robust-statistics approach used to determine the influence of a potentially separate part on global estimation (Cohen & Singh, 2006; Denisova et al., 2006).

2.5 Conclusion

The experiments presented here suggested that people can use purely visual information to infer the forces acting upon 3D objects in a scene. Using these inferences, observers were able to make stability judgments using either a critical angle (Exp. 1A and 2) or

Figure 2.20: Individual results for Exp. 2 illustrating the effects of aspect ratio, part condition (red = “no part”, green = “part towards”, and blue = “part away”), and initial tilt angle (solid = 0°, dashed = 90°). The dotted lines illustrate the physical critical angle curves for the respective part conditions.
COM (Exp. 1B) task.

In Exp. 1A, we showed that, on average, observers are quite accurate when making their judgments of object stability using a critical angle task. Their visual judgments of stability were invariant to size/volume, and appeared to be a function of only shape. There was a bias to underestimate the stability of low aspect ratio shapes and overestimate the stability of high aspect ratio shapes in the average data; however, this was due to: (i) some individual variability in bias (with some observer underestimating stability, others overestimating it) and (ii) a compression in the data curves relative to the physical predictions (i.e., a smaller perceptual influence of aspect ratio than physically predicted). Contrary to recent results with 2D shapes, stability judgments were not always “on the safe side” (Samuel & Kerzel, 2011).

The critical angle results were contrasted with the COM estimates in Exp. 1B, showing that observers were much closer to the physical prediction when they were asked to judge the center of mass of the same objects. There was much less bias (observers were more accurate) and the compression observed in Exp. 1A – in observers’ stability estimates as a function of aspect ratio – was no longer present. Observers settings of center of mass were inconsistent with their settings of critical angle and they did
Figure 2.22: Plots showing the relative influence of the part for individual observers. The dotted black horizontal line identifies the unity line, where observer performance would lie if they perfectly utilized the contributions of the parts. The solid black horizontal line illustrates the situation where there is no influence of the presence of the parts on perceived stability.

not appear to rely on the COM in making judgments of physical stability. Therefore, comparing the results, observers do not seem to be using COM – at least not in the physically correct manner – when making judgments of object stability.

Finally, in Exp. 2, we found that observers were able to combine information from different parts of a shape in order to judge the physical stability of objects with multiple parts. However, even though on average observers did a very good job taking into account the contribution of the part to the stability of the shape, there was some down-weighting of the relative influence of the parts.
Chapter 3

Perception of the physical stability of asymmetrical three-dimensional objects

3.1 Introduction

In addition to estimating the current properties of objects and surfaces based on visual inputs, human observers are very good at predicting how objects are likely to behave in the near future. For example, observers can visually extrapolate the trajectory of a moving object (Becker & Fuchs, 1985; Pavel et al., 1992; Verghese & McKee, 2002), and predict where an object that disappears behind an occluder is likely to re-emerge from (Scholl & Pylyshyn, 1999; Graf et al., 1995; Shah et al., 2012). Even more impressive are cases where observers can make visual predictions about object behavior based on the inference of unseen forces, such as momentum (S.-H. Kim, Feldman, & Singh, 2012; Newman et al., 2008), gravity, and support relations (Barnett-Cowan et al., 2011; Hamrick, Battaglia, & Tenenbaum, 2011; Samuel & Kerzel, 2011). Indeed, infants as young as 8 months of age have been shown to be visually sensitive to support relations and gravity; and are surprised when shown a scene in which an inadequately supported object appears to maintain its position in space (Baillargeon & Hanko-Sumners, 1990; Baillargeon et al., 1992). Predictions such as these rely on a “causal understanding” of the scene based on visual information (Cooper et al., 1995).

Traditional work on naïve physics has documented various ways in which people’s intuitions are often inconsistent with Newtonian mechanics (e.g., McCloskey et al., 1980, 1983). However, when shown dynamic “real-time” displays simulating physical behavior, observers can be quite accurate at detecting deviations from Newtonian mechanics (Kaiser et al., 1985, 1992; Proffitt & Gilden, 1989). More recent work has also demonstrated that observers correctly take into account acceleration due to gravity –
consistent with Newton’s laws of motion – when timing their hand movements in order to catch a falling ball (McIntyre et al., 2001; Zago & Lacquaniti, 2005). These results are also consistent with our day-to-day experiences of manipulating and interacting with objects, where we are generally quite good at predicting the physical behavior of objects and guiding our motor actions.

In a recent study on the perception of object stability, Samuel and Kerzel (2011) used planar polygonal objects, shown sitting on a supporting edge/base, with varying degrees of “imbalance” – measured in terms of where the COM of the object lies relative to the center of the supporting edge (including the possibility of being outside this supporting base – in which case the object would not physically stay upright). Subjects indicated whether a given object (shown resting on its supporting edge) would stay upright or fall over. Their responses exhibited a conservative (or anticipatory) bias – i.e., in the direction of perceiving an object to be unstable, even though physically it would maintain its upright posture. These results were interpreted in terms of a conservative tendency to keep judgments of object stability stay “on the safe side.”

In the current paper, our interest is in the visual estimation of the degree of physical stability of 3D objects which are in stable equilibrium (in the sense that, if left unperturbed, they would maintain their current position). For example, the two objects in Fig. 3.1 are both in stable equilibrium (in each case, the COM of each object is directly above the center of a circular base). However, it is visual apparent that the object in Fig. 3.1a is physically more stable than the one in Fig. 3.1b. In other words, based on vision alone, one would naturally expect that the object in Fig. 3.1a is more resistant to the action of perturbing forces than is the object in Fig. 3.1b. One natural way of capturing object stability, therefore, is in terms of the extent to which an object can be tilted away from its “upright” position of stable equilibrium, and maintain an unstable equilibrium at that position where it was released. We refer to this angle of tilt as the critical angle (see Fig. 3.2). At this angle of tilt, the center of mass (COM) of the object is directly vertically above the point of contact on the base, around which the object is being rotated (see Fig. 3.2b). By definition, any tilt greater in magnitude than this critical angle will result in the object toppling over, rather than returning to its
upright position. With this definition in mind, it is easy to appreciate that the object in Fig. 3.1a is physically more stable because it has a larger critical angle than the one in Fig. 3.1b.

In previous work, we have used the visual estimation of critical angle to measure the perception of stability for three-dimensional objects that were rotationally symmetric (Barnett-Cowan et al., 2011; Cholewiak, Singh, Fleming, & Pastakia, 2010). While critical angle provides a natural measure of overall physical stability for such objects, the situation is more complicated for asymmetric 3D objects. Specifically, for an asymmetric object, the critical angle is not a single value, but depends on the direction in which the object is tilted. Since the object can be tilted in any radial direction varying from 0° to 360°, the critical angle is really a function defined on [0°, 360°). However, as we will see, observers can reliably judge the overall stability of such an asymmetric 3D object. This raises the question of how people combine the information about different critical angles in different possible tilt directions into a single overall estimate of the physical stability of an object? To address this question, we use two experimental methods: visual estimation of critical angle in different directions (Experiment 1) and perceptual matching of overall stability across objects with different shapes (Experiment 2 & Experiment 3).
In Experiment 1, we explicitly test how well people can estimate the critical angle of an object as a function of the direction in which the object is tilted. In Experiments 2 and 3, we ask how these different critical angles in different tilt directions are combined into a single estimate of stability. Specifically, we compare two natural combination rules: (i) that the overall perceived stability is determined by the average critical angle across all possible tilt directions; (ii) overall perceived stability is determined by the minimum critical angle (i.e., the critical angle in the least stable direction).

3.2 Experiment 1: Measuring Critical Angle in Different Directions

In the first experiment, we investigated whether observers could accurately track the critical angle of asymmetric 3D objects as a function of the direction in which they are tilted. The objects used in these experiments were skewed conical frustums (see Fig. 3.3). In what follows, it will be important to distinguish between: (i) the direction in which the object is tilted (the magnitude of tilt is adjusted interactively by the observer); and (ii) the intrinsic direction of skew of the conical frustum objects. The angle of relevance to us is the direction in which the object was tilted relative to the intrinsic direction of skew of the object. We refer to this angle as $\alpha$. In the experiments, the object was always tilted directly over the precipitous edge of a table,
Figure 3.3: Cropped examples for Exp. 1 showing the three aspect ratios of the asymmetric conical frustums (2:2, 3:2, 4:2) with a constant skew. Note that 3D volumes were equated and all of the objects were skewed by 25° from the vertical.

but the direction of intrinsic skew of the object was varied from trial to trial, thereby manipulating $\alpha$ (see Fig. 3.4).

3.2.1 Methods

Observers

Fourteen Rutgers University undergraduate students participated for course credit. All reported normal or corrected-to-normal vision.

Apparatus

The stimuli were generated in MATLAB 2012a using Psychotoolbox-3 (Brainard, 1997; Pelli, 1997; Kleiner et al., 2007) and presented on a Sony Trinitron 20 inch CRT with a 1024 x 768 pixel resolution at a refresh rate of 140Hz. Within Psychtoolbox-3, experimental scenes were rendered using the Matlab OpenGL (MOGL) toolbox and were presented stereoscopically using an NVIDIA Quadro 4000 graphics card and 3D Vision 2 LCD shutter glasses. Observers were comfortably seated with a chin-rest supporting their head 80 cm from the screen.

The individual object meshes and all relevant quantities (volumes, COM locations, critical angles, etc.) were calculated using Mathematica 8.
Figure 3.4: Examples for Exp. 1 of the 6 possible skew stimuli ($\alpha = 0^\circ, 60^\circ, 120^\circ, 180^\circ, 240^\circ, 300^\circ$) for a frustum with a constant aspect ratio (4:2). Note that the aspect ratio or skew angle may appear to change in these illustrative figures; however the stimuli were presented stereoscopically, so a skew direction of $\alpha = 120^\circ$ was facing into the screen/scene and $\alpha = 300^\circ$ was facing out toward the observer.

**Stimuli and Design**

The experiment used the method of adjustment to measure the perceived critical angle for objects in a 3 aspect ratios $\times$ 6 skew directions factorial design. The objects were conical frustums that were placed close to the edge of a virtual table. The objects had 3 possible aspect ratios (Height:Base diameter; 2:2, 3:2, 4:2) and subtended approximately 6.4-10.7 DVA (see Fig. 3.3). The frustums were skewed by 25$^\circ$ from the vertical in one of 6 directions relative to the edge of the table ($\alpha = 0^\circ, 60^\circ, 120^\circ, 180^\circ, 240^\circ, 300^\circ$) (see Fig. 3.4). At 0$^\circ$ the object’s skew was directed towards the precipice, in the range 0$^\circ$ – 180$^\circ$ the object was facing away from the observer, at 180$^\circ$ the object was skewed in the opposite direction of the precipice, and in the range 180$^\circ$ – 360$^\circ$ the object was skewed toward the observer.

Objects were always tilted directly toward the edge of the table, so the skew direction determines the tilt direction relative to the object’s intrinsic skew. The observers’ viewpoint in the scene was fixed. The objects had a woodgrain texture to reinforce the percept of solid, uniform density objects. They were described to observers as solid.
blocks of wood (as if cut out from the trunk of a tree). Visual cues – including shading, a metallic reflection of the objects on the table, and dynamic lighting – were added to aid in the realism of the scene and, in addition, scenes were presented stereoscopically. The volumes of objects were equated across shape manipulations.

Procedure

The observers’ task was to adjust the tilt of the object until it was perceived to be equally likely to fall off the table versus return to its upright position on the table (the perceived critical angle). As noted previously, the object’s motion was constrained to move orthogonal to the edge of the table, with the axis of rotation at the point on the base of the object closest to the table’s edge.

On each trial, the conical frustum was shown with an initial tilt angle of either 0° (upright with base fully on the table) or 90° (tilted so that the entire object was over the precipice). The starting angle was counterbalanced to later analyze for possible hysteresis.

Each observer performed a total of 144 adjustments: 8 adjustments for each of the $3 \times 6$ combinations of aspect ratio and skew directions. Half of these had an initial tilt angle of 0°, and the other half had an initial tilt angle of 90°.

3.2.2 Results

Observer performance was evaluated by examining their critical angle settings as a function of the skew direction ($\alpha$) and aspect ratio. A repeated measures ANOVA was conducted on the pooled observer data, showing a highly significant effects for aspect ratio ($F(2, 26) = 86.57, p < 0.01$), $\alpha$ ($F(5, 65) = 280.31, p < 0.01$), and initial tilt angle ($F(1, 13) = 11.95, p < 0.01$). There was a small but significant effect of initial tilt angle on the observers’ responses.

Fig. 3.5 shows the average data plotted as a function of $\alpha$ along with the predicted critical angles for all three aspect ratios. The only notable exception was for $\alpha = 0^\circ$ (especially at aspect ratios of 3:2 and 4:2), where observers overestimated the critical angle (and hence the stability) of the object – which would have caused the object to
fall off the table in the real world. Observers’ settings showed that they tracked the critical angle as a function of the skew remarkably well. Fig. 3.6 shows the individual observers’ data plotted as a function of $\alpha$.

### 3.2.3 Discussion

In the first experiment, we found that not only were observers able to perform the task, they were also very good at tracking the critical angle as a function of the skew direction. For all three aspect ratios, observers’ adjustments followed the physical prediction as a function of $\alpha$.

Interestingly, on average, observers’ perceptual judgments were very close to the physical predictions, indicating that there was no systematic conservative bias for judgments “on the safe side” (Samuel & Kerzel, 2011). And for $\alpha = 0^\circ$, observers actually made liberal critical angle estimates, suggesting that there may be a more complex interaction between shape and the observers’ biases to over or underestimate the critical
3.3 Experiment 2: Matching Overall Stability

3.3.1 Motivation

The results of the first experiment showed that observers tracked the critical angle as a function of the tilt direction relative to the intrinsic skew of the object (α). However, in addition to judging the critical angle in any given direction, observers can also estimate overall object stability. For example, in Fig. 3.7a it is visually apparent that the cylindrical object on the right is more stable than the skewed frustum; whereas in Fig. 3.7b the cylindrical object is less stable.

This raises the question of how observers combine information about the various critical angles into a unitary percept of object stability. Because the critical angle task inherently measures the perceived stability in a single direction of tilt, we can only answer this question by using a different task that assesses the overall stability of an object, not just stability in a given direction. To do this, we use an overall stability matching task.

Observers were asked to compare the overall stabilities of two objects – a standard
Figure 3.7: Example scenes illustrating situations where a cylinder is perceptually more stable than a skewed conical frustum (a) and where a cylinder is perceptually less stable than the skewed frustum (b).

object (corresponding to one of the skewed conical frustums from the previous experiment) and a simple cylindrical comparison object – and to adjust the aspect ratio of the comparison object until it was perceived to be equally stable as the standard. When the stabilities of the two objects were perceptually matched, the two shapes could be considered stability metamers.

It was not obvious a priori whether observers would be able to perform such matches. A pilot study revealed, however, that observers find this a natural task, and their settings are quite precise. This is consistent with the idea that physical stability is natural perceptual dimension.

How do observers combine the various critical angles into a single stability judgment? Two natural combination rules that could be used are: (1) to take the average of all the critical angles; and (2) to simply use the minimal critical angle. If observers assume that an object could have a force impulse applied from any direction (uniformly sampled from every direction around the perimeter of the object), then it would make sense to integrate across all possible tilt directions, which would result in the average critical angle strategy (Hamrick et al., 2011). This average critical angle model incorporates information from every potential force vector direction, so it can be used to take into
account the minimum and maximum critical angle, as well as every critical angle in-between, when judging the overall stability.

Alternatively, observers could use the object’s minimum critical angle as a proxy for the perceived overall stability, which may be a more salient feature if individuals are looking for the critical angle that is most informative about a potential change in the object’s state of equilibrium. A natural way to think of physical stability is in terms of the minimum force required to change the equilibrium state of the object, so if we consider the minimum of the forces in all directions, then the absolute minimum would be in the least stable direction. That is, when a force is applied in the direction of the minimum critical angle, it has the highest likelihood of changing the equilibrium state.

The average and minimum critical angle models were compared to see which model better described the observers’ settings.

3.3.2 Methods

Observers

Thirteen Rutgers University undergraduate students, with normal or corrected-to-normal visual acuity, participated in the experiment.

Stimuli and Design

The scene was composed of two objects, a standard and a comparison object, sitting next to each other on a virtual table. The standard objects – skewed conical frustums as in the first experiment – had 3 possible aspect ratios (2:2, 3:2, 4:2) and subtended approximately 4.3-6.8 DVA (see Fig. 3.8). The frustums were skewed by 25° from the vertical and were skewed towards the left or right (see left panes in Fig. 3.9). In addition, the standard objects were placed on either the left or the right of the comparison object (see center panes in Fig. 3.9). The comparison objects – cylinders – had one of 2 initial aspect ratios (1:2 or 16:2), the two opposite ends of the aspect ratio spectrum: short-and-wide and narrow-and-tall, that subtended approximately 3.0 and 12.3 DVA, respectively (see right panes in Fig. 3.9). They had the same wood grain
Figure 3.8: Cropped examples for Exp. 2 of the 3 possible aspect ratios (2:2, 3:2, 4:2) for a constant skew direction ($\alpha = 180^\circ$), with the comparison cylinder at its lowest aspect ratio (1:2) on the right.

texture and material properties as the conical frustums and had a variable aspect ratio, to be adjusted by the observers.

The experiment used the method of adjustment for stability matching using a 3 standard aspect ratios $\times$ 2 skew directions $\times$ 2 presentation locations $\times$ 2 initial comparison object aspect ratios factorial design.

**Procedure**

On each trial, a standard conical frustum was shown alongside a comparison cylinder. The observers’ task was to adjust the aspect ratio of the comparison object until it was judged to have the same overall stability as the standard object. The comparison object’s volume was held constant across changes in aspect ratio, hence the observer’s adjustments affected both height and radius. Since the two objects had the same surface properties and there were no other stability cues than the visual ones, observers had to rely on shape alone in making their judgments.

When the observer finished their aspect ratio adjustment (i.e., when the perceived stabilities of the comparison and standard were subjectively the same), the two objects could be considered stability metamers (similar to color metamers, where two colors are
Figure 3.9: Examples of the two standard skew directions ($\alpha = 0^\circ$ and $180^\circ$), the two standard object locations (left and right), and the 2 initial comparison aspect ratios (1:2 and 16:2).

perceived to be the same even though they have differing wavelength compositions).

Each observer performed a total of 192 adjustments: 8 adjustments for each of the $3 \times 2 \times 2 \times 2$ combinations of aspect ratio, skew direction, presentation location, and initial comparison aspect ratio.

3.3.3 Results

A repeated measures ANOVA was conducted on the pooled observer data, showing significant effects for the standard aspect ratio ($F(2, 24) = 50.80, p < 0.01$) and initial comparison aspect ratio ($F(1, 12) = 21.12, p < 0.01$) (see Fig. 3.10). There was no effect of skew direction ($F(1, 12) = 3.67, p > 0.05$) or presentation location ($F(1, 12) = 1.23, p > 0.05$). There was a small but significant effect of initial aspect ratio on the observers’ responses (see Fig. 3.11 for individual observers’ data). Further analyses were collapsed across initial comparison aspect ratio.

Observers’ settings were compared against predictions derived from (i) the average critical angle model and (ii) the minimum critical angle model. If observers used the lowest critical angle to make their judgments, then we would expect their data to be close to the minimum critical angle prediction (blue dashed curves in Fig. 3.10 &
Figure 3.10: Average group performance for the 3 object aspect ratios (2:2, 3:2, 4:2) collapsed across skew direction and presentation location. The green lines represent the observers’ responses, separated by initial comparison aspect ratio (solid = 16:2, dashed = 1:2). The blue line represents the predicted comparison aspect ratio if observers used the minimum critical angle and the red line represents the average prediction. Error bars represent 95% confidence intervals.

Conversely, if observers used an estimate that uniformly took into account the object’s critical angle in all possible directions, then their judgments should be closer to the average critical angle prediction (red dashed curves in Fig. 3.10 & Fig. 3.11). On average, the observers’ settings were closer to the minimum critical angle model’s predictions than the average critical angle model.

In order to evaluate which model (average critical angle or minimum critical angle) better described observers’ performance, we calculated the likelihood ratios for each observer’s data. The likelihood ratio test allows us to compare the two stability estimation models and judge which model better explains the observed data.

Normally, we would compare performance using the Bayes factor ($K$), which is the ratio of the probability of the data given the first model ($Pr(D|M_{avg})$) over the probability of the data given the second model ($Pr(D|M_{min})$)(see Eq. 3.1).
Figure 3.11: Individual observer performance for the 3 object aspect ratios (2:2, 3:2, 4:2) collapsed across skew direction and presentation location. The green lines represent the observers’ responses, separated by initial comparison aspect ratio (solid = 16:2, dashed = 1:2). The blue line represents the predicted comparison aspect ratio if observers used the minimum critical angle and the red line represents the average prediction. Error bars represent 95% confidence intervals.

$$K = \frac{Pr(D|M_{avg})}{Pr(D|M_{min})}$$

(3.1)

However, in this case the two models we are comparing have no free parameters, which means the Bayes Factors simply reduces to the ratio of the two model likelihoods. This likelihood ratio can now be used to judge which model better explains the data, with likelihood ratio values greater than 1 supporting $M_{avg}$ and values less than 1 supporting $M_{min}$. The ratios of the average and minimum likelihoods were calculated for each observer (see Eq. 3.2). Because the raw likelihoods can be extremely small or large, we calculated the log likelihoods for the individual models and for the likelihood ratios – meaning positive log likelihoods support $M_{avg}$ and negative log likelihoods support $M_{min}$.

$$\Lambda_{observer} = \frac{\prod_{i=1}^{n} Pr(D_i|M_{avg})}{\prod_{i=1}^{n} Pr(D_i|M_{min})}$$

(3.2)

For 10 of the 13 observers, the calculated log likelihood ratios supported the minimum model over the average model (see Table 3.1), indicating that the minimum critical angle provides a better model of the observers’ stability matches than the average.
Table 3.1: Log likelihoods for each model and the log likelihood ratios \((\text{Log(Likelihood}_{\text{avg}}/\text{Likelihood}_{\text{min}}))\) for each observer. Note that for 10 of the 13 observers, the log likelihood ratio favored the minimum model – that is, the likelihood ratio was negative.

<table>
<thead>
<tr>
<th>Observer</th>
<th>Log(Likelihood\text{avg})</th>
<th>Log(Likelihood\text{min})</th>
<th>Log(\Lambda)</th>
<th>Model Favored</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-507.33</td>
<td>-154.81</td>
<td>-352.51</td>
<td>Minimum</td>
</tr>
<tr>
<td>2</td>
<td>-1920.61</td>
<td>-374.93</td>
<td>-1545.69</td>
<td>Minimum</td>
</tr>
<tr>
<td>3</td>
<td>-561.97</td>
<td>-218.72</td>
<td>-343.25</td>
<td>Minimum</td>
</tr>
<tr>
<td>4</td>
<td>-1094.45</td>
<td>-258.80</td>
<td>-835.66</td>
<td>Minimum</td>
</tr>
<tr>
<td>5</td>
<td>-328.60</td>
<td>-213.95</td>
<td>-114.65</td>
<td>Minimum</td>
</tr>
<tr>
<td>6</td>
<td>-1659.79</td>
<td>-254.89</td>
<td>-1404.89</td>
<td>Minimum</td>
</tr>
<tr>
<td>7</td>
<td>-367.33</td>
<td>-243.18</td>
<td>-124.15</td>
<td>Minimum</td>
</tr>
<tr>
<td>8</td>
<td>-585.69</td>
<td>-246.68</td>
<td>-339.01</td>
<td>Minimum</td>
</tr>
<tr>
<td>9</td>
<td>-1054.09</td>
<td>-116.44</td>
<td>-937.65</td>
<td>Minimum</td>
</tr>
<tr>
<td>10</td>
<td>-683.06</td>
<td>-218.44</td>
<td>-464.62</td>
<td>Minimum</td>
</tr>
<tr>
<td>11</td>
<td>-8317.27</td>
<td>-29086.70</td>
<td>20769.40</td>
<td>Average</td>
</tr>
<tr>
<td>12</td>
<td>-270.65</td>
<td>-3203.57</td>
<td>2932.92</td>
<td>Average</td>
</tr>
<tr>
<td>13</td>
<td>-231.59</td>
<td>-702.86</td>
<td>471.27</td>
<td>Average</td>
</tr>
</tbody>
</table>

critical angle.

3.3.4 Discussion

Observers’ judgments were better explained by the minimum critical angle, rather than the mean critical angle. Thus the least-stable direction has a disproportionately large influence in visually estimating the overall stability of an object. The direction of least stability could be considered the “worst case scenario” and it tends to dominate observers’ judgments.

3.4 Experiment 3: Matching Overall Stability in Different Directions

3.4.1 Motivation

The results of the stability matching task in Experiment 2 indicated that observers’ overall stability judgments were informed by the minimum critical angle of the asymmetric objects. The idea behind the stability matching task presented in Exp. 2 was that, unlike the critical angle task, the stability matches for a given object should be stable as the direction of tilt varies relative to the intrinsic skew of the object. Here we
test if this is indeed the case.

Dependencies on the viewing direction are common in 3D shape perception – and are particularly acute when the axis of elongation of an object is foreshortened (Marr & Nishihara, 1978; Biederman, 1987; Humphrey & Jolicoeur, 1993; Lawson & Humphreys, 1998). Because of this, one may expect some effect of viewing direction on visual judgments of object stability (if the shape appears different, its perceived stability will of course also be affected). However, we would expect that any such effects are much smaller than the large influence of skew direction on perceived critical angles, observed in Experiment 1.

In this experiment, observers compared the overall stabilities of two objects – a standard and a comparison – and adjusted the comparison object until it was perceived to be the same stability as the standard, just as in Exp. 2. However, this experiment differed from Exp. 2 in that the direction of skew was also manipulated (analogous to the manipulation of $\alpha$ in the first experiment).

3.4.2 Methods

Observers

Thirteen Rutgers University undergraduate students, with normal or corrected-to-normal visual acuity, participated in the experiment.

Stimuli and Design

The experiment used the same stability matching task as Exp. 2. It used a 3 standard aspect ratios $\times$ 6 skew directions $\times$ 2 presentation locations $\times$ 2 initial comparison object aspect ratios factorial design.

As in the second experiment, the rendered scene contained two objects, a standard and a comparison object, sitting next to each other on top of a table. The standard objects had 3 possible aspect ratios (2:2, 3:2, 4:2), were skewed by 25° from the vertical, and were skewed in 1 of 6 skew directions ($0^\circ$, $60^\circ$, $120^\circ$, $180^\circ$, $240^\circ$, $300^\circ$). In addition, the standard objects were placed on either the left or the right of the comparison object.
and the comparison objects had one of two initial aspect ratios (1:2 or 16:2). See Fig. 3.9 for examples of the scene layout.

**Procedure**

The testing procedure was identical to Experiment 2.

Each observer performed a total of 216 adjustments: 6 adjustments for each of the $3 \times 6 \times 2$ combinations of aspect ratio, skew direction, and presentation location. Half of these used an initial aspect ratio of 1:2 for the comparison object; the other half used an initial aspect ratio of 16:2.

**3.4.3 Results**

Observer performance was evaluated by examining their stability matches (aspect-ratio settings for the comparison object) as a function of the skew direction. A repeated measures ANOVA was conducted on the pooled data, showing a highly significant effect of aspect ratio ($F(2, 24) = 153.21, p < 0.01$) and a significant effect of initial comparison aspect ratio ($F(1, 12) = 7.53, p < 0.05$). There was also a significant effect of skew direction ($F(5, 60) = 39.94, p < 0.01$), but a Post-Hoc Tukey Test confirmed that the slant direction effect was due to the dip in performance at $60^\circ$ and $120^\circ$ and that there were no other significant differences for any other slant directions.

As shown in Fig. 3.12, on average, judgments were affected by the change in the standard aspect ratio and the direction of the skew, which had a much smaller effect. There was a slight dip in the comparison aspect ratios at $60^\circ$ and $120^\circ$. It is likely this may have been due to perceived foreshortening when the slant was directed into the screen.

**3.4.4 Discussion**

The results from the third experiment support the hypothesis that observers are able to match the overall stabilities of objects in a consistent manner, even when the asymmetric objects are rotated relative to the observer’s viewpoint.
Although the effect of skew direction was statistically reliable, it was quite small when compared to the influence of skew direction on the perceived critical angle observed in Exp. 1. Given the well-known effects of foreshortening of the axis on shape perception, it seems likely that the observed influence of skew direction on perceived stability is most likely due to the misperception of 3D shape from those viewpoints (Marr & Nishihara, 1978; Biederman, 1987; Humphrey & Jolicoeur, 1993; Lawson & Humphreys, 1998). Nevertheless, the stability matches are surprisingly flat, especially when compared with the large influence of skew direction on the perceived critical angles observed in Exp. 1.
3.5 Conclusion

The critical angle is a good measure of stability for three-dimensional objects, incorporating information about mass distribution and shape to define an ecologically important property of real-world objects. We have previously found that people are good at visually estimating the critical angles of symmetric objects (Barnett-Cowan et al., 2011; Cholewiak et al., 2010); however, it was not clear how these results would extend to more general, asymmetric objects. Since the critical angle is not a single value for asymmetric objects, but depends on the direction in which the object is tilted, we investigated how well observers could visually estimate the critical angles in different tilt directions for asymmetric objects.

Observers were clearly able to track the critical angle as asymmetric conical frustums were tilted in different directions relative to their intrinsic skews in Exp. 1, indicating that their judgments were appropriately informed by the shape’s asymmetry. These results extend our previous results for rotationally symmetric objects to asymmetric objects. This is reassuring because anecdotally we have few issues making guided actions that are informed by our percepts of real-world object stability. In contrast to the findings of Samuel and Kerzel (2011) with 2D polygonal objects, however, our results show no systematic conservative bias – i.e., for stability settings to be judged “on the safe side”.

Although our Exp. 1 results showed that individuals could reliably judge stability, as reflected in the work by Samuel and Kerzel (2011), there was an important contrast: observers did not always make their critical angle judgments “on the safe side”. In fact, although Samuel and Kerzel (2011) found that their observers systematically made conservative judgments – judging the objects to be less than physically stable, observers in our experiments were quite accurate at visually estimating physical stability. Although there was of course some individual variability across observers (with some tending to overestimate and others tending to underestimate stability), we did not see any systematic conservative bias in the pooled data.

Surprisingly, observers were able to reliably match the perceived stability of two
objects with different shapes in Exp. 2. These results suggest that stability may be represented along a unitary dimension. The observers were able to infer the force of gravity acting upon the shapes and compare their overall stabilities even though the shapes were quite different. Observers’ stability matches were better explained by the minimum model than the average model, suggesting that observers’ estimates were disproportionately influenced by the direction of least stability. Since physical stability is defined as the minimum force required to change the equilibrium state of the object, the direction with the smallest critical angle defines where the object has the highest likelihood of changing its equilibrium state. Although the average critical angle is a measure of the central tendency of the stability for the object – taking into account the maximum and minimum stability, and all of the critical angles in-between – on average, people appeared to use the minimum critical angle as a proxy for the perceived overall stability.

Finally, Exp. 3 demonstrated that the matches were a function of the aspect ratio of the 3D shapes – with observed data exhibiting only a slight dependence on viewpoint (likely due to foreshortening).

As a whole, these results are evidence that visual estimates of overall object stability are strongly influenced by the minimum critical angle and that perceived shape plays an important role to inform the people of the objects’ physical properties.
Chapter 4

Visual adaptation to the physical stability of objects

4.1 Introduction

How does the brain represent Newtonian forces? It has been suggested by research in naïve – intuitive – physics that people incorrectly infer forces and object motion due to faulty internal models (McCloskey et al., 1980; McCloskey, 1983b, 1983a). However, there is an alternative body of research that has shown that while people make mistakes when relying upon higher-level, slower reasoning, their lower level perceptual judgments are much more consistent with physically accurate models – especially when they are shown real-time simulations of physical behavior (Kaiser et al., 1985, 1992; Proffitt & Gilden, 1989). We have previously demonstrated that judgments of object stability are fairly consistent with physical predictions (Cholewiak et al., 2010; Cholewiak, Fleming, & Singh, 2011, 2012); here we show clear evidence in support of lower level representation of perceived stability, demonstrating that stability – and the inference of forces – is likely an perceptual attribute that is subject to adaptation effects.

People can usually judge, based on vision alone, whether an object is physically stable or unstable; that is, whether it will stay in its current physical state or fall due to gravity. Anecdotally, these stability judgments appear to occur automatically and unconsciously, and we seem quickly identify these salient situations where objects appear unstable (for example, see Fig. 4.1).

The perception of physical stability requires the inference of forces in order to judge whether or not an object will fall. Previous work has documented observers’ ability to estimate object stability (Barnett-Cowan et al., 2011; Cholewiak et al., 2010, 2011, 2012; Samuel & Kerzel, 2011) and has shown that people use aspects of shape – such as aspect ratio and part structure – when making stability judgments. Cholewiak et
al. (2012)'s results suggest that perceived stability may be represented as a unitary dimension, where objects are perceptually judged on a continuum from very unstable to stable. The ability to make judgments of an object’s critical angle or its COM, however, does not necessarily imply that object stability is a natural perceptual dimension. So, in the experiments described herein, we asked whether it is possible to obtain adaptation aftereffects with perceived object stability.

Color, motion, and prismatic aftereffects have long been used as evidence for the claim that visual perception operates at an earlier stage of processing (Harris, 1963; Singer & Day, 1966a, 1966b) and that there are specific neuronal pools dedicated to the representation of perceptual variables. The reliability of perceptual adaptation—continued exposure to previously explored stimuli affecting the neural representation—has led to aftereffects to being dubbed the psychophysicists microelectrode. Recent neuroscience studies have supported these claims and have shown that perceptual aftereffects lead to neuronal response rate tuning in both non-humans (Dragoi, Sharma, & Sur, 2000; Dragoi, Sharma, Miller, & Sur, 2002; Kohn & Movshon, 2003, 2004) and humans (Tootell et al., 1995). Recently, there has also been research demonstrating that some processes that were traditionally held to be dependent upon higher-level processing, specifically visual judgments of numerosity, may be represented at a lower perceptual level than traditionally believed (Burr & Ross, 2008; Burr, Anobile, & Turi, 2011).
We want to answer the question of whether judgments of stability are purely based on high-level knowledge/reasoning, or may they be represented perceptually? In the following experiments, we test whether perceived stability is indeed a bona fide unitary perceptual dimension that is susceptible to adaptation aftereffects.

4.2 Experiment 1: 2D Curvature Probe

In the first experiment, we tested whether visually adapting to stable and unstable shapes would lead to a stability aftereffect that causes under and overestimation, respectively, of the perceived stability of test shapes. When observers adapt to stable shapes (see Fig. 4.2), a stability aftereffect would cause them perceive test shapes as less stable and vice versa, if they adapt to unstable shapes, they will perceive the test shapes as more stable. The test shapes in Exp. 1 had axes with variable curvature and constant rib-lengths (see Fig. 4.3). The curvature of the object’s axis was increased while its base remained fully in contact with the ground plane/supporting surface. With sufficiently high curvature, the COM would no longer lie above the object’s base; and the object would become unstable (i.e., would no longer physically stay upright). Thus the curvature manipulation allowed us to manipulate the stability of the shape in a controlled manner.

4.2.1 Methods

Observers

Ten Rutgers University students. All reported normal or corrected-to-normal vision.

Apparatus

The stimuli were generated in MATLAB 2012a using Psychtoolbox-3 (Brainard, 1997; Pelli, 1997; Kleiner et al., 2007) and presented on a Sony Trinitron 20 inch CRT with a 1024 x 768 pixel resolution at a refresh rate of 140Hz. Observers were comfortably seated with a chin-rest supporting their head 80 cm from the screen.
Figure 4.2: Examples of the 2D adaptation stimuli. The stimuli in the top row (a) are examples of very stable shapes, while the stimuli in the bottom row (b) are examples of very unstable shapes. Note that the shapes in row (a) were vertically flipped in the experiment to produce very unstable adaptation shapes (not illustrated in this figure).

The individual object contours and all relevant quantities (areas, COM locations, critical angles, etc.) were calculated using Mathematica 8.

**Adaptation Stimuli**

The adaptation shapes were 2D silhouettes that were either very stable – bottom heavy with very high critical angles – or very unstable – top heavy with very low or negative critical angles (negative meaning that the shapes would not physically stand up as presented) (see Fig. 4.2). The silhouettes were placed on horizontal supporting surface – a “table” composed of 3 rectangles. In order to ensure that any adaptation was due to the perceived stability and not an artifact of the specific shapes used, the same set of shapes was used for both the high and low stability adaptation conditions; they were simply rotated through 180°.

The adaptation shapes were constrained to have a fixed area. The contours of the
left and right sides of the shape were analytically defined using B-spline functions with 7 control points each, while the top and bottom were straight horizontal lines connecting the endpoints of the B-splines, ensuring that the shapes could be flipped vertically. Unique adapting shapes were generated by randomly varying the control points of the B-spline functions. The final set of 45 adapting stimuli were picked by selecting the sets of B-spline functions that created shapes with constant area and critical angles greater than 50° ($Range = [50.33°, 73.03°]$, $M = 63.52°$, $SD = 5.37°$).

The low stability shapes were the same 45 shapes, vertically flipped. By vertically flipping the high stability stimuli, we were able to create a series of unstable shapes that either had small or negative (completely unstable) critical angles. The critical angles for the unstable stimuli ranged from $−21.69°$ to $17.90°$ ($M = 3.60°$, $SD = 10.57°$).

**Test Stimuli**

We wanted a novel set of shapes that would allow us to probe the observers’ judgments of stability. The base shape that we used for probing the observer’s judgments was an analytically-defined, vertically symmetric elongated shape with a rounded bulge at the top, making it top heavy (see Fig. 4.3).

We manipulated the test shape’s stability by adding different levels of curvature to its primary axis while constraining its thickness function along the axis of symmetry (Biederman, 1987; Blum, 1967; Feldman & Singh, 2006; Marr & Nishihara, 1978). With no curvature, the object was vertically upright and stable (critical angle $= 10.52°$ in either direction) (see shape a in Fig. 4.3). Increasing the curvature of the primary axis bent the shape, shifting the object’s COM. The physical stability – defined using the critical angle – decreased as the curvature increased, as the horizontal position of the COM approached the edge of the object’s base. Once the COM was no longer vertically above the base, the object was unstable and would not stay upright, as presented (see shape c in Fig. 4.3). The curvature where the object was equally likely to stay upright or fall – when the COM was directly over the edge of the base – was defined as the tipping point (see shape b in Fig. 4.3).

A set of 201 versions of the test shape were generated, with curvatures ranging from
Figure 4.3: Examples of the 2D curvature test shapes. The top shapes show examples of the stimuli shown to observers and the bottom plots illustrate how the shapes’ axes were curved while ribs were kept perpendicular to their axis tangents. The left-most shape (a) has the minimum curvature and is completely stable, the right-most shape (c) has the maximum curvature and is completely unstable, and the center shape (b) is at its tipping point.

0 \textit{DVA}^{-1} \text{ to } 0.54 \textit{DVA}^{-1}. The critical curvature ("tipping point") for the test shape was 0.28 \textit{DVA}^{-1}. The curvatures were converted to a 0 to 2 scale, where 0 was no curvature (0 \textit{DVA}^{-1}) and 2 was the maximum curvature presented (0.54 \textit{DVA}^{-1}), making the critical curvature 1.04. During the experiment, the test shape was shown curved either to the left or the right.

**Design**

The experiment used a yes/no paradigm, where observers were asked to judge whether a test stimulus would stay upright or fall over. There were a total of four conditions, a pre-test with no adaptation, the two adaptation conditions counterbalanced across subjects, and a post-test without adaptation. Observers completed the baseline condition, a single adaptation condition, took a 5 minute break, completed the second adaptation condition, and finished with the post-test.

Observers were instructed to judge whether the test shapes would fall or stay upright (by pressing “f” if the shape would fall and “j” if the shape would stay upright).
They were shown an example of an extremely stable test shape \((curvature = 0)\) and an extremely unstable test shape \((curvature = 2)\) to illustrate the range of possible curvatures. In addition, they were instructed to judge each shape as if it were a frame from a movie, where the object could fall or stay upright in the next frame. Observers were given 10 practice trials and all observers confirmed that they understood the task and felt that they could readily judge whether a shape would fall or stay upright.

For each condition, stimuli were chosen using the Psi adaptive staircase method, described by Kontsevich and Tyler (1999), implemented in MATLAB with the Palamedes toolbox (Kingdom & Prins, 2010). The Psi method allows for estimation of the point of subjective equality (PSE) – the tipping point in these experiments – and slope – the difference threshold – of the psychometric function for observers’ judgments.

For the pre-test condition, observers were shown a fixation cross for 1000 ms, a test stimulus – drawn from the pool of 201 test curvatures (selected using the Psi adaptive staircase method) and randomly curved to the left or right – for 250 ms, and then a screen with only the “table” and were asked to respond if the test stimulus would fall or stay upright. A total of 50 trials were shown for the pre-test, with a forced break between the 25th and 26th trials. After confirming that the observer had a clear understanding of the task, he/she then began either the stable or unstable adaptation condition (counterbalanced across subjects).

In the adaptation conditions, we used a top-up procedure to adapt observers to either stable or unstable shapes (Hong & Papathomas, 2006; Burr et al., 2011). For the first trial, observers were shown a fixation cross for 1000 ms, a series of 40 adaptation stimuli – drawn randomly without replacement from the 45 generated – that were shown for 500 ms each (20 seconds total), another fixation cross for 500 ms, a test stimulus for 250 ms, and then a screen with only the table and were asked to respond if the test stimulus would fall or stay upright. Subsequent to the first trial, the adaptation was topped up by showing a sequence of 10 adapting shapes prior to each test shape. This was repeated until the break, after which observers were shown another random series of 45 shapes, with the 10 shape top-up procedure for the subsequent trials.
4.2.2 Results

The Psi method was used to estimate the observers’ PSEs for each condition with 95% confidence intervals (Kingdom & Prins, 2010). The pre-test condition data were found to be noisy for most observers – with large 95% confidence intervals and non-converging data, presumably because most observers were naïve to the testing procedure and used the pre-test as an extended “practice” –, so only the adaptation conditions were used for further analysis. Because the post-test condition immediately followed the second adaptation condition, it was excluded due to potential residual adaptation aftereffects.

A shift in the adaptation condition PSEs could indicate the presence of priming – i.e., judgments biased in the direction of the adapting shapes – or of an aftereffect – where adaptation leads to judgments in the opposite direction of the adapting shapes. Seven out of 10 observers had significantly different PSEs for the Stable and Unstable Adaptation conditions (PSEs for each condition fell outside of the 95% confidence intervals for the other condition). Fig. 4.4 illustrates the individual observers’ PSEs, standardized by removing the bias. And, as predicted, all of the observers with significant differences were biased to underestimate stability after adapting to high-stability shapes and overestimate stability after adapting to low-stability shapes – consistent with a stability aftereffect.

In addition, bias was measured for each observer by averaging the two adaptation conditions to see if there was a systematic under or overestimation bias. As shown in Fig. 4.5, 7 out of 10 of the observers underestimated the stability on average while the other 3 overestimated stability, with an average PSE of 0.97 (0.26 DVA⁻¹), which is below the physical tipping point of 1.04 (0.28 DVA⁻¹). Although there was a bias to underestimate stability, it was not large.

4.2.3 Discussion

The observers in Exp. 1 exhibited a stability aftereffect when asked if the curved test shape would fall or stay upright. After viewing highly stable shapes, they judged test shapes with lower curvature to be unstable and after viewing highly unstable shapes,
they would judge test shapes with higher curvature to be stable. This means that their percept of the tipping point is affected by the stability of the adapting shapes and that the shift in their percept is consistent with a stability aftereffect prediction (rather than priming).

4.3 Experiment 2: 2D Shift Probe

Exp. 1 showed that observers shifted their perceived tipping point when they were shown highly stable or unstable adapting stimuli. We wanted to test the robustness of our finding by making sure that it wasn’t somehow specific to the curvature manipulation. Therefore, in Exp. 2, we used test shapes that provided a very different manipulation of shape (top/bottom shift) that could also be used to demonstrate a stability aftereffect when judging the tipping point of shapes.
Figure 4.5: Bias results for the 2D curvature experiment. Subjects (y-axis) have the same ordering as in Fig. 4.4, where individuals showing the smallest aftereffect are at the bottom and those with the largest at the top. Note that the vertical dashed line is the physical tipping point for this test measure. Note: Curvatures are presented using a 0 \((0 \text{ DVA}^{-1})\) to 2 \((0.54 \text{ DVA}^{-1})\) scale, with the critical curvature at 1.04 \((0.28 \text{ DVA}^{-1})\).

4.3.1 Methods

Observers

Ten Rutgers University undergraduate students. All reported normal or corrected-to-normal vision.

Apparatus

As in Exp. 1, the stimuli were generated in MATLAB 2012a using Psychtoolbox-3 and observers were comfortably seated with a chin-rest 80 cm from the screen.

Adaptation Stimuli

The adaptation shapes were identical to the 2D adaptation shapes used in Exp. 1, either very stable – bottom heavy with very high critical angles – or very unstable – top heavy with very small or negative critical angles (see Fig. 4.2 for examples). And as in Exp. 1, a total of 45 unique high stability adapting shapes were generated, with unstable shapes being the same objects turned upside-down.
Figure 4.6: Examples of the 2D shift test shapes. The top shapes show examples of the stimuli shown to observers and the bottom plots illustrate how the axes bent as the B-spline control points were shifted. The left-most shape (a) has the no shift and is completely stable, the right-most shape (c) has the maximum shift presented and is completely unstable, and the center shape (b) is at its tipping point.

Test Stimuli

The primary differences from Exp. 1 were the base shape and the transformation used for probing the observer’s judgments. For this experiment, the object was an analytically-defined bar-bell-like shape with a rounded bulge at both the top and the bottom (see Fig. 4.6). The top was slightly rounded while the bottom had a flat bottom.

The test shapes were manipulated by shifting the top and bottom parts in opposite directions, so that as the lateral separation between the top and bottom increased, the shape would become less stable. In order to give the perceptual appearance of the top and bottom moving in opposite directions, the test shape was manipulated by shifting the B-spline functions’ control points, rather than simply applying a skew to the object. Each side of the shape was composed of 7 control points, with the first 6 of each side defining the barbell shape and the 7th shared as the top-most point. To apply the shift, the bottom 2 points for the left and right functions were moved in one direction and the top 3 points were moved in the opposite direction, while the 3rd and 4th points were kept stationary. This lead to the object shifting its top and bottom features without
introducing a strong perceived skew (see Fig. 4.6).

With no shift, the object was vertically upright and stable. Increasing the lateral shift between the top and bottom shifted the location of the COM relative to the supporting base. So, as the shift increased, the physical stability – defined using the critical angle – decreased. And as with the curvature measure, once the COM was no longer vertically above the base, the object was unstable and would not stay upright as presented. The magnitude of lateral shift for which the object was equally likely to stay upright or fall – when the COM was directly over the edge of the base – was defined as the tipping point.

51 test stimuli were generated with shifts ranging from 0 \( DVA \) to 3.72 \( DVA \). The tipping point for these test shapes was 1.79 \( DVA \) (see shape \( b \) in Fig. 4.6). The shifts were converted to a 0 to 0.5 scale, where 0 was no shift (0 \( DVA \)) and 0.5 was the maximum shift presented (3.72 \( DVA \)), making the critical lateral shift 0.24. During the experiment, the top of the test shape was shifted either to the left or the right.

**Design**

As in Exp. 1, this design used a yes/no paradigm to judge if the test stimulus would stay upright or fall. There were four conditions, a pre-test with no adaptation, the two adaptation conditions counterbalanced across subjects, and a post-test without adaptation. As in Exp. 1, observers completed the baseline condition, a single adaptation condition, took a 5 minute break, completed the second adaptation condition, and finished with the post-test.

The experimental procedure was the same as in Exp. 1.

Stimuli were chosen using the Psi adaptive staircase method so that we could estimate the PSE – the tipping point in these experiments – of the psychometric function for observers' judgments. In the adaptation conditions, we used the same top-up procedure to adapt observers to either high-stability or low-stability shapes as was used in Exp. 1.
Figure 4.7: PSE results using a 2D shift test shape standardized by removing bias (average PSE for the adaptation conditions). Subjects (y-axis) were sorted by magnitude of the aftereffect (PSE for Unstable Adaptation - PSE for Stable Adaptation), with individuals showing the smallest aftereffect at the bottom and those with the largest at the top. Note: Lateral shifts are presented using a 0 (0 DVA) to 0.5 (3.72 DVA) scale.

### 4.3.2 Results

The Psi method was used to estimate the observers’ PSEs with 95% confidence intervals (Kingdom & Prins, 2010). All 10 subjects showed an effect of adaptation in the expected direction, i.e. all were biased in the direction of underestimating stability after adapting to stable objects and overestimating stability after adapting to unstable objects – consistent with a stability aftereffect. As shown in Fig. 4.7, this difference was statistically significant for 6 out of the 10 observers (PSEs for each condition fell outside of the 95% confidence intervals for the other condition).

Bias was measured for each observer by averaging their PSEs in the two adaptation conditions to see if there was a systematic under or overestimation bias. As shown in Fig. 4.8, 7 out of 10 of the observers overestimated the stability on average while the other 3 underestimated stability, with an average PSE of 0.29 (2.16 DVA), which is above the physical tipping point of 0.24 (1.79 DVA).
4.3.3 Discussion

Exp. 2 used an alternative manipulation of the test shape to measure the adaptation effects of perceived stability. We found that high-stability adapting shapes led to underestimation of the test shape’s stability and that low-stability adapting shapes led to overestimation of the test shape’s stability, both of which are consistent with Exp. 1’s findings.

The effect clearly is not simply a “curvature aftereffect” nor is it a “shift aftereffect”, but appears to be a bonafide stability aftereffect. Since the results of Exp. 1 and Exp. 2 support the presence of a stability aftereffect, they, *ipso facto*, provide support for the “stability as a unitary dimension” hypothesis.

4.4 Experiment 3: 3D Curvature Probe

After conducting Exps. 1 and 2, we wanted to see if the aftereffect would generalize to a more naturalistic setting. So, for Exp. 3, we took the stimuli from Exp. 1, inflated the 2D silhouettes into 3D shapes, and tested for a stability aftereffect in stereoscopic
3D renderings. Since it may be difficult to interpret physical stability for 2D shapes – we rarely interact with planar objects similar to those presented in Exps. 1 and 2 – in Exp. 3, we generated 3D shapes that could have created the 2D shapes in Exps. 1 and 2, presented them stereoscopically to subjects, and tested to see if adapting to stable and unstable objects would cause a change in perceived stability.

4.4.1 Methods

Observers

Ten Rutgers University undergraduate students. All reported normal or corrected-to-normal vision.

Apparatus

The 3D stimuli were generated in MATLAB 2012a using Psychtoolbox-3 and presented on a Sony Trinitron 20 inch CRT with a 1024 x 768 pixel resolution at a refresh rate of 140Hz using NVIDIA 3D Vision 2 stereoscopic glasses (for a stereoscopic refresh rate of 70Hz). Observers were seated 80 cm from the screen.

Adaptation Stimuli

The adaptation objects were 3D shapes derived from the 2D silhouettes generated in Exps. 1 and 2. To generate the 3D objects, slices locally perpendicular to the shape’s axis were taken along the length of the shape’s axis. Each slice was turned into a circular disk, where the disk’s diameter was the width of the slice and the disk was centered in the middle of the slice. These disks were stacked and the vertices for the slices were connected to create a smooth surface. This created a shape with a central axis that followed the curvature of the two sides of the shape in the x-y plane but had no curvature in the y-z plane. An analogy would be that the shapes were generated as if extruded from a nozzle, similar to an icing pipette, with width and location varying as a function of height. Normals and texture coordinates were calculated for the surface to create a smooth surface in OpenGL and the shapes were pre-processed for rapid
As with the 2D adaptation stimuli, the 3D adaptation stimuli were either very stable – bottom heavy with very high critical angles – or very unstable – top heavy with very low or negative critical angles (again, negative meaning that the shapes would not stand up as presented) (see Fig. 4.9). The objects were placed on a virtual table with a reflection to simulate dull metal. Identical shapes were used for both the high and low stability adaptation conditions, with the low-stability shapes being the high-stability shapes turned upside down.

Test Stimuli

Analogous to Exp. 1, the base shape used for probing the observer’s judgments was an analytically-defined cylinder with a rounded bulge at the top, making it top heavy. The base shape was inflated using the method described above, to create a 3D tubular object with a bulge at the top (see Fig. 4.10).

The test shape’s stability was manipulated by adding curvature to its axis while
Figure 4.10: Examples of the 3D curvature test shape stimuli. The left-most shape (a) has the minimum curvature and is completely stable, the right-most shape (c) has the maximum curvature and is completely unstable, and the center shape (b) is at its tipping point.

maintaining the thickness function along the axis (Biederman, 1987; Blum, 1967; Feldman & Singh, 2006; Marr & Nishihara, 1978). With no curvature, the object was vertically upright and stable. And, as in Exp. 1, as curvature was added, the object’s COM would shift until it was no longer over the base, which would cause the object to fall. The curvature where the object was equally likely to stay upright or fall was defined as the tipping point.

A set of 201 test stimuli were generated by with curvatures ranging from 0 $DVA^{-1}$ to 0.27 $DVA^{-1}$. The critical curvature (“tipping point”) for these curved 3D test shapes was 0.07 $DVA^{-1}$. The curvatures were converted to a 0 to 2 scale, where 0 was no curvature (0 $DVA^{-1}$) and 2 was the maximum curvature presented (0.27 $DVA^{-1}$), making the critical curvature 0.52 (0.07 $DVA^{-1}$). During the experiment, the test shape was shown curved either to the left or the right.

**Design**

As in Exps. 1 and 2, this design used a yes/no paradigm with four conditions, a pre-test with no adaptation, the two adaptation conditions counterbalanced across subjects, and a post-test without adaptation.

The experimental procedure was the same as in Exp. 1.

Stimuli were chosen using the Psi adaptive staircase method so that we could estimate the PSE of the psychometric function for observers’ judgments. In the adaptation conditions, we used the same top-up procedure to adapt observers to either
Figure 4.11: PSE results using a 3D curvature probe standardized by removing bias (average PSE for the adaptation conditions). Subjects (y-axis) were sorted by magnitude of the aftereffect (PSE for Unstable Adaptation - PSE for Stable Adaptation), with individuals showing the smallest aftereffect at the bottom and those with the largest at the top.

high-stability or low-stability shapes, as was used in Exps. 1 and 2.

4.4.2 Results

The Psi method was used to estimate the observers’ psychometric curves for each condition and provided an estimate of the PSEs with 95% confidence intervals. As shown in Fig. 4.11, 6 of the 10 observers were biased in direction predicted by the stability aftereffect, 4 having significantly different PSEs for the Stable and Unstable Adaptation conditions.

As shown in Fig. 4.12, 8 out of 10 of the observers overestimated the stability on average while the other 2 underestimated stability, with an average PSE of 0.95 (0.13 $DVA^{-1}$), which is above the physical tipping point of 0.52 (0.07 $DVA^{-1}$). On average, the observers in this experiment had a larger bias to overestimate stability than those in Exp. 1, perhaps due to perceived foreshortening of the 3D objects causing them to neglect the additional mass in depth, which contributes more mass to the bulge at the top of the test shapes than the thinner “body”.
4.4.3 Discussion

The results of this experiment demonstrate that while the majority of observers had a significant aftereffect for 3D stimuli, on average, the effect was weaker than for 2D stimuli (see Fig. 4.4 for 2D results). However, it is difficult to say definitively that this was due to the manipulation of 2D (Exp. 1) versus 3D (Exp. 3) because different observers participated in the two experiments.

4.5 Experiment 4: 3D Shift Probe

In the final experiment, we used the 3D adapting shapes from Exp. 3 with 3D test shapes that were generated from the shift silhouettes in Exp. 2 and tested to see if adaptation to object stability would also be observed using this different geometric manipulation of the test shape.
Figure 4.13: Examples of the 3D shift test shape stimuli. The left-most shape (a) has the no shift and is completely stable, the right-most shape (c) has the maximum shift presented and is completely unstable, and the center shape (b) is at its tipping point.

4.5.1 Methods

Observers

Ten Rutgers University undergraduate students. All reported normal or corrected-to-normal vision.

Apparatus

This experiment used the same apparatus as Exp. 3.

Adaptation Stimuli

This experiment used the same adapting stimuli as Exp. 3. See Fig. 4.9 for examples of the 3D adaptation stimuli.

Test Stimuli

As in Exp. 2, the base shape used for probing the observer’s judgments was an analytically-defined bar-bell-like shape with a rounded bulge at both the top and the bottom. The 2D shape was inflated using the method described in Exp. 3, to create a 3D cylindrical object (see Fig. 4.13 for example test shapes).

The test shape’s stability was manipulated by shifting the top and bottom in opposite directions, in the same manner described in Exp. 2. With no shift, the object was vertically upright and stable. And, as in Exp. 2, as the top and bottom were shifted in opposite directions, the object’s base would shift relative to its COM until it was no
longer stable. As in the previous experiments, the shift where the object was equally likely to stay upright or fall was defined as the tipping point.

Fifty-one test stimuli were generated by with top/bottom shifts ranging from 0 \textit{DVA} to 7.42 \textit{DVA}. The tipping point for these test shapes was 2.98 \textit{DVA}. The shifts were converted to a 0 to 0.5 scale, where 0 was no shift (0 \textit{DVA}) and 0.5 was the maximum shift presented (7.42 \textit{DVA}), making the critical lateral shift 0.20 (2.98 \textit{DVA}). During the experiment, the top of the test shape was randomly shifted either to the left or the right.

\textbf{Design}

As in the previous experiments, this design used a yes/no paradigm with four conditions: a pre-test with no adaptation, the two adaptation conditions counterbalanced across subjects, and a post-test without adaptation.

The experimental procedure was the same as in Exp. 2.

Stimuli were chosen using the Psi adaptive staircase method so that we could estimate the PSE of the psychometric function for observers’ judgments. In the adaptation conditions, we used the same top-up procedure to adapt observers to either stable or unstable shapes as was used in the previous experiments.

\textbf{4.5.2 Results}

The Psi method was used to estimate the observers’ PSEs with 95% confidence intervals. All 10 observers were biased in the direction predicted by a stability aftereffect, with 5 of the 10 observers having significantly different PSEs for the Stable and Unstable Adaptation conditions (see Fig. 4.14).

As shown in Fig. 4.15, 8 out of 10 of the observers overestimated the stability on average while the other 2 underestimated stability, with an average PSE of 0.30, which is above the physical tipping point of 0.20. As with the results from Exp. 3, on average, the observers in this experiment had a larger biased to overestimate stability than those in Exp. 2.
Figure 4.14: PSE results using a 3D shift test shape standardized by removing bias (average PSE for the adaptation conditions). Subjects (y-axis) were sorted by magnitude of the aftereffect (PSE for Unstable Adaptation - PSE for Stable Adaptation), with individuals showing the smallest aftereffect at the bottom and those with the largest at the top. Note: Lateral shifts are presented using a 0 (0 $DVA$) to 0.5 (7.42 $DVA$) scale.

4.6 Conclusion

We found converging evidence that people adapt to object stability, and exhibit a “stability aftereffect” when making stability judgments after observing using different shape manipulations of the test object, such curving the axis and introducing lateral shift between the top and bottom halves. This visual adaptation is quite robust, causing aftereffects for both 2D and 3D stereoscopically presented scenes. Stability adaptation is quite surprising because estimating the stability of an object requires integration of a number of different aspects – using the object’s shape to estimate COM and inference of gravitational forces on the object – so judging stability may have been dependent upon higher level reasoning. However, the presence of the aftereffect argues for a lower level perceptual representation of object stability.

From a purely physical perspective, it would be surprising for the perceived stability to be affected by previously observed objects. But it may be possible that our visual system is tuned to emphasize instability, given the fact that the majority of objects
we observe and interact with are normally in a stable equilibrium. If this were the case, we would see systematic underestimation of stability if observers are told to judge whether an object is stable or not and, in fact, this is what Samuel and Kerzel (2011) found. In our experiments presented here, observers were biased to judge the stability of test objects “on the safe side” after viewing very stable objects, consistent with the results of Samuel and Kerzel (2011), however, we also found that the direction of the bias could be reversed, causing them to judge the stability of probe objects “recklessly” after adapting to unstable objects.

These results, coupled with the previous results in Cholewiak et al. (2012), suggest that stability is a physical aspect of shape that is judged along a unitary dimension. People are able to infer the force of gravity acting upon the shapes and predict whether the objects will stay upright or fall, regardless of whether they are presented as 2D silhouettes (Exp. 1 and 2) or as volumetric 3D objects (Exp. 3 and 4). In addition, observers’ stability judgments are affected regardless of the test shape’s manipulation, whether the probe’s curvature (Exp. 1 and 3) or the top-bottom shift (Exp. 2 and 4) were manipulated, meaning that we were not simply observing a curvature or shift
aftereffect. Although the visual estimation of object stability is sometimes considered to be a higher-level judgment, our results suggest that it is a bona fide perceptual variable that is susceptible to adaptation effects.

This conclusion is consistent with our previous finding, using a stability matching task, that subjects find it easy and natural to adjust the aspect ratio of one object so that it is perceived as being equally stable as another, despite the fact that the two objects have different shapes. Similar to color metamerism, where colors that are composed of different wavelengths appear the same, shapes with the same perceived stability would be stability metamers. In Cholewiak et al. (2012), we demonstrated that observers had no difficulty comparing the stability of 3D shapes (slanted conical frustums and cylinders) and readily estimated stability metamers that could be predicted using aspects of stability – specifically the minimum critical angles of the two objects. In the experiments herein, we show that observers were able to estimate the tipping point, regardless of the underlying shape manipulation, meaning that the manipulated shapes at their tipping points were stability metamers.

Our results indicated that some judgments of physical attributes, such as object stability tested here, actually involve unidimensional perceptual variables.
Chapter 5

Conclusion

The inference of forces is an ecologically important aspect of visual perception. We use it to make judgments of physical interactions – including collisions (Scholl & Nakayama, 2002), support relations (Baillargeon & Hanko-Summers, 1990; Baillargeon et al., 1992) and stability (Barnett-Cowan et al., 2011; Samuel & Kerzel, 2011) – in the service of future actions. The reported research provides evidence for the visual estimation of stability, which requires the inference of gravitational forces acting upon objects.

As shown in Chapter 2, observers judgments of an object’s stability are invariant to the volume of the object and appeared to only be a function of the object’s shape. This is significant for the representation of the object’s physical parameters, such as the COM and bounding contour, because it suggests we use an objects shape – rather than relying on purely retinotopic representations – when making stability judgments.

The critical angle tasks described in Chapter 2 identified a shape-dependent stability effect, specifically that stability was underestimated for short-and-wide shapes, and overestimated for tall-and-narrow shapes. This contradicts the assertion by Samuel and Kerzel (2011) – in the context of 2D shapes – that stability judgments would always be “on the safe side”. And although there were biases to under and overestimate the stability of the object, observers were on average close to the physical prediction, suggesting that they used an physically correct internal model to make their judgments. When asked to estimate the COM, observers were even closer to the physical predictions. On the individual level though, observers do not appear to rely on the COM in making judgments of physical stability. Their COM stability estimates are much less biased and have a larger effect of aspect ratio.
When adding a part to the conical frustums, observers tended on average to down-weight the influence of the attached part on the object’s physical stability. Although their perceived influence was often close to the physical influence of the part on overall stability, there was a tendency to underestimate the part’s contribution and decrease the perceived influence of the part’s additional mass. This down-weighting is consistent with a robust-statistics approach to determining the influence of a potentially separate part on global shape estimation (Cohen & Singh, 2006; Denisova et al., 2006). It provides some evidence for part-based representation of shape (versus an unstructured, template-like account of shape representation, where all points within a shape are treated equally).

Chapter 3 addressed the question of whether stability is a unitary dimension. Do people use an “internal scale” of very stable and unstable objects when judging the stability of other objects (perhaps calibrated to their own perceptual biases)? Moreover, a potential concern with using the critical angle task (as introduced in Chapter 2) as a measure of overall stability is that with asymmetric objects, the critical angle is not a single number, but instead a function of the direction of tilt.

Therefore, the first experiment in Chapter 3 investigated how well observers could track the critical angle as a function of the direction of skew for asymmetric 3D objects. We found that observers were quite accurate for most skew directions (as would have been expected from the critical angle results in Chapter 2). Given that observers’ performance for asymmetric objects was established, the subsequent experiments addressed the idea that if perceived stability were a one dimensional attribute, then observers should have been able to assign a single value to describe an object’s stability. We investigated how are the critical angles in different directions combined into a single estimate of object stability.

This required a separate task that assessed overall stability, so we asked observers to match different objects’ stabilities and tested to see if there was a predictable relationship between the critical angles of asymmetric shapes and their perceived stabilities. The results showed that, for most observers, the minimum critical angle was a better model for their stability estimate than the mean, namely, that the critical angle in the
least stable direction of tilt was a better predictor for the overall perceived stability than the mean critical angle. Given that observers readily matched the perceived overall stabilities of different objects and that their judgments were consistent across the aspect ratio manipulation, the results of Chapter 3 suggested that stability is judged as along a unitary dimension. However, is it a truly perceptual dimension?

In Chapter 4, we found converging evidence that people visually adapt to object stability and exhibit a “stability aftereffect.” Observers adapted to 2D and 3D objects that were flashed on the screen and were then asked to judge the stability of test objects. Across two adaptation conditions, the sets of adaptation objects were either all highly stable, or all highly unstable. The test objects were manipulated in two different ways (curvature and top/bottom shift) and all of the results across the four experiments supported the assertion that observers adapt to the perceived stability of objects and exhibit an aftereffect, perceiving the test object as more stable after adapting to very unstable objects and less stable after adapting to very stable objects.

Although the estimation of object stability is sometimes considered to be a high-level judgment, this research project’s results suggest that it is a bona fide perceptual variable that is susceptible to adaptation effects. The results suggest that some judgments of physical attributes, such as object stability tested here, actually involve unidimensional perceptual variables.

However, although these experiments provide supportive evidence for a perceptual representation of stability, this research project did not directly investigate the hierarchy of perceptual processing and how a representation of stability is generated from lower-level features. It is still an open question of how the brain takes low-level surface features, for example orientation, and processes them into more complex representations, like contour and shape; and similarly takes representations of shape and computes higher-level visual estimates of object stability. Therefore, future research could focus on how “simple features” of objects and scenes are combined into a more complex perceptual representation of shape, upon which the brain applies physical models of forces to judge a composite of the lower-level features, the object’s stability.

Given the surprising result of perceptual adaptation to 2D and 3D object stability,
it would be important in future studies to examine this phenomenon in greater detail, especially with respect to the time course of the adaptation. For example: How long does the adaptation persist? How resistant is it to repeated presentations of the test stimuli? Given that perceptual adaptation has been shown to exhibit build-up and decay over time – for example, as demonstrated with motion (Hoffmann, Dorn, & Bach, 1999), visual gratings (Greenlee, Georgeson, Magnussen, & Harris, 1991), audition (Anstis & Saida, 1985), and chromatic adaptation (Fairchild & Reniff, 1995) – future experiments investigating the time course of stability adaptation would provide further evidence for a purely perceptual representation of shape.
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