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Multi-user relaying systems for Enhanced

Performance and Secrecy
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Dissertation Director: Athina P. Petropulu

High data rate, reliability and secrecy are fundamental pursuits in wireless com-

munications systems. A multi-user wireless environment is particularly challeng-

ing because of interference and potential information wiretap. This dissertation

proposes to utilize relay techniques to achieve high data rate, high reliability and

absolute secrecy in multi-user wireless communications systems.

First, a communication system with multiple source-destination pairs needing

to communicate simultaneously is investigated. A relay beamforming scheme is

proposed, in which a multi-antenna relay assists the communication. The pro-

posed scheme enjoys spatial multiplexing gain and has a significant data rate

advantage over widely studied orthogonal transmission schemes, e.g., Time Divi-

sion Multiple Access (TDMA) and Code Division Multiple Access (CDMA). The

relay beamforming scheme also overcomes the difficulties of recently introduced

interference alignment approaches by not requiring full cross-node Channel State

Information (CSI). Beamforming schemes that maximize the system throughput

and meet user Quality of Service (QoS) requirements are investigated, and both
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optimal and low-complexity suboptimal schemes are proposed. The system per-

formance in terms of sumrate is analyzed and the rate limit is derived. The

impact of imperfect CSI is analyzed and various approaches are proposed for mit-

igating the imperfect CSI effects in a practical system. Relay antenna selection

is proposed to use in conjunction with the relay beamforming for more reliable

communications.

Second, physical layer secrecy in a two-slot communications system with one

source, one destination, one eavesdropper and multiple relays is investigated. The

goal is to achieve high secrecy rate without leaking any information to the eaves-

dropper. Different from the widely studied approaches in which the destination

combines the listened signals in the first and second slots, we propose that the des-

tination acts as a jammer in the first slot. This novel design effectively reduces

the signal quality at the eavesdropper, and allows the secrecy rate to improve

with higher power budget. Under this framework, a cooperative relaying scheme

is proposed that targets at maximizing the secrecy rate. A set of novel approach-

es are proposed to realize this goal, namely, relay selection and optimal power

allocation among the first/second slot data and jamming signals. Analysis of the

scaling law of secrecy rate is conducted showing the secrecy rate trend at large

transmit power and number of relays.
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Chapter 1

Introduction

Wireless communications, especially cellular technologies, have received explosive

growth over the recent few of decades. The steady evolution of wireless commu-

nications is attributed to the technological advances such as wideband signal pro-

cessing, novel and complicated transreceiver designs, low-power and high-speed

silicon processors with small footprint. On the other hand, the development of

wireless communications is driven by ever growing users’ demands on wireless

services. The wireless services have shifted from the dominant voice calls to high

speed data connections with various Quality of Service (QoS) requirements, e.g.,

web-browsing, realtime multi-media, cloudy storage and social networking. Fu-

ture wireless systems should provide the same fast and reliable user experiences

as in wireline systems.

One fundamental characteristic differentiating wireless systems from wireline

systems is the broadcast nature of the wireless channels, which results in inter-

ference when multiple signal streams are transmitted over the same channel. To

avoid interference, traditional systems separate different data streams or commu-

nications pairs into orthogonal channels. The orthogonality can be achieved by

time division, frequency division, code division, etc. Naturally, the scarcity of

wireless resources such as spectrum and power make it hard to provide a high

data rate to a large number of users. The recently introduced multiple-input

multiple-output (MIMO) technology creates one more dimension, i.e., the space

dimension. Using multiple antennas at the transmitter and receiver, MIMO tech-

nology [1, 2] can improve the capacity of wireless systems significantly without
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consuming additional time, frequency or code dimensions.

However, size limitations of transmitters and receivers, and also the cost of

radio front ends, may limit the number of antennas a node can employ. This pre-

vents the implementation of MIMO technology in systems with multiple sources

and destinations equipped with only single antenna at each node. Also, allowing

multiple sources to transmit over the same channel in a non-orthogonal fashion

can result in higher data rates, as long as there is a way to control the inter-user

interference introduced by the coexistence of the multiple signal streams. The

background overview on on multi-user communications is provided in Section 1.1.

Ensuring secrecy is the other critical issue that a wireless system is facing.

An untrusted, or unfriendly node can wiretap the transmitted signals, thus com-

promising the secrecy of the communications links. Considering the information

secrecy, the design goal is to deliver information to the legitimate destination with

a data rate as high as possible while preventing untrusted nodes from hearing

the useful information. The secrecy requirement has been primarily handled with

cryptographic approaches that involve public and private keys [3, 4, 5]. Key-based

cryptographic approaches have been widely implemented in commercial commu-

nications systems on various layers, e.g., SSL and WEP [6, 7]. However, the

key-based cryptographic methods are challenged by possible key leakage and/or

surprise attacks [8, 4]. Recently, physical layer secrecy approach approaches have

become popular because they provide a more fundamental way to achieve the se-

crecy goal regardless of the decoding ability and key availability at the untrusted

node. Therefore, physical layer secrecy approaches can provide absolute secrecy.

We introduce the background of the physical layer secrecy concept in Section 1.2.

Cooperative relaying technology has the potential to play a significant role

in both the suppression of interference in multi-user systems and also in partici-

pating in the design of systems that can prevent untrusted users from accessing

information.
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1.1 Multiple user communications

For a point-to-point single antenna Gaussian channel, Shannon showed the chan-

nel capacity is C = log(1 + SNR) bits per channel use [9]. The degree of

freedom (DoF) is defined as DoF = C
log(SNR)

which measures the power efficiency

of a communication system. The DoF is 1 in a point-to-point Gaussian channel.

Multiple-input-multiple-output (MIMO) technology can significantly improve the

DoF of wireless communications. In a system with M and N antennas at the re-

ceiver and receiver, respectively, the DoF is improved to min{M,N} which yields

linearly increased capacity. The same slope of capacity increment can be achieved

in multi-antenna broadcast (BC) and multiple access (MAC) channels, even when

each receiver in BC or transmitter in MAC has one antenna only[10].

Another common communications environment is a multi-point to multi-point

channel, in which each source node is distinctly paired with a destination node and

transmits signal to the corresponding destination node simultaneously with all the

other sources. This channel is commonly referred to as interference channel. For

the 2×2 case, i.e., two sources and two destinations, the authors of [11] propose a

scheme which can achieve the capacity within one bit. For generalized interference

channels, the central task of transceiver design is interference control for achieving

high throughput. One could classify the interference control approaches in the

literature as follows.

• Treating the interference as noise. In this approach, each destination di-

rectly decodes the received signals as if the interference is not present in

the system. Although this approach has been used in practical systems for

years, e.g., cellular networks with intercell interference, it does not work

well when the interference level is high.

• Strong interference cancelation (IC). When the interfering signal is strong,

the destination may be able to decode the interference signal correctly and
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subsequently subtract it from the received signal thus improve the receive

quality of the desired but weak signal. However, the strong interference as-

sumption in fact limits the desired signal’s strength and results in through-

put loss. In the 2x2 special case, [12, 13, 14] show that the IC scheme

achieves capacity in the existence of very strong interference.

• Orthogonal multiple access. This is the most widely used scheme in practice.

Each source-destination pair is allocated a part of the radio resource, which

is not shared with other source-destination pairs. Examples include Time

Division Multiple Access (TDMA), Code Division Multiple Access (CDMA)

[15], and Orthogonal Frequency Division Multiplexing (OFDM). However,

the degree of freedom of the schemes with orthogonal multiple access is one.

• Interference alignment. In [16], the upper bound of the degree of freedom

of a generalized K × K interference channel is shown to be K
2
. This K

2

freedom of degree is further shown to be achievable through the technique of

interference alignment [17]. The interference alignment divides the received

signal space into two identical parts. The beamforming vectors over symbols

at each source are carefully selected based on the channel state information

(CSI) of the other sources. This design guarantees that the interferences

at one destination from all undesired sources fall in the same half vector

space, which is orthogonal to the half vector space of the desired signals.

By using interference alignment, each user can achieve degree of freedom

of 1
2
. At any source, however, the interference alignment requires the exact

CSI of other source and destinations, which is usually not easy to obtain in

a practical system.

Another approach to manage the interferences at destinations is adding one

or more relay nodes between the sources and destinations. Through properly

designed beamforming matrices, the relays can deliver interference-free signals to
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the destinations. The basics of relay techniques are covered in section 1.3.

1.2 Physical Layer Secrecy Communications

We are in a significant transition decade of wireless communication technologies

and services. In the consumer market, people are increasingly spending a large

amount of time on wireless devices for the commerce and social needs. A lot

of actions performed on wireless networks have high secrecy requirements, e.g.,

sensitive emails, private user profile and wireless transactions. From the mili-

tary point of view, sensitive data, e.g., battle field realtime video and control

information of missiles, is now routinely transmitted over wireless networks.

The changes in the wireless network utility and the broadcast nature of wire-

less signals, raise crucial security concerns. The state-of-art technologies to deal

with the secrecy issue typically involve the upper newtwork layers (above phys-

ical layer). Usually, these secrecy approaches are based on symmetric-key and

asymmetric-key protocols. For the symmetric-key approach, the sender and the

legitimate receiver must share the key securely before communications. For the

asymmetric-key protocols, the public-key is widely distributed and the private-key

is available only to the legitimate receiver. Both the symmetric and asymmetric

key approaches are based on the assumptions that high complexity prevents de-

cryption without knowledge of the shared key (symmetric) or private key (asym-

metric). However, the secrecy is not always guaranteed in these two approaches

due to two problems, 1) leakage of the shared or private key to the eavesdrop-

per and 2) the unproven complexity assumption is always challenged by the fast

increasing processing speed of super computers.

On the contrary, physical-layer secrecy approaches, whereby the legitimate

destinations can reliably receive the communicated information, prevent untrust-

ed nodes from being able to decode the electromagnetic signal even if they knew
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the encoding/decoding schemes. This type of secrecy is immune to key leakages

and strong capability of decoding at the eavesdropper. The absolute secrecy in

noisy wireless channels is first investigated by Wyner [18]. It is shown that if the

channel of the eavesdropper is a degraded version of the legitimate receiver, a

non-zero secret rate is achievable without sharing a key, while the eavesdropper

can decode almost no information. The physical layer secrecy results are extended

to the general Gaussian channel in [19]. It is shown that a positive secrecy rate is

possible provided that the legitimate destination link is stronger than the eaves-

dropper link. The secrecy rate over fading channels is investigated in [20]. The

secrecy capacity of the broadcast channel [21] wireless channel has subsequently

been characterized.

MIMO technologies can mitigate the dependence of the positive secrecy rate

on the condition of better channel of the legitimate destination than the eaves-

dropper, due to the additional degree of freedom provided by MIMO. However,

due to hardware cost and size limitations, nodes may not be equipped with mul-

tiple antennas (nodes may be too small to guarantee the required antenna sep-

aration). Node cooperation, however, can overcome this difficulty since multiple

cooperative nodes can form a virtual multi-antenna transmitter. As a typical

implementation of cooperation, relay techniques are proposed to use to improve

the physical layer secrecy [22, 23, 24].

1.3 Relay Technology in Multiuser and physical layer se-

crecy communications

In order to guarantee the increasing QoS requirements in the high speed cellular

networks, various types of diversity are utilized for improving the link reliability in

wireless systems. These techniques include channel coding technologies, time or

frequency diversity, spatial diversity and multiuser diversity. All types of diversity
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may not be very effective if the destinations are far from the sources, or in case

of deep fading due to shadowing.

In addition to the above mentioned methods on improving the link reliability

and throughput, cooperation diversity which takes advantage of partners’ anten-

nas, can greatly help the sources reach the destinations even when the direct links

between sources and destinations are very weak. Therefore, the link reliability

in terms of outage probability and bit error rate (BER) can be reduced and the

coverage of the cellular network can be improved. A pioneer work on cooperative

networks [25] established that the capacity upper bound of a relay system with

one source, one relay and one destination is characterized by max-flow min-cut

theory. The advantage of relay systems for improving the capacity region and

extending the wireless coverage is shown in [26, 27] by deploying two sources as

the partners of each other to relay cross information. To realize the advantages

of the relay concept, several relay protocols have been developed, such as AF, DF

and CF. All these schemes have been shown to be able to provide diversity in AF,

DF and CF schemes [28, 29, 30, 31, 32, 33].

Because of these advantages, relay technologies also find their place in multi-

ple user communications. The MIMO relay broadcast channel and MIMO relay

multiple access channel are shown to have a very elegant duality property. Ca-

pacity bounds and QoS guarantee problems in MIMO relay broadcast systems are

investigated in [34, 35]. Employing relays in multi-point to multi-point systems

is particularly of interest because it can enable simultaneous transmission rather

than separating the signals from all sources in orthogonal channels. Two types

of implementation of relays have been considered in literature. The first is that

one or more relays with multiple antennas can be deployed between sources and

destinations. These schemes enable independent processing of mixed signals from

the sources at each relay [36]. The second is that multiple single antenna relays

corporately help to forward the signals to the destinations [37, 38]. Both schemes
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have shown to be able to deliver interference-free signal at each destination, with

certain assumptions of channel state information availability at the relay.

Relay technologies also play an important role in physical layer secrecy com-

munications. Consider an unfavorable channel condition in which the source-

destination link is weaker than the source-eavesdropper link. Typically, in this

scenario positive secrecy rate is not achievable. Adding one or more friendly

relays can solve this problem by either cooperative beamforming or cooperative

jamming. In cooperative beamforming, multiple relays cooperatively focus the

forwarded signal to the destination while steering the signal away from the eaves-

dropper. In cooperative jamming, multiple friendly relays cooperatively transmit

a jamming signal, e.g., white noise, along the null space of the channel from the

relays to the legitimate destination. The jamming signal only causes interference

to the eavesdropper and is harmless to the legitimate destination. Both coopera-

tive beamforming and jamming schemes may achieve higher positive secrecy rate

than that in a non-relay system.

1.4 Contributions of the Dissertation

This thesis investigates relay application in multi-user communications systems.

Three important aspects in wireless communications are focused on, i.e., through-

put maximization, Quality of Service (QoS) guarantee and communications with

physical layer secrecy. The throughput maximization and QoS guarantee are in-

vestigated in a multiple source-destination system with one relay equipped with

multiple antennas. The physical layer secrecy is investigated in a system with one

source, one destination and one eavesdropper with single-antenna relays.
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1.4.1 Sumrate in relay assisted multi-point to multi-point

communications systems.

A wireless system with multiple source-destination pairs is considered. Each

source is uniquely paired with one destination. All sources transmit indepen-

dent signal streams to the destinations. Unlike dealing with this system with

orthogonal transmission or interference alignment, one AF relay with multiple

antennas is used to receive, process and forward signals to the destinations by

using a ZeroForceing BeamForming (ZFBF) matrix. Under this system model,

we focus on three important but open problems. The first one is to design the

relay beamforming matrix to maximize the system sumrate. The second one is

the analysis of the sumrate limit. The last one is analysis of system behavior

under imperfect CSI. The contributions through addressing these problems are

summarized as follows

• We propose a ZFBF matrix design in a way that the sumrate of all S-D

pairs is maximized.

• We analytically show that with high source and/or relay power, ZFBF with

sumrate maximization achieves an ergodic sumrate that maintains a con-

stant gap from the maximum possible ergodic sumrate. This implies that

the proposed approaches is optimal in terms of multiplexing gain.

• We investigate the impact of imperfect CSI on the sumrate of ZFBF relay-

ing and derive an upper bound of the sumrate loss caused by CSI errors.

The bound reveals that the ratio of the source and relay power plays an

important role in the sumrate penalty. The bound also suggests that the

system becomes interference limited in the high signal-to-noise ratio (SNR)

regime unless the CSI accuracy improves at the relay with source/relay

power increasing.
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This part of work has been published in:

• Y. Liu and A.P. Petropulu, “On the sumrate of AF relaying Systems with

multiple source-destination pairs,” IEEE Trans. on Wireless Comm., vol.

10, no. 11, pp. 37323742, Oct, 2011.

• Y. Liu and A.P. Petropulu, “On amplify-and-forward relay networks with

multiple source-destination pairs,” IEEE Global Telecom. Conf. (Globe-

com), Dec. 2010, pp. 1-5.

1.4.2 QoS Guarantee in multiple-point to multi-point sys-

tems with relay assistance

In a system with multiple source destination pairs, each destination has its own

QoS requirement. One important problem is how the system can meet the QoS

requirements with minimal system resources. Again, one AF relay with multi-

ple antennas is used to precode the signal before forwarding with the precoding

enabling signal separation at the destinations. This part of the thesis targets

at minimizing the relay transmit power while keeping the signal-to-noise-plus-

interference (SINR) higher than the required thresholds. The novelty of our

contribution as compared to the existing literature is optimal beamforming de-

sign in both cases of multiantenna relay and distributed relays, low complexity

relay beamforming design, and implementation of relay antenna selection. The

design of relay beamforming under imperfect CSI does not involve any numerical

optimization thus has low complexity. Relay antenna selection is shown to be

able to further improve the outage performance. The contributions of this part

are as follows:

• We solve the power minimization problem with destination SINR constraints

via Semi-definite Programming (SDP). A cooperative beamforming design
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based on distributed relays is also proposed for supporting the simultaneous

SINR destination requirements. Both designs require perfect CSI.

• An iterative relay weights design is proposed to meet the SINR requirements

and control interference in a scenario of imperfect relay CSI. The design is

based on meeting the worse case SINR requirements. The design does not

involve any numerical optimization and has low complexity. The proof of

convergence is provided.

• Antenna selection is shown to be a good tool for further decreasing the out-

age probability. Several antennas selection methods are proposed according

to the criterion of minimizing the interference or the outage probability.

This part of work is included in:

• Y. Liu and A.P. Petropulu, “QoS Satisfaction in amplify-and-forward relay

networks with multiple source-destination pairs,” submitted to IEEE Trans.

on Wireless Comm., 2012.

• Y. Liu and A.P. Petropulu, “Cooperative beamforming in multi-source

Multi-destination relay systems with SINR constraints,” in IEEE Inter-

national Conference on Acoustics Speech and Signal Processing (ICASSP),

March 2010, pp. 2870-2873.

• Y. Liu and A.P. Petropulu, “Robust AF relay transmission with multi-

ple source-destination pairs under channel uncertainty,” in IEEE Asilomar

Conf. on Signals, Systems and Computers, Nov. 2010, pp. 126-130.

• Y. Liu and A.P. Petropulu, “QoS guarantees in relay networks with multiple

source-destination pairs and imperfect CSI,” in IEEE 7th Sensor Array and

Multichannel Signal Processing Workshop (SAM), June 2012, pp. 101-104.
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• Y. Liu and A.P. Petropulu, “Antenna selection in relay networks with

multiple source-destination pairs in the presence of imperfect CSI,” in the

46th Annual Conference on Information Sciences and Systems (CISS), Mar.

2012.

1.4.3 Destination assisted cooperative jamming in physi-

cal layer secrecy systems

In a physical layer secrecy system assisted by multiple DF relays, each relay

participating in the signal forwarding in the second slot must decode the message

correctly and securely. This requires adequate source transmission power in the

first slot which may result in high signal quality at the eavesdropper. So the

system secrecy rate is limited. With a large decoding set of the relay nodes, the

first slot secrecy rate is limited by the relay with the lowest first-hop secrecy rate.

This causes that the system does not benefit from a large number of relays.

To overcome the aforementioned two difficulties, a destination assisted jam-

ming scheme is proposed. Note that destination assisted jamming is a natural

choice in a system with a disconnected source-destination link [39, 40]. In the

system investigated in this paper, although the destination can hear from the

source, the destination chooses to act as a jammer rather than receive the signal.

It will be shown that, although the destinations useful signal in the first slot is

discarded, the overall secrecy of the system is improved as compared with the

methods in literature.

The contributions are summarized as follows:

• We propose a destination-assisted jamming scheme in which the destina-

tion does not listen in the first slot, but rather cooperates with the source

in transmitting noise. Due to the cooperative jamming, the eavesdropper

Signal-to-Interference-plus-Noise-Ratio (SINR) in the first slot is limited
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when the transmission power increases. The secrecy rate is therefore im-

proved significantly.

• The optimal power allocation is determined among source, relay and desti-

nation signal and jamming noise, to maximize the system secrecy rate. We

show that this non-convex optimal power allocation problem can be con-

verted into a one dimensional line search plus a bi-sectional search problem.

• We extend the proposed jamming scheme to the environment with multiple

relays. Two relay selection schemes are proposed to choose the best relay

to decode-and-forward the signal. The selections filter out bad relays which

result the tight first slot secrecy constraints and limit the secrecy rate. The

optimal method is based on the computation of the optimal power allocation

through all possible relays to be selected. The suboptimal method is purely

based on the CSI of each relay and has low computation requirements.

• The scaling law of the secrecy rate is analyzed in the region of high transmit

power and large number. The scaling law of secrecy rate takes the form of

1
2
log2(1 +

P0

8
logK)− 1.6 bits/s/Hz under Rayleigh channel.

• We designe a limited feedback approach to acquire CSI which enables dis-

tributed calculation of jamming weight vectors and power allocation at each

relay.

This part of work is included in:

• Y. Liu and A.P. Petropulu, “Destination assisted cooperative jamming for

wireless physical layer security,” submitted to IEEE Trans. on Info. Foren-

sics and Security, 2012.

• Y. Liu and A.P. Petropulu, and H. Vecent Poor, “Joint decode-and-forward

and jamming for wireless physical layer security with destination assis-

tance,” IEEE Asilomar Conf. on Signals, Systems and Computers, 2011,



14

pp. 109-113.

• Y. Liu and A.P. Petropulu, and H. Vecent Poor, “Relay selection and scaling

law in destination assisted physical layer secrecy systems,” IEEE Statistical

Signal Processing Workshop (SSP), Aug. 2012.

1.5 Outline of the thesis

This dissertation is organized as follows.

In Chapter 2, we present the proposed the relay beamforming design in multi-

point-to-multi-point systems to maximize the sumrate. Sumrate results are ana-

lyzed under perfect and imperfect relay CSI.

In Chapter 3, the QoS meeting problem in multi-point-to-multi-point systems

is considered. Relay beamforming design and antenna selection are proposed to

combat the relay CSI errors.

In Chapter 4, a destination assisted cooperative jamming/beamforming scheme

is proposed in physical layer security systems. Chapter 5 contains concluding re-

marks and possible directions for future work.

1.6 Notations

Notation - Boldface uppercase letters denote matrices and boldface lowercase

letters denote vectors. (·)T and (·)H denote transpose and conjugate transpose

operators, respectively. [X]i,j, [X]:,j and [X]i,: denote the i-j element, jth column

and ith row of the matrix X, respectively. vec(X) = [[X]T:,1, [X]T:,2, ...]
T . For a

vector x, [x]i denotes the ith element and diag{x} denotes a diagonal matrix

in which the ith diagonal element is [x]i. I(·; ·) denotes mutual information.

CN (µ, σ2) and N (µ, σ2) denote respectively complex and real Gaussian variables
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with mean equal to µ and variance equal to σ2. X (n, σ2) denotes a n-degrees chi-

square distribution, with zero mean and variance σ2 in each degree. E denotes

expectation operation.
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Chapter 2

On the Sumrate of Amplify-and-Forward Relay

Networks with Multiple Source-Destination

Pairs

The Chapter considers a network scenario in which multiple Source-Destination

(S-D) node pairs need to communicate simultaneously. Each source and destina-

tion is equipped with a single antenna and the communication is assisted by a

multi-antenna relay operating in an Amplify-and-Forward fashion. The commu-

nication is completed in two slots; 1) the sources transmit simultaneously and 2)

the relay retransmits the signals which were received at its antennas after linearly

processing them via a zeroforcing beamforming (ZFBF) matrix. Two different

designs for ZFBF matrix are proposed. The first design allocates the total relay

power so that all data streams have the same power. The second design allocates

the total relay power in a way that maximizes the sumrate of all S-D pairs. We

show analytically that, when the source or relay power is high, the proposed sum-

rate maximization has the same ergodic sumrate as the cut-set bound with two

identical slots and a ZF precoder in the broadcast hop, or a ZF equalizer in the

multiple access hop or maintains a constant gap from the cute-set bound when

a ZF precoder is employed in the broadcast hop. Although initially full relay

channel state information (CSI) is assumed, an upper bound of the sumrate loss

caused by relay CSI errors is derived.

Relaying approaches are strong candidates for delivering high performance in

next generation wireless communication systems. Indeed, they have the potential

to achieve extended coverage, throughput enhancement and energy savings [26]
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by combating a weak direct link between the source and destination, caused by

large pathloss or shadowing. Among various relaying protocols, e.g. Amplify-

and-Forward (AF), Decode-and-Forward (DF) and Compress-and-Forward (CF)

[28], AF relaying is popular for its low complexity and implementation cost.

Recently, relay techniques has been exploited with Multiple input multiple

output (MIMO) [1, 2]. In [41, 36], point-to-point MIMO techniques were proposed

and capacity bounds were analyzed.

The optimal relay BF structure for maximizing the throughput in antenna

AF relay systems was proposed in [42], for the case in which the relay serves one

source and one destination and in [43], for the case in which the relay forwards the

signal that it receives from two simultaneously transmitting nodes. Both schemes

require that sources and destinations have multiple antennas. MIMO relay sys-

tems with one source and multiple destinations have been investigated in [44, 34].

Apart from these prior works, there is another potentially high throughput ap-

plication of MIMO relaying, i.e., using multiple antenna relay(s) for supporting

simultaneous communication between multiple S-D pairs. For example, [36] em-

ploys a large group of relays to support each independent S-D antenna pair. The

transmit signals from the relays belonging to the same group add coherently at

the destination antennas. [45] proposed a BF design for minimizing the mean

square error of received data at all destinations. In [46, 47], the authors imple-

mented ZFBF and channel triangulating BF at a number of relays for separating

data streams. The ZFBF matrix at each relay was generated so that a relay power

constraint is satisfied [46]. However, the constraint on the BF matrix is so strict

that the relay power may not be used up, which as a result limits the sumrate.

One shared assumption in the aforementioned works is the availability of perfect

CSI at the relay. To the best of our knowledge, no works have quantified the

impact on performance of CSI errors at the relay.

A similar setup is considered in this section as in [46, 47], i.e., a system with
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multiple single antenna S-D pairs. We focus on the model with one AF relay

equipped with multiple antennas. This model can be employed in a network

has one device with adequate space for equipping with multiple antennas, e.g., a

base station with remote antennas, which are wired together. This scheme has

advantages over the scheme using multiple relays with single antenna, i.e., it does

not requires timing and phase synchronization and information changing among

relay nodes, which are hard to be satisfied in a practical wireless system.

In the first slot the sources transmit simultaneously over the sources-relay (S-

R) link, which is referred as Multiple Access (MAC) Link , while in the second

slot, the relay retransmits signals which are received at its antennas after linearly

processing them via a ZFBF [48, 49] matrix over the relay-destinations (R-D)

channel which is called Broadcast (BC) link. The contribution of this work can

be summarized as follows.

• We propose two different designs of the ZFBF matrix. The first design

allocates the total relay power so that all data streams have the same useful

signal power. The second design allocates the total relay power in a way

that maximizes the sumrate of all S-D pairs.

• We show analytically that with high source and/or relay power, the ZFBF

with the sumrate maximization design achieves an ergodic sumrate that

maintains a constant gap from the maximal possible ergodic sumrate. The

latter is determined by the cut-set theory [50] with two identical slots and

a ZF precoder in the BC hop, or a ZF equalizer in the MAC hop. This

confirms the optimality of the proposed approaches in terms of multiplexing

gain.

• We investigate the impact of imperfect CSI on the sumrate of ZFBF relay-

ing.

A tight upper bound is derived quantifying the sumrate loss caused by the
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relay CSI errors. The bound shows that the ratio of the source and relay

power plays an important role in the sumrate penalty. It also demonstrates

that with static CSI accuracy at the relay, the system becomes interference

limited in the high SNR region and also that with improved CSI accuracy

at the relay, the system sumrate can always benefits from increasing source

and relay power.

2.1 System Model

A system with M single antenna sources and M single antenna destinations is

considered. One relay, equipped with K antennas assists the sources in sending

data to their distinct destinations. The system model is depicted in Fig.2.1. The

direct links between sources and destinations are assumed to be negligible due

to large pathloss or shadowing. The source signal vector s ∈ CM×1 contains the

baseband signals of the M sources. [s]i, i = 1, ...,M , are assumed to be statis-

tically independent and identically distributed (i.i.d.) CN (0, 1). The transmit

power of source i and the relay is Pi and P0, respectively. Frequency flat fading

in all channels is assumed and initially, all channels are assumed to be known at

the relay. Communications occur in a half-duplex fashion.

In the first slot, the sources transmit s over the S-R channel F ∈ CK×M and

the relay receives r = FΛss + n, where r ∈ CK×1; Λs = diag{
√
P1, ...,

√
PM};

n ∈ CK×1 represents additive noise at the relay, with ni ∼ CN (0, 1). In the

second slot, the relay applies a BF matrix W ∈ CK×K on r and transmits the

vector

t , Wr = WFΛss+Wn, t ∈ CK×1. (2.1)

Let G ∈ CK×M denote the R-D channel. The received signal vector at the
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W

Figure 2.1: A relay system with multiple source-destination pairs

destinations is

y = GWFΛss+GWn+ z, (2.2)

where z represents the noise vector at the destination. It is assumed that [z]i ∼

CN (0, 1). The relay transmit power and the SINR at the ith destination can be

expressed as follows, respectively:

PR = E||t||2 = Tr(WFΛ2
sF

HWH) + Tr(WWH) (2.3)

SINRi =
Pi|gT

i Wfi|2∑j ̸=i
j=1,...M Pj|gT

i Wfj|2 + ||gT
i W||2 + 1

(2.4)

The goal of this chapter is to maximize the system sumrate, R = 1
2

∑M
i=1 log2(1+

SINRi), subject to a relay total power constraint PR ≤ P0. If (3.2) and (3.3) are

directly used for this goal, the formulated problem is non-convex and complicated,

which is hard to solve [51].



21

2.1.1 Cut-set upper bound of sumrate

For the system under investigation, an upper bound of the sumrate can be ob-

tained using cut-set theory [50]. Since the direct links from the sources to the

destinations are ignored, the half-duplex cut-set bound with two identical slots

can be readily expressed as

C ≤ 1

2
min{max

p(s)
I(s; r),max

p(t)
I(t;y)}. (2.5)

The term max
p(s)

I(s; r) in (2.5) denote the capacity of the MAC-cut, for which it

holds that max
p(s)

I(s; r) = log2 det(I+FΛs
2FH) , CMAC . The term max

p(t)
I(t;y) in

(2.5) denotes the capacity of BC-cut and is further upper bounded as max
p(t)

I(t;y) ≤

max
Qt=EttH, trace(Qt≤P0)

log det(I +GQtG
H) , CBC,Coop. The achievable throughput

is upper bounded by the smaller one of the capacity of the MAC-cut and BC-cut.

Since ZFBF is employed for relay signal forwarding in this chapter, we analyze the

sumrate difference between the proposed approaches and the cut-set bound (2.5)

with a ZF precoder in the BC hop and/or a ZF equalizer in the MAC hop. The

value max{CMAC , CBC,Coop} is used in simulations for evaluating how the sumrate

of the proposed approaches are close to the maximal possible throughput.

2.2 Sumrate of ZFBF Relaying with Multiple S-D Pairs

Since the optimal BF matrix that maximizes the sumrate is hard to obtain, we

use the ZF criterion to simplify the BF matrix design problem. To guarantee that

there is no interference among S-D pairs, i.e., the ith destination only receives

the signal from ith source, the BF matrix W must satisfy [G]i,:W[F]:,j = 0, i, j =

1, ...,M, i ̸= j, which implies that GWF is diagonal. One way to enforce these
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conditions is to employ the following structure to W [38],

W = GH[GGH]−1︸ ︷︷ ︸
WG

ΛR [FFH]−1FH︸ ︷︷ ︸
WF

, (2.6)

where ΛR = diag{ρ1, ..., ρM}. Eq.(3.5) requires that rank(F), rank(G) =M .

By substituting (3.5) into (3.1), (3.2) and (3.3), the received signal at the

ith destination becomes [y]i = ρi
√
Pi[s]i + ρi[WF]i,:n + [z]i and SINRi and relay

transmit power expressions become

SINRZF
i =

Pi|ρi|2

|ρi|2σ2
fi
+ 1

, (2.7)

PZF
R =

M∑
i=1

σ2
gi
Pi|ρi|2 + xHΓx, (2.8)

where Γ ,
∑M

i=1 diag{[WF]i,:}HWH
GWGdiag{[WF]i,:}, σ2

fi
, ||[WF]i,:||2, σ2

gi
,

||[WG]:,i||2 and x , [ρ1, ..., ρM ]T . The first and second term of the denominator

of RHS of (2.7) represents forwarded noise level and additive noise level at the ith

destination, respectively. Similarly, the first and second term of the RHS of (2.8)

represents forwarded signal power and signal power in relay transmission power,

respectively.

{ρ1, ..., ρM} in ΛR can be adjusted to achieve the goal of maximizing the

system sumrate and are our design variables. Note that not only the amplitude

of ρi affects the system throughput, but also the phase of ρi, which controls

the forwarded noise power from the relay. We propose two different designs for

{ρ1, ..., ρM} – a) equal power allocation and b) sumrate maximization. The two

designs are discussed next.
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2.2.1 Design 1: Equal power allocation

The relay assigns to each S-D pair the same useful signal power, i.e., |ρi|2σ2
gi
Pi =

c, i = 1, ...,M . By defining x0 = [(σ2
g1
P1)

− 1
2 , ..., (σ2

gM
PM)−

1
2 ]T and applying the to-

tal power constaints (2.8), c should satisfy c2xH
0

[
diag{[σ2

g1
P1, ..., σ

2
gM
PM ] + Γ}

]
x0 =

P0. So we obtain:

ρi =

√√√√ P0

xH
0

[
diag{[σ2

g1
P1, ..., σ2

gM
PM ] + Γ}

]
x0σ2

gi
Pi

. (2.9)

2.2.2 Design 2: Sumrate maximization

The equal power allocation method is simple but it does not achieve the maximal

system throughput. For scenarios in which different users face different channel

conditions, there are better ways to adjust ρi, i = 1, ...,M . In this section, we

allocate the weights {ρ1, ..., ρM}, so that the sumrate is maximized. This problem

is formulated as

max
ρi,i=1,...,M

CZF , 1

2

M∑
i=1

log2
(
1 + SINRZF

i

)
, s.t. PZF

R ≤ P0. (2.10)

The problem of (2.10) is still non-convex. The constraint in (2.10) is the sum

of two parts, i.e., the signal power
∑M

i=1 σ
2
gi
Pi|ρi|2 part and the forwarded noise

power xHΓx. The idea is to first solve a relaxed version of (2.10) by discarding the

contribution of the forwarded noise in the constraint. The effects of ignoring the

forwarded noise are the following: 1) the power constraint at the relay is violated

and 2) only the magnitudes of ρ1, ..., ρM can be computed. To address these

two effects, the phases of ρ1, ..., ρM are optimized to minimize the power of the

forwarded noise from the relay and then |ρ1|, ..., |ρM | are decreased accordingly to

restore the power constraint. This idea leads to the following two-step suboptimal

algorithm.
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Step 1: Solve the following problem by ignoring the forwarded noise power,

xHΓx, in (2.10),

max
|ρi|2, i=1,...,M

CZF , s.t.

M∑
i=1

σ2
gi
Pi|ρi|2 ≤ P0. (2.11)

Using Lagrangian multipliers, this results in a water-filling-like solution, i.e.,

|ρi|2 = f+(qiaibi, bi(qi + ai), bi − λ),
M∑
i=1

|ρi|2bi = P0, (2.12)

where f+(a, b, c) =

 0, if b2 − 4ac < 0

max
{

−b+
√
b2−4ac
2a

, 0
}
, else

and ai = σ2
fi
, bi = Piσ

2
gi
and

qi = Pi + ai. The derivation of (2.12) is given as follows:

The sumrate optimization problem ignoring the forwarded noise is written as

max
x∈CM×1

M∑
1

log

(
1 +

Pi|ρi|2

|ρi|2σ2
fi
+ 1

)
s. t.

M∑
i=1

σ2
gi
Pi|ρi|2 ≤ P0.

Let us define ai = σ2
fi
, bi = Piσ

2
gi
, qi = Pi + ai and xi = |ρi|2. By introducing the

Lagrangian multiplier λ, we obtain the Lagrangian function as follows:

L(xi, λ) =
M∑
i=1

log(aixi + 1)−
M∑
i=1

log(qixi + 1) + λ(
M∑
i=1

bixi − P0)).

Since xi > 0, it must hold that ∂L(xi,λ)
∂xi

= 0, which yields

biaiqix
2
i + bi(ai + qi)xi =

Pi

λ
− bi. (2.13)

Eq.(2.13) has at most one positive root, since biaiqi > 0 and bi(ai + qi) > 0.

Therefore, by defining µ = Pi

λ
and solving (2.13), we can obtain the expressions

of the |ρi|2 as in (2.12).

Step 2: Let the obtained |ρi|, i = 1, ...,M form a real valued power control
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vector xtmp , [|ρ1|, ..., |ρM |]T . xtmp results PZF
R ≥ P0. So, in this step we first

adjust the phase of each ρi to minimize the forwarded noise power (this does not

affect SINRi, i = 1, ...,M) and then scale ρi to restore the relay power constraint.

The problem of adjusting the phase is formulated as

min
v∈CM×1

vHdiag{xtmp}HΓdiag{xtmp}v; s. t. |[v]i| = 1, (2.14)

where the ith element of v captures the phase of |ρi|, i.e., ρi , |ρi|[v]i. Let

Q , diag{xtmp}HΓdiag{xtmp},Ψ , vvH, and qi ∈ CM×M with all zero elements

except an 1 at the i-th diagonal element. Then, the problem of (2.14) is equivalent

to

min
Ψ∈CM×M

Tr{QΨ}; s. t. Tr{qiΨ} = 1; Ψ ≻ 0; rank{Ψ} = 1, (2.15)

which can be converted to convex using semi-definite relaxation by dropping

the rank 1 condition, and can then be solved using semi-definite programming

tools (e.g. Sedumi [52]) and randomization techniques [53]. The solution of

(2.15) gives a phase vector vopt which results in reduced noise forwarding power

Pmin
n = vH

optdiag{xtmp}HΓdiag{xtmp}vopt. So the total relay transmit power with

[ρ1, ..., ρM ] = diag{xtmp}vopt would be to P0 + Pmin
n , by noting that the phase

vector vopt does not change the relay useful signal power. To restore the relay

power from P0 + Pmin
n back to P0, we only need properly decrease the amplitude

of xtmp:

xopt = diag{vopt}xtmp

√
P0

P0 + Pmin
n

, (2.16)

ρopti = [xopt]i and the corresponding ZFBFmatrix equalsWopt = WGdiag{xopt}WF.

Remarks: A simpler, but not optimal, method without numerical optimiza-

tion exists. Q has a Singular Value Decomposition Q = VDVH. If the phase
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vector v can be along V(:,M), which corresponds to the smallest singular val-

ue of Q, the forwarded noise power is minimized. So a good criterion is se-

lecting v which has the largest inner product with V(:,M), i.e., max
v∈CM×1

|vHV(:

,M)|; s. t. |[v]ii| = 1. The solution is vsubopt, [vsubopt]i =
V(i,M)
|V(i,M)| .

The proposed methods can be extended to the multiple relay case. By letting

each relay apply the proposed methods, the useful signals will add up together at

each destination. So the throughput can be improved. In terms of sumrate max-

imization, however, direct applying the proposed sumrate maximization method

maybe not be optimal since the power allocation of one relay may be affected by

another one.

2.3 Ergodic Sumrate Analysis in High SNR Regime

In this section, the ergodic sumrate of the proposed ZFBF sumrate maximization

approach is analyzed in the high SNR regime by comparing it to the maximum

possible ergodic sumrate as given by the cut-set theory, with a ZF precoder in

the BC-hop and/or ZF equalizer in the MAC-hop. Via this comparison, we get

a sense of how much throughput is lost due to the AF operation at the relay. In

the analysis we assume that the elements of the channel matrices F, G are i.i.d.,

CN (0, 1).

In the high SNR regime (high source power and/or relay power), the gap

between the ergodic sumrate of the ZFBF AF relaying and the cut-set bound

with ZF precoder in the BC hop and/or ZF equalizer per S-D pair in the MAC

hop is upper bounded by a positive constant, which is related to K −M only.

For the cut-set bound, the power allocation in the BC-cut with a ZF pre-

coder that maximizes the sumrate is a standard waterfilling solution {P StdWF
i , i =

1, ...,M} based on a total power constraint P0 and channel gains σ−2
gi
, i = 1, ...,M .

We will prove Theorem 1 for the following three high SNR cases:
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• Case I- The source power and relay power are both very large and increase

at the same rate, so that Pi →∞ and P0

Pi
= ci, where ci is a positive finite

constant.

In this case, the ratio of the forwarded signal power to the forwarded noise

power in the relay transmit power tends to infinity so that the effect of the for-

warded noise on ρi, i = 1, ...,M can be ignored. In that case, the amplitudes

of ρi, i = 1, ...,M can be determined based on the forwarded signal power only.

Then, if the relay still allocates {P StdWF
i , i = 1, ...,M}, it holds

lim
Pi→∞, P0/Pi=ci

|ρStdWF
i |2 = P StdWF

i

σ2
gi
Pi

, (2.17)

Since the proposed design is obtained to maximize the sumrate, the weights

{|ρopti |2, i = 1, ...,M}, obtained based on (2.12) must outperform the standard

waterfilling solution {|ρStdWF
i |2, i = 1, ...,M}. Thus we have the following rela-

tion:

Copt
AF,ZF ≥

1

2

M∑
i=1

log2

(
1 +

P StdWF
i Pi

P StdWF
i σ2

fi
+ Piσ2

gi

)
. (2.18)

where the RHS of (2.18) comes from substituting (2.17) into (2.7). The upper

bound of the expectation of the difference of Copt
AF,ZF and the ergodic sumrate of
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the BC-hop with a ZF precoder is shown in (2.19)-(2.23) at the top of next page,

ECCut,BCZF − ECopt
AF,ZF ≤ ECBC,ZF − ECopt

AF,ZF (2.19)

Pi→∞
≤ 1

2
E

M∑
i=1

log2
(
1 +

P StdWF
i

σ2
gi

)
− log2

1 +
P StdWF
i

PStdWF
i

Pi
σ2
fi
+ σ2

gi


≤ 1

2
E

M∑
i=1

log2

(
1 + ci

σ2
fi

σ2
gi

)
(2.20)

≤ 1

2
Eσ2

fi

M∑
i=1

log2
(
1 + ci(K −M + 1)σ2

fi

)
(2.21)

=
1

2
Eσ2

fi

M∑
i=1

log2

(
2

σ2
fi

+ 2ci(K −M + 1)

)
− 1

2
Eσ2

fi

M∑
i=1

log2

(
2

σ2
fi

)
(2.22)

≤ M

2
log2[2(ci + 1)(K −M + 1)] +

M

2
1.4427(γ −

K−M∑
j=1

1

j
), (2.23)

where CCut,BCZF stands for the cut-set bound in the BC-hop with a ZF precoder

and, CBC,ZF denotes the ergodic sumrate of the BC-hop with a ZF precoder;

γ = 0.577 in (2.23) is the Euler’s constant; 1.4427 = log2 e in (2.23) is due to

the log base change; (2.19) is based on the fact Emin(x1, x2) ≤ Ex1; (19) is

because that
PStdWF
i

Pi
≤ ci; (2.21) is based on Jensen’s inequality and the facts

1/σ2
gi
∼ X 2(2(K − M + 1), 1

2
)[54]; (2.23) is based on Jensen’s inequality and

(4.352-1) in [55].

WhenK−M+1 is very large, it is well-known that
∑K−M

j=1
1
j
→ log(K−M)+γ,

so the RHS of (2.23) becomes:

RHS of (2.23) =
M

2
log2[2(ci + 1)]

This indicates that the throughput loss of the proposed ZFBF approach with AF

operation is bounded by a constant compared with any other two-hop systems

with two identical slots and a ZF precoder in the BC hop; this constant is only

related to the ratio of the relay and source power with large relay antenna number.
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In Fig. 2.2, we plot the value of RHS of (2.23) divided by M , i.e., the sumrate

gap upper bound per S-D pair, at different values of K −M . One can see that

the sumrate gap upper bound per S-D pair is only related to K −M based on

(2.23). Also, Fig. 2.2 shows that as K −M increases, the sumrate gap upper

bound per S-D pair decreases.

• Case II- Large source power, Pi →∞ and small relay power, i.e., Pi ≫ P0.

In this case too, the effect of the forwarded noise on the relay transmit power

can be ignored. Further, since |ρi| → 0, it holds that |ρi|2σ2
fi
≪ 1, thus, the

forwarded noise in the SINR (2.7) is much smaller than the additive noise and

can be ignored. The proposed sumrate maximization method degenerates to the

standard waterfilling, i.e., |ρopti |2 → |ρStdWF
i |2. Then, it holds

Copt
AF,ZF

Pi≫P0→ 1

2

M∑
i=1

log2

(
1 +

P StdWF
i

σ2
gi

)
= CCut,BCZF

which means that the sumrate Copt
AF,ZF is the same as the cut-set bound with a

ZF BC-hop.

• Case III- Large relay power, i.e., P0 → ∞ and small source power, i.e.,

P0 ≫ Pi.

When P0 ≫ Pi, the cut-set bound is dominated by the MAC-hop, thus we

only consider the comparison of Copt
AF,ZF and CCut,MACZF , which is the sumrate

of the MAC-hop when the relay employs a ZF equalizer. Since P0 → ∞, it also

holds that |ρi|2 →∞. By applying |ρi|2 →∞ to (2.7), we obtain

Copt
AF,ZF

|ρi|2→∞→ 1
2

∑M
i=1 log2

{
1 + Pi

σ2
fi

}
, CCut,MACZF .

Therefore, the ergodic sumrate of the ZFBF AF relaying system approaches the

cut-set bound with a ZF equalizer in the MAC-hop.



30

Combining the above three cases, we conclude that in the high SNR regime,

the ZFBF AF relay system either has the same ergodic sumrate as the cut-set

bound with ZF precoder and/or receiver, or maintains a constant gap from the

cut-set bound with a ZF precoder. The ZF equalizer in MIMO MAC and the ZF

precoder in MIMO BC can both achieve multiplexing gainM [56][54]. Considering

that ZFBF relaying uses two slots for one symbol transmission, the proposed

sumrate maximization approach achieves spatial multiplexing gain of M
2
, thus is

optimal.

Remarks: Note that the ergodic sumrate difference between the ZFBF and

ZF-Dirty-Paper-Coding (ZF-DPC) tends to be a constant [57], and also that the

sumrate gap between ZF-DPC and the system with cooperation receive antennas

vanishes [54] in high SNR regime. As a result, Theorem 1 can also apply to the

case of an optimal receiver in the MAC-hop and ZF-DPC precoder in the BC-hop.

Note that by replacing P StdWF
i in the sumrate maximization method with P0

M
in

the equal power allocation method Theorem 1 can be easily shown to be also valid

for the equal power allocation case.

2.4 Impact of the CSI errors on the sumrate

In order to calculate the ZFBF matrix, the relay must have CSI on both the MAC

and BC hops. However, in a real scenario, the CSI obtained by the relay usually

contains errors. In this section, we investigate the effect of CSI error on the

ergodic sumrate of the proposed equal power allocation approach. The reason we

analyze the equal power allocation is that this method has close form expressions

for ρi, i = 1, ...,M , but the proposed sumrate maximization method does not. In

the following, the elements of F, G are assumed to be i.i.d. CN (0, 1). We also

assume that each source has the same transmit power, i.e., Pi = PT , i = 1, ...,M

for simplicity.
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Figure 2.2: Value of (2.23) over M at different K −M .

Let the true channel matrices, F and G, be related to the estimates avaialbe

at the relay, i.e., F̂ and Ĝ, through the following equations [58]:

F =
√
1− α2F̂+ αEF; G =

√
1− β2Ĝ+ βEG (0 ≤ α, β ≤ 1). (2.24)

In the above equation, F̂ and Ĝ can be viewed as scaled versions of the MMSE

estimates of F and G, respectively, where the estimates and true channels have

the same variances; EF and EG are CSI error matrices, which are statistically

uncorrelated with F and G and their elements are assumed i.i.d., CN (0, 1). The

parameters α and β quantify the CSI errors the MAC and BC links, respectively.

We assume that the relay has the same CSI errors levels for all S-D pairs, however,

the results also apply to the case that there are different errors between different

links.

Suppose that the relay uses F̂ and Ĝ for forming the BF matrice, i.e., WG =
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Ĝ
H
[ĜĜ

H
]−1 and WF = F̂

H
[F̂F̂

H
]−1. For presentation convenience, let us nor-

malize each column of WG and each row of WF as

W̃G = diag{||[WG]:,i||}−1WG; ŴF = diag{||[WF]i,:||}−1WF.

In order to derive the sumrate loss, we will make the following assumptions:

• AS3.1: the proposed approach works in the moderate to high source power

region so that ρ1, ..., ρM can be approximated by ignoring the forwarded

noise, i.e., ρi ≃
√

Pfw

PT |âfi|2
, where âfi = [ŴF]iF̂:,i and Pfw is the relay power

per S-D pair with Pfw = P0

M
.

• AS3.2: α, β << 1 so that the variation of the received useful signal power

at each destination caused by CSI errors can be ignored, i.e., ηi ≃ η̂i, where

ηi and η̂i are the received useful signal power at the ith destination without

and with CSI errors, respectively.

• AS3.3: The change on the forwarded noise level at each destination, caused

by the CSI errors, is ignored, i.e. nfw
i ≃ n̂fw

i , where nfw
i and n̂fw

i are the

received forwarded noise power at the ith destination without and with CSI

errors, respectively. This is becaused that the forwarded noise levels are

much smaller than the interference among S-D pairs.

On denoting the interference power at the ith destination from jth (j ̸= i)
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source by I
(i)
j , the ergodic sumrate penalty resulting from the CSI errors is ex-

pressed as

∆R = E log

(
1 +

ηi

nfw
i + 1

)
− E log

(
1 +

η̂i∑j ̸=i
j=1,...,M I

(i)
j + n̂fw

i + 1

)

= E log

(
ηi + nfw

i + 1

η̂i + n̂fw
i + 1 +

∑j ̸=i
j=1,...,M I

(i)
j

)
+ E log

(
n̂fw
i + 1 +

∑j ̸=i
j=1,...,M I

(i)
j

nfw
i + 1

)

≤E log

(
1 +

∑j ̸=i
j=1,...,M I

(i)
j

n̂fw
i + 1

)
, (2.25)

where the last step is due to AS3.2 and AS3.3. The throughput loss (2.25) depends

on the interference and the forwarded noise. Because the interference term have

dominant effect on the sumrate penalty, we approximate n̂fw
i by ignoring the

effect of the small CSI errors as

n̂fw
i = E|[G]i,:W̃GΛRŴFn|2 ≃ E|[Ĝ]i,:ŴGΛRŴFn|2

= |ρiâgi |2 =
Pfw|âgi |2

PT |âfi|2
, (2.26)

where âgi = [Ĝ]i,:[ŴG]:,i. The interference from the jth source at the ith destina-

tion is written as

r
(i)
j = (

√
1− β2[Ĝ]i,: + β[EG]i,:)ŴGΛRŴF(

√
1− α2[F̂]:,j + α[EF]:,j)sj

(a)
≃ β[EG]i,:ŴGΛRŴF

√
1− α2[F̂]:,jsj +

√
1− β2[Ĝ]i,:ŴGΛRŴFα[EF]:,jsj

= βx(i,j)g ρj
√
1− α2âfjsj +

√
1− β2âgi βx

(i,j)
g ρisj, (2.27)

where step (a) is based on the fact that [Ĝ]i,:ŴGΛRŴF[F̂]:,j = 0 and also the fact

that the term αβ[EG]i,:ŴGΛRŴF[EF]:,j can be ignored due to the assumption
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of small α and β. Therefore, the interference power I
(i)
j can be expressed as

I
(i)
j = Esj |r

(j)
i |2 = Esj |βx(i,j)g ρj

√
1− α2âfjsj|2 + E|

√
1− β2âgi αx

(i,j)
f ρisj|2 + ϵ

(i)
j

= β2(1− α2)ρ2j |âfj|2|x(i,j)g |2PT + α2(1− β2)ρ2i |â
g
i |2|x

(i,j)
f |2PT + ϵ

(i)
j

= β2(1− α2)Pfw|x(i,j)g |2︸ ︷︷ ︸
I
(i),G
j

+α2(1− β2)Pfw
|âgi |2

|âfi|2
|x(i,j)f |2︸ ︷︷ ︸

I
(i),F
j

+ϵ
(i)
j , (2.28)

where x
(i,j)
f = [ŴF]i,:[EF]:,j and x

(i,j)
g = [EG]i,:[ŴG]:,j; ϵ

(i)
j = β

√
1− β2α

√
1− α2

ρjρiPT [x
(i,j)
g âfj(â

g
i x

(i,j)
f )H+(x

(i,j)
g âfj)

Hâgi x
(i,j)
f ]. Later we will show that ϵ

(i)
j does not

contribute to the sumrate loss upper bound. Note that I
(i),F
j and I

(i),G
j are related

to the CSI errors of F and G, respectively. Based on the quantities of n̂fw
i and

I
(i)
j derived in this section, an upper bound of sumrate loss caused by CSI errors

is given in the following theorem.

Theorem 2: The sumrate loss is upper bounded as

∆R ≤ M

2
log

(
1 + β2(1− α2)Pfw(M − 1)hK−M+1(

Pfw

PT

)

+ α2(1− β2)PT (M − 1)hK−M+1(
PT

Pfw

)

)
, ∆Rub, (2.29)

where hn(x) = E
[
x |g1|2
|g2|2 + 1

]−1

with g1, g2 ∼ X (2n, 12).

Proof: The sumrate penalty of (2.25) is further written as:

∆R
(a)

≤ log

(
1 + E

{∑j ̸=i
j=1,...,M I

(i),G
j

n̂fw
i + 1

}
+ E

{∑j ̸=i
j=1,...,M I

(i),F
j

n̂fw
i + 1

}
+ E

{∑j ̸=i
j=1,...,M ϵ

(i)
j

n̂fw
i + 1

})
(b)
= log

(
1 + E

{∑j ̸=i
j=1,...,M I

(i),G
j

n̂fw
i + 1

}
+ E

{∑j ̸=i
j=1,...,M I

(i),F
j

n̂fw
i + 1

})
(2.30)

where step (a) is based on the Jensen’s inequality; step (b) uses the fact that that

xi,jg , x
i,j
f ∼ CN (0, 1)[58], independent of âfi and â

g
i . We first evaluate
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E
{∑j ̸=i

j=1,...,M I
(i),F
j

n̂fw
i +1

}
.

E

{∑j ̸=i
j=1,...,M I

(i),F
j

n̂fw
i + 1

}
= E

β2(1− α2)Pfw

∑j ̸=i
j=1,...,M |x

(i,j)
g |2

Pfw|âgi |2
PT |âfi|2

+ 1


(a)
= β2(1− α2)Pfw(M − 1)E

{[
Pfw|âgi |2

PT |âfi|2
+ 1

]−1
}

(2.31)

where (a) was obtained by noting that x
(i,j)
g ∼ CN (0, 1), j ̸= i so that

∑j ̸=i
j=1,...,M

|x(i,j)g |2 =M − 1 and x
(i,j)
g , j ̸= i are independent with âgi , â

f
i. Similarly,

E
{∑j ̸=i

j=1,...,M I
(i),F
j

n̂fw
i +1

}
is computed as follows:

E

{∑j ̸=i
j=1,...,M I

(i),F
j

n̂fw
i + 1

}
= E

α
2(1− β2)Pfw

|âgi |
2

|âfi|2
∑j ̸=i

j=1,...,M |x
(i,j)
f |2

Pfw|âgi |2
PT |âfi|2

+ 1


= E

α2(1− β2)PT

∑j ̸=i
j=1,...,M |x

(i,j)
f |2

PT |âfi|2
Pfw|âgi |2

+ 1


= α2(1− β2)PT (M − 1)E

{[
PT |âfi|2

Pfw|âgi |2
+ 1

]−1
}
. (2.32)

where step (a) is by noting that x
(i,j)
f , j ̸= i are i.i.d. zero mean unit variance

complex Gaussian variables so that E
∑j ̸=i

j=1,...,M |x
(i,j)
f |2 = M − 1 and x

(i,j)
f , j ̸= i

are independent of âgi and âfi.

The remaining task is computing E
[
Pfw|âgi |

2

PT |âfi|2
+ 1
]−1

and E
[

PT |âfi|2
Pfw|âgi |2

+ 1
]−1

,

where |âgi |2, |âfi|2 ∼ X (2(K −M + 1), 1
2
) and are independent. Define hn(x) ,

E
[
x

|âfi|2
|âgi |2

+ 1
]−1

with n = K −M + 1, so that h function can be evaluated based

on the pdf function of chi-square distribution:

hn(x) =
1

n!2

∫ ∞

a1=0

∫ ∞

a2=0

[
x
a1
a2

]
(a1a2)

n−1e−a1+a2da1da2.

Remarks: Eq. (2.29) shows that if α and β are small, the bound can be



36

decoupled into two parts: ∆Rub ≈ ∆RG
ub + ∆RF

ub, where ∆RG
ub , M

2
log (1+

β2(1− α2)Pfw(M − 1)hK−M+1(
Pfw

PT
)
)

and ∆RF
ub , M

2
log (1 + α2(1− β2)PT (M

−1)hK−M+1(
PT

Pfw
)
)
. This approximation can be justified by the fact log(1 + x +

y) ≈ log(1 + x) + log(1 + y) with x, y ≪ 1. ∆RF
ub and ∆RG

ub are from the contri-

butions of the CSI errors of F and G, respectively. Each contribution, however,

is smaller than the bound in [58] since h(·) < 1. h1(x) is plotted in Fig.2.3 for the

case K =M . It can be seen that in the large difference region between relay and

source power (i.e., x is large), log(h1(x)) is linear with x(dB), which indicates

that (2.29) is bounded when among the relay and source power one is fixed and

the other goes infinite.
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Figure 2.3: h1(x)

Consider the case that PT , Pfw →∞, PT

Pfw
= c. The interference of each des-

tination also increase with the same rate based on (2.28). This means that if the

CSI accuracy does not improve with increasing PT and Pfw, the system becomes

interference limited and the sumrate cannot benefit from the power increasing.
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To overcome this negative effects, we need to reduce the CSI errors indicators

α2 and β2. This can be realized for example by making the power of the pilots

used for channel estimation increase at the same rate as the source and relay

power increase. This yields α2Pfw ≤ qR, β2PT ≤ qT , in which qR and qT are two

constants. Plugging in these two inequities in to (2.29), the bound becomes

∆R ≤ M

2
log

(
1 + qR(M − 1)hK−M+1(

Pfw

PT

) + qT (M − 1)hK−M+1(
PT

Pfw

)

)
,

(2.33)

which is a constant for a fixed ratio
Pfw

PT
. This indicates the ergodic sumrate of

the ZFBF relay system maintains the power gain with improving CSI accuracy

at the relay.

2.5 Simulation Results

Three distinct S-D pairs are simulated in this section. A 3-antenna relay assists

the data transmission. Unless otherwise specify, the elements of F,G are i.i.d.,

CN (0, 1). All sources are assumed to have the same transmit power budget PT .

Each sumrate point is based on averaging over 5000 independent and random

channel realizations.

In Fig.2.4, the sumrate performance of the proposed sumrate maximization

and equal power allocation methods are illustrated. For comparison purposes, the

sumrate of the power allocation scheme of [46] is also shown. In [46], a conser-

vative power allocation was employed so that the relay transmit power is always

less than the power constraint even in the extreme cases, e.g., when all sources’

transmit signals are the same. This power allocation scheme does not always use

all relay power. Simulations show that this comparison method consumes around

1
3
of the total relay power, while the proposed sumrate maximization and equal

power allocation methods utilize all relay power (P0) at the relay. Fig.2.4 shows
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that both proposed approaches outperform the method of [46] as they utilize all

available relay power. One can observe a small advantage of the sumrate maxi-

mization method as compared to the equal power allocation, though the difference

is rather small.
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Figure 2.4: Sumrate comparison of sumrate maximization and equal power allo-
cation methods (relay power at 5dB and 15dB; source power at 0 ∼ 30dB). The
pathloss is the same for all channels.

In Fig.2.5, the path loss of the three source-relay links and relay-destinations

links are set to be {-20dB, -10dB, 0dB}, i.e., they are different between different

links. Unlike in Fig.2.4, one can see that in this case, the sumrate maximizing

approach performs significantly better than the equal power allocation one. In the

aspect of computational complexity, however, the equal power allocation method

has lower load than that of the sumrate maximization method. For example,

in 5000 channel realizations in Matlab using cvx tools [59] on the average, the

sumrate maximization method costs 0.90s, i.e., 0.003s for waterfilling and 0.897s
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for noise minimization (numerical optimization). The proposed equal power allo-

cation costs 0.0017s. When the channel conditions of different S-D pairs diverse

largely, the increase of the complexity might be tolerable due to the performance

advantage of the sumrate maximization method over the equal power allocation.

When the channel conditions of S-D pairs are similar or the system only has

limit computation capability, the equal power allocation method might be a bet-

ter choice. Alternatively, using the eigenvector method proposed at the end of

Section III is another way to accomplish forwarded noise reduction with lower

computational load.
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Figure 2.5: Sumrate comparison of sumrate maximization and equal power allo-
cation methods (relay power at 5dB and 15dB; source power 0 ∼ 30dB). The
pathloss is different between different channels.

The proposed sumrate maximizing method is suboptimal since the steps of

amplitude and phase design of ρ1, ..., ρM are separated. Next we test how close the

sumrate maximization method performs to the optimal solution. In particular,

the optimal solution is obtained via an exhaustive search by randomly generating
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40000 trials of directions of weight vector [ρ1, ..., ρM ] on the unit complex sphere

in every channel realization, and then assigned the maximal amplitude to each

direction trial. Note that 40000 trials are very dense on a a three dimensional

complex unit sphere. Then the one weight vector which achieved the maximal

sumrate was selected. The sumrate comparison of the proposed sumrate maxi-

mization approach and the exhaustive search is shown in Fig.2.6 in the revised

text, where one can see that the proposed maximization method performs almost

equally well to the exhaustive search.

0 5 10 15 20 25 30
0

1

2

3

4

5

6

7

Source power (dB)

E
rg

od
ic

 S
um

ra
te

 (
B

its
/c

ha
nn

el
 u

se
)

 

 
Two−step sumrate maximization 
Exhaustive search
Two−step sumrate maximization
Exhaustive search
Two−step sumrate maximization
Exhaustive search
Two−step sumrate maximization
Exhaustive search

5dB source power, the same pathloss

15dB source power, different pathloss

5dB source power, different pathloss

15dB source power, the same pathloss

Figure 2.6: Sumrate comparison of sumrate maximization and exhaustive search
methods (same pathloss and different pathloss on different channels are both
considered).

Next, the ergodic sumrate of the sumrate maximization approach is tested in

the high SNR region. The case of large relay power (P0 = 40dB) and varying

source power (Pi) between 0dB to 20dB is considered and the corresponding

results are shown in Fig.2.7. As a benchmark, the upper bound of the cut-

set bound, E1
2
max{CMAC , CBC,Coop}, and the cut-set bounds with a relay ZF

equalizer/precoder are also plotted. One can see that the sumrate of the proposed
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sumrate maximization approach is almost the same as that of the cut-set bound

with ZF equalizer/precoder. Fig.2.8 shows another high SNR case in which both

the relay and source power increase with the same rate. The ergodic sumrate of

the porposed sumrate maximization approach maintains a constant gap which is

caused by the AF operation at the relay from the cut-set bound with ZF precoder

in the BC hop. These observations are consistent with the analysis in Section 2.3.

Also, the sumrate of the proposed sumrate maximization method in these three

cases has the same slope as the cut-set sumrate bound with two identical slots.
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Figure 2.7: Sumrate comparison of the sumrate maximization approach and cut-
set bound at high relay power (40dB) and small source power (0 ∼ 20dB)

Next, we investigate the ergodic sumrate of the proposed sumrate maximiza-

tion approach in the moderate SNR region. The curves in Fig.2.9 are based on

fixed relay power (P0 = 20dB) and varying source power (Pi = 0 ∼ 30dB). It

can be seen that the sumrate of the proposed sumrate maximization still has a

similar trend with increasing SNR as that of the cut-set bound. Sumrate floors

are also observed in this figure. This is because with increasing Pi, or P0, the
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Figure 2.8: Sumrate comparison of the sumrate maximization approach and cut-
set bound with relay and source power increasing at the same rate (0 ∼ 40dB)

sumrate of ZFBF relay converges to the sumrate of the BC-hop or the MAC-hop,

respectively. Similar curves can be obtained with fixed moderate source power

and varying relay power.

The lower bound of the ergodic sumrate penalty caused by the CSI errors at

the relay then is verified. For both channels of the MAC and Broadcast links, the

CSI errors parameters are set to α = β = 0.045 and α = β = 0.1. The following

cases are included: 1) the relay power is fixed and the sources power increases and

2) both the power of the sources and relay increase at the same time. Figs. 2.10,

2.11 show that the lower bound and the simulated sumrate loss are very close. The

curves corresponding to the case of fixed sources power and increasing relay power

will be similar to those in Fig.2.10. In Fig.2.12, we draw the sumrate curve under

CSI errors when the relay and sources’ power both increase. The sumrate floor

observed in Fig.2.12 is consistent with the analysis in Section V which indicates

that the fixed CSI errors makes the system interference-limited and the sumrate
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Figure 2.9: Sumrate comparison of the sumrate maximization approach and cut-
set bound at moderate relay power (20dB) and varying source power (0 ∼ 30dB)

does not benefit from power gain. We also draw the curves corresponding to

decreasing CSI errors indicators α, β according to α
√
PT = β

√
P0 = 0.045 and

α
√
PT = β

√
P0 = 0.1 for simulating a scenario in which the training power for

channel estimation increases with the data transmission power. It can be seen

that the ergodic sumrate under CSI errors has the same trend as that of the

scheme with perfect CSI at the relay, with increasing relay and source power.

This verifies the analysis in Section V.

2.6 Summary

In this Section, we investigate the AF relaying systems with multiple S-D pairs

and a single relay with multiple antennas. We propose two designs of the ZFBF

matrix of the relay for supporting simultaneous communications of all S-D pairs.

The first one allocates the total relay power so that all data streams have the same



44

0 5 10 15 20 25
0

0.5

1

1.5

2

2.5

Source Power (dB)

E
rg

od
ic

 S
um

ra
te

 L
os

s 
(B

its
/c

ha
nn

el
 U

se
)

 

 

Simulated Sumrate Loss (α = β = 0.045)

Upper Bound of Sumrate Loss (α = β = 0.045)

Simulated Sumrate Loss (α = β = 0.1)

Upper Bound of Sumrate Loss (α = β = 0.1)

Figure 2.10: Comparison of proposed sumrate loss upper bound and simulated
sumrate loss at fixed relay power (15dB) and varying source power (0 ∼ 25dB)

power. The second one allocates the total relay power in a way that maximizes

the sumrate of all S-D pairs. The sumrate maximization method has overall best

sumrate while the equal power allocation method is simple yet shown to have

good sumrate performance via simulations when S-D pairs have similar channel

conditions. The proposed sumrate maximization approach is shown to achieve

a multiplexing M
2

via comparison with the cut-set bound. The sumrate of the

proposed equal power allocation approach is also investigated under relay CSI

errors. An upper bound the ergodic sumrate loss caused by the CSI errors is

derived, which shows that the power gain cannot be achieved under fixed relay CSI

errors. However, it is shown that if the training power for the channel estimation

increases as fast as data transmission power, the sumrate can benefit from the

data transmission power.
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Figure 2.11: Comparison of proposed sumrate loss upper bound and simulated
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Chapter 3

QoS Guarantees in AF Relay Networks with

Multiple Source-Destination Pairs in the

Presence of Imperfect CSI

Wireless systems typically operate under limited resources, e.g. power and spec-

trum, thus, it is desirable to design relay systems that can support high data rate

and meet the QoS requirements of the users while using as low power as possible.

Such a QoS/power efficiency problem in MIMO relay systems has been investigat-

ed in the context of broadcast channels in [35]. In the context of communications

between multiple source-destination (S-D) pairs, relay power minimization sub-

ject to the SINR requirement of each destination has been investigated in [60, 61].

For cases in which full CSI is available to the relay, [60] approaches the problem

by using a generally structured beamforming (gBF) matrix at the relay. The case

of imperfect CSI is addressed in [61] by incorporating the effect of CSI errors

into the SINR expression of each source-destination (S-D) pair. Both [60] and

[61] solve the underlying optimization problems numerically, which involves high

complexity.

In this chapter, we investigate a system with multiple (M) S-D pairs and one

AF relay with K antennas (K ≥ M). Each source has a distinct destination

in each transmission period. The relay operates on a half duplex AF proto-

col; it hears the simultaneous transmission from all sources in the first slot, and

broadcasts the linearly processed received data in the second slot. The relay is

constrained to use a specially structured beamforming matrix, i.e., a Zeroforc-

ing Beamforming (ZFBF) matrix [48, 49] so that each destination receives an
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interference-free signal. The goal of this work is to design the ZFBF matrix so

that the SINR requirements of each S-D pair are met and the transmit power

at the relay is minimized. We show that, under perfect CSI at the relay, this

problem can be solved by using a semi-definite relaxation approach. We also pro-

pose a suboptimal method, that is computationally very simple and achieves near

optimal performance in terms of outage probability and minimal relay power.

Due to the size limitation, it is not always feasible for the relay to equip

with multiple antennas. The simultaneous communications between the sources

and destinations can be also supported by multiple distributed relays with single

antenna. The beamforming matrix is a diagonal matrix as each relay can only

forward an amplified version of the signal that it received. Such a proper designed

diagonal beamforming matrix can also support communications between multiple

sources and destinations given a large enough number of relays. It is shown that

this QoS meeting problem can be solved by SDP with relaxation. A ZFBF based

simplified design is also proposed to decrease the computational load.

We also study the case of single relay with multiple antennas with imperfect

CSI at the relay. Imperfect CSI at the relay results in interference at the desti-

nations. The interference lowers the destination SINR and increases the outage

probability. We propose an adaptive beamforming weight design scheme to re-

duce the outage probability; the amplitude of the beamforming weight for each

S-D pair is increased iteratively so that the worst case [62, 63, 64] SINR, i.e., the

minimum possible SINR resulting due to the relay CSI errors, meets the SINR

requirement at each destination. Assuming that the relay has access to multi-

ple antennas, each one facing an independent channel, we propose an optimal or

suboptimal antenna selection scheme, with the optimization criterion being the

minimization of outage probability, or the minimization of the destination inter-

ference. In this way, the relay is able to activate the minimum number of antennas
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required by the ZF conditions, i.e., M , in order to support low probability of out-

age, or low interference communications. Simulations show that the combination

of adaptive weight design and antenna selection outperforms existing BF matrix

design schemes.

Relation to literature: By enforcing the ZFBF structure to the BF matrix, the

SINR requirements of destinations are decoupled, which allows for low-dimensional

and low-complexity approaches for computing the BF matrix.

The complexity reduction is significant when compared to the methods of

[60, 61] that use generally structured BF matrices. ZFBF also allows for low

complexity antenna selection schemes in case of imperfect relay CSI. In general,

using a suboptimal BF matrix may result in a performance penalty. However,

simulation suggest that the proposed adaptive design based on ZFBF achieves

very close outage performance as compared to gBF [61]. When both antenna

selection and the proposed adaptive design are used, the resulting outage and

power efficiency performances are superior to the gBF results.

The rest of this chapter is organized as follows. Section II provides the system

model and the approach to solve the QoS guarantees problem under perfect relay

CSI. Section III presents the relay antenna selection methods and the adaptive

weight design method for combating the impact of imperfect CSI. Section IV

presents simulation results, and Section V provides concluding remarks.

3.1 Relay beamforming with perfect CSI

3.2 System Model

A system with M distinct source-destination pairs that need to communicate si-

multaneously is considered. The sources and destinations are assumed to well

separated so that the direct links between them can be ignored. Each source

or destination node has one antenna. The communications is facilitated by one
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AF relay with K antennas (K ≥ M). Initially, we assume that the CSI of the

source-relay and relay-destination links are perfectly known at the relay. The

communications between the sources and destinations is divided into two slot-

s. The first slot is for information sharing, in which the sources transmit the

baseband signal s = [s1, ..., sM ]T intended for the destinations {1, ...,M}, using

power {
√
P1, ...,

√
PM}. si, i = 1, ...,M , are i.i.d. CN (0, 1). In the second s-

lot, the relay(s) use a beamforming matrix W ∈ CK×K to linearly process the

received signals r, where r = FΛss + n, and subsequently broadcast Wr it to

the destinations. Here F ∈ CK×M denotes the channel between sources and re-

lay, Λs = diag{
√
P1, ...,

√
PM} is the source power matrix and n = [n1, ..., nK ]

T

represents additive noise, with ni ∼ CN (0, 1).

On denoting the relay-destination channel matrix by G from the relays to

the destination, received signals at the destinations, put in a vector y, can be

expressed as:

y = GWFΛss+GWn+ z (3.1)

where z represents noise at the destinations and [z]i ∼ CN (0, 1).

Note that in case of distributed relays with single antennas, W is a diagonal

matrix.

The sum transmit power at the relays is expressed as

PT = Tr(P0WFFHWH) + Tr(WWH) (3.2)

where E and (·)H represents the operation of expectation and conjugation trans-

pose.
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The SINR at the destination i equals

SINRi =
P0|gT

i Wfi|2∑j ̸=i
j=1,...M P0|gT

i Wfj|2 + ||gT
i W||2 + 1

(3.3)

Our goal is to design W that meets a certain SINR at each destination, i.e.,

SINRi ≥ γi, while minimizing the sum transmit power at the relays, i.e.,

min
W∈CK×K

PT , s.t. SINRi ≥ γi (3.4)

3.2.1 Single relay with multiple antennas

With a relay with multiple antennas, the beamforming matrix W can take arbi-

trary structure. The interference among the S-D pairs can be eliminated by using

a beamforming matrix with the following structure [46]:

W = GH[GGH]−1︸ ︷︷ ︸
WG

ΛR [FHF]−1FH︸ ︷︷ ︸
WF

(3.5)

where ΛR = diag{ρ1, ..., ρM}, in which ρi is a complex scalar. Eq.(3.5) requires

that rank(F) = M and rank(G) = M . By substituting (3.5) in (3.1), we obtain

y = ΛRΛss+ΛRWFn+ z. Note that a similar model was considered in our pre-

vious work [65] for the study of capacity. Let σ2
fi
, ||[WF]i,:||2, σ2

gi
, ||[WG]:,i||2;

Γ =
∑K

i=1 diag{[WF]:,i}HWH
GWGdiag{[WF]:,i}. Then, the SINR at the ith

destination and the relay transmit power are, respectively,

SINRi =
Pi|ρi|2

|ρi|2σ2
fi
+ 1

(3.6)

PR =
M∑
i=1

σ2
gi
Pi|ρi|2 + xHΓx (3.7)
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where x = [ρ1, ..., ρM ]T . The problem of interest is formulated as follows:

minPR s.t. SINRi ≥ γi, i = 1, ...,M (3.8)

where γi, i = 1, ...,M is the SINR requirement of the ith S-D pair.

Based on (3.6), the constraints of (3.8) are equivalent to |[x]i|2 ≥ γi(Pi −

γi|σfi|2)−1, i = 1, ...,M . By defining Q , diag{[σ2
g1
P1, ..., σ

2
gM
PM ]}+ Γ, we can

write PR = xHQx, and the problem of (3.8) becomes:

min
x∈CM×1

xHQx, s.t.|[x]i|2 ≥ ψ2
i , i = 1, ...,M (3.9)

where ψi =
√
γi(Pi − γi|σfi|2)−1.

For the problem of (3.9) to be feasible, it is required that Pi > γi|σfi|2. How-

ever, the feasible set is non-convex if [x]i takes complex values. To address this

issue, we first transform (3.9) into the following equivalent formulation:

min
∈CM×M

Tr{QX}

s.t. T r{ΘiX} ≥ ψ2
i ; X ≻ 0; rank{X} = 1 (3.10)

which can be further converted into a convex problem using semi-definite relax-

ation by dropping the rank 1 condition [53, 66]. Then, the problem can be solved

using semi-definite programming tools (e.g. Sedumi [52]) and randomization tech-

niques [53].

A suboptimal solution: A suboptimal solution not involving numerical

optimization for calculating the weight vector x can be obtained (see also [67])

as follows:

xsubopt = Ψ (3.11)
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where [Ψ]i =
√
γi(Pi − γi|σfi|2)−1. This suboptimal solution simply sets each

weight to the smallest value that meets the QoS requirements. In the medium to

high source transmit power region, the signal part, i.e., the first term of the RHS of

(3.7), dominates the sum transmit power of the relay and the suboptimal solution,

is expected to be near optimal in terms of minimizing the relay transmission

power. This is confirmed via simulations in Section 3.3.5. This simple solution

also reduces the computational complexity of the BF matrix design, as compared

to (3.10), because no numerical optimization is involved. As we will later show

via simulations, this suboptimal solution is comparable to the optimal solution of

Eq.(3.10) in terms of power efficiency.

3.2.2 Distributed relays with single antenna

In the case that all relays are distributed so that the beamforming matrix W is

diagonal.

Optimal Beamforming

Using this diagonal property, the sum transmit power in (3.2) at the relays is

written as

PT = wHRTw (3.12)

where w = [[W]11, ..., [W]KK ]
T with [W]pp, p = 1, ..., K denotes the forwarding

weight of relay j in the second slot and RT = diag
{
1 + P0

∑
i=1,...,M |f1i|2, ...,

1 + P0

∑
i=1,...,M |fKi|2

}
.

Denoting a ⊙ b by the pointwise product of two matrices(vectors), we can
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rewrite the SINR expressions (3.3) as

SINRi =
P0w

HR(i)
s w

P0wHR
(i)
I w+wHR(i)

n w+ 1
(3.13)

where R(i)
s = (gT

i ⊙ fTi )
H(gT

i ⊙ fTi ), R
(i)
I =

∑j ̸=i
j=1,...M(gT

j ⊙ fTi )
H(gT

j ⊙ fTi ) and R(i)
n =

diag{|[G]1i|2, ..., |[G]Mi|2}. Note that G = [g1, ...,gM ]T with gi = [g1i, ..., gKi]
T .

Under these conditions, the problem of meeting QoS constraints with minimal

relay transmit power is rewritten as

min
w

wHRTw, s.t. wHQ(i)w ≥ 1, i = 1, ...,M (3.14)

where Q(i) = γ−1
i [P0R

(i)
s − γiP0R

(i)
I − γiR

(i)
n ].

Let X , wwH. The above optimization problem is equivalent to:

min
X

Tr(XRT )

s.t. Tr(XQ(i)) ≥ 1, i = 1, ...,M ;X ≽ 0; rank(X) = 1

Here X ≽ 0 means that X is semi-positive definite. The feasible set of the

above problem is not convex because the rank constraint. Therefore, we switch

to consider a relaxed problem by dropping the rank constraint [53, 66]:

min
X

Tr(XRT ) (3.15)

s.t. Tr(XQ(i)) ≥ 1, i = 1, ...,M, X ≽ 0

which can be solved by SDP tools like SeDuMi [52]. If the rank of the solution X∗

of the above problem is not equal to one, some randomization algorithms can be

used to obtain a suboptimal rank one solution (see [53] and references therein).
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Zero-forcing Beamforming with distributed relays

When the number of relays (K) is large, we have to process the optimization over

a long vector w ∈ CK×1 which yields high complexity. Next we apply the ZF

concept into the beamforming matrix design to completely cancel IDI. The ZF

operation also projects the beamforming vector to a low dimensional subspace so

that the number of variables for optimization is smaller, thus lowering complexity.

To completely cancel the interference at each destination, the weight vector

needs to satisfy [37, 68]

(gT
j ⊙ fTi )w = 0, i, j = 1, ...,M, i ̸= j (3.16)

Note that K > M(M − 1) is needed to guarantee non-zero solution. Denoting

Cfg = [e1, ..., eM ]T with ei = [fi ⊙ g1, ..., fi ⊙ gi−1, fi ⊙ gi+1, ..., fi ⊙ gM ], the SVD

of Cfg is expressed as

Cfg = UΣVH (3.17)

where V = [Vs,Vnull], in which Vs ∈ CK×M(M−1) and Vnull ∈ CK×(K−M(M−1)).

To satisfy (3.16), it is sufficient and necessary for w to have the following struc-

ture:

w = Vnullw̃ (3.18)

where w̃ ∈ CK−M(M−1)×1. Substituting (3.16) and (3.18) into (3.14), the transmit

power minimization problem under ZF conditions in the distributed relay case is

formulated as

min
w̃

w̃HR̃T w̃, s.t. w̃HQ̃
(i)
w̃ ≥ 1, i = 1, ...,M (3.19)
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where Q̃
(i)

= γ−1
i VH

null[P0R
(i)
s − γiR(i)

n ]Vnull and R̃T = VH
nullRTVnull. This prob-

lem can also be solved by SDP with relaxation similarly as in the optimal beam-

forming case.

3.2.3 Simulation Results

A three-source three-destination system is considered. The channel coefficients of

source-relay-antenna pairs or relay-antenna-destination pair are i.i.d. zero mean

complex Gaussian random variables with unit variance. Three schemes are eval-

uated in the simulations: the ZFBF with single multi-antenna relay, as given in

(3.10), the optimal beamforming with distributed relays as given in (3.14), and

ZFBF with distributed relays as in (3.19). Both outage probability and transmit

power are tested. An outage for the ith S-D pair occurs in the following situation-

s: 1) no matter how large |ρi|2 the relay uses, the SINR requirement at that link

cannot be fulfilled, i.e., Pi ≤ γi|σfi|2, and 2) the relay’s required transmit pow-

er exceeds 35dB. Each point in a figure is based on average over 5, 000 channel

realizations.

Fig.3.1 shows the outage probability of the three cases. Outage occurs when

the relay(s) fail to meet the SINR requirement of at least one destination, no

matter how large power the relays consume. With larger source power P0, the

outage probabilities decrease in all cases, while the ZFBF approach with a sin-

gle multi-antenna relay outperforms the other two approaches. With increasing

source power the gaps among the three outage probabilities decrease.

Fig.3.2 demonstrates the average relay power needed to meet the SINR re-

quirement of each destination over all their non-outage transmission periods.

However, if one scheme’s outage probability in simulation exceeds 10%, the pow-

er consumed at relays will be set to +∞ which indicates that the source-relay-

destination link cannot support reliable communications. Again, the ZFBF in the

single multi-antenna relay case yields the smallest required transmit power at the
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Figure 3.1: Outage probability comparison of single relay BF and distributed
relay BF at different source transmit Power, Target SINR = 5dB, Perfect CSI

relays. Also, the performance differences among the three methods are smaller

with higher source power.

The effect of the relay number on the optimal transmit power at the relays is

shown in Fig.3.3. With K < M(M − 1) + 1 = 7, the ZFBF in distributed relay

case does not work because the ZF conditions cannot be satisfied. With more

relays, all three schemes need less power to satisfy the SINR requirements at the

destinations. With fewer relay antennas, the ZFBF in the distributed relay case

lacks enough dimensions to process the optimization (w ∈ CK−M(M−1)×1), and

that causes the required sum transmit power at the relays to be very high. With

more relays, the minimized required power in the ZF scheme is very close to that

of the optimal beamforming with distributed relays. One can also see that in

Fig.3.3, the sum transmit power of relays is all under 25dB for providing at least

10dB SINR at the destinations. This affordable power consumption shows the

ability of the multiuser relaying system to support parallel data streams.
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Figure 3.2: Relay transmit power comparison of single relay BF and distributed
relay BF at different source transmit Power, Target SINR = 5dB, Perfect CSI

Based on the simulations, the ZFBF in the single multi-antenna relay case

has the best power efficiency and outage performance. Also the optimal beam-

forming matrix computation is very simple at high source power region. However,

this method is invalid in the system with distributed relays. The ZFBF in the

case of distributed relays gains closed performance compare to that in optimal

beamforming with distributed relays when the number of relays is large. What

is good is that the ZFBF also reduces the complexity of the SDP optimization

by lowering the dimension of the subspace of w. Therefore, ZFBF is good for

a system with a large number of distributed relays. If the number of relays is

small and the relays are distributed, the optimal beamforming as (3.14) should

be used. It is noted that accurate synchronization of transmission timing among

distributed relays and perfect CSI at the relay nodes are required in the proposed

schemes. The impact of such errors on multi-source multi-destination relaying

networks will be considered in future work.
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Figure 3.3: Relay transmit power comparison of single relay BF and distributed
relay BF at different numbers of relay antennas, Target SINR = 5dB, Perfect CSI

Then the proposed ZFBF design in case of single relay with multiple antennas

is compared with the methods in literature. The optimal method, based on (3.10)

and the simplified one based on (3.11), are tested. Both methods are compared

to the method proposed in [60], which does not employ zero-forcing but rather

optimizes the BF matrix numerically over generally structured matrices. We

refer to the optimization over general BF matrices in [60] as gBF under perfect

CSI. The outage probability and relay transmit power performance are shown in

Figs.3.4 and 3.5, respectively. Compared to gBF under perfect CSI, the proposed

methods have comparable outage probability performance. In the low destination

SINR range, the proposed methods consume more power, while in the medium

SINR range (larger than 5dB), the proposed methods have very similar power

requirements as the gBF with perfect CSI.
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3.3 Meeting QoS constraints with imperfect CSI and sin-

gle relay

In a realistic scenario, the relay always obtains the CSI with errors, e.g., through

channel estimation and limited rate feedback. These CSI errors introduce inter-

S-D-pair interference, which reduces the SINR at the destinations and increases

the outage probability. If the above described method were to be used in such

realistic scenario, the performance would degrade. In this section we propose two

methods to mitigate the negative effects of imperfect CSI.
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3.3.1 Models of CSI errors and destination signal

Let us model the relation of the true channels F, G and their estimates F̂, Ĝ

observed at the relay, as follows [69, 70, 58]:

F = F̂+ EF; G = Ĝ+ EG. (3.20)

where the CSI error matrices, EF and EG, are statistically uncorrelated with F̂

and Ĝ, and have elements which are i.i.d., CN (0, α2) and CN (0, β2) respectively.

Thus, the elements of F̂ and Ĝ follow i.i.d. CN (0, 1 − α2) and CN (0, 1 − β2),

respectively. The accuracy of the estimates is reflected by the parameters 0 <

α, β < 1, i.e., larger α and β mean a less accurate CSI estimate. We assume that

α, β << 1.

The relay calculates the ZFBF matrix as Ŵ = ŴGΛRŴF, where ŴG =
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Ĝ
H
[ĜĜ

H
]−1, ŴF = [F̂

H
F̂]−1F̂

H
. The design of ΛR will be discussed in Sec.3.3.3.

The received signal at the ith destination, considering the multiple user inter-

ference caused by the CSI errors, is written as

yi = [G]i,:ŴGΛRŴF[F]:,isi︸ ︷︷ ︸
r
(i)
i

+
∑
j ̸=i

[EG]i,:ŴGΛRŴFF̂:,jsj + ĜT
i,:ŴGΛRŴF[EF]:,jsj︸ ︷︷ ︸

r
(j)
i

+ ([EG]i,: + Ĝi,:)Wn︸ ︷︷ ︸
n̂fw
i

+z. (3.21)

where r
(i)
i denotes the contribution of the ith source, r

(j)
i represents the interfer-

ence from the jth source, and n̂fw
i denotes the forwarded noise.

3.3.2 The relation of destination interference and number

of relay antennas

The inter-destination interference, resulting from the CSI error increasess the

probability of outage. Next, we show that a larger number of relay antennas

results in less interferences at the destinations. It is assumed that the channel

coefficients of F and G are i.i.d., CN (0, 1).

The average interference at the ith destination from jth source equals

E|rji |2 = E|β[EG]i,:ŴGΛRŴF[F̂]:,jsj + α[ĜT ]i,:ŴGΛRŴF[EF]:,jsj|2 (3.22)

= β2ρ2jPj|[EG]i,:[ŴG]:,j|2 + α2ρ2iPj|[ŴF]i,:[EF]:,j|2 (3.23)

= β2ρ2jPjσ̂
2
gj
+ α2ρ2iPjσ̂

2
fi

(3.24)

= β2 γj
Pj − γjσ̂2

fj

Pjσ̂
2
gj
+ α2 γi

Pi − γiσ̂2
fi

Pjσ̂
2
fi

(3.25)

where σ̂2
fi
, ||[ŴF]i,:||2, σ̂2

gi
, ||[ŴG]:,i||2 capture the effective channel gains of

the ith source to the relay and the relay to the ith destination, respectively. Note

that the elements of the channel matrices F̂ and Ĝ are i.i.d. complex Gaussian
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random variables, with variance of real and imaginary parts, respectively, 1
2
− 1

2
α2

and 1
2
− 1

2
β2. Thus, it holds that (σ̂2

gj
)−1 ∼ χ2(2(K − M + 1), 1

2
− 1

2
β2) and

(σ̂2
fi
)−1 ∼ χ2(2(K −M + 1), 1

2
− 1

2
α2). By increasing the number of antennas, σ̂2

fi

and σ̂2
gj

decrease so that the average interference at each destination decreases.

Correspondingly, the outage probability performance improves. It can be argued

that the useful signal power at each destination decreases when the channel gains

of S-D pairs increases, because then the |ρi|s also decrease. The interference

strength, however, decreases much faster (proportionally to ρ2iσ
2
fi
and ρ2iσ

2
gi
) than

the useful signal power (decreases proportionally to ρ2i ).

3.3.3 Combating CSI errors via adaptive relay weight de-

sign

In this section, we propose to adjust ρ1, ..., ρM , the diagonal elements of ΛR, to

combat the negative effects of imperfect relay CSI. The idea is can be outlined

as follows: 1) Using the statistics of the CSI errors, the relay determines the

worst possible SINR of all S-D pairs corresponding to fixed set {ρi, i = 1, ..,M}.

2) The relay increases each S-D pair’s weight amplitude, |ρi|, to make the worst

case SINR larger than the required threshold. 3) The increased ∥ρi| decreases the

SINR of all the other j = 1, ...,M, ̸= i destinations. Thus the weight adjustment

process has to be done iteratively until convergence, or until a maximum number

of iterations is reached. The convergence is guaranteed when the worst case SINR

constraints are feasible. The advantage of this method is that in each iteration

the minimal required weights, ρi, i = 1, ...,M , can be directly computed. Note

that each source is assumed to have the same transmit power PT for simplicity.

Based on (3.21), SINR at the ith destination can be expressed as

SINRi =
Esi|r

(i)
i |2

Esj ,j ̸=i|
∑j ̸=i

j=1,...,M r
(j)
i |2 + En|n̂fw

i |2 + 1
. (3.26)
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At the initial stage, the relay decides what levels of CSI errors it can accommodate

based on two control parameters, µ1, µ2, as

|[EF]i,j| ≤ µ1; |[EG]i,j| ≤ µ2 (3.27)

The relay can then evaluate a lower bound of the SINR, which is here referred to

as the worst case SINRwc
i , i.e.,:

SINRwc
i ,

min
[EF]i,j≤µ1,[EG]i,j≤µ2

Esi|r
(i)
i |2

max
[EF]i,j≤µ1,[EG]i,j≤µ2

Esj ,j ̸=i|
∑j ̸=i

j=1,...,M r
(j)
i |2 + max

[EF]i,j≤µ1,[EG]i,j≤µ2

En|n̂fw
i |2 + 1

.

(3.28)

Next, we compute the quantities minEsi|r
(i)
i |2, maxEsj ,j ̸=i|

∑j ̸=i
j=1,...,M r

(j)
i |2 and

maxEn|n̂fw
i |2.

By ignoring the second order power of α and β, r
(i)
i can be approximated as:

r
(i)
i ≈ [Ĝ]i,:WGΛRWF[F̂]:,isi + [Ĝ]i,:WGΛRWF[EF]:,isi + [EG]i,:WGΛRWF[F̂]:,isi

(3.29)

= (1 + [WF]i,:[EF]:,i + [EG]i,:[WG]:,i)ρisi. (3.30)

It holds that,

minEsi|r
(i)
i |2 ≥ (1− σ̂gi

µ2 − σ̂fiµ1)
2|ρi|2PT (3.31)

The minimal of (3.30) is achieved when [EF]k,i = −µ1
[ŴF]

∗
i,:

|[ŴF]i,:|
and [EG]i,k =
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−µ2
[ŴG]∗k,i
|[ŴG]k,i|

. Via similar arguments, we obtain

maxEsj ,j ̸=i|
j ̸=i∑

j=1,...,M

r
(j)
i |2 ≤

j ̸=i∑
j=1,...,M

(|ρj|µ1σ̂gj
+ |ρi|αµ2σ̂fi)

2PT , (3.32)

maxEn|n̂fw
i |2 ≤ (|ρi|(σ̂fi + µ2σ̂gi

σ̂fi) + µ2

j ̸=i∑
j=1,...,M

σ̂gj
σ̂fj |ρj|)2. (3.33)

Applying (3.31), (3.32) and (3.33) into (3.28), we obtain

SINRwc
i , ai|ρi|2

bi,1|ρi|2 + bi,2|ρi|+ bi,3
(3.34)

where

ai = (1− σ̂gi
µ2 − σ̂fiµ1)

2PT (3.35)

bi,1 = (M − 1)α2µ2
2σ̂

2
fi
PT + (σ̂fi + µ2σ̂gi

σ̂fi)
2 (3.36)

bi,2 = 2µ2(µ1σ̂fiPT + σ̂fi + µ2σ̂gi
σ̂fi)

j ̸=i∑
j=1,...,M

σ̂gj
σ̂fj |ρj| (3.37)

bi,3 =

j ̸=i∑
j=1,...,M

|ρj|2β2µ2
1σ̂

2
gj
+ β2µ2

2

(
j ̸=i∑

j=1,...,M

σ̂gj
σ̂fj |ρj|

)2

(3.38)

The relay transmission power with CSI errors is written as

P e
R = EEF

PTTr
(
Ŵ(F̂+ EF)(F̂+ EF)

HŴH
)
+ Tr

(
ŴŴH

)
= PT

M∑
i=1

σ̂2
gi
|ρi|2 + (1 + α2PT )x

T Γ̂x (3.39)

With the worst case SINR expressions, the relay power minimization problem
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becomes:

min
|ρi|,i=1,...,M

PT

M∑
i=1

σ̂2
gi
|ρi|2 + (1 + α2PT )x

HΓ̂x

s.t. SINRwc
i ≥ γi, i = 1, ...,M (3.40)

where x = [ρ1, ..., ρM ]T , Γ̂ =
∑K

i=1 diag{[ŴF]:,i}HŴH
GŴGdiag{[ŴF]:,i}.

To achieve low computational complexity, we further simplify (3.40) into a

feasibility problem (similar to the proposed suboptimal method of (3.11) for solv-

ing (3.8)), i.e., finding the smallest weights {ρ1, ..., ρM} to satisfy the worst case

SINR constraints. This simplification is near optimal when the source transmit

power is in the medium to high range (PT > 20dB) and α2PT ∼ O(1). The

resulting feasibility problem is written as follows:

SINRwc
i =

ai|ρi|2

bi,1|ρi|2 + bi,2|ρi|+ bi,3
≥ γi, i = 1, ...,M (3.41)

Note that in (3.41), only the amplitudes of ρ1, ..., ρM are involved. Based on

(3.41), we can make two important observations: 1) If |ρj|, j ̸= i are fixed, then

SINRwc
i is a monotonically increasing function of |ρi|; 2) If |ρi| is fixed then SINRwc

i

is a monotonically decreasing function of |ρj| for j ̸= i. Observation 1) is obtained

by differentiating SINRwc
i with respect to |ρi|, i.e.,

∂SINRwc
i

∂|ρi|
=

ai(bi,2|ρi|2 + 2bi,3|ρi|)
(bi,1|ρi|2 + bi,2|ρi|+ bi,3)2

> 0. (3.42)

Observation 2) is obvious since the denominator of SINRwc
i increases as |ρj|, j ̸= i

increase and the numerator of SINRwc
i does not change if |ρi| is fixed. With fixed

|ρj|, j ̸= i, if there exists a minimal |ρmin
i | corresponding to that SINRwc

i ≥ γi,
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then |ρmin
i | is unique and equals the positive root of the equation

(ai − bi,1γi)|ρi|2 − bi,2γi|ρi| − bi,3γi = 0, (3.43)

which is obtained by setting SINRwc
i = γi in (3.41). Note that it must hold that

ai > bi,1 in order to obtain a positive and finite root. Assuming that SINRwc
i = γi

for a set of {|ρj|, j = 1, ...,M}, an increase in {|ρj|, j ̸= i} would cause the

SINRwc
i to drop below the threshold γi. This suggests that an iterative method

should be used to update |ρi|, i = 1, ...,M so that SINRwc
i ≥ γi. We proposed the

following iterative method.

In the initial step (step k = 0), the relay sets |ρ|(0)i = 0, i = 1, ...,M . Let

|ρ|(k)i , k = 0, 1, ... be the weights generated by the relay in the kth step for the ith

S-D pair. In the kth step, the relay updates |ρ|(k−1)
i , i = 1, ...,M and generates

new weights |ρ|(k)i , i = 1, ...,M in sequence. For the ith S-D pair, the relay first

calculates b
(k)
2,i , b

(k)
3,i (see (3.37) and (3.38)) by setting |ρ|j = |ρ|(k−1)

j , j ̸= i in (3.37)

and (3.38). Note that ai and b1,i are not updated because they are not functions

of {|ρ|j, j ̸= i}. Then, |ρ|(k)i is updated as

|ρ|(k)i =
b
(k)
i,2 +

√
(b

(k)
i,2 )

2γ2i + 4(ai − bi,1γi)b(k)i,3 γi

2(ai − bi,1γi)
(3.44)

The iteration ends when |ρi|, i = 1, ...,M converge, or the iteration reaches the

maximal allowed step number. The step-by-step algorithm is described in Algo-

rithm 1.

Theorem 3.1: The proposed iterative method converges when there exists a

solution for (3.41).

Proof: We prove this argument in two steps. Let |ρ̃1|, ..., |ρ̃M | be any solution

of (3.41). First, it is obvious that in every iteration of the proposed method,

{|ρ(k)i |, i = 1, ...,M} are increasing. Second, in every iteration, the |ρ(k)i | cannot
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Algorithm 1 Calculate |ρ|i, i = 1, ...,M for combating CSI errors

INITIAL
Initiate N, ϵ {The maximal of iteration times and small convergence para-
meter};
Initiate µ1, µ2 {The maximal CSI errors in F and G the relay can tolerate};
for i = 1 to M do
|ρ(0)i | = 0; ai = (1− σ̂gi

µ2 − σ̂fiµ1)
2PT ;

bi,1 = (M − 1)α2µ2
2σ̂

2
fi
PT + (σ̂fi + µ2σ̂gi

)2;
end for
ITERATION
while n < N do
n← n+ 1;
for i = 1 to M do
b
(n)
i,2 = 2µ2(µ1σ̂fiPT + σ̂fi + µ2σ̂gi

)
∑j ̸=i

j=1,...,M σ̂gj
|ρ(n−1)

j |

b
(n)
i,3 =

∑j ̸=i
j=1,...,M |ρj|2β2µ2

1σ̂
2
gj
+ β2µ2

2

(∑j ̸=i
j=1,...,M σ̂gj

|ρ(n−1)
j |

)2
|ρ|(n)i =

b
(n)
i,2 +

√
(b

(n)
i,2 )2γ2

i +4(ai−bi,1γi)b
(n)
i,3 γi

2(ai−bi,1γi)

end for
if maxi=1,...,M ||ρi|(n) − |ρi|(n−1)| ≤ ϵ, i = 1, ...,M then
End Iteration

end if
end while
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exceed |ρ̃i|. This can be shown by contradiction. Let k be the first iteration step

in which the weight amplitude, e.g., |ρ(k)i |, exceeds |ρ̃i|. At that point, all the

other weight amplitudes are smaller than |ρ̃j|, j ̸= i. Therefore, it must hold that

SINR
wc,(k)
i > γi, where SINR

wc,(k)
i is calculated based on (3.34) with the weights ob-

tained in the kth iteration. So, we can decrease slightly |ρ(k)i | without violating the

conditions of (3.41). This contradicts the fact that |ρ(k)i | is the minimal solution

of (3.41) in the kth step for calculating the weight for the ith weight. By combin-

ing these two observations, it can be seen that the sequence {|ρ(0)i |, |ρ
(1)
i |, ...} in

monotonically increasing and upper bounded by {|ρ̃i|, i = 1, ...,M}. Therefore,

the convergence is guaranteed when a solution for (3.41) exists. In the case in

which (3.41) does not have a solution, we can either decrease µ1 and µ2, to allow

for a solution, or stop the algorithm when the iteration reaches a preset number

of steps.�

Remark: Selection of µ1 and µ2 and convergency

The parameters µ1 and µ2 should be selected so that equation (3.43) has a

positive solution, i.e., ai > bi,1γi. µ1 and µ2 also depend on the SINR thresholds.

When the SINR requirements are small, ρi does not increase very fast in each

iteration. In this case, the relay can use large µ1 and µ2 to cover a large range of

CSI errors without increasing by too much the transmission power. However, the

relay may find that ρi increases much faster in the case of large SINR requirements

according to (3.44). To reduce power consumption, the relay may select smaller

values for µ1 and µ2 in the case of large SINR thresholds. Channel conditions also

affect the way that the relay selects µ1 and µ2. For example, if the ith S-D pair’s

channel is weak, i.e., σfi and σgi
are small, the corresponding ρi must be increased

to satisfy the SINR requirement. However, while the increased weight improves

the SINR at the ith destination, it hurts all other destinations’ SINR. Therefore,

selecting small µ1 and µ2 for the S-D pairs with weak channels provides a good

protection for all other S-D pairs. In case of large interference, or large µ1, µ2,
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|ρi| has to increase fast in one iteration which put even larger interference to the

other destinations in next iteration. This can cause continuously fast increment

of |ρi|, i = 1, ..,M . So the convergency speed is slower than in the case of small

interference and small µ1, µ2.

3.3.4 Relay antenna selection for improving the outage

performance

In Section III.A, it is shown that deploying more relay active antennas can reduce

the destination interference and outage probability. However, the increased cost of

RF modules and the larger size and complexity associated with more antennas at

the relay can be of concern. Since the most expensive component of an antenna is

the RF front, one way to overcome the cost issue is to introduce antenna selection

at the relay, so that optimally selected antennas are connected to a small number

of RF modules. The relay is assumed to have M RF modules (which is the

smallest to satisfy the ZF condition) and in each receive/transmit period, each

RF module will use a distinct antenna. The relay uses the same antenna subset

to receive in the first hop and forward in the second hop. The first method

proposed in this chapter is directly based on minimizing the outage probability

of all destinations.

Exhaustive search based on outage probability minimization

Define poutage(N,S, F̂S , ĜS) to be outage probability under the channels F̂S , ĜS ,

which are based on a selected active antenna set, S, |S| = M . N indicates that

this outage probability is obtained via simulations, based on N independent CSI

error realizations according to the distribution of the channel errors. Here, an

“outage” occurs when one destination’s SINR drops below the SINR requirement.
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The optimal selection is as follows:

S∗ = arg min
|S|=M S⊆{1,...,K}

poutage(N,S, F̂S , ĜS) (3.45)

The search is over all possible active antennas in set S . N is chosen to be

large to ensure the accuracy of the simulated outage probability. In all antenna

selection methods, the optimal selection based on outage probability has the

smallest outage probability, because it directly searches over all possible active

sets and chooses the one that has the smallest number of outage events. To

determine whether any destinations are in outage in a given trial of the CSI error

realization, the relay must first compute ΛR. The computational complexity is

proportional to the product of N and the number of possible active antenna sets(
K
M

)
.

Exhaustive search based on average interference minimization

Although the antenna selection based on outage probability is optimal, the com-

putational load of this method is rather high. To avoid direct minimization of

the outage probability, a natural choice is to reduce the destination interference.

Note that minimization of the interference is not necessarily equivalent to mini-

mization the outage probability. However, the minimization of outage probability

and the minimization of the interference are highly correlated problems, because

the interference is the main reason behind an outage.

From (3.25), one can see that when σ̂2
gj

and σ̂2
fj
, j = 1, ...M are small, i.e.,

when the effective channel of the first, or second hop of one S-D pair is strong,

the inter-S-D-pair interference is reduced. Since σ̂2
gj

and σ̂2
fj
capture the channel

quality, one can select the subset of active antennas which has the best channel

conditions for relay receiving and forwarding, where the optimality criterion is
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the minimization of the sum-interference at all destinations, i.e.,

min
S

E
M∑
i=1

∑
j ̸=i

|rji |2 (3.46)

s.t. |S| =M ; S ⊆ {1, ..., K}. (3.47)

where S is the selected subset of active antennas. One way to obtain the antenna

set which minimizes the destination interference is to do an exhaustive search

over all possible subsets S ⊆ {1, ..., K} as follows:

S∗ = arg min
|S|=M S⊆{1,...,K}

M∑
i=1

∑
j ̸=i

β2|ρj,S |2Pjσ̂
2
S,gj

+ α2|ρi,S |2Pjσ̂
2
S,fi (3.48)

where the subscript S denotes the parameters which are computed according

to the trial subset of antennas, i.e., σ2
S,fi = ||[ŴFS ]i,:||2 and σ2

S,gi
= ||[ŴGS ]:,i||2.

|ρi,S |2, i = 1, ...M are computed based on the trial selection set S, and the adaptive

design proposed in Section III.b. ŴFS and ŴGS are the pseudo inverses of the

sources-relay and relay-destinations channel matrices when the antenna set S is

activated. In each trial of the exhaustive search, the relay needs to recalculate

the pseudo inverses of the channel matrices. The total number of trials can be

very large. A simpler but suboptimal approach would be a greedy search, which

is proposed next.

Greedy search

In each step of the greedy search, one antenna from the active antenna set of the

previous step is removed. The antenna to be removed is selected based on the

minimization of the average destination interference. The greedy search proceeds

as follows:

• Greedy Search
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Step 0:

S0 = {1, ..., K}; FS0 = F and GS0 = G

Step i:

If i == K −M + 1, search ends.

Else Do the following:

For every j ∈ {1, ..., |Si−1|}, S(j)
tmp = Si−1 − [Si−1]j

Generate FS(j)
tmp

and GS(j)
tmp

by removing the jth column and row from FSi−1

and GSi−1
. Choose j∗ as

j∗ = arg min
j∈Si−1

M∑
i=1

∑
k ̸=i

β2|ρ
k,S(j)

tmp
|2Pkσ̂

2

S(j)
tmp,gk

+ α2|ρ
i,S(j)

tmp
|2Pkσ̂

2

S(j)
tmp,fk

(3.49)

Si = Si−1 − [Si−1]j∗ .�

where Si is the active antenna set selected in the ith step and []i denotes the ith

element of a set. |ρ
i,S(j)

tmp
|2, i = 1, ...,M are computed based on the trial selection

set S(j)
tmp and the adaptive design proposed in Section III.b. In the above iteration,

we need to calculate the pseudo inverse of the channel matrices to be used for

computing σ̂2

S(j)
tmp,fi

and σ̂2

S(j)
tmp,gi

for trial j. Since each time we only remove one

antenna, the channel matrices are only changed by one column or row. The matrix

inversion lemma [71] can be used to update the pseudo-inverse at lower complexity.

Since σ̂2

S(j)
tmp,F̂i

= [(F̂H
S(j)
tmp

F̂S(j)
tmp

)−1]−1
i,i and σ̂2

S(j)
tmp,Ĝi

= [(ĜS(j)
tmp

ĜH
S(j)
tmp

)−1]−1
i,i , in each

trial, we only need to calculate (F̂H
S(j)
tmp

F̂S(j)
tmp

)−1 and (ĜS(j)
tmp

ĜH
S(j)
tmp

)−1. Without

loosing generality, suppose that in the ith step, the last column g is removed

from ĜSi
, i.e., ĜSi

= [ĜS(j)
tmp
,g]. Based on the matrix inversion lemma, it holds

that

(ĜS(j)
tmp

ĜH
S(j)
tmp

)−1 = (ĜSi
ĜH

Si
− ggH)−1 (3.50)

= (ĜSi
ĜH

Si
)−1 +

(ĜSi
ĜH

Si
)−1ggH(ĜSi

ĜH
Si
)−1

1− gH(ĜSi
ĜH

Si
)−1g

. (3.51)
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Since (ĜSi
ĜH

Si
)−1, needed at step i, has been already calculated at step i− 1,

computing the inverse matrices is a simple update and does not involve any matrix

inversion. (F̂H
S(j)
tmp

F̂S(j)
tmp

)−1 can be computed in a similar fashion.

By enforcing ZFBF structure, SINR requirements of destinations are decou-

pled so that low-dimensional and low-complexity approaches are enabled to com-

pute the BF matrix. On the other hand, the numerical optimization over gBF

matrices is not favorable because of the high dimensional problem involved and

the significantly larger delay. ZFBF and the proposed adaptive design are also

more suitable for antenna selection in case of imperfect relay CSI. Indeed, the

implementation of antenna selection using optimization over gBF matrices would

be difficult as numerical optimization would needed in every trial removal of one

antenna. Further, the computational cost would increase with the number of

antennas. The proposed greedy selection method with ZFBF is particularly well

suited because each time one antenna is deselected, the new ZFBF matrix can be

calculated based on the matrix inversion lemma. Generally, using a suboptimal

BF matrix may result in worse performance that using gBF [61]. However, our

simulations indicate that the performance penalty is very small. Moreover, when

the antenna selection methods are used in conjunction with the proposed adap-

tive design, both the outage and power efficiency are shown to be superior to the

gBF with numerical optimization.

3.3.5 Simulation Results

As in the case of perfect CSI, three distinct S-D pairs are simulated in this section.

One relay with K = 3 antennas assists the data transmission. The targeted SINR

is between 2dB and 10dB, which is a moderate SINR range and good for coded

QPSK. The source transmit power is fixed at 20dB. Each point on the curves is

obtained based on averaging over 5, 000 independent channel realizations, or CSI

error realizations.
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Next we consider the case in which the CSI at the relay is not accurate. First,

we compare the proposed adaptive weight design method to the method of [61].

In [61], in order to accommodate the CSI errors, the relay executes a numerical

optimization to find the generally structured BF matrix based on the enlarged

SINR requirements at the destination Hereafter, we refer to the Optimization

over general BF matrices in [61] with gBF under imperfect CSI.

We first follow the parameter setup of [61], i.e., the relay’s the estimated CSI

about F and G are set to

F̂ =


0.64 + 0.52i 0.048− 0.52i −0.057− 0.021i

−1.57 + 0.67i −1.42− 0.63i −1.39 + 0.43i

−0.169 + 1.36i −0.25− 2.30i 0.55 + 0.73i



Ĝ =


−0.57− 0.78i −1.07− 0.49i 0.91 + 0.49i

0.14− 1.55i 0.063 + 0.27i 0.99− 1.63i

−0.68 + 0.11i −0.34− 0.29i 1.11 + 1.29i


The channel uncertainty parameters used are set to α = β = 0.045 and µ1 =

µ2 = 1.6. Since the relay has only 3 antennas, there is no need to run the

antenna selection. In this case, PT > γi|σfi|2, i = 1, ...,M is always guaranteed so

that we only need to consider the outage caused by the CSI errors at the relay.

Fig. 3.6 shows the overall outage probability and Fig. 3.7 illustrates the power

efficiency. The proposed adaptive weight design method with a ZFBF structure

has the same outage performance as gBF with imperfect CSI, while the required

transmit power at the relay is only slightly higher (by 1dB) than the power cost of

gBF with imperfect CSI. This is because gBF with imperfect CSI in [61] is based

on optimization over arbitrary beamforming matrices, while the proposed weight

design method imposes to the beamforming matrix a ZF structure. However,
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Figure 3.6: Outage probability of the iterative weight design under relay CSI
errors and a particular F and G

the proposed method is significantly less complex than [61], as it does not need

any complicated numerical optimization. The detailed complexity comparison

will be further discussed in the case of random channels. The outage probability

curve of the proposed method with only one iteration is also included in Fig.3.6.

After only one iteration, the outage performance is very close to the convergent

performance.

Next, we test the proposed weight design method under fading channels. The

target SINR range is adjusted to [1dB, 8dB] because the outage probability in

higher range is well above 0.1 which is not useful in a practical system. The relay

is equipped with 5 antennas, or 3 antennas. The channel coefficients are assumed

to be i.i.d., CN (0, 1). The following four cases are considered: 1) the relay has

3 antennas and does not run the proposed adaptive weight design method, 2)

the relay has 3 antennas and runs the proposed adaptive weight design method
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Figure 3.7: Relay transmit power of the iterative weight design under relay CSI
errors and a particular F and G

and 2) the relay has 5 antennas and runs the proposed adaptive weight design

method but does not implement the proposed antenna selection methods, and

4) the relay has 5 antennas, runs the proposed adaptive weight design method

and also the proposed antenna selection methods. We should note that that we

consider the outage caused by the CSI errors only, rather than that caused by the

poor channel conditions, i.e., we do not count the outage if it occurs when there

are no CSI errors.

The comparison of cases 1), 2) and 4) is shown in Figs. 3.8 and 3.9. It

can be seen that the proposed adaptive weight design method greatly reduces

the outage probability with the added expense of around 3dB relay transmission

power compared to the case in which the relay CSI is treated as accurate. We

also include comparison of the proposed adaptive weight design method to gBF

under imperfect CSI [61]. In the fading channel case, when the channel conditions
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Figure 3.8: Outage probability of the iterative weight design under relay CSI
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for an S-D pair are bad, the constraint of (3.41) may not be always satisfied. In

this situation, we decrease the CSI error bounds µ1 and µ2 for this specific S-D

pair in the simulations to make the worst case problem feasible. Note that the

same infeasibility issue occurs in the gBF under imperfect CSI. We also apply

the µ1 and µ2 decreasing techniques in order to solve the infeasibility issue when

testing the gBF under imperfect CSI. It can be seen that the proposed weight

design method and gBF under imperfect CSI have very similar outage probability

performance. In terms of relay transmission power, the proposed method costs

an additional 1dB of relay power. When the proposed greedy antenna selection

and the adaptive method are combined, both the outage probability and power

efficiency are much smaller than in the method of gBF under imperfect CSI.

The complexity comparison in terms of MATLAB runtime is shown in Table.3.1.

The proposed method for weight calculation with maximum number of iterations
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set to 4, took 0.016s, while the optimization over general matrices took 1.09s.

The greedy selection with two iterations per trial took 9 ∗ 0.005 ∗ 2s = 0.09s,

where 9 is the number of trials. For the test case with K = 5 and M = 3, the

adaptive weight design combined with greedy selection took about 0.1s for one

time channel/error realization. This still yields significantly lower time to gen-

erate weights than the optimization method over general matrices. Therefore,

the proposed adaptive method with antenna selection has advantages over opti-

mization based on general matrices in the aspects of outage probability, transmit

power and computational complexity.

Next we move to cases 3) and 4) for testing the effectiveness of the proposed

antenna selection methods. Here, the CSI error indicators are assumed to be

α2 = β2 = 0.005. The comparison results are shown in Fig.3.10. It can be seen

that case 3), in which all five antennas are activated, has overall the best outage
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Table 3.1: Complexity Comparison

Adaptive method Greedy selection Matrix pseudo
(1 iteration) (3 out of 5 antennas) inversion (5× 3)

RunTime 0.005s 0.004s 0.004s

Adaptive method + Greedy gBF with perfect CSI
selection (2 iteration)

RunTime 0.11s 1.09s

performance. This is because the extra active antennas at the relay give the

best channel gains and the average lowest destination interference. The proposed

antenna selection methods (optimal search based on outage, exhaustive search and

greedy selection based on the minimization of average destination interference)

combined with the adaptive weight design method have the second best outage

performance. It is noted that the three selection methods have very close outage

performance. The proposed greedy search performs especially well, considering it

is the simplest and has almost identical outage probability as that of the optimal

search based on outage, which has the minimal possible outage probability. In

Fig.3.11, it can be seen that the power efficiency results of the three antenna

selection methods are also very close. This means that in a practical system, the

proposed greedy search method is preferable, because of its low computational

load. The outage performance of the three proposed antenna selection methods all

significantly outperform the case in which 3 relay antennas are randomly selected.

This confirms the advantage of the antenna selection methods. Note that if the

proposed adaptive weight design weight/antenna selection designs are not used,

the outage probability will be almost 1 for every target SINR point as shown in

Fig.3.10.
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3.4 Summary

We have investigated the QoS guarantee problem in relay network that support-

s multiple source destination pairs. One AF relay with multiple antennas is

deployed and uses a ZFBF beamforming matrix to process the received data

streams. The target problem is to minimize the transmit power at the relay while

satisfying the SINR requirement of each S-D pair. There is the need for CSI of

both the S-R and R-D channels to accomplish this goal. When the CSI is perfect,

both the optimal and a sub-optimal but simple methods have been proposed for

solving this problem. When the CSI at the relay is imperfect, a low complexity

adaptive weight design method has been presented for combating inter-S-D-pair

interferences by iteratively increasing the weights for all S-D pairs. Relay an-

tenna selection methods have been also proposed to further improve the outage

performance. Simulation results have shown that combined use of the proposed

adaptive weight design and antenna selection methods can achieve lower outage

probability with less power and computational complexity than existing methods.

Using multiple distributed relays to support multiple source destination pairs

is also investigated in the case of perfect CSI at a fusion center. With a enough

large number of relays, the SINR requirements at all destination can be satisfied

simultaneously. Compared with the scheme of one relay equipped with multiple

antennas, the distributed relays are preferred when relay’s size is limited to de-

ploy multiple antennas. However, extra relay transmit power is required in the

distributed case due to the less freedom to design the BF matrix.
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Chapter 4

Joint Decode-and-forward and Jamming for

Wireless Physical Layer Security with

Destination Assistance

In wireless communications, the wireless channel makes the transmitted signal

available to unauthorized users as well as the intended receiver. Cryptographic

approaches, inspired by Shannon’s pioneering work [72], aim at making it diffi-

cult for unauthorized users to decode the received signal. Physical layer security

approaches are concerned with whether a positive secrecy rate can be supported,

independent of the type of the decoding approach the unauthorized users might

employ. Physical layer security has received considerable attention [73, 74, 75],

following the pioneering works of [18] and [19]. In [18], it is shown that a positive

secrecy data rate can be achieved when the channel between the source and the

unauthorized user, referred to here as the eavesdropper, is a degraded version of

the source-destination channel. The secrecy rate of orthogonal relay eavesdropper

channels is investigated in [73]. For the Gaussian channel, the secrecy rate equals

the difference of the capacities of the source-destination channel and the source-

eavesdropper channel, again provided that the former link is stronger than the

latter link [19]. Employing MIMO techniques [76, 77] in physical layer security

systems can improve the secrecy rate because of the ability of MIMO systems to

steer the desired signal away from the eavesdropper, provided the eavesdropper

channel state information (CSI) is known.

Employing multiple antennas at a node is usually costly and limited by the size

of the node. Alternatively, improved secrecy rate can be achieved by employing
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cooperating relays [23, 22, 78, 79, 80]. Relays can either forward the signal to

the destination, or jam the eavesdropper. Recently, multiple decode-and-forward

(DF) relays were employed in [24, 81] to cooperatively beamform the signal to

the destination. The transmission takes two slots; in the first slot, the source

transmits, and in the second slot, the relays cooperatively beamform the decoded

source signal to the destination. However, since in the first slot the eavesdropper

can hear the source signal, the system cannot take full advantage of a total power

increase. The same holds for [82], in which one relay is selected to forward the

useful signal and another relay is chosen for jamming the eavesdropper in the

second slot. Another issue associated to multiple DF relays is that each forwarding

relay must decode the source data correctly and securely. This may decrease the

overall secrecy rate due to the tighter first hop secrecy constraint. So, selecting

a proper relay subset for signal forwarding is necessary. Destination jamming

schemes are also studied in [39, 40] when the source-destination link is ignored.

In this Chapter, however, we answer the question that the destination should

listen or transmit in the first slot when the source is connected to the destination.

In this chapter, we consider the same model of secrecy relay network as in

[24, 81, 82] with one source, one destination, one eavesdropper, and one or multiple

friendly half-duplex relays running DF protocol. Unlike [24, 81, 82], we propose

to use the destination as a jammer instead of a receiver in the first slot. The

proposed work can be summarized as follows:

• Transmitter assisted jamming via cooperative beamforming - A two-slot trans-

mission scheme is proposed. First, the source transmits a weighted com-

bination of data and noise. During that time, the destination does not

listen, but rather cooperates with the source in transmitting noise along

the null space of the source-relay channel. The goal of the jamming is

to degrade the eavesdropper Signal-to-Interference-plus-Noise-Ratio (SIN-

R) ratio, while creating no interference at a preselected relay. This step
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does not require any eavesdropper channel information. In the second slot,

one preselected relay retransmits the decoded source signal, and at the same

time, cooperates with the source to jam the eavesdropper without creating

interference at the destination. Again, in this step, no eavesdropper channel

information is required.

The benefit of jamming can be understood via the following arguments. In

the absence of any jamming towards the eavesdropper in the first slot, the

relay may not be able to achieve high enough secrecy rate, thus limiting

the overall system secrecy rate. Further, when the destination listens, the

eavesdropper listens too. Thus, in the absence of jamming, the secrecy

rate cannot benefit from a total power increase. As it will be shown in

this chapter, the secrecy rate of the proposed scheme always increases with

the total power budget increase. The benefit of using the destination, as

opposed to any other relay, as a jammer, stems from the fact that if the

destination was far away from the source, its received signal in the first

hop would be weak. It, therefore, makes sense to let the destination serve

another more useful purpose, during the first slot, i.e., jam the eavesdropper.

Moreover, as it will become clearer in the following, using one or more relays

instead of the destination for jamming would require inter-relay channel

information at the relays. On the contrary, the destination assisted jamming

does not require inter-relay CSI.

• Optimal power allocation and relay selection - The power of the source,

relay, and destination transmitted signals is allocated in an optimal fashion,

in order to maximize the system secrecy rate subject to a total transmit

power budget. The optimization problem is generally non-convex, however,

we show that the problem can be converted into an one dimensional line

search plus a bi-sectional search problem. When the number of active relays

that participate in the second slot transmission increases, the source-relay



86

link with the smallest secrecy rate limits the system overall secrecy rate.

Therefore, we propose to select only one relay, the “best” one, to decode-

and-forward the signal in the second slot. In this way, the first slot constraint

is no longer the system bottleneck. We propose two relay selection schemes

for choosing the best relay, i.e., an optimal and a suboptimal method, with

vastly different computational complexities. The optimal method is based

on a exhaustive search over all relays, while the suboptimal is based on the

CSI of each relay. We also propose a distributed approach for relay selection,

in which CSI and beamforming vectors are communicated between the nodes

through limited rate feedback channels.

Optimal power allocation and relay selection require global CSI, including

that of the eavesdropper. We also study the case in which only the statistics

of the eavesdropper CSI are known, and propose power allocation and relay

selection based on approximate expressions of the secrecy rate.

Relay selection methods have been researched in [83, 84, 85]. However,

these selection methods do not account for an eavesdropper, therefore, do

not apply to the proposed jamming scheme. Relay selection in the presence

of eavesdroppers are proposed in [82]. However, the achieved secrecy rate

suffers from high eavesdropper SINR when the total power budget increases,

which does not allow the secrecy rate to increase as the power increases.

Imperfect CSI

• Secrecy rate scaling law - We show that the proposed scheme can take ad-

vantage of both the power budget (P0) increase and the number of available

relays (K), according to the secrecy rate scaling law 1
2
log2(1+

P0

8
logK)−1.6.



87

4.1 System model and motivation

We consider a distributed wireless network configuration as depicted in Fig.4.1,

with one source, one destination, one eavesdropper and K friendly relays . hSD,

hSRi
, hSE, hRiE, hRiD, hDE represent respectively the channel gains between the

source and the destination, the source and the ith relay, the source and the eaves-

dropper, the ith relay and the eavesdropper, the ith relay and the destination,

and the destination and the eavesdropper. The additive noise at each node is

assume to be i.i.d. complex Gaussian with unit variance. All transmission nodes

(source, relay, destination) share a total transmission power budget P0. The goal

of this chapter is to design a cooperative transmission strategy to improve the

secrecy rate.

The relays operate in half duplex DF protocol, i.e., each relay must hear and

decode the signal correctly in the first slot, before transmitting it in the second

slot. Therefore, the system secrecy rate is constrained by the minimal secrecy

between the source and all the relays, i.e.,

Rs ≤
1

2
C1s = min

i=1,...,K

1

2
(log2(1 + |hSRi

|2PU
s )− 1

2
log2(1 + |hRiE|2PU

s )).

where PU
s is the source transmission power for the data signal. Note that the

factor 1
2
is due to the fact that the communications is divided into two slots.

With an increasing number of the relays, the constraint becomes tighter and

decreases the overall secrecy rate. In this chapter, we will select only one relay

to decode-and-forward the signal. The selection algorithm is introduced in the

next section. Since only one relay is used, we will drop the relay index i in the

channel gain notation, i.e., will use hSR, hRE and hRD to denote the channels gains

between the source and the active relay, the active relay and the eavesdropper,

and the active relay and the destination, respectively (see Fig.4.1).

Let us consider the throughput between the source and the eavesdropper.
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Figure 4.1: The wireless physical layer security system with multiple relays

When the destination only listens, the overall capacity at the eavesdropper after

a two-slot reception is lower bounded by

CE ≥ log2(1 + PU
s |hSE|2) (4.1)

The above holds with equality when the eavesdropper ignores the signal it received

during the second slot. It is noted that Ps should increase proportionally to P0,

otherwise, the overall secrecy rate will be limited by the first slot secrecy capacity

constraint. So, the eavesdropper capacity increases with a scaling law logP0.

Considering that the destination capacity can increase at most as fast as logP0

with P0 increasing, and that the system secrecy rate equals the difference of

the capacities of the destination and eavesdropper, the system without first slot

jamming may have a limited secrecy rate, and thus cannot take full advantage

of a total power increase. To address this issue, in this chapter, we will design a

transmission scheme in which the destination transmits a jamming signal in the

first slot instead of listening. Note that this scheme requires that the destination

has the ability to transmit, and its channel to the eavesdropper is known.
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4.2 The proposed transmission scheme with destination

assisted jamming

In this section, the transmission scheme is first outlined under the assumption that

a single relay has been selected. Second, the optimal power allocation among the

first and second slot jamming and data signals is discussed. Third, the method for

selecting the best relay is presented. Finally, the case of statistical eavesdropper

CSI is studied.

4.2.1 The proposed transmission scheme

Let us assume that the forwarding relay for the second slot has been selected, and

that each node involved has CSI between itself and the relay, and between itself

and the destination.

• In the first slot, the source transmits a weighted combination of (i) the infor-

mation bearing signal, with power PU
S , and (ii) jamming noise. At the same

time, the destination cooperates with the source to transmit a jamming sig-

nal with power P J
SD over a beamformer wSD−E, which is along the null space

of [hSR, hDR], where ||wSD−E||2 = 1. This jamming beamformer results in

no interference at the selected relay. Based on the source-destination trans-

mission strategy, the first slot source and destination transmitted signals

are written as

x1,S =
√
PU
S u+

√
P J
SD[wSD−E]1v1 (4.2)

xD =
√
P J
SD[wSD−E]2v1. (4.3)

where u and v1 are the data and first slot jamming signal, which are assumed

to be i.i.d. complex Gaussian with unit variance. In (4.2) [a]i denotes the

ith element of a vector a.
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The first slot SNR at the relay can be expressed as

SNRR
1 = |hSR|2PU

S . (4.4)

and the SINR at the eavesdropper as

SINRE
1 =

|hSE|2PU
s

1 + P J
SD|[hSE, hDE]wSD−E|2

. (4.5)

• In the second slot, the selected relay forwards the data with power PU
R , using

the same codebook as the source, along with jamming noise. During the

same time, the source cooperates with the relay to transmit a jamming signal

with power P J
SR over a beamformer wSR−E, which is along the null space of

[hSD, hRD], where ||wSR−E||2 = 1. This jamming beamformer results in no

interference at the destination.

Based on the source-relay transmission strategy, the first slot source and

destination transmission signals are written as

x2,S =
√
P J
SR[wSD−E]1v2 (4.6)

xR =
√
PU
R u+

√
P J
SR[wSR−E]2v2, (4.7)

where v2 is the second slot jamming signal, which is complex Gaussian with

unit variance.

Therefore, in the second slot the SNR at the destination equals

SNRD
2 = |hRD|2PU

R . (4.8)
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In the second slot, the SINR at the eavesdropper becomes

SINRE
2 =

|hRE|2PU
R

1 + P J
SR|[hSD, hRD]wSR−E|2

. (4.9)

Based on above SNR expressions, the secrecy rate at the destination can be

written as:

Rs = min
1

2
([C1s]

+, [C2s]
+) (4.10)

= min
1

2

((
log2(1 + SNRR

1 )− log2(1 + SINRE
1 )
)+
,(

log2(1 + SNRD
2 )− log2(1 + SINRE

1 + SINRE
2 )
)+)

(4.11)

where (x)+ , max(x, 0). Based on (4.11), it can be seen that if P J
SD is comparable

to PU
S , and P J

SR is comparable with PU
R , the eavesdropper’s SINR in both slots

is of the order of 1. Also, the destination’s SNR in the second slot increases as

the transmission power increases. So, in the proposed transmission scheme, the

overall secrecy rate can benefit from increasing the total power.

4.2.2 Optimal Power Allocation

In this section, we assume that each node involved has global CSI, including the

eavesdropper CSI. The source adjusts the power allocation among PU
S , PU

R , P J
SD

and P J
SR to maximize (4.11) based on a sum power constraint P0, i.e.,

max
PU
S ,PU

R ,PJ
SD,PJ

SR

min([C1s]
+, [C2s]

+) (4.12)

s.t. PU
S + PU

R + P J
SD + P J

SR = P0 (4.13)

We next show that the optimal power allocation can be reduced to a one-dimensional

line search problem.

Let the first slot transmission power be fixed, i.e., PU
S +P J

SD = P1. Under this
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condition, the optimization problem becomes

max
PU
S +PJ

SD=P1;PU
R +PJ

SR=P0−P1

min

log2
1 + |hSR|2PU

S

1 + |hSE |2PU
s

1+PJ
SD|[hSE ,hDE ]wSD−E |2︸ ︷︷ ︸

C1s

,

log2
1 + |hRD|2PU

R

1 + |hSE |2PU
s

1+PJ
SD|[hSE ,hDE ]wSD−E |2 +

|hRE |2PU
R

1+PJ
SR|[hSE ,hRE ]wSR−E |2︸ ︷︷ ︸

C2s


Note that generally, C1s and C2s are both not concave functions of {PU

S , P
U
R , P

J
SD,

P J
SR}, so direct use of convex optimization methods is not applicable. It is easy

to see that C2s decreases monotonically with PU
S increasing. It can also be shown

that C1s has one of three possible behaviors over PU
S ≤ P1, i.e., 1) C1s monoton-

ically increases, 2) C1s monotonically increases when PU
S ≤ PU,∗1

S and monoton-

ically decreases when PU
S ≥ PU,∗1

S and 3) C1s ≤ 0. Apparently, we need to deal

with only the first two cases. In either of these two cases, min(C1s, C2s) has a u-

nique maximum at PU,∗2
S , and the function min(C1s, C2s) monotonically increases

when PU
S ≤ PU,∗2

S , and monotonically decreases when PU
S ≥ PU,∗2

S . Note that the

maximum may be achieved on the boundaries, i.e., PU,∗2
S = 0 or PU,∗2

S = P1.

Therefore, the optimization over PU
S +P J

SD = P1 and P
U
R +P J

SR = P0−P1 can

be decoupled when P1 is fixed. A bi-sectional search over [0, P1] can be conducted

to find the optimal solution is PU,∗2
S and in each trial of PU

S the optimal PU
R and

P J
SR which maximize C2s should be determined. The latter task has a fairly simple

solution. By setting the partial differentiation of C2s with respect to PU
R equal to

zero we get

a
(
PU
R

)2
+ bPU

R + c = 0. (4.14)



93

where a = c1g2(g2 − g1), b = −2a1g2[1 + g2(P0 − P1)], c = [c1 + c1g2(P0 −

P1) − g1][1 + g2(P0 − P1)] with c1 = |hRD|2, g1 = |hRE |2

1+
|hSE |2PU

s

1+PJ
SD

|[hSE,hDE ]wSD−E |2

and

g2 = |[hSD, hRD]wSR−E|2. It can be shown that when c ≤ 0, the optimal PU,∗
R = 0.

When c ≥ 0 and (4.14) has a root θ within [0, P0−P1], then PU,∗
R = θ. Otherwise,

PU,∗
R = P0 − P1.

Through the bi-sectional search for PU
S and P J

SD, and solving (4.14) for PU
R and

P J
SR, we can obtain the optimal power allocation when P1 is fixed. The optimal

first slot transmission power P1 can be obtained by a line search. The algorithm

to find the optimal power allocation is summarized as follows:

• Perform a one-dimensional line search on P1 to find the optimal first slot

power.

• For every trial of P1, perform a bi-sectional search for PU
S ∈ [0, P1] to find

the optimal first slot data power PU
s .

• For every trial of PU
S with a fixed P1, perform (4.14) to find the optimal PU

R

and P J
SR.

4.2.3 Relay selection

Optimal Selection

Based on the optimal power allocation proposed in the previous section, the source

can calculate the secrecy rate R
(i)
s for any relay i, i = 1, ..., K. Therefore, the

source can select the optimal relay that maximizes the secrecy, via exhaustive

search as follows,

iopt = arg max
i=1,...,K

R(i)
s (4.15)
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where R
(i)
s is the secrecy rate achieved with the ith relay being selected and

using the proposed optimal power allocation. Note that the computation of the

beamforming vector, the power allocation and the relay selection, can be done

at any single node who has the full CSI on the source, destination and relays.

These tasks can also be carried out in a distributed way as follows. The source

destination CSI is broadcasted to all relays. Then, each relay computes the secrecy

rate corresponding its own optimal power allocation. All relays secrecy rates are

then fedback to the source, one by one, to be used in the selection of the relay

with the largest secrecy rate. Each relay needs the CSI to the source, destination

and the eavesdropper plus the CSI from the source to the destination to perform

the optimal power allocation.

Sub-optimal Selection

Although the exhaustive search based on the optimal power allocation can achieve

the maximal secrecy rate, it involves high complexity. In the following, we de-

scribe a simpler selection scheme, which, according to simulations has comparable

performance to the optimal one.

To make RS large, the selected relay R should exhibit the following charac-

teristics:

1. |hSR| and |hRD| should be both large, to make both C1s and C2s large.

2. The difference between |hSR| and |hRD| should not be too large, because

a weak source-relay, or relay-destination link can become the bottleneck of

the system.

3. The channel hSD−E , [hSE, hDE]
T should have high correlation withwSD−E,

to make the the interference of the first slot large.

4. The channel hSR−E , [hSE, hRE]
T should have high correlation withwSR−E,

to make the interference of the second slot large.
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Based on (3) and (4), two parameters 0 < α, β < 1 can be used by the source to

prescreen all the relays before they enter the selection process, i.e.,

∣∣∣∣ hSD−EhH
SD−Ri

|hSD−E ||hSD−Ri
|

∣∣∣∣ ≤
α and

∣∣∣∣ hH
SRi−EhSRi−D

|hSRi−E ||hSRi−D|

∣∣∣∣ ≤ β, where hSRi−D , [hSD, hRiD]
T and hSD−E , [hSE, hDE]

T .

Assuming that K̃ relays pass the prescreening, then the following relay selection

scheme can be carried out to guarantee the characteristics (1) and (2) in the above

list.

Based on the above, the source should select the relays according to the Al-

gorithm 2.

Algorithm 2 Relay selection based on the S-R and R-D CSI

1. Sort the channel gains of source-relay channels of all relays into SeqSR in
decreasing order.
2. Sort the channel gains of relay-destination channels of all relays into SeqRD

in decreasing order.
3. Let Xh

i and Xg
i denote the locations of the ith relay in SeqSR and SeqRD.

4. The “best” relay i∗ is selected according to i∗ = argmini=1,...,K̃ X
h
i +Xg

i .
5. If there are multiple relays satisfying the above selection criterion, the one
with the smallest |Xh

i −X
g
i | is chosen.

Distributed relay selection with limited feedback channels

In this section we consider a distributed relay selection scheme, in which, instead

of requiring the source to maintain information on all relays’ CSI, the relays

participate in determining the optimal power allocation by informing the source

on their secrecy rate. For a more realistic scenario, we consider the case in which

this communication occurs via a limited feedback channel. The scheme proceeds

as in Algorithm 3.

Via Algorithm 3, the computation load for relay selection can be evenly dis-

tributed to all relays. This is particularly important in a system without a pow-

erful fusion center.
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Algorithm 3 Distributed relay selection

1. The source and destination broadcast training signals to the relays. Based on
the training symbols, each relay recovers the source-relay and destination-relay
CSI and the source estimates hSD. It is assumed that the recovery is perfectly
and that the destination-relay and rely-destination channels are identical.
2. The source broadcasts a quantized version of hSD to the relays.
3. The ith relay (i = 1, ..., K) calculates (4.11) based on its local CSI, hS−Ri

,
and hRi−D, the CSI of the S-D link that was sent by the source in step 2.
4. The relays feedback the quantized secrecy rate to the source one by one.
5. The source selects the relay i∗ with the largest secrecy rate and broadcasts
the index.
6. The relay i∗ computes wSD−E and wSR−E and broadcasts the quantized
weight vector to the source and destination.
7. The transmission begins with the assigned weights and equal power alloca-
tion.

4.3 The scaling law of the secrecy rate

In this section, we will show that the ergodic secrecy rate of the proposed scheme

satisfies

ECs ≥
1

2
log2(1 +

P0

8
logK)− 1.6252. (4.16)

where the expectation is taken with respect to the distribution of all channel.

We assume that the channels between any two nodes are independent identical

Gaussian distributed with unit variance. The proof is shown as follows:

ECs ≥ Emin(log2(1 + |hSR|2
P0

4
), log2(1 + |hRD|2

P0

4
)) (4.17)

− E log2

(
1 +

|hSE|2 P0

4

1 + P0

4
|[hSE, hDE]wSD−E|2

+
|hRE|2 P0

4

1 + P0

4
|[hSE, hRE]wSR−E|2

)

)
(4.18)

, Emin(log2(1 + |hSR|2
P0

4
), log2(1 + |hRD|2

P0

4
)) (4.19)

− E log2

(
1 +

χ2
1

4
P0

+ χ2
2

+
χ2
3

4
P0

+ χ2
4

)
. (4.20)
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where χ2
1, χ

2
2, χ

2
3 and χ2

4 are i.i.d. chi-square with freedom degree of 2. We first

show that (4.19) ≥ 1
2
log2(1 +

P0

8
logK). First note that

(4.19) = E log2

(
1 +

P0

4
min(|hSR|2, |hRD|2)

)
. (4.21)

Then, we construct a relay selection method to let min(|hSR|2, |hRD|2) > log
√
K

with probability 1. The relay selection method is outlined as follows:

• Divide randomly the total K relays into
√
K groups with

√
K relays in each

group.

• Within each group, the one relay with the largest |hSR|2 is selected. So

totally
√
K relays are selected.

• Form these
√
K selected relays into a new group.

• The relay with the largest |hRD|2 within the new group is selected for jam-

ming and signal forwarding.

Based on the above selection process, the selected relay’s channel gain |hSR|2 and

|hRD|2 are both the largest one out of two independent sets of
√
K chi-square

random variables. According to order statistics, if K is very large, |hSR|2 ≥

log
√
K and |hRD|2 ≥ log

√
K both happen with probability larger than 1− 1

log
√
K
.

Therefore, the event min(|hSR|2, |hRD|2) > log
√
K occurs with probability larger

than 1 − 1
log

√
K

[86]. Therefore, with large K, the RHS of (4.19) ≥ 1
2
log2(1 +

P0

8
logK) holds.
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Then we show that E log2

(
1 +

χ2
1

4
P0

+χ2
2
+

χ2
3

4
P0

+χ2
4

)
< 1.6. We have

E log2

(
1 +

χ2
1

4
P0

+ χ2
2

+
χ2
3

4
P0

+ χ2
4

)
(4.22)

≤ E log2

(
1 +

χ2
1

χ2
2

+
χ2
3

χ2
4

)
(4.23)

= E log2(χ
2
2χ

2
4 + χ2

1χ
2
4 + χ2

3χ
2
2)− E log2(χ

2
3)− E log2(χ

2
4) (4.24)

≤ log2(3)− 2E log2(χ
2
3) (4.25)

≤ log2(3)− 2 ∗ 1.4427γ. (4.26)

where (4.25) is based on the Jensen inequality and the facts that log is a concave

function and χ2
i , i = 1, ..., 4 are i.i.d. with Eχ2

i = 1; γ is the Euler constant and

(4.26) is based on [55].

By combining (4.16) and (4.26), Theorem 1 is proven.

4.3.1 Relay selection under incomplete eavesdropper CSI

Assuming perfect eavesdropper CSI knowledge might not be feasible in a real

scenario. In this section we consider the case in which only statistical information

on eavesdropper CSI is available. As the beamforming step does not require any

eavesdropper CSI, only the effect on relay selection and power allocation need

to be considered. The channels hSD−R and hSR−D are still assumed to be fully

available.

Let us assume that hSE,hDE and hRE are i.i.d. Gaussian distributed with zero

mean and unit variance. In this case, a closed form expression, or the bound of

min{C1s, C2s}, are difficult to obtain. Therefore, we proposed to use a modified

secrecy rate expression by substituting |[hSE, hDE]wSD−E|2, |[hSE, hDE]wSD−E|2

and |[hSE, hRE]wSR−E|2 by their expected value [87], i.e., 1, to approximate the
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secrecy rate. The modified secrecy rate becomes

Rmodified
s ,min

log2
1 + |hSR|2PU

S

1 + 2PU
s

1+PJ
SD︸ ︷︷ ︸

C1s

, log2
1 + |hRD|2PU

R

1 + 2PU
s

1+PJ
SD

+
2PU

R

1+PJ
SR︸ ︷︷ ︸

C2s

 (4.27)

The above expression of the secrecy rate has exactly the same form as the se-

crecy rate in case of perfect eavesdropper CSI, thus the proposed optimal power

allocation method should still apply.

Since the eavesdropper CSI is unknown, the relay selection is based solely on

the source-relay and relay-destination channels, i.e.,

iopt = arg max
i=1,...,K

min
(
log2(1 + |hSRi

|2PU
S ), log2(1 + |hRiD|2PU

Ri
)
)

(4.28)

4.4 Simulation Results

4.4.1 Performance under perfect CSI

The simulation setting is as follows. The channels among each pair of nodes

are assumed to be i.i.d., complex Gaussian with unit variance. Every secrecy

rate point is based on averaging over 5000 independent channel realizations. The

number of relays is specified in the discussion of the different experiments. The

eavesdropper CSI is first assumed perfectly known. In each transmission period,

first, the active relay is selected and then, the secrecy rate is calculated based on

the proposed optimal power allocation. For benchmarking purposes, the result of

the equal power allocation is also shown. In the equal power allocation scheme

the total power P0 is divide equally among the first slot data power from the

source, the first slot jamming power from the source and destination, the second

slot data power from the relay and the second slot jamming power from the source
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and relay.

We first compare the proposed scheme with the methods in [82, 81]. Fig.4.2

shows that the proposed scheme with optimal power allocation and exhaustive

relay selection outperforms the two comparison methods over the entire trans-

mission power range. We should note that there are ten relays in the system

(K = 10); the proposed method employs the best of them, while the comparison

methods employ all ten. The method of [82] selects two relays to do jamming

and signal forwarding in the second hop respectively. It exhibits a secrecy rate

floor because of the high SNR at the eavesdropper as the power increases. The

method of [81] increases much slower than the proposed method because all ten

relays are used, thus the weakest one becomes the bottleneck in terms of secrecy

rate.
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The method with all relay forwarding signals

One relay forward and one relay jamming (no the 1st hop constraint)

Perfect eavesdropper CSI with equal power allocation and exhaustive relay selection

Perfect eavesdropper CSI with optimal power allocation and exhaustive relay selection

Perfect eavesdropper CSI with equal power allocation and suboptimal relay selection

Eavesdropper CSI dist. with equal power allocation and exhaustive relay selection

Eavesdropper CSI dist. with optimal power allocation and exhaustive relay selection

Eavesdropper CSI dist. with equal power allocation and suboptimal relay selection

Figure 4.2: Secrecy rate versus total power (P0 = 0dB ∼ 40dB) for a system with
10 relays.

The proposed scheme with equal power allocation and either exhaustive relay
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selection, or suboptimal selection (with orthogonality prescreening) are also plot-

ted in Fig. 4.2. For the suboptimal selection with orthogonality prescreening, it

was set α = β = 0.85. One can see that both relay selection methods with equal

power allocation result in high secrecy rate, which is smaller than that of the opti-

mal power allocation. Further, the suboptimal relay selection with orthogonality

prescreening achieves a comparable secrecy rate as the exhaustive search.
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The method with all relay forwarding signals
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Perfect eavesdropper CSI with equal power allocation and exhaustive relay selection

Perfect eavesdropper CSI with optimal power allocation and exhaustive relay selection

Eavesdropper CSI dist. with equal power allocation and suboptimal relay selection
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Eavesdropper CSI dist. with optimal power allocation and exhaustive relay selection

Eavesdropper CSI dist. with equal power allocation and exhaustive relay selection

Figure 4.3: Secrecy rate versus number of relays (1 ∼ 100 relays) with total power
P0 = 30dB).

Fig.4.3 shows the secrecy rate versus the number of relays for the proposed

scheme for the same scenarios as in Fig.4.2). Compared to the methods of [82, 81],

the proposed scheme provides significantly higher secrecy rate. Also, the secrecy

rate of the proposed scheme increases with the number of relays. Figs.4.4 and 4.5

illustrate the relation between the secrecy rate of the proposed scheme, the total

transmission power and the number of relays.

Next we show the impact of parameters α and β used in the orthogonality
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The proposed scheme with equal power allocation and suboptimal relay selection
Secrecy rate scaling law

Figure 4.4: The scaling law of secrecy rate versus power (P0 = 0dB ∼ 40dB) for
a system with 10 relays.

prescreening. The secrecy rate versus the value of α = β is shown in Fig.4.6.

The total transmission power is 30dB. The figure shows the tradeoff between the

channel gains of the desired signal and the jamming signal strength. On one hand,

if α, β are too small, there is only a small number of relays that qualify to forward

the signal, which limits the selection of the S-R and R-D channel gains. On the

other hand, if the α, β are too large, the generated jamming signal beam wSD−E

and wSR−E may not have high correlation with hSD−E and hSR−E, respectively.

So, the jamming signal to the eavesdropper may not be strong enough, which

reduces the impact of the jamming. The optimal α and β occur in the range

[0, 1]. It can be seen that with the increase of the number of the relay, the

optimal α, β decrease.

Figs.4.4 and 4.5 show the secrecy rate of the proposed scheme against the

scaling law of (4.16), for different levels of transmit power (Fig.4.4) and different
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The proposed scheme with equal power allocation and suboptimal relay selection
Scaling law

Figure 4.5: The scaling law of secrecy rate versus number of relays (1 ∼ 1000
relays) with total power P0 = 30dB.

number of relays (Fig. 4.5). The scaling law serves as a lower bound for the secrecy

rate of the proposed scheme in both cases. Further, the curves corresponding to

the proposed scheme are parallel to the curves of the scaling law in the region of

high transmit power and large number of relays. So, the multiple relay diversity

of logK is achieved.

4.4.2 Performance under incomplete eavesdropper CSI

In this subsection we present some simulations results to quantify the performance

loss when full CSI is not available, and relay selection and power allocation are

performed based on the approximate secrecy rate of (4.27). Note that the beam-

formers are based on hSD−R and hSR−D, which are still assumed to be perfect in

this subsection.

The secrecy rate curves corresponding to the case of known distribution of
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Figure 4.6: The relation between secrecy rate and orthogonality prescreening
parameter, 0 ≥ α = β ≤ 1

eavesdropper CSI for the scenario of Fig. 4.2, are plotted in Fig.4.2. Since the

eavesdropper CSI is unknown, the relay selection is based solely on the source-

relay and relay-destination channels, i.e., (4.28). It can be seen that the optimal

power allocation based on the rate approximation, combined with the simple

exhaustive search provides a secrecy rate which is only 0.3 bits/s/Hz smaller that

the secrecy rate in the case of perfect eavesdropper CSI.

4.4.3 Performance under limited feedback

In this section we evaluate the distributed relay selection scheme described in

Algorithm 3.

We first simulate Step 1 of Algorithm 3. Fig.4.7 shows the secrecy rate v.s.

transmission power for K = 50 relays. We consider two cases: 1) the number

of the feedback bits broadcasting to all relays for hS−D increases with power,
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i.e., BhS−D
= ⌊(P0(dB)

4
) + 2 bits; 2) the number of the feedback bits is fixed at

3bits (other fixed number of feedback has similar impact on the secrecy rate).

Each relay uses reconstructed ĥS−D to calculate the power allocation and the

beamforming vectors. The secrecy rate is computed with these beamforming

vectors based on the inaccurate CSI ĥS−D. For case 1, it is shown in Fig.4.7 that

the secrecy rate increases as fast as with perfect relay CSI. However, in case 2,

the secrecy rate hits a floor at high transmit power.
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Figure 4.7: Secrecy rate versus power (P0 = 0dB ∼ 30dB) for the distributed
relay selection scheme with limited feedback.

Next, we investigate the impact of limited feedback in step 6. The secre-

cy rate versus the number of relays is shown in Fig.4.8 with total transmission

power 30dB. Again, two cases are considered: 1) the number of feedback bits of

the weight vector wSD−E and wSR−E increases with the number of relays, i.e.,

BwSD−E
= BwSR−E

= log2 logK + 6 bits, and 2) the number of feedback bits is
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fixed at 6 bits. Random vector quantization (RVQ) [88] is used for the quantiza-

tion. For the former case, the secrecy rate maintains the same trend in the perfect

feedback case. However, for the latter case, the secrecy rate stops increasing as

the number of relays increases. Note that in these two figures, the throughput

feedback from the relays is assigned log2K bits.

From the above two simulations on limited feedback, one can see that to pre-

serve the increasing trends of the secrecy rate with perfect feedback, the number

of feedback bits of CSI should be increased with with power and number of relays.
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Figure 4.8: Secrecy rate versus total number of relays (10 ∼ 1000 relays) for the
distributed relay selection scheme with limited feedback.

4.5 Summary

We have investigated the transmission strategy in a distributed relay networks

for physical layer security. Unlike conventional methods, the proposed scheme
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requires the destination to transmit a jamming signal to confound the eavesdrop-

per, thus significantly decreasing the eavesdropper SINR and improving the se-

crecy rate. This destination assisted scheme allows the system to benefit from an

increase in the total transmission power. Relay selection methods has been pro-

posed to overcome the tighter secrecy constraint in the first slot when the number

of relays increases under perfectly known eavesdropper CSI and unknown eaves-

dropper CSI. With relay selection, the secrecy rate improves with an increasing

number of relays. Optimal power allocation among the first/second slot and jam-

ming/data signals has been proposed to further improve the secrecy rate. The

increase of the secrecy rate with the power and the number of relays is confirmed

by the derived scaling law of the secrecy rate. The proposed scheme is also in-

vestigated under imperfect relay CSI. A distributed limited feedback scheme has

been proposed to reduce the feedback payload. It has been shown that the sys-

tem can avoid hitting a secrecy rate floor, as long as the number of feedback bits

increases at a specific rate as the power and number of relays increases.
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Chapter 5

Conclusions and Future Directions

5.1 Conclusions

The thesis has considered challenges associated with achieving high data rates,

reliability and secrecy in wireless communications. In particular, utilization of

relay(s) have been proposed in a system with multiple sources and destinations

to improve the data rate and reliability. Relay assisted multi-user system has

been investigated to prevent information leakage to the untrusted nodes.

A relay scheme has been proposed in which a relay node with multiple anten-

nas is inserted between the sources and destinations to assist data transmission.

Via a ZFBF matrix at the relay, all sources can transmit simultaneously and al-

l destinations can receive interference-free signals with the help of a relay with

multiple antennas. To pursue high sumrate, an optimal power allocation across

all source-destination pairs has been proposed by implementing semi-definite-

programming. Analysis on the throughput has been conducted showing that the

proposed design can achieve the full multiplexing gain of M/2, where M is the

number of source-destination pairs. However, the beamforming design under in-

vestigation depends on the source and destination CSI at the relay, which is used

to compute the ZFBF matrix. Subsequently, the impact of imperfect relay C-

SI on the system throughput has been analyzed. It has been shown that the

throughput can keep the increasing trend of M
2
log(SNR) as long as the CSI error

is inversely proportional to the total transmit power. On the contrary, if the CSI

errors at the relay is fixed when the transmitted power increases, the throughput
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presents a floor at high power region. The results obtained in Chapter 2 confirm

that simultaneous data transmission can be enabled by the relay assistance in a

system with multiple source-destination pairs to achieve high data rate.

The QoS meeting problem under the model of multiple source-destination

pairs has been investigated in Chapter 3. The designs of relay beamforming

matrix have been addressed to meet the destination SINR requirements simulta-

neously with minimized relay transmitted power. In the case of perfect CSI at

the relay, the problem has been relaxed into a semi-definite-programming problem

which can be solved by using the standard convex optimization techniques. The

case of imperfect relay CSI has also been studied. It has been been shown that

if the relay chooses the beamforming matrix as if the CSI is accurate, the outage

probability is high; this is due to the interference which cannot be completely

canceled by the ZFBF matrix not matching the channels perfectly. A relay BF

design method has been designed in Chapter 3 by iteratively increasing the re-

lay amplifying factors for all S-D pairs. The iteration process makes sure that

the worst case SINRs are larger than the targeted thresholds. The convergency

has been guaranteed as long that the set of worst case SINR constraints has a

solution. The iterative amplifying factor design can significantly improve the per-

formance of outage probability while requiring slightly higher relay transmitted

power. The results obtained in Chapter 3 confirm that a proper designed relay

can provide the system high reliability in terms of SINR with small outage prob-

ability and reasonable power consumption. The most remarkable aspect of these

results is practicality; the simultaneous QoS guarantee is achievable in both ideal

and practical environment with perfect and imperfect relay CSI, respectively. Al-

so the iterative design does not involve any numerical optimization and has low

complexity.

The physical layer secrecy has been investigated in a model with one source,

one destination and one eavesdropper with the assistance of one or more relays. In
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this two-slot transmission system, the destination has been designed to transmit

jamming signal to confound the eavesdropper, instead of listening to the signal

from the source in the first slot. This design avoids the high first hop signal power

at the eavesdropper which resulted in the low secrecy rate ceiling when the source

power is high. Based on this key idea, a two-slot destination jamming scheme

has been proposed. The total power budget has been proposed to be optimally

allocated among first and second hop’s data and jamming signals to maximize the

secrecy rate. When there are multiple relays, a relay selection algorithm has been

designed to further improve the secrecy rate by taking advantage of the multi-relay

diversity. A distributed algorithm has been proposed that the computational load

of optimal power allocation and relay selection can be distributed to all relays.

The most interesting result in Chapter 4 is that, though we sacrifice the first slot

received signal power, the system secrecy rate still benefits significantly. Also, the

computational complexity of proposed power allocation and relay selection can

be shared at all relays so that super fusion center is not necessary.

5.2 Future Directions

A few future directions are discussed below.

5.2.1 Distributed processing and synchronization among

cooperative nodes

A distributed algorithm has been designed in Chapter 4 to let all cooperative

node share the computation load for power allocation and relay selection. For

a more complicated problem, e.g., the distributed beamforming in Chapter 3, a

fusion center with all CSI information is needed for handling the beamforming

computation. This require the the fusion center to have powerful computation

capability. To avoid the high cost or long delay caused by the large amount
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of computation, the computational load should be distributed to all cooperative

nodes. The distributed solution would require the development of distributed

algorithm based on exchange of low rate backhaul information (e.g., CSI and the

intermediate variables of the optimization algorithms) among cooperative nodes.

The beamforming from the distributed nodes also require synchronized transmis-

sion from the cooperative nodes. The synchronizations includes timing, frequency

and phase synchronization. Without synchronization, the signals from coopera-

tive nodes will not be added up or canceled in the desired way at the receivers.

Synchronization research will be key in pushing the distributed beamforming to

the stage of implementation. No matter how advanced a synchronization algo-

rithm is, there will still be residual synchronization errors. So investigation of

the impact of synchronization errors on the system performance is necessary to

confirm that the distributed beamforming can work in a real world setting.

5.2.2 More general beamforming structures

The proposed BF structures in the systems with multiple source-destination pairs

are based on ZF. In general ZF is not optimal because of the possible amplified

noise when doing the matrix inversion. So using a BF matrix with a more general

form, e.g., MMSE-BF, is possibly a way to further improve the system perfor-

mances in terms of sumrate, outage probability and relay transmitted power.

However, a more general beamforming matrix may not result in a manageable

problem. For instance, the sumrate expression will be much more complicated if

an arbitrary beamforming matrix is used at the relay. The other difficulty is that

the complexity may be much higher if using a general beamforming matrix. For

instance, the QoS constraints cannot be separated with an arbitrary beamforming

matrix at the relay under imperfect CSI. This problem will require numerical op-

timization to solve. To implement a more general beamforming relay schemes and

thus achieve higher performance, methods to simplify formulation and decrease
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the complexity need to be investigated.

5.2.3 User subset selection and scheduling

When the number of relay antennas is less than the number of source-destination

pairs, the simultaneous data streams from all sources cannot be supported in one

transmission period. In this case, the relay needs to select a subset of source-

destination pairs in every transmission period. The subset selection should be

based on the channel conditions of the sources so that multiple user diversity can

be exploited. The subset selection should also take the QoS requirements into

account to activate source-destination pairs with higher priority. The selection

should also consider the fairness of all S-D pairs to make sure all source-destination

pairs can share the wireless resource fairly.

5.2.4 Reactive untrusted nodes in physical layer secrecy

In the study of physical layer secrecy, non-reactive eavesdroppers are usually

considered. However, the untrusted nodes may also act intelligently. For instance,

1) multiple untrusted nodes can cooperatively process the received signals and

filter out the jamming signal and 2) the untrusted nodes may derive the signal

structures through wiretapping the signaling exchange. Future physical layer

secrecy algorithms should be designed to adapt to a wide range of behaviors of

the untrusted nodes.

In summary, relay assistance approaches are strong candidates for solving the

challenges of high data rate, reliability and secrecy in current wireless systems

and even future wireless evolution. The proposed designs in this thesis address

the practicality of relay approaches by considering low complexity algorithms,

imperfect CSI and distributed beamforming and processing.
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