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ABSTRACT OF THE DISSERTATION
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by Alexey A. Soluyanov

Dissertation Director: David Vanderbilt

Band theory has proven to be one of the most successful developments in con-

densed matter theory. It is the basis of our current understanding of crystalline

solids, describing complex electronic behavior in terms of a single quasi-particle

that moves in some effective field of the crystal lattice environment and other

particles. In recent years topological and geometrical considerations opened a

fundamentally new branch of research in band theory. One of the major advances

in this field came with the realization that insulating band structures can be

classified according to the values of some topological invariants associated with

the occupied single-particle states. Insulators that correspond to non-trivial val-

ues of these topological invariants realize new states of matter with properties

drastically different from those attributed to an ordinary insulator.

In this work we address questions that arise in the context of band theory

in the presence of topologically non-trivial bands. Part of the thesis is aimed

at the actual determination of the presence of non-trivial band topology. We

develop a method to distinguish an ordinary insulator from a topological one in

the presence of time-reversal symmetry. The method is implemented within the
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density functional theory framework and is illustrated with applications to real

materials in ab initio calculations.

Another question considered in this work is that of a real-space representation

of topological insulators, and in particular, the construction of Wannier functions

– localized real-space wavefunctions. Wannier functions form one of the most

powerful tools in band theory, and it is very important to understand how to

implement Wannier function techniques in the presence of topological bands. In

some cases bands with non-trivial topology do not allow for the construction of

exponentially localized Wannier functions. While previous work has shown that

in the presence of time-reversal symmetry such a construction should be possible

in principle, it has remained unclear how to do it in practice.

We present an explicit construction of a Wannier representation for a partic-

ular model of a time-reversal invariant topological insulator. This construction is

very different from the one used for ordinary band insulators. We then proceed to

develop a procedure that allows for such a construction in the general case, with-

out any reference to a particular model. Our work provides a basis for extending

Wannier function techniques to topologically non-trivial band structures.
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Chapter 1

Introduction

Many problems in condensed matter physics allow for a reasonable solution within

approximations that look quite drastic at the first sight. One of the most promi-

nent examples in this respect is the success of the single-particle approximation

in the treatment of many crystalline solids. It turns out that in a vast group

of problems electron-electron and electron-nuclei interactions may be taken into

account by means of some effective potential Veff that captures the main effects

of interactions in a mean-field manner. This allows one to reduce a complicated

many-body problem to a problem of a single particle (quasi-electron) subject to

the effective potential. There are different ways to construct Veff , and the cri-

terion of a successful construction is, of course, the agreement of the resultant

single-particle description with experiment. A mean-field approach to crystalline

solids holds the name of band theory [2–5].

In the case of a perfect crystalline system in the absence of external fields, the

effective potential has the symmetry of the crystal lattice and thus is periodic.

This makes it more convenient to work in the momentum representation assign-

ing a reciprocal lattice vector (wave vector) k to the wavefunctions. Solution

of a corresponding single-particle Schrödinger equation gives the allowed single-

particle energy states as a function of wave vector. The Hamiltonian eigenvalues

ǫn(k) form the so-called energy bands and a collection of them is called a band

structure. Due to periodicity of the system, the quasi-electronic states with val-

ues of k within one unit cell of reciprocal space (Brillouin zone) give a complete

description of the system.
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k k

E E

Eg

0 2π 0 2π
(b)(a)

Figure 1.1: Possible band structures for a 1D system with two electrons per cell
(lattice constant is taken to be a unit of length). Five lowest energy bands are
plotted. (a) Metallic system. No energy gap. (b) Insulating system. The energy
gap separates two occupied bands.

A huge amount of information about the system in question can be obtained

from the band structure alone. For example, consider a 1D periodic system with

two electrons per unit cell. Neglecting spin, one needs two bands to accommodate

two spinless electrons. Possible band structures are illustrated in Fig. 1.1. In the

band structure shown in panel (a) there are no two bands that can be completely

separated from the rest. The two electrons can move freely from one band to

another. Hence, we conclude that this system is metallic – an infinitesimal amount

of energy is enough to drive the system away from its ground state. Quite the

contrary, in the band structure of panel (b) the two lower bands (valence bands)

are clearly separated from the the rest (conduction bands) by the forbidden energy

region – an energy gap between the bottom of the conduction band and the top

of the valence band. In the ground state the two lowest bands are occupied and

the system is insulating, meaning that a finite amount (Eg) of energy is needed to

excite an electron. Thus, we see that a mere glimpse at the band structure allows

one to make predictions about the conducting properties of a given material and

its possible response to external perturbations.

However, energy bands are not the only useful output of band theory. The

geometric phases of the single-particle wavefunctions also turned out to be a very
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useful tool in band theory [6–9]. To name just a few applications, this phase is at

the heart of the modern theory of polarization [10, 11] and anomalous contribu-

tions to the quantum Hall effect [12–14]. More recently, it was realized that the

occupied states of a band insulator (see Fig. (1.1) (b)) can be viewed from a topo-

logical perspective [15–17]. Crystal periodicity allows one to consider the Brillouin

zone as a torus, while the occupied electron wavefunctions form a Hilbert space

at each point of this torus. Such structures are known to topology and go under

the name of fibre bundles [18]. They may be classified by different topological

invariants, thus leading to the conclusion that insulators might be topologically

distinct. It turns out to be indeed the case – some insulators exhibit different

properties from the others [1, 19], and this distinction cannot be guessed from the

band structure, but only from the topology of the occupied wavefunctions [20–22].

For this reason these materials are denoted as “topological insulators” (TIs).

Two types of TIs have been discovered. First, it was pointed out that a two-

dimensional (2D) insulator is characterized in general by a topological integer

known as the “Chern number” or “TKNN index” [12]. A prospective insulator

having a non-zero value of this integer would be known as a “Chern” or “quantum

anomalous Hall” insulator. Such a material, when subject to an in-plane electric

field, would exhibit quantization of the Hall conductivity in units of e2/h (integer

quantum Hall effect) even in the absence of a macroscopic transverse magnetic

field, usually present in Hall-type experiments. The value of the Hall conductivity

is related to the Chern number C via σxy = Ce2/h. This phenomenon can be

attributed to the existence of chiral edge states [23]. These states are usually

understood as 1D wires that carry current along some preferred direction on the

sample edge.

An explicit simple lattice model realizing a Chern insulator was devised [19],

suggesting that real materials with such properties should exist. Since the Hall

conductance is odd under the time-reversal (T ) operator, candidate materials
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would have broken T symmetry, e.g., they would be insulating ferromagnets.

Despite the fact that these possibilities have been appreciated now for more than

two decades, no known experimental realizations of a Chern insulator are yet

known.

Second, a great deal of interest has surrounded the recent discovery of a differ-

ent class of TIs known as Z2 insulators that realize the quantum spin Hall (QSH)

effect [1, 24]. This effect is similar to the integer quantum Hall (IQH) effect dis-

cussed above, but the states at the edge are now helical. In the simplest case a

helical edge state is composed of two counterpropagating chiral edge states that

carry electrons of opposite spin. This results in no net charge transfer along the

1D wire, but there is an exactly quantized spin current instead. In a more general

situation, spin-orbit coupling mixes different spin species, and spin current is not

quantized any more. However, the absence or presence of spin-carrying channels

at the edge of the sample is topologically protected.

Subsequent theoretical [25] and experimental [26] work has succeeded in iden-

tifying materials that realize the case of a QSH TI. Unlike the Chern index,

which vanishes unless T is broken, the Z2 index (which takes values of 0 and 1,

or equivalently, “even” and “odd”) is only well defined when T is conserved. Z2

insulators are thus non-magnetic, although a spin-orbit or similar interaction is

needed to mix the spins in a non-trivial way. Because T is preserved, the occu-

pied states at k and −k form Kramers pairs (i.e., are mapped onto each other by

T ), and one can associate a Z2 invariant with the way in which these Kramers

pairs are connected across the Brillouin zone [27]. Being a topological invariant,

the Z2 index cannot change along an adiabatic path that is everywhere gapped

and T -symmetric, and for this reason a Z2-even (normal) insulator cannot be

connected to a Z2-odd (topological) one by such a path. In 2D there is a single

Z2 invariant, and T -invariant insulators are classified as “even” or “odd.” TIs

also exist in higher dimensions. A 3D T -symmetric insulator is characterized by
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four Z2 invariants [28–30] and the classification is more complicated than in 2D.

The non-trivial topology in this case results in metallic surfaces of the otherwise

insulating sample.

In view of all this, there is an obvious motivation to develop simple yet effective

methods for computing the topological indices of a given material. For the case of

a Chern insulator the computation of the corresponding index is straightforward

and consists of integration of some well defined quantity in the Brilloin zone.

The case of Z2 insulators is much more complex. For centrosymmetric crystals,

a convenient method was introduced in Ref. [31], where it was shown that the

knowledge of the parity eigenvalues of the electronic states at only four T -invariant

momenta in 2D (or eight of them in 3D) is sufficient to compute the topological

characteristics of a given material. This approach is limited to centrosymmetric

systems, however, and the calculation of the Z2 invariant for noncentrosymmetric

insulators is not so trivial.

The first question we address in this work is that of computing topological

invariants in the absence of inversion symmetry. We develop a method that

allows one to numerically obtain the Z2 invariant of a T -symmetric insulator

given the wavefunctions of the occupied states, which are the usual output of a

band structure calculation. We illustrate the implementation of this method to

real materials using density functional theory – the most successful scheme for

constructing effective single particle Hamiltonians in band theory.

Another question that we consider in this work is related to a technique widely

used in band theory. It consists of using Wannier functions (WFs) – functions

that are exponentially localized in real space – instead of the Hamiltonian eigen-

states for the description of various physical phenomena. This technique is ex-

tremely convenient for purposes like decomposing charge distributions, charac-

terizing chemical bonding, computing electric polarization, calculating transport

properties and constructing model Hamiltonians [7, 32–35].
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In insulators the charge is localized, so it is natural to expect that the construc-

tion of an exponentially localized real-space representation should be straightfor-

ward. Starting with some particular choice of Bloch-like states {ψ̃nk} that are not

necessarily Hamiltonian eigenstates but span the occupied Hilbert space of an in-

sulator, one can Fourier transform those states into the real-space representation.

However, the localization properties of such states would strongly depend on the

actual choice of the {ψ̃nk}, referred to as a gauge choice. In order to result in

exponentially localized WFs, the gauge should be smooth in k. For an ordinary

insulator, it has been shown that such a choice is always possible [36].

For TIs, however, the situation is quite different. For example, in Chern in-

sulators a non-zero topological invariant becomes an obstruction for choosing a

smooth gauge. This, in turn, means that it is impossible to construct a set of

exponentially localized WFs that would span the occupied space of a Chern in-

sulator [37, 38]. But what about Z2 insulators? What is the effect of topology on

the Wannier representation in this case? It turns out that a Wannier representa-

tion does exist in this case, but in order to construct it, T symmetry should be

broken in the gauge in some specific manner. In other words, if in the momentum

representation one chooses the wavefunctions representing the occupied space at

k and −k to be T -images of one another, then the Wannier construction nec-

essarily breaks down. This is very different from what happens in the ordinary

T -symmetric insulators, where the WFs respect the symmetry of the system and

come in Kramers pairs. Thus, in the case of Z2 insulators, any smooth gauge

violates the inherent T symmetry of the system.

The fact that the gauge violates the inherent T symmetry of the system might

seem confusing, but there is no contradiction here. The reason is that different

gauge choices correspond to the same physics. Violation of T symmetry in the

gauge does not imply violation of T symmetry in the Hamiltonian. The situation

is similar to the gauge choice for a vector potential A in electromagnetism. For
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example, for an atom in a uniform magnetic field along ẑ, one is perfectly free

to choose A = (B0/2)(−y, x) or A = B0(−y, 0); only the former has rotational

symmetry in the gauge, but the physical predictions must be identical whichever

one is used. Thus, a breaking of symmetry in the gauge, while it may complicate

some calculations or intermediate results, cannot ultimately appear in the form

of any physical symmetry breaking.

In the present work we describe an explicit construction of WFs for a model Z2

TI, breaking T symmetry in the gauge in a very particular manner. We then set

up a general theory that explains how a smooth gauge can be constructed for Z2

TIs and puts the necessity of T -breaking into a rigorous framework. These results

allow for the generalization of the WF technique to topologically non-trivial band

structures.

This thesis is organized as follows. Chapters 2, 3 and 4 introduce the back-

ground material, setting the stage for the material presented in the rest of the

work. Chapter 2 reviews basic results of the band theory of solids and intro-

duces two methods of doing electronic structure calculations: the tight-binding

approximation and density functional theory. In Chapter 3 TIs are introduced

is some detail, including models with which we illustrate further material. An

introduction to WFs is given in Chapter 4. The remainder of the thesis represents

original research. Chapter 5 describes a method for computing the Z2 topologi-

cal invariant for non-centrosymmetric systems and contains a discussion of how

to implement this method in the density functional framework, along with some

examples. This work is based on Ref. [39]. Chapters 6 and 7 are dedicated to the

question of the Wannier representation construction for Z2 insulators. First, an

explicit construction of WFs for a particular model TI is presented in Chapter 6

(based on Ref. [40]), and then the method is put on a general footing in Chapter 7

(Ref. [41]). The conclusions and outlook are presented in the last chapter of the

thesis.
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Chapter 2

Basic notions of band theory

To set the stage for the following discussion, we present a quick review of some

results and methods of band theory. In particular, we discuss the reduction of the

original many-body problem to a set of single-particle equations, concentrating

on a particular method of obtaining these equations, namely density functional

theory (DFT). In many cases DFT is sufficient to get good agreement with experi-

ment, thus being a powerful numerical tool for calculating realistic band structures

and related quantities. On the other extreme of theoretical approaches to solids

is the tight-binding approximation (TBA), which provides a good qualitative un-

derstanding of the physics involved within a simplified model. We discuss some

details of the TBA in the last section of the present chapter.

2.1 From the many-body problem to many single-body

problems

The whole area of condensed matter physics in all its diversity and complexity is

rooted to a relatively simple Hamiltonian

Ĥ = −
Ne
∑

j

~
2

2me

∇2
rj
−

Nn
∑

ℓ

~
2

2Mℓ

∇2
Rℓ

+ Vee + Vnn + Ven + VSO, (2.1)

which describes a system of Ne electrons and Nn nuclei. Here Rℓ andMℓ stand for

nuclear coordinates and masses, while rj refers to electrons with mass me. The

first two terms of Eq. (2.1) correspond to the kinetic energy of electrons and ions
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respectively, and the next three stand for electron-electron, nucleus-nucleus and

electron-nucleus Coulomb interaction, in accord with the labeling. The last term

refers to the spin-orbit interaction. Other terms, such as couplings to external

fields, might also appear, but they usually can be treated perturbatively and are

omitted for the purposes of the present overview.

In case of a real solid this Hamiltonian describes a many-body system of a

large number ( > 1023 for a crystal) of particles and, in general, does not allow for

an exact solution. It is mainly the electron-electron interaction term that makes

the problem so diverse and complex, being a truly many-body term. The other

two Coulomb terms also represent many-body interactions, but the complications

they cause can be avoided by a set of approximations that has proven to work

very well for a large class of problems. Let us consider these approximations in

detail.

(A) Frozen nuclei approximation: In this approximation all the nuclear coordi-

nates are considered to be fixed in their equilibrium positions and the dynamics

of nuclei is completely disregarded. Although for some problems this limitation

is too strict, it works very well for most cases.

(A’) Adiabatic approximation: Now the nuclei are allowed to oscillate around their

equilibrium positions, thus giving rise to phonons and other lattice-mediated phe-

nomena. However, the nuclear motion is considered to be slow compared to the

that of the electrons, and the electronic wavefunction is treated as a function of

the instantaneous nuclear positions. That is, the electrons are assumed to follow

the nuclei instantaneously, remaining in the same state of the electronic Hamil-

tonian with the nuclear coordinates treated as parameters. This approximation

allows one to decouple the electronic and nuclear degrees of freedom and solve

for Ψ({rj}, {Rℓ}, t) = χ({Rℓ}, t)ΦR({rj}), with ΦR({rj}) being the ground-state

electronic wavefunction for the current nuclear configuration [4, 42].

By means of these two approximations it becomes possible to get rid of the
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complications due to the many-body nature of Vnn and Ven. The nucleus-nucleus

interaction can be reduced to a constant term closely related to the Madelung

energy [2]. The electron-nucleus contribution becomes a one-body operator, i.e.,

describes one electron moving in the field of immobile positive charges.

It turns out that in many cases Vee can also be reduced to a one-body form

by means of the following approximation.

(B) Mean field approximation: Some effective field is introduced in order to mimic

the many-body effects of the electron-electron operator, and Vee is replaced by Veff ,

which is a single-particle operator. This is an extremely powerful approximation

that serves as a basis for many successful effective theories. The resultant single-

particle Hamiltonian takes the form

Hsp = − ~
2

2m
∇2

r + Veff(r) + VSO, (2.2)

where the interaction of the electron with the lattice Ven is now absorbed in Veff

and the constant Madelung term is dropped. Note that what is now referred

to as an “electron” is not really the original electron of Eq. (2.1), but rather a

“quasi-particle” that moves in the mean effective field of electrons and nuclei.

Now the initial many-body problem is replaced with a set of single-particle

equations of the form

Hsp|φi〉 = ǫi|φi〉. (2.3)

for each quasi-particle. For the moment, let us neglect spin-orbit coupling and

discuss some properties of the single-particle Hamiltonian obtained above. Since

quasi-particles are non-interacting, the many-body wavefunction of N such par-

ticles 〈r|Ψ〉 = Ψ(r1, .., rn) should have the form of a product of single-particle

eigenstates |φi〉. However, since quasi-particles have the fermionic nature in-

herent to the original electrons, the wavefunction should be antisymmetric with

respect to exchange of coordinates of any two particles. This is achieved by means
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of the antisymmetrizing operator Â which allows the many-body wavefunction to

be written in the convenient form of a Slater determinant:

Ψ(r1, .., rN) = Â

N
∏

j=1

φj(rj) =
1√
N !

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

φ1(x1) .. φN(x1)

: : :

φ1(xN) .. φN(xN )

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(2.4)

where x stands for both coordinate r and spin σ.

When spin-orbit coupling is taken into account the single-particle wavefunc-

tion becomes a two-component spinor

ψj(r) =







φj↑(r)

φj↓(r)






, (2.5)

where each of the spinor components is a complex function. One can see that a

spinor can describe noncollinear spins, e.g., the spinor (1, 0)T corresponds to a

state with a spin direction along the positive ẑ-axis, while (1, 1)T/
√
2 corresponds

to a state with a spin in the +x̂ direction. Note the normalization factor in the

latter case – we consider spinors to be normalized to unity.

So far, our considerations have been quite general, without any specific ref-

erence to the periodicity of atomic arrangement in crystalline solids. However,

lattice periodicity of the ionic (nuclear) potential results in lattice periodicity of

the single-particle effective potential. This turns out to be a great simplification

of the problem, since, as we show below, it is sufficient to solve the Schrödinger

equation (2.3) only in a limited portion of space.

2.1.1 Crystal potential and Bloch theorem

A perfect crystal may be represented by a building block – a unit cell, which is

periodically repeated over a lattice in space. Inm dimensions the lattice is formed
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by m lattice vectors ai, and due to periodicity of the structure, a general vector

that connects one cell to its periodic copy is, in 3D,

Rn = n1a1 + n2a2 + n3a3, (2.6)

where n = n1, n2, n3.

As was mentioned above, the potential Veff(r) should retain lattice periodicity.

When dealing with periodic functions, the Fourier transform becomes invaluable;

it maps a periodic function of r into a reciprocal lattice, which is a counterpart

of the crystalline lattice in momentum space. Reciprocal lattice basis vectors are

defined by the equation

ai · bj = 2πδij. (2.7)

It is possible to write down the explicit form of bj in term of the real-space basis

vectors ai. In 1D, for a crystal with a lattice constant a this form is obvious:

b = 2π/a. (2.8)

In 2D the area of the unit cell is introduced A = n̂ × a1 · a2 = a1 ∧ a2, where

n̂ is a unit vector normal to the surface of the crystal, and the reciprocal lattice

vectors become

b1 =
2π

A
a2 × n̂,

b2 =
2π

A
n̂× a1. (2.9)
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ky

b2

Gm

BZ

kxb1

Figure 2.1: Reciprocal space (k-space). Brillouin zone (shown in blue) is formed
by the primitive reciprocal lattice vectors b1 and b2. A non-primitive reciprocal
lattice vector Gm is shown in green.

In 3D the volume is V = a1 · a2 × a3 = a1 ∧ a2 ∧ a3 and

b1 =
2π

V
a2 × a3,

b2 =
2π

V
a3 × a1,

b3 =
2π

V
a1 × a2. (2.10)

The whole reciprocal lattice is formed by reciprocal lattice vectors of the form

Gm = m1b1 +m2b2 +m3b3 (2.11)

just as the real-space lattice was formed by vectors (2.6).

Figure 2.1 illustrates the reciprocal lattice in 2D. A unit cell in reciprocal

space is called a Brillouin zone (BZ), and as in the case of a direct lattice is not

uniquely defined. In what follows, we choose the BZ to be a unit cell of minimum

possible volume, as shown in Fig. 2.1. Finally, note that for any pair Rn and Gm

the relation

Rn ·Gm = 2πℓ (2.12)
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holds, where ℓ = n1m1 + n2m2 + n3m3 is an integer, so that

eiGm·Rn = 1. (2.13)

Any lattice-periodic function f(r) can thus be Fourier transformed in terms of

reciprocal lattice vectors as

f(r) =
∑

G

eiG·rf(G) (2.14)

This is a useful result, since as we will show now, the eigenstates of the single-

particle Hamiltonian can be written in terms of lattice-periodic functions, so that

the whole machinery of Fourier analysis is conveniently invoked in band theory.

Bloch theorem

We will now prove the basic theorem of band theory. It says that when the

effective potential is periodic, Veff(r) = Veff(r+R), the eigenstates of the Hamil-

tonian (2.2) are periodic up to a phase factor:

ψnk(r+R) = eik·Rψnk(r). (2.15)

For now, k is just an extra label on the wavefunction. We will clarify its meaning

below. Equation (2.17) can be written differently as

ψnk(r) = eik·runk(r), (2.16)

where

unk(r+R) = unk(r). (2.17)

The states ψnk (unk) are called Bloch states (cell-periodic Bloch states).

To prove this theorem, let us consider the translation operator T̂Rn
, which
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acts on functions of r according to the rule

T̂Rn
f(r) = f(r−Rn). (2.18)

Different translation operators commute with each other, [T̂Rn
, T̂Rm

] = 0, and

form an Abelian group: for each T̂Rn
the unit element is given by T̂0 and the

inverse is T̂−Rn
. The group operation for two elements of the group obviously

gives another element of the group:

T̂Rn
T̂Rm

= T̂Rn+Rm
. (2.19)

Since the potential Veff(r) has the periodicity of the lattice, the translation op-

erators commute with the single-particle Hamiltonian, i.e., [T̂Rn
, Hsp] = 0. This

allows one to choose the Hamiltonian eigenstates to be simultaneously the eigen-

states of T̂Rn
. We have

Hsp|ψnk〉 = ǫn(k)|ψnk〉 (2.20)

and

T̂Rm
|ψnk〉 = cRm

|ψnk〉, (2.21)

where cRm
is a complex eigenvalue of T̂Rm

. In accord with Eq. (2.19) for the

product of T̂Rm
and T̂Rh

, the relation

T̂Rm
T̂Rh

|ψnk〉 = cRm
cRh

|ψnk〉 = cRm+Rh
|ψnk〉 (2.22)

is valid. The only complex function of R that can satisfy such an equation is an

exponential. We thus set cR = e−ik·R, so that

T̂Rn
ψnk(r) = ψnk(r−Rn) = e−ik·Rnψnk(r). (2.23)

It is now straightforward to write down the eigenfunctions of T̂Rn
. Using Eq. (2.12),
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one can check that ei(k+G)·r satisfies the eigenvalue equation for the translation

operator. Indeed,

T̂Rn
ei(k+G)·r = ei(k+G)·(r−Rn) = e−ik·Rnei(k+G)·r = cRn

ei(k+G)·r. (2.24)

This means that we can expand an eigenstate of the single-particle Hamilto-

nian (2.2) in terms of eigenfunctions of T̂Rn
(plane waves) that correspond to the

same eigenvalue. That is,

ψnk(r) =
∑

G

Cnk(G)ei(k+G)·r, (2.25)

which proves the Bloch theorem. To see that, we just rewrite the above equation

as ψnk(r) = eik·runk(r), where

unk(r) =
∑

G

Cnk(G)eiG·r, (2.26)

and, obviously, unk(r+R) = unk(r).

2.1.2 Reciprocal space, Bloch states, and band structure

Let us now discuss the physical meaning of the label k. As one might have noticed

already, k plays the same role in reciprocal space as r does in direct space. First,

notice that since the exponential eik·R has to be dimensionless, k has dimensions

of inverse length, just as reciprocal lattice vectors G do. Hence, we can consider

an eigenstate of the Hamiltonian with k translated by G. This eigenstate

ψn,k+G(r+R) = ψn,k+G(r)e
i(k+G)·R = eik·Rψn,k+G(r) (2.27)

obeys exactly the same boundary condition as ψnk does, suggesting that |ψnk〉
and |ψn,k+G〉 are duplicate labels for the same state. Hence, it is justified to
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Figure 2.2: Energy band in 1D k-space.

consider the behavior of ψnk only in the BZ (say, k ∈ [0, 2π/a] or k ∈ [−π/a, π/a]
in 1D), so that k =

∑

j κjbj , where bj are primitive reciprocal lattice vectors.

The fact that we are interested in k only within one BZ means that k-space

may be regarded as a closed manifold. Indeed, the BZ is a unit cell in reciprocal

space, and its boundaries are periodic images of each other, so that they can be

identified. For example, a circle S1 represents k-space in case of 1D, and instead

of considering periodic functions of k in the whole reciprocal space, we might

equivalently consider functions defined on a circle.

As an example, consider the energy levels of the singe-particle Schrödinger

equation (2.20), called energy bands. They are functions of k, and ǫn(k +G) =

ǫn(k), so that a collection of bands has a G-periodic dependence on k, and a

set of bands with k within the BZ is referred to as band structure. Treating

the BZ as a closed manifold allows one to define energy bands as a mapping

from this manifold into real numbers. For instance, in 1D a band n represents

a mapping ǫnk : S1 → R
1, as illustrated in Fig. 2.2. In 2D k = (kx, ky) and

the BZ is represented by a 2-torus T 2 = S1 × S1 (see Fig. 2.3), and the band

ǫnk : T 2 → R
1. Continuing along these lines, a 3D BZ is represented by a 3-torus

T 3 = S1 × S1 × S1.

As we have seen above, the single-particle wavefunctions at k and k + G
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kx k

Figure 2.3: BZ in 2D is a torus.

correspond to the same physical state, and thus can differ only by a phase factor.

Taking on the view of a BZ as a closed manifold, we fix this arbitrary phase factor

to be unity, so that

ψnk(r) = 〈r|ψnk〉 = ψn,k+G(r). (2.28)

In terms of cell-periodic Bloch functions unk this condition reads

|un,k+G〉 = e−iG·r|unk〉. (2.29)

Thus, the u-functions are periodic in real space, but not in reciprocal space, while

for ψ-functions the reverse is true.

In what follows we deal with unk rather than ψnk, since they are better be-

haved. In particular, the derivatives d
dk
|unk〉 are well-behaved and belong to the

same Hilbert space as |unk〉. This is not the case for |ψnk〉, since

d

dk
ψnk(r) =

d

dk

(

eikrunk(r)
)

= eikr
d

dk
unk(r) + ireikrunk(r)

and the second term obviously blows up at large r, since for ψnk(r) the real-space

argument spans the whole space.

There is one seeming drawback of the u-functions, namely that unlike the

ψ-functions they are not eigenfunctions of the Hamiltonian. However, this issue
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is easily solved by transforming Hsp to

Hk = e−ik·rHspe
ik·r. (2.30)

This leads to the effective Schrödinger equation

Hkunk(r) =

[

1

2m
(p+ ~k)2 + Veff(r)

]

unk(r) = ǫn(k)unk(r). (2.31)

When the spin-orbit interaction

VSO =
~

4m2c2
p · σ × (∇Veff(r)) (2.32)

is included in the calculation, one can write a similar Hamiltonian for spinor

wavefunctions [43]:

Hk =

[

1

2m

(

p2 + ~
2k2

)

+
~

m
k ·P + Veff(r) +

~

4m2c2
p · σ × (∇Veff(r))

]

, (2.33)

where

P = p+
~

4mc2
σ × (∇Veff). (2.34)

Note that for the case of a spherically symmetric potential, the term σ× (∇Veff)

is proportional to L · S, where L and S stand for angular momentum and spin

operators correspondingly.

The solution of the Schrödinger equation with this Hamiltonian provides both

the band structure and the Bloch wavefunctions. Usually, in applications to

crystalline solids one is given a number of electrons, whose behavior within the

unit cell is described by renormalized quasi-particles. In what follows we will see

that it is usually the valence electrons – the ones from the outer occupied atomic

shells – that are of interest in solid state applications, since the electrons of the

deeper filled shells (core electrons) remain almost unaltered in the presence of the
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Figure 2.4: Energy levels of valence electrons (a) form a band structure in crys-
talline environment (b). Core states are lower in energy.

crystal potential and are tightly bound to the nucleus, forming an ion.

Figure 1.1 illustrates possible band structures of a 1D crystal. Assuming two

electrons per unit cell, we see that the ground state of the system in panel (b) is

represented by a set of two bands ǫn(k) for n = 1, 2, while the other bands are

separated from this set by an energy gap. This separation of the manifold of occu-

pied states is characteristic of insulators. In real applications, the bands usually

shown in the band structure illustrations are those of the valence electrons. The

atomic levels of valence electrons are modified by the potential of the crystalline

environment and acquire dispersion, as shown in Fig. 2.4. The core states usually

lie far below the valence states, and are thus of little interest, having almost no

influence on the physical properties of a crystal.

Now that we have seen the potential of the single-particle approach, it is

time to come back to the question of constructing Veff . There are many possible

approaches to the problem, and we proceed to discuss one of the most powerful

of those known so far – DFT.
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2.2 Density functional theory

The construction of the effective single-particle potential was based on some dras-

tic assumptions about the many-body ground state of the system [2] until Hohen-

berg and Kohn [44] proved that any property of the many-electron system can be

written as a functional of the single-particle electron density

n0(r) = N

∫

Ψ∗
0(r, r2, .., rN)Ψ0(r, r2, .., rN)dr2..drN (2.35)

obtained from the many-body ground state Ψ0, setting up what is now called

DFT. In its original formulation DFT is an exact theory of many-electron systems,

which allows one to write the total energy as a functional of the single-particle

density n(r), and the minimum of this functional occurs when n(r) = n0(r). How-

ever, to date, the exact form of this functional is unknown, and in this respect,

DFT presents merely an alternative view at the original problem (2.1). What

makes this approach so useful is the possibility to construct a good approximate

mean-field solution using a standard scheme, suggested by Kohn and Sham [45].

We will first review the basic equations of a general DFT formalism and then

proceed to the Kohn-Sham (KS) iterative solution scheme used nowadays in nu-

merical codes.

2.2.1 General formalism of DFT

For a moment, let us neglect the spin-orbit interaction and consider an electronic

Hamiltonian

Hel = − ~
2

2me

∑

j

∇j +
1

2

∑

i 6=j

e2

|ri − rj |
+ Vext (2.36)

with the external potential of the form

Vext =

∫

vext(r)n(r)dr, (2.37)
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where the potential density vext(r) is introduced. The nuclear potential Ven is a

particular example of such an external potential. The whole theory resides on

two theorems due to Hohenberg and Kohn[44] (for the proof see, for example,

Ref. [5]):

(1) The external potential vext(r) (up to a constant term) stands in one-to-one cor-

respondence with the ground state electron density n0(r). Thus, the many-body

wavefunction is a functional of electron density in principle, since it is determined

by vext(r).

(2) One can define a universal energy functional E[vext][n] of the electron density

n(r),

E[vext][n] = F [n] +

∫

vext(r)n(r)dr, (2.38)

where F [n] = 〈Ψ[n]|T + Vee|Ψ[n]〉, T being the kinetic energy. The ground state

energy of the system of interacting electrons is then obtained by finding the global

minimum of this energy functional for the given vext. The density that corresponds

to the minimum is exactly the ground state density n0(r).

The theory presented so far is exact. It gives an alternative approach to the

many-body problem of interacting electrons in an external field. However, as is,

the problem does not look any simpler then the solution of the full Schrödinger

equation with the Hamiltonian (2.1). It is the ansatz solution suggested by Kohn

and Sham [45] that made a DFT approach feasible.

2.2.2 Kohn-Sham solution scheme

The particular solution of the problem of minimizing the energy functional (2.38)

that we are going to discuss is due to Kohn and Sham [45]. The idea is to find

a non-interacting system that has the same particle density as the interacting

one. A many-body state for non-interacting fermions takes the form of a Slater

determinant (2.4) of single-particle orbitals φj(r), where j stands for a collective
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index for all the quantum numbers. The density in this case is

n(r) =
∑

j

|φj(r)|2, (2.39)

where the summation involves occupied orbitals only. The energy functional takes

the form

E[n] = − ~
2

2me

∑

j

〈φj|∇|φj〉+
∫∫

n(r)n(r′)

|r− r′| drdr
′ +

∫

vext(r)n(r)dr+ EXC[n],

(2.40)

where the last term is the exchange-correlation functional, which captures the

effects of interactions. The exact form of this term is unknown, and different

approximate expressions are usually used, as we discuss below. The reduction to

single-particle equations of the form of Eq. (2.3) is done by varying the energy

functional with respect to φ∗
j , so that

δn(r) = δφ∗
j(r)φj(r), (2.41)

with a condition that the total number of particles is conserved [2, 45]

∫

δn(r)dr = 0. (2.42)

Using Lagrange multipliers ǫj to account for this restriction, one arrives at a

single-particle equation

[

− ~
2

2me

∇+ Veff(r)

]

φj = ǫjφj (2.43)

with

Veff(r) =

∫

n(r′)

|r− r′|dr
′ + vext(r) + µXC, (2.44)
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where

µXC =
δEXC[n(r)]

δn(r)
(2.45)

is the variational functional derivative of the exchange-correlation functional,

which we will discuss in some details in the next paragraph. The set of single-

particle equations (2.43) is called the Kohn-Sham equations, and the single-

particle orbitals φj are called Kohn-Sham orbitals.

The effective potential in the KS equations is a function of the density, which

in turn is constructed out of the single-particle states. These type of problems

are solved iteratively. In this particular case the solution goes in the following

steps.

(1) Make some initial guess for the effective potential.

(2) Solve the single particle equation (2.43) to find φj.

(3) Calculate the charge density n(r) =
∑

j |φj(r)|2.
(4) Construct new V new

eff from this density via Eqs. (2.44 - 2.45) and compare it

to the previously used one.

(5) If |V new
eff − V old

eff | > αthreshold, go to step (2) using Veff = V new
eff .

(6) Proceed until convergence is reached. For example, |V new
eff − V old

eff | < αthreshold

twice in a row.

Note that the effective potential (2.44) is exact once the exact form of EXC is

provided. In that case the above iteration scheme would in principle converge to

the correct answer for any system of interacting electrons, in particular for any

material. However, the problem of finding an exact form of EXC is not solved,

and one has to use different approximations, which we now discuss.
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2.2.3 Exchange-correlation potential

In the simplest approach the exchange-correlation energy functional can be ap-

proximated by a local functional of density

EXC[n] =

∫

n(r)ǫXC(n(r))dr =

∫

n(r)
(

ǫX(n(r)) + ǫC(n(r))
)

dr, (2.46)

where ǫXC = ǫX + ǫC is the exchange-correlation energy density. This approxi-

mation is called the local density approximation (LDA). The usual approach to

construct EXC in the LDA is to take the density to be locally uniform, so that

one can locally use the exchange-correlation energy of a uniform electron gas with

the density of the real system at a given point [4, 5, 45]. Taking into account that

correlation effects are non-local and that the density in a real crystal is far from

being uniform, the thus-constructed LDA seems to be too drastic an approxima-

tion. However, extensive applications have proven such an approach to be very

successful, the reasons for this success being not completely clear.

For the uniform electron gas the exchange energy density is known exactly [4,

46, 47],

ǫX(n) = −3

4

(

3

π

)
1
3

n
1
3 = −3

4

(

9

4π2

)
1
3 1

rs
, (2.47)

where rs = (3/4πn)1/3 is the radius of the sphere that an electron would on

average occupy in the uniform electron gas of density n. For the correlation

energy density, analytic expressions exist only in the high [48] and low density

limits. Accurate Monte Carlo results [49] are used for the intermediate densities.

Usually differently parametrized analytic forms of ǫXC are used to interpolate

between these known results. In the calculations that we present in this thesis,

we used the parametrization suggested by Goedecker, Teter, and Hutter [50],

namely

ǫXC(rs) = − A0 + A1rs + A2r
2
s + A3r

3
s

B1rs +B2r2s +B3r3s +B4r4s
. (2.48)
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The parameters Ai and Bi that we used are those listed in Ref. [50].

2.2.4 Pseudopotentials: simplifying atomic potentials

As mentioned above, it is mainly the valence electrons of atoms that are involved

in the formation of a solid, while electrons in the core shells almost do not feel

the crystalline environment. For this reason, it is desirable to take the core

electrons out of consideration. This can be done by means of constructing a

pseudopotential [51] – a potential that is much smoother compared to the real

ionic potential but has (ideally) the same effect on the valence electrons.

Consider an isolated atom, described by a single-particle Hamiltonian H̃sp,

where tilde distinguishes the atomic Hamiltonian from the crystalline one. The

construction of such a Hamiltonian (and the corresponding effective potential Ṽeff)

for an isolated atom is completely analogous to the case of a crystal, discussed in

the preceding sections. Assume the single-particle energies and wavefunctions of

the core |φ(c)
n 〉 and valence |φ(v)

α 〉 electrons to be known [2]:

H̃sp|φ(c)
n 〉 = ǫ(c)n |φ(c)

n 〉,

H̃sp|φ(v)
α 〉 = ǫ(v)α |φ(v)

α 〉. (2.49)

The trickery of the pseudopotential method consists in the introduction of a

new set of states |φ̄(v)
α 〉 that are the eigenstates of some different single-particle

Hamiltonian, but with the same eigenvalues as the original valence states, and

that are also much smoother in the core region.

These states can be defined in many ways. For example, following Phillips

and Kleinman [51], one can define them as a special superposition of the core and

valence states of the original problem

|φ(v)
α 〉 = |φ̄(v)

α 〉 −
∑

n

〈φ(c)
n |φ̄(v)

α 〉|φ(c)
n 〉, (2.50)
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where the summation is over all the core states, and one can recognize the pro-

jector onto the core states Pc =
∑

n |φ
(c)
n 〉〈φ(c)

n |. Plugging this expression for |φ(v)
α 〉

into the first equation of (2.49), one arrives to the eigenvalue equation for ψ̄

[

H̃sp +
∑

n

(ǫ(v)α − ǫ(c)n )|φ(c)
n 〉〈φ(c)

n |
]

|ψ̄(v)
α 〉 = ǫ(v)α |ψ̄(v)

α 〉. (2.51)

We see that we ended up with a single-particle equation with a modified effective

potential

Ṽ PS = Ṽeff +
∑

n

(ǫ(v)α − ǫ(c)n )|φ(c)
n 〉〈φ(c)

n |, (2.52)

which results in the same spectrum as that of the valence electrons in the original

problem. The core electrons are now completely eliminated.

It can immediately be seen from the above expression that Ṽ PS acts differently

on the states of different angular momentum. Although the above described

scheme of constructing a pseudopotential is far from being unique, the angular

momentum dependence is a general feature – in order to give the correct scattering

properties of the original atomic potential, the pseudopotential should be angular-

momentum dependent. Thus, a more general form of a pseudopotential is

Ṽ PS(r) =
∞
∑

ℓ=0

ℓ
∑

m=−ℓ

vPSℓ (r)|ℓm〉〈ℓm|, (2.53)

where |ℓm〉 are spherical harmonics. If vPSℓ are the same for every ℓ, the pseu-

dopotential is said to be local. It is in principle possible to reproduce the correct

phase shifts for each angular momentum component of the valence wavefunction

with a local potential [4]. However, most of the existing pseudopotentials have

a non-local1 part, which generally makes them much smoother than their local

counterparts.

1Since in the radial coordinate vPS

ℓ (r) are local, the term “semi-local” is sometimes used
instead.
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The components vPSℓ are chosen such that for each ℓ the ground state of the

pseudopotential is the valence ℓ-state. For example, in the case of silicon, the 3s

and 3p valence state of the original atomic potential should become the 1s and

2p ground states of ℓ = 0 and ℓ = 1 pseudopotentials correspondingly. Another

desirable property of a pseudopotential is its transferability, i.e., it should not

depend on the particular atomic environment.

A powerful scheme for constructing transferable pseudopotentials was pro-

posed by Hamann, Schlüter and Chiang [52]. They introduced the following four

constraints on the pseudo-wavefunction ψ̄(v):

(1) the pseudo-wavefunction and the original all-electron wavefunction should

correspond to the same eigenvalue;

(2) the radial part of a pseudo-wavefunction, RPS, has to be nodeless and coincide

with that of the all-electron wavefunction, RAE, outside a sphere of some a priori

chosen radius rc;

(3) the norm-conservation of the pseudo-wavefunction should be obeyed for r < rc:

∫ rc

0

r2|RPS(r)|2dr =
∫ rc

0

r2|RAE(r)|2dr; (2.54)

(4) the logarithmic derivatives of RPS and RAE should agree for r ≥ rc.

Given a wavefunction that satisfies the above conditions, the Schrödinger equation

for its radial part is inverted to give the corresponding norm-conserving pseudopo-

tential. There are several very reliable sets of norm-conserving pseudopotentials

available [53–55], including the ones of Goedecker, Teter and Hutter (GTH) that

have a simple analytic form [50].

The use of pseudopotentials in calculations on solids allows one to replace

a steep ionic potential with a smooth potential that accounts for screening of

the nucleus by core electrons. Thus, if the pseudopotential approach is used,

the resultant Veff of Eq. (2.43) is also smooth. Smoothness allows for the use of a
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plane wave basis set in the calculations, which is very convenient. The smoother is

the pseudopotential, the smoother are the resultant single-particle wavefunctions,

and the less plane waves are needed to fit them. The use of plane waves with

pseudopotentials is thus the basis of a powerful numerical technique.

There are many excellent numerical packages based on this technique, includ-

ing some that are freely available. We used one such code – Abinit [56, 57] – for

the purposes of the present work. The wavefunction in the plane wave basis has

the form given by the decomposition of Eq. (2.25), and the code stores G and

Cn(G) for each state (of the afore-specified set) at each k-point of the mesh.

Alas, the number of plane waves used in the decomposition at different k-

points is different, and, in general, involves different sets of G-vectors. In this

respect inner products, like the overlap of the form 〈unk|umk+∆k〉, might seem to

be ill-defined. However, when ∆k is small (that is, when the k-mesh is dense),

then for those vectors in the set {G} at k that are not present in the set at k+∆k

(and vice versa) the corresponding coefficients C(G) are small, so that one can

safely approximate the above overlap as

〈unk|umk+∆k〉 =
∑

G

′
C∗

nk(G)Cmk+∆k(G), (2.55)

where prime means that the summation goes over thoseG-vectors that are present

in the decomposition of both unk and umk+∆k.

2.2.5 Inclusion of spin-orbit interaction

In the following we are interested in applications of DFT with spin-orbit interac-

tion taken into account. We now briefly discuss how this is implemented.

Spin-orbit coupling arises from relativistic effects deep in the core. Thus,

it can be included into the pseudopotential. As mentioned above, in the non-

relativistic case the most general form of a pseudopotential is that of Eq. (2.53).
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In the relativistic case ℓ is not a good quantum number anymore, and the total

angular momentum J = L + S is conserved instead. For electrons with spin 1/2

this results in two values j = ℓ ± 1/2 of the quantum number j for each orbital

angular momentum ℓ. As suggested in Ref. [55], it is sufficient to construct a

pseudopotential for both values of j using the relativistic all-electron calculations.

Then the scalar-relativistic part of the pseudopotential is given by the weighted

average of the two terms

vPSℓ =
1

2ℓ+ 1

[

(ℓ+ 1)vPSℓ+1/2 + ℓvPSℓ−1/2

]

, (2.56)

while spin-orbit part is captured by

δvSOℓ =
2

2ℓ+ 1

[

vPSℓ+1/2 − vPSℓ−1/2

]

, (2.57)

and gives a contribution to the pseudopotential of the form

V PS
SO =

∑

ℓ

∑

m

|ℓm〉δvSOℓ L · S〈ℓm|. (2.58)

Then the total pseudopotential

V PS
total = V PS + V PS

SO (2.59)

replaces the electron-ion term in the corresponding single-particle equation. As

discussed above, this potential is smooth compared to the original ionic potential

and allows one to use plane wave decompositions. The spinor wavefunction has

the form

ψnk(r) =







ϕn↑k(r)

ϕn↓k(r)






(2.60)
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with both components ϕ written in the form of Eq. (2.25), and with the normal-

ization condition
∫

dr
(

|ϕn↑k(r)|2 + |ϕn↓k(r)|2
)

= 1. (2.61)

For spinor wavefunctions, overlaps like that in Eq. (2.55) are computed for each

of the spinor components separately.

One of the possibilities to include spin-orbit interaction in Abinit calcula-

tion is to use the fully relativistic pseudopotentials of Harwigsen, Goedecker and

Hutter [58] (HGH). These pseudopotentials start with an analytic form of the

above mentioned GTH pseudopotentials and then spin-orbit coupling is included

according the recipe of this subsection.

2.3 Tight-binding approximation

We now discuss a more qualitative method widely used in band-structure calcu-

lations, namely the tight-binding approximation (TBA). The main idea of the

method is to take into account only those atomic orbitals that are responsible

for the physical effect in question. These orbitals are then used to construct

Bloch-like functions that serve as a basis for a tight-binding Hamiltonian.

Let us consider a unit cell with ℓ atoms in it. We use R to label the lattice

vector, tj to label the position of the j-th atom in the home unit cell (R = 0),

and s̄ to label basis orbitals (not necessarily atomic). Let us also introduce a

label τ = {s̄, j} that describes a given orbital s̄ on a given atom j. In the case of

a single basis orbital, the label s̄ will be omitted. In these notations the orbital

wavefunction is φτ (r) = φs̄(r− tj) = 〈r|0s̄j〉 = 〈r|0τ〉, where the label 0 refers to

the lattice vector, i.e., this orbital belongs to the home unit cell. To obtain the

orbitals in the other cells, the translation operator is used:

T̂Rφτ (r) = φτ (r−R) = 〈r|Rτ〉. (2.62)
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We now use these basis orbitals to construct Bloch-like functions

χkτ (r) =
1√
N

∑

R

eik·Rφτ (r−R) (2.63)

or in the Dirac notations

|χkτ 〉 =
1√
N

∑

R

eik·R|Rτ〉. (2.64)

The functions are Bloch-like in the sense that

χkτ (r+R) = eik·Rχkτ (r), (2.65)

which is easy to check. We look for the eigenstates of the single-particle Hamil-

tonian in the form

|ψnk〉 =
∑

τ

Cτnk|χkτ 〉. (2.66)

Thus, the eigenstate of Hk is represented by a column vector of coefficients Cτnk.

The point of the usual application of the TBA is to get a qualitative under-

standing of some effect. The method can be made quantitative (to some extent)

by, for example, matching the Hamiltonian parameters to those obtained from

DFT. This is possible, since the concept of the TBA is to construct Hk by ex-

plicitly specifying the effect of the single-particle Hamiltonian on the basis states.

For this purpose the Hamiltonian is written in a tight-binding basis

Hρτ (k) = 〈χkρ|Hsp|χkτ 〉 =
1

N

∑

R

eik·R〈0ρ|Hsp|Rτ〉. (2.67)

If L is the number of orbitals per atom times the number of atoms in the unit

cell, then H(k) is an L× L matrix. The other matrix that plays a crucial role is

the L× L overlap matrix

Sρτ (k) = 〈χkρ|χkτ 〉 (2.68)
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Now we are in a position to write down the Schrödinger equation

Hsp|ψnk〉 = ǫnk|ψnk〉

in the TBA. Using the ansatz of Eq. (2.66) and multiplying by a bra vector 〈χkρ|
on the left we arrive at

∑

τ

Cτnk〈χkρ|Hsp|χkτ 〉 =
∑

τ

Cτnk〈χkρ|χkτ 〉ǫnk (2.69)

or, in the above notations

∑

τ

Hρτ (k)Cτnk = ǫnk
∑

τ

Sρτ (k)Cτnk. (2.70)

Finally, this result can be written in the matrix form

H(k)Cnk = ǫnkS(k)Cnk, (2.71)

where H(k) and S(k) are L × L matrices and Cnk are L-component column

vectors. This is a generalized eigenvalue problem, and the energy eigenvalues ǫnk

are found from the equation

det [H(k)− ǫnkS(k)] = 0. (2.72)

For the qualitative calculations in the TBA that we are going to use, it is

sufficient to consider an orthogonal basis

〈0i|Rj〉 =
∫

φ∗
i (r)φj(r)dr = δij , (2.73)

which leads to S = I, where I is the unit matrix. In general, in this approximation

〈0ρ|Hsp|Rτ〉 6= 0, while 〈0ρ|Rτ〉 = δ(R)δρτ , which is not very realistic, but it
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turns out to be very useful as a first iteration to the problem. In Chapter 4 we

will see that under these conditions the states |Rτ〉 are closely related to Wannier

functions.

In the following chapters we will use this scheme to construct simple models of

topological insulators, that will have all the features of the non-trivial topological

band structure captured within the minimal possible occupied space.

Overlaps between the cell-periodic Bloch states

Before we proceed, we briefly comment on the calculation of overlaps of the form

M
(k,k+∆k)
nm = 〈unk|umk+∆k〉 in the TBA, since it is one of the main ingredients of

many calculations in the following chapters.

In our notations |χk+G,τ〉 = |χkτ 〉, and in order to have ψn,k+G = ψnk the

coefficients must obey

Cτn,k+G = Cτnk. (2.74)

For the periodic parts of the Bloch states unk we have the usual relation

unk(r) =
e−ik·r

√
N

∑

τ

Cτnk

∑

R

eik·(R+r)φτ (r−R) = e−ik·rψnk(r). (2.75)

The explicit calculation of overlaps gives

M (k,k+∆k)
mn =

1

N

∫

dr

[

∑

τρ

C∗
τmkCρn,k+∆k

∑

R,R′

eik·(R
′−R)φ∗

τ (r−R)φρ(r−R′)ei∆k·(R′−r)

]

(2.76)

As discussed above, we assume the atomic orbitals to be strongly localized on the

atomic sites and mutually orthogonal, 〈Ri|R′j〉 = δijδ(R−R′), and the overlap

integral is non-zero only if the two orbitals are actually the same.

In the applications of the TBA in the following chapters, we consider an

extreme limit of δ-like orbitals, peaked at the given lattice cite. In that case
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φτ (r−R) ∼ δ(r−R− tj), and we get

M (k,k+∆k)
mn =

∑

τ={s̄,j}

C∗
τmkCτnk+∆ke

−i∆k·tj . (2.77)
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Chapter 3

Topological insulators

In recent years the band theory of solids has been augmented by new chapters to

account for geometric and topological effects that had not been considered previ-

ously. The introduction of the Berry phase [6] allowed the systematic description

of many observable effects of purely geometric origin, such as the Aharonov-Bohm

effect [59], and its applications in the band-theory context have included the the-

ory of electric polarization [10, 11] and the anomalous Hall conductance [12, 13].

More recently it was realized that insulating band structures can be topo-

logically different [1, 19, 24]. On an intuitive level a topological distinction is

understood as the impossibility of a smooth transformation of one object into

another. For example, it is impossible to smoothly transform a sphere into a

torus without pinching a hole in it. This means that a sphere and a torus belong

to different topological classes. On the other hand, a smooth deformation of a

sphere into a cube is obviously possible, so that a cube and a sphere are in the

same topological class.

However, it is not always easy to say whether a smooth deformation of one

geometric shape into another exists, especially in higher dimensions, and some

rigorous existence criterion should be developed. For the case of two-dimensional

surfaces such a criterion is given by the Gauss-Bonnet theorem that relates the

surface integral of the Gaussian curvature K taken over the surface1 of the ge-

ometric object M to an integer g called the genus – the number of holes in the

1Here for simplicity we assume that the surface has no boundary.
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object [60]
∫

M

KdA = 2− 2g, (3.1)

thus classifying surfaces according to the value of the topological invariant g.

We will see that insulating band structures are classified in an analogous way,

with the Gaussian curvature replaced by other geometric quantities. In the spirit

of the above example of geometric shapes, gapped band structures that belong to

different topological classes cannot be continuously deformed into one another. A

continuous deformation in this case is done by means of adiabatic changes in the

Hamiltonian, and the impossibility of going from one class to another is reflected

in the fact that different topological insulating phases are separated by a metallic

phase, where the band gap closes.

The reason for a topological distinction between insulators is however some-

what different than in the case of the geometric example considered above. As

mentioned in section 2.1.2 , the BZ can be considered as a closed manifold. For

an insulator there is a vector space of occupied states with dimensionality N
attached to every point of this manifold. That is, at each k-point in the BZ the

Hamiltonian has N occupied valence states, separated by an energy gap from

the conduction states. The topological classification arises from the topologically

different ways in which these vector spaces can be glued together on the whole

BZ manifold.

To understand this point, consider a simple example of a circle with a segment

[−1, 1] attached to each of its points. One can imagine different scenarios here.

First, imagine that the segments are oriented in the same way at each point of

the circle; in this case we end up with a circular ribbon. Now, imagine that the

segments rotate around the circular base in a continuous manner, so that the

total rotation angle is π. In this case we end up with a Möbius strip, which is

obviously topologically distinct from the ribbon. By analogy, different “gluing”
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of vector spaces on the BZ manifold results in different topologies of insulating

band structures.

With this intuitive understanding of the nature of topological phases in in-

sulators, let us now put the problem on a more rigorous footing. We will first

discuss certain geometric quantities and their appearance in band theory, and

then discuss two topological insulating phases known so far: T -breaking Chern

insulators and T -symmetric Z2 insulators.

3.1 Gauge transformations

In what follows we consider a single-particle Hamiltonian with Veff replacing the

many-body terms, and consider the manifold of occupied single-particle states of

this Hamiltonian.

It is known from a basic course in quantum mechanics that if a state vector

is multiplied by a phase factor,

|ψ̃〉 = eiϕ|ψ〉, (3.2)

no observables are changed and this new state describes the same physics as

the old one. In band structure, the above relation obviously holds for single-

particle states |ψ〉 ≡ |ψnk〉, but actually the freedom in choosing particular single-

particle states to describe a solid becomes much broader. Due to the fact that the

crystal ground state is a many-particle state, hidden behind the single-particle

description (i.e., the ground state is given by a collection of occupied single-

particle states), the whole set of occupied states contributes to observables. Thus,

instead of changing a U(1) phase of individual single-particle states, it makes sense

to consider more general transformations.

For an insulator in its ground state, all the observables are uniquely defined
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by the projector onto the occupied space

P̂o(k) =

N
∑

n=1

|ψnk〉〈ψnk|, (3.3)

where N is the number of occupied bands. The average value of any observable

Ô is given by the trace, taken in the occupied Hilbert space:

< Ô >k= Tr
[

P̂oÔ
]

=

N
∑

n=1

〈ψnk|Ô|ψnk〉. (3.4)

Since the trace of a matrix is invariant with respect to unitary transformations,

it follows from the above expression that any N orthonormal vectors that span

the occupied Hilbert space can be taken to describe the insulating ground state.

In particular, starting with the Hamiltonian eigenstates, a k-dependent unitary

transformation U(k) ∈ U(N ) of the states can be carried out to get a new set of

states

|ψ̃nk〉 =
N
∑

m=1

Umn(k)|ψmk〉 (3.5)

that gives an equally good description of the insulator. It is important to note that

the states ψ̃nk are not necessarily Hamiltonian eigenstates anymore. The choice of

particular representatives for the occupied Hilbert space is referred to as a gauge

choice, in analogy with electromagnetism, where different gauge choices for the

electromagnetic potential can be used to describe the same physical phenomena.

A particular gauge choice is a matter of convenience.

As is the case for normal observables, the topological class of an insulator

is also determined by the whole occupied space. Thus, a gauge choice does

not have any effect on the topology of a gapped band structure, while individ-

ual single-particle states of the occupied space might acquire some non-trivial

phases. This issue is discussed in more detail in Chapter 7. For now, let us just
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mention that despite the topological index of an insulating phase being a gauge-

independent quantity, particular expressions used to calculate it might contain

gauge-dependent terms, as shown below. In principle, for any gauge-independent

quantity, a gauge-independent expression should exist, but it is not always easy

to find it.

3.2 Geometric phases in band theory

Until the middle of the 1980’s the phase of a quantum state accumulated in

the process of adiabatic evolution was typically disregarded. Fock presented an

argument [61] that this phase can always be taken to be unity. However, this

result was derived with the assumption of non-cyclic evolution. Surprisingly, a

general theory of cyclic evolutions was not considered until 1984, when Berry,

in his seminal paper of Ref. [6], proved that a cyclic evolution of a quantum

state results in a phase factor of a purely geometric origin and, in principle, is

observable. Nowadays the Berry phase is ubiquitous in physics and its discussion

is included in most of the contemporary textbooks on quantum mechanics. For

completeness, we provide a quick review here.

3.2.1 Berry phase

Consider a system that depends on some external parameter ξ. The parameter

may vary with time, so in the most general case we work with a Hamiltonian

H(ξ(t)). The quantum adiabatic theorem [62] states that a system initially in

a Hamiltonian eigenstate |ψn(0)〉 = |n(ξ(0))〉 will remain in the instantaneous

eigenstate of the Hamiltonian in the process of adiabatic evolution:

H(ξ(t))|n(ξ(t))〉 = En(ξ(t))|n(ξ(t))〉 (3.6)
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However, apart from the usual dynamical phase, the state can acquire an extra

phase factor

|ψn(t)〉 = eiγn(t)e−i/~
∫ t

0 ǫn(ξ(t′))dt′ |n(ξ(t))〉. (3.7)

Plugging this state into the time-dependent Schrödinger equation with the Hamil-

tonian H(ξ(t)), and multiplying the resultant equation on the left with 〈n(ξ(t))|,
the extra phase is expressed as

γn =

∫

C

An(ξ) · dξ, (3.8)

where

An(ξ) = i〈n(ξ)| ∂
∂ξ

|n(ξ)〉 (3.9)

and C is the contour traversed by the adiabatic parameter ξ during the evolution.

The connection A is obviously gauge-dependent. A gauge transformation

|n′(ξ)〉 = eiϕ(ξ)|n(ξ)〉 (3.10)

changes it to

A
′
n = An −

∂

∂ξ
ϕ(ξ). (3.11)

Hence, the phase is changed by ϕ(ξ(0))− ϕ(ξ(tf)), where ξ(0) and ξ(tf) are the

endpoints of the contour C. A suitable choice of ϕ thus makes γn vanish [61] when

ξ(0) 6= ξ(tf).

However, things change once one considers cyclic evolution with ξ(0) = ξ(tf).

Since the wavefunction in Eq. (3.10) has to be singlevalued, we have

ϕ(ξ(0))− ϕ(ξ(tf)) = 2πm, (3.12)
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where m ∈ Z. Thus, γn can not be removed anymore, and the Berry phase

γn =

∮

C

An(ξ) · dξ, (3.13)

becomes well-defined. As soon as the adiabaticity requirement is satisfied, γn is

insensitive to a particular form of the time dependence of ξ, and for this reason

we left time out of the formulas.

3.2.2 Applications in band theory

In band theory the Bloch states have an explicit k-dependence, which gives a

natural parameter to study Berry phase effects [7]. We first consider an isolated

band – a band that is separated by energy gaps from the rest of the spectrum.

Later, we generalize our consideration to a many-band case.

For a given isolated band n one can define an (Abelian) Berry connection in

accord with Eq. (3.9). Since we are interested in a three-dimensional Euclidean

space, ∂
∂ξ

is replaced with ∇k to give

An(k) = i〈unk|∇k|unk〉. (3.14)

Here we use unk and not ψnk in order for the k-derivative to be well-defined, as

discussed in Chapter 2. We have seen above that the Berry connection is gauge-

dependent. In this respect, A is analogous to the electromagnetic potential, and

often the term “gauge potential” is used in the literature. Continuing along this

line, a “gauge field” or Berry curvature is defined in analogy with the magnetic

field:

F(k) = ∇k ×A(k). (3.15)

Later we will see that it indeed acts like a magnetic field in k-space. It is easy to
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check that the Berry curvature does not change under a U(1) gauge transforma-

tion.

Let us now consider N > 1 bands separated by energy gaps from the rest

of the spectrum. The Abelian connection of Eq. (3.14) is now replaced by its

non-Abelian multiband generalization [63, 64]

Amn,α = i〈umk|∂kα|unk〉 (3.16)

and the non-Abelian curvature is defined as

Fmn,αβ = Fmn,αβ − i[Aα,Aβ]mn, (3.17)

where the k-dependence is implicit, and

Fmn,αβ = i
[

〈∂kαunk|∂kβumk〉 − 〈∂kβunk|∂kαumk〉
]

.

The curvature F is gauge-covariant and Tr[Fαβ ] = Tr[Fαβ ] is gauge-invariant [18]

under a general unitary transformation U ∈ U(N ) of Eq. (3.5).

Analogous to the case of Gaussian curvature, an integral of the Berry curvature

over a closed manifold is an integer-valued topological invariant [18] called a

Chern number or, more specifically, a first Chern number. Since a BZ is a closed

compact manifold with no boundary, integration of F(k) over the BZ should give

an integer. According to this, in two dimensions for the Chern number we have

C =
1

2π

∫∫

BZ

Tr [Fαβ] dkαdkβ. (3.18)

In three dimensions, one can define three Chern numbers {Cα, Cβ, Cγ}. Some

explanation is in order here. Since for a given value of kα a cross section of the

BZ that is orthogonal to the direction k̂α forms an effectively two-dimensional
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BZ, the above equation can be used to define Cα(kα) for this given kα. However,

since Cα(kα) has to be an integer, it cannot change smoothly, and for this reason,

a smooth change in kα should result in Cα(kα + δkα) = Cα(kα) as long as the set

of bands for which Cα is defined remains isolated when going from kα to kα+δkα.

Thus, in an insulator, Cα of a whole occupied space is a well-defined topological

invariant.

3.2.3 Numerical computation of Berry curvature

There are several ways to compute the above-defined quantities numerically.

When possible, it is preferable to work with the gauge-invariant curvature, and

not the connection, which is gauge-dependent. Numerical diagonalization brings

random phases to the states at different k-points on the mesh (random gauge),

and computing the connection requires additional gauge fixing.

When dealing with a single isolated band, one can express the curvature as

Fn,αβ = −2Im

N
∑

m=1

′
〈unk|∂kαH(k)|umk〉〈umk|∂kβH(k)|unk〉

(ǫnk − ǫmk)2
(3.19)

where the prime means that the term m = n is omitted in the summation.

This expression can be easily derived [9] using perturbation a expansion for the

wavefunction un,k+∆k. It leads to the expression for the gradient

∇k|unk〉 =
∑

m6=n

〈unk|∇kH(k)|unk〉
ǫnk − ǫmk

|umk〉, (3.20)

from which the expression (3.19) follows.

We now consider an alternative approach, which also applies to the multiband

case. Here one computes Tr[F], which usually contains all the necessary informa-

tion. It is then sufficient to compute the diagonal elements of F , since the two
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matrices, F and F, have the same trace. Using

∂kαujk = lim
∆kα→0

uj,k+∆kα − ujk
∆kα

. (3.21)

we can write (substituting ∆kα with ∆α for brevity)

〈unk|∂kαunk〉 = lim
∆α→0

〈unk|un,k+∆α
〉 − 1

∆α
. (3.22)

Another finite difference expression results in

∂kβ〈unk|∂kαunk〉 = lim
∆β→0

lim
∆α→0

〈un,k+∆β
|un,k+∆α+∆β

〉 − 〈unk|un,k+∆α
〉

∆α∆β
(3.23)

and for the curvature we get

Fnn,αβ(k) = i lim
∆β→0

lim
∆α→0

[〈un,k+∆α
|un,k+∆β+∆α

〉 − 〈unk|un,k+∆β
〉

∆α∆β
−

−〈un,k+∆β
|un,k+∆α+∆β

〉 − 〈unk|un,k+∆β
〉

∆α∆β

]

.

Due to the fact that Fnn,αβ is purely real, the above expression can be rewritten

Fnn,αβ(k) = i lim
∆β→0

lim
∆α→0

−1

∆α∆β
Im log

[

〈unk|un,k+∆α
〉〈un,k+∆α

|un,k+∆α+∆β
〉×

×〈un,k+∆α+∆β
|un,k+∆β

〉〈un,k+∆β
|unk〉

]

(3.24)

This expression is explicitly gauge-independent and is particularly simple for cal-

culations on a discrete k-mesh. The Chern number of Eq. (3.18) is obtained by

a numerical integration of the above curvature and summing over all occupied

bands when necessary.
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3.3 Chern insulators

The first example of a topologically non-trivial insulator came in the context of

the integer quantum Hall effect (IQH). The ordinary IQH is observed at low tem-

peratures at in (effectively) two-dimensional semiconductor interfaces with high

carrier mobility, subject to an in-plane electric field and a transverse magnetic

field [65, 66]. The energy of a two-dimensional electron gas subject to a uniform

transverse magnetic field is quantized into Landau levels [67]. Once the Fermi

level of the IQH system is put in the gap between Landau levels (i.e., the occu-

pied Landau levels are separated from the unoccupied ones by an energy gap) by

either changing carrier concentration or the strength of magnetic field, the system

exhibits a quantized transverse conductivity σxy = Ce2/h, where C is an integer.

This quantization was understood to have a topological origin. By explicit cal-

culation of the Hall conductivity, Thouless and co-workers [12] were able to show

that C is the Chern number analogous to that of Eq. (3.18), but with occupied

Landau levels replacing the isolated Bloch bands and with integration over the

magnetic BZ.2

There is an obvious analogy between an IQH system and an insulator due

to the similarity between the filled Landau levels and the occupied states in

an insulator. Electrons in the bulk of an IQH sample are localized just like in

insulators [69], but for a finite IQH sample there exist states that are localized

in one direction to be at the edge of the sample, but are extended along the

edge [23]. These edge states are responsible for the quantized transport in the

IQH regime, and the difference in the number of such states propagating in one

direction along the edge and those propagating in the opposite direction is equal

to the Chern number [66].

2Since in the general electromagnetic potential does not have the periodicity of the lattice,
A(r) 6= A(r +R), a unit cell has to be enlarged in the presence of an external magnetic field
B in order to accommodate an integer number of the flux quanta eB/h through it. Hence, the
magnetic BZ is reduced compared to the original one [68].
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Figure 3.1: Honeycomb lattice for Haldene and Kane-Mele models.

The apparent analogy between an IQH system and an insulator hints at the

possibility of realizing such edge states, and hence the IQH effect, in a band

insulator in the absence of any external magnetic field. Being different from

the usual IQH systems, these hypothetical insulators got the name of “quantum

anomalous Hall insulators” (QAH) or “Chern insulators.” Although at the time

of writing this effect has not been observed experimentally in any material, it is

easy to construct tight-binding models of such insulators. The first such model

was proposed by Haldane [19], who considered a honeycomb lattice (see Fig. 3.1)

with a single spinless electron per two sites (A and B) of the unit cell, described

by the Hamiltonian

ĤH = λv
∑

i

ξiĉ
†
i ĉi + t

∑

<ij>

ĉ†i ĉj + λSO
∑

≪ij≫

eiαijξiĉ
†
i ĉj (3.25)

with ξi = 1 on A sites and ξi = −1 on B sites, and symbols <> and ≪≫
referring to summations over first and second neighbors correspondingly. Here

a macroscopic magnetic field is replaced by microscopic effective interactions.
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These interactions are mimicked by the complex hopping term λSOe
iαij , having

the effect of some microscopic magnetic field. The phase αij is designed to produce

a non-zero magnetic flux through parts of the the unit cell, but the net flux

through the unit cell is zero. It is chosen to be αij = α if the hopping is in the

clockwise direction (following the sides of a hexagon) and αij = −α otherwise,

which guarantees hermiticity. With this phase choice T symmetry of the system

is broken, as is the case in the presence of an external magnetic field. The first

term of the above Hamiltonian, staggered by the introduction of ξi, makes A and

B sublattices inequivalent, thus breaking inversion symmetry.

The model is solved in the tight-binding basis of Sec. 2.3

χkℓ =
∑

R

eik·Rφ(r−R− tℓ), (3.26)

where tℓ gives the location the ℓ = {A,B} site in the home unit cell. Depending

on the choice of parameters, the resultant H(k) realizes three distinct insulating

phases separated by gap closures. These phases correspond to three different

values of the Chern number, 0 and ±1, obtained with the formula of Eq. (3.18)

applied to the single occupied band of the model. We see that indeed, Berry

curvature plays the role of a B-field in reciprocal space, in the sense that here

singularities in F(k) give rise to the quantization of the Hall conductivity just as

the B-field does in the IQH effect.

As in the case for the usual IQH effect, an edge of a Chern insulator hosts

edge states in accord with the value of the Chern number. This is illustrated

schematically in Fig. 3.2 for the case of a semi-infinite Haldane model (Fig. 3.3),

where half of the two-dimensional space is the Chern insulator, while the other

half is vacuum, the boundary between them being the edge. In the direction

parallel to the edge the crystal is still periodic, so a the vector k = k‖ is a good

quantum number. One can look at the band structure (called the projected band
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Figure 3.2: Schematic edge spectrum of the semi-infinite Chern insulator: (a) C =
1, (b) C = −1, (c) C = 0, (d) C = 1. The continuum of bulk bands is shaded.

Figure 3.3: Edge of a semi-infinite sample. Arrows indicate continuation to infin-
ity.
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structure) of the system along this boundary. There will be infinite number of

bulk bands and possibly some edge states present in the band structure. In the

bulk insulating regime, only the edge states that can cross the energy gap.One

can see exactly one edge state, propagating in different directions for the case

of C = ±1, in accord with our previous discussion about the correspondence

between the bulk topological invariant and the number of edge states in the IQH.

It should be noted that the band structure shown in Fig. 3.2 (d) also corre-

sponds to C = 1. As mentioned above, it is the difference between the “right” and

“left” moving edge states that corresponds to the Chern number. In the spirit of

topology, this means that the band structures shown in Fig. 3.2 (a) and (d) are

in the same topological class. This means that, in principle, these two structures

can be adiabatically transformed into each other by, for example, tuning the pa-

rameters of the Hamiltonian or gradually adding some extra terms to it. On the

contrary, two insulating phases with distinct topological invariants C cannot be

adiabatically connected to one another without closing the bulk band gap.3

To conclude, we see that QAH phases are classified according to the value

of Chern number which characterizes the occupied space of the insulator. Since

this number can be any integer, there is an infinite number of distinct classes

of QAH insulators. For this reason this classification is often referred to as the

Z-classification.

3.4 Z2 insulators

A series of theoretical developments starting in 2005, showing that non-magnetic

insulators admit a topological Z2 classification in two dimensions (2D) [1, 24] and

3Strictly speaking, this argument requires the symmetry class of the system in the sense of
Ref. [20] be preserved in the process of adiabatic change. We also limit ourselves to the case of
a clean system (no disorder) and do not consider electron-electron interactions. However, one
can argue that if the disorder or interaction strength is small compared to the band gap, the
above classification survives.
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then in three dimensions (3D) [28–30], has sparked enormous interest, especially

after numerous realizations of such systems were confirmed both theoretically [25,

31, 70–75] and experimentally [26, 76–80].

The Z2 classification divides T -invariant band insulators into two classes: or-

dinary (Z2-even) insulators that can be adiabatically converted to the vacuum (or

to each other) without a bulk gap closure, and “topological” (Z2-odd) ones that

cannot be so connected (although they can be adiabatically connected to each

other).4 Even and odd phases are separated by a topological phase transition,

and the bulk gap has to vanish at the transition point, at least in a non-interacting

system [20, 21]. The Z2-odd states are characterized by the presence of an odd

number of Kramers pairs of counterpropagating edge states in 2D, or by an odd

number of Fermi loops enclosing certain high-symmetry points of the surface band

structure in 3D. In this subsection we review the theory behind the Z2-insulators.

3.4.1 Band structure in the presence of T symmetry

In the presence of T symmetry the energy bands have to come in Kramers pairs.5

This means that for any band n there exists some other band m, such that

ǫnk = ǫm−k (3.27)

and Hamiltonian eigenfunctions (which can be spinors) that correspond to a

Kramers pair of energy bands n and m are related by the T operator

θ|ψn,−k〉 = iŝyK̂|ψm,k〉 (3.28)

4Here again the adiabatic connection is assumed to preserve the symmetry class in the sense
of Ref. [20]. For example, it is possible to connect the Z2-odd and the Z2-even phases without
closing the band gap by breaking T symmetry of the Hamiltonian in the process of adiabatic
connection. However, breaking T symmetry drives the system out of the original symmetry
class.

5This statement is known as the Kramers theorem [2].
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where K̂ is the complex conjugation and ŝy is the y-component of the spin oper-

ator.

It follows from this relation that there exist points in the BZ where the en-

ergy spectrum is at least doubly degenerate, degeneracy being protected by T
symmetry. Indeed, there are points k∗ such that −k∗ = k∗ + G, and due to

periodicity of BZ, ǫnk∗ = ǫn−k∗ = ǫm−k∗ . Since T maps k onto −k, such points k∗

are called T -invariant points. There are four distinct T -invariant points in a 2D

BZ (k∗ = 0; k∗ = G1/2; k
∗ = G2/2 and k∗ = (G1 +G2)/2), while in 3D there

are eight such points (k∗ = 0; k∗ = Gi/2; k
∗ = (Gi +Gj)/2, where i, j = 1, 2, 3

and k∗ = (G1 +G2 +G3)/2). Another consequence of the Kramers relations is

that the occupied space of an insulator consists of an even number of bands, since

the occupied states come in pairs.

3.4.2 2D: Quantum spin Hall phase

Let us now include spin degrees of freedom into the Haldane model (3.25). In

the case when T symmetry remains broken, sinfull insulating phases will still

be classified according to the Chern number of the occupied space. However,

if we restore T symmetry, total Chern number is guaranteed to be zero, but a

new phase can arise. For a moment, consider a simplified model where ŝz is a

conserved quantity. T -symmetric sinfull generalization of Haldane model takes

the form of a 4× 4 block-diagonal matrix Hamiltonian

HSH =







HH(k) 0

0 H∗
H(−k)






, (3.29)

where diagonal blocks are the 2 × 2 Hamiltonians of the Haldane model (3.25).

Obviously, the occupied space of such a system will consist of two bands of op-

posite spin, each of them having a definite Chern number, inherited from the
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Figure 3.4: Band structure for a hypothetical semi-infinite sample of the quantum
spin Hall insulator. Shadowed regions correspond to the continuum of bulk states.

Haldane model.

Note that in principle, it does not make sense to talk about Chern numbers

of separate bands in the presence of degeneracy. However, in this case the spin

quantum number allows us to distinguish two bands, and define a Chern number

for each of them, using the formula (3.18) with F computed separately for spin

up and spin down states. The Hall conductivity is odd under T , so that the

total Chern number of all the occupied bands in a T -symmetric insulator has to

be zero. Therefore, the Chern number of the spin-up state is minus that of the

spin-down state

C↑ = −C↓. (3.30)

It is interesting to look at what happens at the edge of such a system. In the

Sec. 3.3 it was argued that a semi-infinite sample of a Chern insulator is character-

ized by the presence of current-carrying edge states. For the T -symmetric sinfull

case, the typical spectrum of the semi-infinite model is shown in Fig. 3.4. There

are two edge states that have opposite spins and propagate in different directions,

as a consequence of Eq. (3.30). This means that there is no charge transport along
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the edge of the sample, but there is a spin current instead. Moreover, due to the

conservation of spin, this spin current is quantized, and the corresponding spin

Hall conductivity is [24]

σsp
xy =

(C↑ − C↓)

2

e

2π
= Csp

e

2π
, (3.31)

where we defined a spin Chern [81] number Csp. We see that, in principle, a

T -symmetric combination of Chern insulators results in a quantized spin Hall

effect [24]. This is very intriguing, given the quest for controlled spin transport

in spintronics [82].

At first sight it might look as though T -symmetric phases are classified by the

value of Csp in complete analogy with the IQH. However, it is easy to see that

such a viewpoint leads to certain problems. Unlike charge, the spin projection sz

is not generally conserved. For example, the spin-orbit coupling usually violates

spin conservation. Thus, the distinction between the phase with Csp and −Csp is

lost once a spin-breaking term is appears in the Hamiltonian. In that case it is

possible to change the sign of the spin Hall conductivity without closing the bulk

gap [27]. This immediately tells us that, from a topological perspective, these

two phases should be in the same class. Finally, the most important observation

is that the spin transport at the edge is robust towards small perturbations only

in the case of C↑ = −C↓ being odd.

To see this, notice that in the case of C↑ = −C↓ = 1 illustrated in Fig. 3.4, T
symmetry guarantees the crossing of the two surface states. At k = π/a Kramers

theorem forces the spectrum to be doubly degenerate, and thus no adiabatic

transformation that preserves T can open up a gap in the surface spectrum.

Quite the contrary, consider C↑ = −C↓ = 2. Fig. 3.5 illustrates the possible

scenario for gapping the surface states in this case. Note that the condition of

doubly degenerate energy bands at the T -symmetric momenta is still satisfied.
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Figure 3.5: Gapping the edge spectrum by adiabatic changes in the Hamiltonian.

Thus, the Hamiltonian can be adiabatically tuned to create avoided crossings in

the surface spectrum, and furthermore, one can tune the Hamiltonian further

and push the split surface states into the bulk region, thus making an adiabatic

connection to an ordinary insulator. By the same token, the case of any odd

C↑ can be adiabatically connected to the case of C↑ = 1, while for any even

value of C↑ the system is adiabatically equivalent to an ordinary insulator with

no surface states. Thus, we conclude that there are only two distinct phases (odd

vs even) that cannot be smoothly deformed into one another. For this reason this

classification is called a Z2-classification [1], since Z2 is a group that consists of

two elements only. We now show that this classification survives the addition of

spin-mixing terms.

3.4.3 Kane-Mele model

In their remarkable paper introducing a Z2 topological classification to distinguish

a QSH (Z2-odd) insulator from an ordinary (Z2-even) insulator, Kane and Mele

(KM) [1] also introduced a model tight-binding Hamiltonian that describes a 2D

Z2-odd insulator in some of its parameter space. In this section we will describe

some of the properties of the model suggested therein.

The KM model is a tight-binding model on a honeycomb lattice with one

spinor orbital per site. The primitive hexagonal lattice vectors are a1,2 = a/2(
√
3ŷ±
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x̂) and sites A and B are located at tA = aŷ/
√
3 and tB = 2aŷ/

√
3 respectively

(see Fig. 3.1). The KM Hamiltonian is

H = t
∑

<ij>

c†icj+ iλSO
∑

≪ij≫

νijc
†
is

zcj+ iλR
∑

<ij>

c†i(s× d̂ij)zcj+λv
∑

i

ξic
†
ici, (3.32)

where the spin indices have been suppressed on the raising and lowering operators,

and t is the nearest-neighbor hopping amplitude. In the second term, λSO is

the strength of the spin-orbit interaction acting between second neighbors, with

νij = (2/
√
3)[d̂1 × d̂2] = ±1 depending on the relative orientation of the first-

neighbor bond vectors d̂1 and d̂2 encountered by an electron hopping from site

j to site i, and sz is the z Pauli spin matrix. Next, λR describes the Rashba

interaction [83] that couples differently oriented first-neighbor spins, with s being

the vector of Pauli matrices. Finally, λv is the strength of the staggered on-site

potential, for which ξi is +1 and −1 on A and B sites respectively. Note that the

symmetry of the problem is lowered significantly compared to an ideal honeycomb

lattice, since the on-site staggered potential makes the A and B sites inequivalent,

while the Rashba term breaks sz conservation.

To proceed, we choose the tight-binding basis wavefunctions to be

χjσk(r) = (1/
√
N)

∑

R

eik·Rφσ(r−R− tj), (3.33)

where σ is a spin index, j = {A,B} denotes the atom type, tj is a vector that

specifies the position of the atom in the unit cell, and R is a lattice vector built

from the primitive lattice vectors a1 and a2. This allows the Hamiltonian to be

written as a 4×4 matrix Hjσ,j′σ′(k) = 〈χjσk|H|χj′σ′k〉, which can be cast in terms

of five Dirac matrices Γα and their ten commutators Γαβ = [Γα,Γβ]/(2i) as

H(k) =

5
∑

α=1

dα(k) Γ
α +

5
∑

α<β=1

dαβ(k) Γ
αβ (3.34)
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d1 t(1 + 2 cosx cos y) d12 −2t cosx sin y

d2 λv d15 2λSO(sin 2x− 2 sin x cos y)

d3 λR(1− cosx cos y) d23 −λR cosx sin y

d4 −
√
3λR sin x sin y d24

√
3λR sin x cos y

Table 3.1: Nonzero coefficients appearing in Eq. (3.34), using the notation x =
kxa/2 and y =

√
3kya/2 (see also Fig. 3.6). Adopted from Ref. [1].

where the Dirac matrices are chosen to be Γ1,2,3,4,5 = (I ⊗σx, I ⊗σz , sx⊗σy , sy ⊗
σy, sz ⊗ σy) with the Pauli matrices σℓ and sℓ acting in sublattice and spin space

respectively. The dependence of the dα and dαβ coefficients on wavevector is

detailed in Table 3.1 using the notation x = kxa/2 and y =
√
3kya/2, with the

relationship of these variables to the BZ being sketched in Fig. 3.6.

Since θ̂Γαθ̂−1 = Γα and θ̂Γαβ θ̂−1 = −Γαβ while dα(k) = dα(−k) and dαβ(k) =

−dαβ(−k), the Hamiltonian (3.32) is time-reversal invariant, i.e., θ̂H(k)θ̂−1 =

H(−k). This means that its insulating phases are classified by the Z2 index.

Indeed, in a certain parameter range a semi-infinite slab of the model exhibits an

edge spectrum like that schematically shown in Fig. 3.4, while for other values of

parameters no edge states cross the bulk gap. On the boundary of these phases

the system becomes metallic, signaling a topological phase transition. Thus, we

conclude that the this model has a Z2 classification. This is confirmed by a direct

calculation of a corresponding topological invariant (see below). Since sz is not

conserved anymore, the spin current is also not quantized, and we are dealing

with a quantum (not quantized) spin Hall phase (QSH).

For the present purposes we assume λSO > 0 without loss of generality. We

also fix λv > 0. For this case, the transition between Z2-odd and Z2-even phases

is accompanied by a gap closure at the K and K ′ points (the zone-boundary

points of three-fold symmetry) in the BZ. The energy is independent of t at these

points, and λSO can be used as the energy scale. The energy gap is then given by
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Figure 3.6: Brillouin zone sketched using coordinates x = kxa/2 and y =√
3kya/2. Primitive reciprocal lattice vectors G1 = (2π/a)(1, 1/

√
3) and G2 =

(2π/a)(−1, 1/
√
3) correspond to g1 = (π, π) and g2 = (−π, π) respectively. The

black rectangle marks the boundary ∂ζ of the zone used for polarization calcula-
tions in Sec. 6.3.

|6
√
3−λv/λSO−

√

(λv/λSO)2 + 9(λR/λSO)2|, leading to the phase diagram shown

in Fig. 3.7.

Note that when λR = 0 the model reduces to two independent copies of the

Haldane model [19]; the Z2 invariant is odd when the Chern numbers are odd,

and even otherwise [81], in accord with the discussion in Sec. 3.3.

In what follows we use t as the energy scale and fix the values of the other

parameters to be λSO/t = 0.6 and λR/t = 0.5. Varying the third parameter

λv/t allows us to switch from the Z2-even to the Z2-odd phase. The phase

transition occurs at |λv|/t ≃ 2.93, with the system in the Z2-odd phase for

−2.93 < λv/t < 2.93. As discussed above, the energy gap closes at the phase

transition, and remains open in both the Z2-odd and Z2-even phases. When re-

ferring to a particular phase of the KM model, in numerical calculations we use

λv/t = 1 for the Z2-odd phase and λv/t = 5 in the Z2-even (normal insulator)

phase.
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Figure 3.7: Phase diagram of the Kane-Mele model for λv/λSO > 0. Arrow
illustrates a path crossing the phase boundary by varying λv while keeping other
parameters fixed.

3.4.4 Computing the Z2 invariant

Here we briefly review some of the equivalent ways of determining the Z2 invariant

in 2D insulators.

In the work of Ref. [24] the definition of the Z2 invariant was given in terms

of a function P (k) defined as

P (k) = Pf[〈ui(k)|θ̂|uj(k)〉], (3.35)

i.e., the Pfaffian of a certain k-dependent antisymmetric N ×N matrix, where N

is the number of occupied bands. Here |uj(k)〉 = e−ik·r|ψj(k)〉 is the periodic part
of the Bloch function of the j’th occupied band and θ̂ = isyĈ is the time-reversal

operator (Ĉ is complex conjugation and sy is the second Pauli matrix). If the

zeros of P (k) are discrete, then the Z2 invariant is odd if the number of zeros

of the Pfaffian within one half of the Brillouin zone (BZ) (see Fig. 3.8) is odd,

and even otherwise. If the zeros of the Pfaffian occur along lines in the BZ, then

the Z2 invariant depends similarly on whether half the number of sign changes of
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Figure 3.8: Sketch of the Brillouin zone. The Berry curvature of Eq. (3.38) is
calculated in the interior of the half zone τ (dashed region), while the Berry
connection is evaluated along its boundary ∂τ (arrows indicate direction of inte-
gration). Time-reversal–invariant points Γi are shown.

P (k) along the boundary of the half BZ is odd or even. Using ∆ = 0 and 1 to

represent evenness and oddness respectively, the Z2 invariant can equivalently be

determined as [1]

∆ =
1

2iπ

∮

∂τ

dk · ∇k log[P (k+ iδ)] mod 2, (3.36)

where the loop integral runs along the boundary ∂τ of the half BZ, and the δ

term is included for convergence.

Another approach to the problem of defining ∆ results from considerations of

“time-reversal polarization” [27] (see Chapter 5 for details). This approach leads

to the formula

(−1)∆ =

4
∏

i=1

√

det[w(Γi)]

Pf[w(Γi)]
, (3.37)

where wmn(k) = 〈um(−k)|θ̂|un(k)〉 and Γi are the four T -invariant points of the

BZ. The matrix wmn is not the same as that in Eq. (3.35). Note that w(−k∗) =
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−wT (k∗), so that the Pfaffian in (3.37) is well defined.

The definition in Eq. (3.37) appears to require a knowledge of the occupied

wavefunctions at only four points in the BZ, unlike Eq. (3.36), for which the

wavefunctions must be known at all points along the boundary of the half BZ.

However, Eq. (3.37) is usually not suitable for numerical implementation in prac-

tice, since the sign of the Pfaffian at any one of the four points can be flipped by

a relabeling of the Kramers-degenerate states at that point. To be more explicit,

there is a “gauge freedom” in the choice of states |um(k)〉, corresponding to a

k-dependent N × N unitary rotation among the occupied states. Eq. (3.37) is

only meaningful when a globally smooth gauge choice enforces a relation between

the labels at the four special k-points [27]. This problem may be avoided in the

presence of some additional symmetry that can be used to establish the labels of

the bands at these points. For example, in Ref. [31] it is shown how the presence

of inversion symmetry allows for a simplified calculation of ∆ from Eq. (3.37).

In Chapter 7 we show how ∆ can be computed using the formula (3.37) in the

general case.

In the absence of inversion symmetry, one can use yet another definition of

the Z2 index taking the form [27]

∆ =
1

2π

[
∮

∂τ

Adℓ−
∫

τ

Fdτ
]

mod 2, (3.38)

where A = i
∑N

n=1〈un|∇k|un〉 is the Berry connection of N occupied states and

F = ∇k ×A is the corresponding Berry curvature [6]. Of course, if A and F are

both constructed from a common gauge that is smooth over τ , the result would

vanish by Stokes’ theorem. Thus, Eq. (3.38) is only made meaningful by the

additional specification [27] that the boundary integral of A must be calculated
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using a gauge that respects time-reversal symmetry, i.e.,

|u2n−1(−k)〉 = θ̂|u2n(k)〉,

|u2n(−k)〉 = −θ̂|u2n−1(k)〉. (3.39)

For the case of the nontrivial Z2 state, it turns out to be impossible to choose a

gauge that satisfies both smoothness over τ and the constraint (3.39) over ∂τ . In

other words, ∆=1 signals the existence of the topological obstruction.

To see how this works more explicitly, the contributions to the integral of A
over ∂τ are illustrated in Fig. 3.8. We choose a gauge that is periodic, |uj(k)〉 =
|uj(k + G)〉, in addition to satisfying Eq. (3.39). The contributions of the top

and bottom segments (solid blue arrows in Fig. 3.8) then cancel because they

are connected by a reciprocal lattice vector G. Thus, the gauge needs to be

fixed only along the left and right boundaries (composed of red dashed and gray

dotted arrows in Fig. 3.8), which are separated by a half reciprocal lattice vector.

At each of the special points Γi, one state from each Kramers-degenerate pair is

arbitrarily identified as |u2n−1(Γi)〉, and the other is constructed via

|u2n(Γi)〉 = −θ̂|u2n−1(Γi)〉. (3.40)

Then we can make an arbitrary gauge choice along the remaining portions of

the gray dotted arrows in Fig. 3.8 – e.g., accepting the output of some numerical

diagonalization procedure. Finally, the gauge should be transferred to the dashed-

arrow segments using Eq. (3.39), where k and −k belong to the dotted and dashed

segments respectively.

Eq. (3.38) can now be evaluated using a uniform discretized k-mesh covering

the region τ , with the time-reversal constraint applied to the boundary ∂τ as

described above. To do so, define the link matricesMµ,nm(k) = 〈un(k)|um(k+sµ)〉
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and the unimodular link variables Lµ(k) = detMµ/| detMµ|, where k ∈ K and

s1 (s2) is the step of the mesh in the direction of the reciprocal lattice vector G1

(G2). By defining A1(k) = logL1(k) and

F (k) = log[L1(k)L2(k+ s1)L
−1
1 (k + s2)L

−1
2 (k)], (3.41)

one can write the lattice definition of the Z2 invariant as

∆L =
1

2iπ

[

∑

k∈∂τ

A1(k)−
∑

k∈τ

F (k)

]

mod 2. (3.42)

For a sufficiently fine mesh there will be no ambiguity in the branch choice for

the complex log in Eq. (3.41), since the argument of the log must approach unity

as the mesh becomes dense. Moreover, a change in the branch choice determin-

ing one of the boundary links As(k) has no effect (mod 2) on Eq. (3.41), since

each As(k) appears twice as a result of the gauge-fixing on the boundary. Thus,

once the mesh is fine enough so that the branch choices in Eq. (3.41) are all un-

ambiguous, Eq. (3.42) gives ∆ exactly [84]. Although easy to implement in the

TBA models, this method is not convenient for large scale first-principles calcu-

lations. In Chapter 5 we will develop another method for computing Z2 index in

a non-centrosymmetric system that is better suited for ab initio applications.

3.4.5 3D: surface metal

A generalization of a 2D Z2 insulator to 3D is quite different from the 3D Chern

insulator discussed above. For Chern insulators a topological invariant Cα is well

defined at any 2D plane orthogonal to k̂α, while a Z2 invariant is defined only

for T -invariant planes, e.g. for the values of kα = k∗ that are invariant under T .

Thus, the argument that the topological structure of a 2D cross section cannot

change while adiabatically changing kα is not applicable anymore, and different
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planes at different T -symmetric momenta can have different Z2 indices in a 2D

sense, making the classification more diverse than in the Chern insulator case.

A topological phase of a 3D T -symmetric insulator is described by one strong

topological index ν0 and three weak indices ν1, ν2, and ν3 [28–30]. These indices

may be understood as follows. Again letting k =
∑

i kibi/2π, there are eight

T -invariant points Γ(n1,n2,n3), where ni = 0 or 1 denotes ki = 0 or π respectively.

These eight points may be thought of as the vertices of a parallelepiped in re-

ciprocal space whose six faces are labeled by n1=0, n2=0, n3=0, n1=1, n2=1,

and n3=1. On any one of these six faces, the Hamiltonian H(k), regarded as a

function of two k variables, can be thought of as the Hamiltonian of a fictitious

2D T -symmetric system, and the argument of the previous paragraph can thus

be applied to each of these six faces separately. The three weak indices νi=1,2,3 are

defined to be the Z2 invariants associated with the three surfaces n1=1, n2=1, and

n3=1 [28]. These weak indices obviously depend on the choice of the reciprocal

lattice vectors. The strong index ν0 is the sum (mod 2) of the Z2 invariants of the

nj=0 and nj=1 faces for any one of the j (implying some redundancy among the

six indices); it is also a Z2 quantity, but is independent of the choice of reciprocal

lattice vectors [28, 30].

Instead of the topologically protected 1D edge states in a 2D case, the bound-

ary of a 3D material is a 2D surface. In Z2 topological insulators these surfaces

are necessarily metallic. However, this metal is quite different from normal 2D

metals [15]. First of all, it was argued that the surface states of a strong topo-

logical insulator (TI) are robust to weak non-magnetic disorder [85, 86], while

ordinary 2D metals get localized in the presence of disorder [87, 88]. Moreover,

recent results show that even for a weak TI the surface remains conducting in the

presence of weak disorder [89, 90]. Moreover, the surface of a TI was predicted to

exhibit a plethora of effects, not observed with ordinary metals/insulators. Exam-

ples include, but are not limited to, a quantized electromagnetic response [91, 92],
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fascinating optical effects [93, 94], realization of magnetic monopoles [95] and new

possibilities for quantum computation [96].
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Chapter 4

Wannier functions

We have seen that band theory usually operates in terms of Bloch states that are

extended in real space. As usual in quantum mechanics, other representations for

the wavefunctions are also possible, and the choice of a particular one to work

in is a matter of convenience. For many problems in band theory, Bloch states

provide a natural framework, being localized in reciprocal space. However, in

certain cases it is much easier to work in a real-space representation, in which

the wavefunctions are localized in real space. Insulators serve as a good example

here. The electronic charge is localized in the insulating state [69, 97, 98], so it

is natural to work with wavefunctions that are localized and can describe the the

correct charge distribution. Although the convenience of such a representation is

obvious, ways to construct it remained unclear for a long time.

A possible approach was introduced by Wannier [99] who considered Fourier

transformed Bloch states, that now hold the name of Wannier functions (WFs),

|Rn〉 = Vcell
(2π)2

∫

BZ

dk e−ik·R|ψnk〉, (4.1)

where Vcell is the unit cell volume and Bloch wavefunctions ψnk are assumed to be

normalized within the unit cell. The label R gives the location of the unit cell to

which WF belongs and n distinguishes different WFs. Although WFs themselves

are not periodic functions of r, they all have periodic images in the other unit

cells, which can be obtained using the lattice translation operators |Rn〉 = T̂R|0n〉
(see Fig. 4.1).
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<r|−11> <r|01> <r|11>

r

Figure 4.1: A sketch of amplitudes of Wannier functions in a 1D crystal. Solid
curve refers to the home unit cell; dashed curves refer to periodic images in the
neighboring cells.

The potential effectiveness of WFs in problems with localized electronic charge

can be seen from the following consideration. Define the Wannier charge centers

(WCC) to be the centers of mass of WFs:

r̄n = 〈0n|r̂|0n〉. (4.2)

If WFs are good candidates for a useful real-space description of solids, the loca-

tion of the WCC should be close (at least in some sense) to the center of mass of

the electronic density of a real material. Besides, the amplitude of a WF should

fall off away from the WCC [100, 101], as is the case for the density of a localized

charge distribution.

In principle, the WFs of Eq. (4.1) can be tuned to satisfy the above conditions,

since as defined they are not unique. Indeed, as discussed in Sec. 3.1, any set of

Bloch-like states |ψnk〉 that span the occupied space of the problem can be used to

construct WFs. In fact, it is generally necessary to apply a U(N ) transformation

of the form (3.5) to the Hamiltonian eigenstates in order that the resulting Bloch-

like states (and their phases) are smooth functions of k. However, having done so,

there is still a large gauge freedom associated with the application of a subsequent

U(N ) gauge rotation that is smooth in k. In general, the localization properties

and the locations of the WCCs will be different for different choices of |ψnk〉.
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This ambiguity in the gauge choice can be removed by applying some criterion

to the choice of the WFs. A sensible criterion is that of Ref. [32], which specifies

maximal localization of the WFs in real space, as reviewed further.

4.1 Maximally localized Wannier functions

Taking into account the above mentioned properties that we want to see in WFs,

it is natural to consider a choice of gauge that results in maximal localization

of WFs. The problem of constructing maximally-localized WFs was studied by

Marzari and Vanderbilt [32]. They considered the total quadratic spread

Ω =
N
∑

n=1

[〈0n|r̂2|0n〉 − 〈0n|r̂|0n〉2] (4.3)

as a measure of the delocalization of WFs in real space, and developed methods for

iteratively reducing the spread via a series of unitary transformations, Eq. (3.5),

applied prior to WF construction. The spread functional was decomposed into

two parts, Ω = ΩI + Ω̃, with

ΩI =

N
∑

n=1

[

〈0n|r̂2|0n〉 −
N
∑

m=1

∑

R

|〈Rm|r̂|0n〉|2
]

(4.4)

being the gauge-invariant part and

Ω̃ =
N
∑

n=1

∑

Rm6=0n

|〈Rm|r̂|0n〉|2 (4.5)

the gauge-dependent part of the spread. Discretized k-space formulas for Eqs. (4.4)

and (4.5) were also derived for the case that the BZ is represented by a uniform

k mesh. The resulting expression for the gauge-invariant spread is, for example,

ΩI =
1

N

∑

k,b

ωb

N
∑

m,n=1

(

δmn − |M (k,k+b)
mn |2

)

, (4.6)
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where

M (k,k+b)
mn = 〈unk|umk+b〉, (4.7)

are overlap matrices discussed in Chapter 2 and b are “mesh vectors” connecting

each k-point to its nearest neighbors. The latter are chosen, together with a set

of weights ωb, in such a way as to satisfy the condition

∑

b

ωbbibj = δij . (4.8)

A corresponding expression for Ω̃, and a description of steepest-descent methods

capable of minimizing Ω, were also given in Ref. [32].

In 1D the problem of finding maximally localized WFs has a simple solution.

Consider a projected position operator P̂ x̂P̂ , where P̂ is the projector onto the

occupied space. According to Nenciu [102] such operators are well-defined and

they commute with lattice translations. If WFs are taken to be the eigenstates

of the projected position operator P̂ x̂P̂ |0n〉 = x̄n|0n〉, then [103]

〈Rm|x̂|0n〉 = 〈Rm|P̂ x̂P̂ |0n〉 = x̄nδ(R)δmn (4.9)

and Ω̃ vanishes identically. Therefore, they are just the desired maximally local-

ized WFs. In dimensions higher than one the situation is much more complicated,

since P̂ x̂P̂ , P̂ ŷP̂ and P̂ ẑP̂ do not commute with each other, and it is impossible

to make Ω̃ vanish by finding a common set of eigenvectors. Instead one should

search for the gauge that provides the best compromise between them and min-

imizes the gauge-dependent part of the spread functional. In this respect it is

important to note that the maximally localized WFs in 2D or 3D are in general

more delocalized in each of the directions then those that minimize the spread in

only one given direction.
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4.2 Hybrid Wannier functions

The simplicity of finding maximally localized WFs in 1D makes it tempting to

consider hybrid (hermaphrodite) WFs [32, 104]. These are functions that are

Wannier-like (localized) in one direction, but Bloch-like (delocalized) in all others,

|Rxkykzn〉 =
L

2π

∫ π/L

−π/L

dkxe
−ikxRx |ψnk〉, (4.10)

where L is the length of the lattice parameter in the x-direction, and Rx = mL,

m being an integer. These functions provide a generalization of 1D WFs to higher

dimensions.

In 1D there is a nice relation between the geometric quantities of Chapter 3

and WCCs. As shown by Blount [105]

〈Rn|x̂|0m〉 = i
L

2π

∫

BZ

eikR〈unk|∂k|umk〉. (4.11)

From this equation, using the fact that BZ in 1D is a closed loop, the 1D WCCs

are nicely expressed in terms of the Berry phase [7]

x̄n = 〈0n|x̂|0n〉 = i
L

2π

∮

Ann,x(k)dk. (4.12)

A gauge transformation of the form |ũnk〉 = eikmL|unk〉 will result in a shift of

the WCC by a lattice vector, i.e., ˜̄xn = x̄n +mL. This is a consequence of the

above-mentioned fact that the action of the lattice translation operator on the

WF simply shifts it to a different unit cell. In this sense, the WCC of an isolated

band is defined only modulo a lattice vector. Meanwhile, when dealing with an

isolated group of bands, only the sum of WCCs is gauge-independent (up to a
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lattice vector), being related to the electric polarization [33] via

P =
e

L

N
∑

n=1

x̄n, (4.13)

while the individual x̄n are gauge-dependent.

All of the above can be applied to hybrid WFs. The difference in this case is

in the dependence of a hybrid WCC on ky and kz,

x̄n(ky, kz) = 〈0kykzn|x̂|0kykzn〉. (4.14)

It turns out that such a map of the hybrid WCCs can reveal certain information

about the topology of the underlying system.

4.3 Chern numbers via hybrid WFs

Consider for simplicity a 2D insulator with a single occupied band. We can

construct a hybrid WF for this band and obtain x̄(ky) (or alternatively ȳ(kx)).

The position of the charge center at each given ky is gauge-invariant modulo a

lattice vector. Thus, if the gauge is continuous in ky, we get a smooth continuous

line evolving from ky = −π/Ly to ky = π/Ly as shown in Fig. 4.2.

This figure has a nice physical analogy. Consider that instead of a 2D system,

we have a 1D system that depends on an external parameter ky. Since the BZ

is periodic, the evolution of ky across the BZ realizes a periodic a cyclic process.

We look at how a charge center moves in the 1D system during the cycle. The 1D

system that we consider is periodic itself, so we can depict it as a circle. Thus,

the motion of a hybrid WCC in the Fig. 4.2 illustrates the motion of a charge on

the circumference during a cyclic process performed on the system (see the right

side of the figure).

For a gauge that is smooth in ky from −π/Ly to π/Ly, the charge must be
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Figure 4.2: A sketch of x̄(ky) dependence. Panel (a): C = 0. Panel (b): C = 1.

located at the same point on the circumference at the beginning and at the end of

the cycle. However, it can arrive there by different routes. Different routes can be

topologically distinct, depending on how many times (and in which direction) the

charge winds around the circumference during the cycle. This winding number is

equal to the charge (in units of e) pumped from one end of a long but finite 1D

system to the other during the cycle.

The winding number turns out to be equal to the Chern number of the 2D in-

sulator in question. Figure 4.2 (a) illustrates a typical hybrid WCC behavior [106]

for the case of an ordinary insulator. The center comes back to its original lo-

cation within the same unit cell, and the charge center of the hypothetical 1D

system, associated with this insulator, does not wind. On the contrary, for an

insulator with Chern number C = 1 the WCC shifts by one lattice vector, and

the 1D charge center winds once around the system, as shown in Fig. 4.2 (b).

The situation is quite general, and the shift of the hybrid WCC across the BZ is

always equal to the Chern number, which is easy to prove as follows.

Since we assumed the gauge to be smooth in ky, then for the shift of the
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hybrid WCC between −π/Ly and π/Ly we get

x̄(π/Ly)− x̄(−π/Ly) =
Lx

2π

[
∮

Ax(ky = π/Ly)dkx −
∮

Ax(ky = −π/Ly)dkx

]

,

(4.15)

and the mod-Lx ambiguity of the WCCs goes away.1 The physical meaning of

this is that we now consider the change in the position of the WCC, which does

not depend on the unit cell the corresponding WF started from. The expression

above can be viewed as taken over the boundary of the cylinder, e.g. the BZ is

glued in the kx direction, but not in ky. Using the continuity of the gauge in ky

again, application of Gauss theorem leads to

x̄(π/Ly)− x̄(−π/Ly) =
Lx

2π

∫

BZ

dkxdky [∇k ×A]z =
Lx

2π

∫

dkxdkyFxy. (4.16)

The integral above can be recognized from the definition of the Chern num-

ber (3.18). Thus, we conclude that indeed the shift of the hybrid WCC gives the

Chern number of the system

1

Lx

[x̄(π/Ly)− x̄(−π/Ly)] = C. (4.17)

The generalization of this result to the multiband case is done in the same way

and the result is

1

Lx

[

N
∑

n=1

x̄n(π/Ly)− x̄n(−π/Ly)

]

= C. (4.18)

It should be stressed that Eqs.(4.17-4.18) are valid only for a gauge that is smooth

in ky on the segment [−π/Ly, π/Ly].

However, as was discussed in Sec. 2.1.2, ky lives on a loop in the BZ. We may

ask whether a gauge that is smooth on the whole loop rather than on an interval

[−π/Ly, π/Ly] exists. It turns out that when C 6= 0, such a gauge does not exist.

1Here we omit the band index, since the is only one band.
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It has been proven that a construction of a complete set of well-localized 2D WF

(not the hybrid ones) is impossible for a Chern insulator [36–38], meaning that a

non-zero Chern number is an obstruction for choosing a smooth gauge globally in

the BZ. In the above construction we implicitly took the gauge to be smooth on

a BZ circle in the x-direction to construct hybrid WCCs,2 so that the gauge has

to be discontinuous in ky. This gauge discontinuity is reflected in the fact that

hybrid WCC do not come back to the original value after going across the BZ.

In the next chapter we will see that hybrid WCCs can also be used to compute

the Z2 invariant. Unlike the case of Chern insulators, for Z2 insulators a globally

smooth gauge does exist [36, 41], as discussed in Chapters 6 and 7. Given the

importance of hybrid WFs in the following, we conclude this chapter with a

recipe for constructing hybrid WFs on a discrete mesh of points starting from the

random gauge. The gauge that we describe corresponds to maximal localization

of a hybrid WF, and is sometimes referred to as a parallel transport gauge.

4.4 Parallel transport gauge

Let us discuss how to construct a parallel-transport gauge starting from a set

of randomly chosen eigenstates of the Hamiltonian on a k-mesh [32]. In what

follows we distinguish single-band and multiband parallel transport procedures.

The general idea in both cases is to carry the Bloch states along a certain direction

in the BZ (say, kx) in such a way that they remain as “parallel” as possible to

the previous states at all points. If the path is closed, the states might return

to the initial point with some phase differences relative to the initial states, thus

violating singlevaluedness. However, singlevaluedness of the wavefunction can be

restored by spreading the extra phase uniformly along the path, as explained

in more detail below. In this case, a closed loop is obtained when the state is

2Such a choice is always possible, since we can form the eigenstates of the position operator
x̂ as of the hybrid WFs, and obtain maximum localization in this direction as argued above.
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transported by a reciprocal lattice vector Gx. The generalization to an arbitrary

direction should be obvious.

Consider a single isolated band |unk〉. To carry the state to k+∆k via parallel

transport, the phase of the Bloch state at this new point should be chosen in such

a way that the overlap 〈unk|un,k+∆kx〉 is real and positive, so that the change in

the state is orthogonal to the state itself. It is straightforward to implement this

numerically. Consider a discrete uniform mesh of k-points {kj}, j ∈ [1, N + 1],

where kj+1 = kj +∆kx and kN+1 = k1+Gx. The states |ũkj
〉 at these points are

obtained by a numerical diagonalization procedure and thus have random phases.

At the initial point j=1 we set |u′k1
〉 = |ũk1〉. Then at each subsequent kj+1 we

let βj+1 = Im ln 〈ũkj+1
| u′kj

〉 and then apply the U(1) phase rotation

|u′kj+1
〉 = eiβj+1 |ũkj+1

〉 , (4.19)

which makes 〈u′kj
|u′kj+1

〉 real and positive. Once this is done at each k-point, the

state at k1 differs from that at kN+1 by a phase factor eiφ, where φ is chosen on

a particular branch, say φ ∈ (−π, π]. φ is the Berry phase associated with the

traversed path. Unless φ = 0, periodicity in kx is lost. To restore it, the extra

phase should be spread uniformly along the string of k-points, i.e.,

|ukj
〉 = e−iφkj/2π|u′kj

〉 = e−i(j−1)φ/N |u′kj
〉, (4.20)

where in the last equality the uniformity of the k-mesh was used.

In the multiband case one deals with the non-Abelian generalization of the

Abelian Berry phase [63, 64]. We now consider an isolated set of N bands and

describe parallel transport in the kx-direction in the non-Abelian case [9, 32]. The

parallel transport gauge is constructed by requiring that the overlap matrix

M̃ (kj ,kj+1)
mn = 〈ũmkj

|ũnkj+1
〉 (4.21)
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must be Hermitian, with all positive eigenvalues, at each step. This is uniquely

accomplished by means of the singular value decomposition in which an N ×N
matrix M is written in the form M = V ΣW †, where V and W are unitary and

Σ is positive real diagonal. If the states at kj+1 are rotated by U =WV †, i.e.,

|u′nkj+1
〉 =

N
∑

m

Umn(kj+1)|ũmkj+1
〉, (4.22)

the new overlap matrix M
′ (kj ,kj+1)
mn will be of the form V ΣV †, which is Hermitian

with positive eigenvalues as desired. Repeating this procedure up to j = N , one

obtains that the new states |u′nkN+1
〉 are related to the states |u′nk1

〉 by a unitary

transformation Λ according to

|u′nk1
〉 = e2πix

N
∑

m

Λmn|u′mkN+1
〉. (4.23)

The eigenvalues of this matrix are of the form λn = e−iφn, where the phases

φn = Im lnλn (again chosen according to some definite branch cut) are the analogs

of the Abelian Berry phases.

To restore periodicity we follow the same trick as in the single-band case, but

generalized to the matrix form. To do this one finds the unitary matrix R that

diagonalizes Λ, and then rotates all states at all kj by this same unitary R, so

that the new states correspond to a diagonal Λ with its eigenvalues λn = eiφn

on the diagonal. Now it is straightforward to obtain periodicity by applying the

graded phase twists

|unkj
〉 = e−i(j−1)φj/N |u′nkj

〉. (4.24)

This results in a gauge that is smooth along kx and Gx-periodic.



77

Chapter 5

Computing topological invariants without

inversion symmetry

We have seen above that the topology of the band structure can now be regarded

as a fundamental characteristic of the electronic ground state for semiconductors

and insulators. For this reason there is an obvious need in the methods that would

allow for a routine computation of topological invariants of realistic materials in

first-principles codes. In the materials with inversion symmetry such a method

has been developed in Ref. ([31]), where the Z2 invariant of a centrosymmetric

band structure was expressed as

(−1)∆ =
∏

k∗

N/2
∏

α=1

ζα, (5.1)

where ζn is the parity of a Kramers pair,1 and the products are taken over distinct

occupied Kramers pairs and T -invariant values of momentum in the BZ. This

method is disarmingly simple, and it has been successfully implemented in ab

initio calculations [70, 72]. However, a first-principles computation of the Z2

invariant for non-centrosymmetric materials remained problematic.

One possible approach is to apply the method of Fukui and Hatsugai [84],

described in subsection 3.4.4. For the implementation of this approach, a gauge

must be chosen on the boundary of half of the Brillouin zone (BZ) in such a way

as to respect T symmetry, which involves acting with the T operator on one of

1Both states in the Kramers pair are guaranteed to have the same parity.
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the states from each Kramers pair to construct the other. Although this method

has been implemented in the ab initio framework [107–109], its implementation

is basis-set dependent and involves the application of a unitary rotation to the

computed eigenvectors when fixing the gauge, which may be tedious when there

are many occupied bands and basis states.

Another existing method [70, 72] relies on the fact that the system will nec-

essarily be in the Z2-even (normal) state in the absence of spin-orbit coupling.

In this method, the strength of the spin-orbit coupling is artificially tuned from

λSO = 0 (no spin-orbit coupling) to λSO = 1 (full spin-orbit coupling), and a

closure of the band gap at some intermediate coupling strength is taken as evi-

dence of an inverted band structure. However, a closure of the band gap in the

course of tuning λSO to full strength is a necessary, but not a sufficient, condition

for a topological phase transition. Therefore, in order to determine whether the

system is really in the topologically nontrivial phase, a first-principles calculation

of the surface states is carried out in order to count the number of Dirac cones at

the surface of the candidate material. Such a calculation, although illustrative, is

quite demanding in terms of computational resources.

In summary, existing methods have some shortcomings, and it would be very

useful to develop a simple and effective method that would use the electronic

wavefunctions, as obtained directly from the diagonalization procedure, to deter-

mine the desired topological indices.

In this chapter we develop a method for computing Z2 invariants that meets

these criteria, and which is easy to implement in the context of ab initio code

packages. The method is based on the concept of T polarization [27] (TRP),

but implemented in such a way that a visual inspection of plotted curves is not

required in order to obtain the topological indices. Instead, all the indices can

be obtained directly as a result of an automated calculation. We describe the

method, and then verify it using centrosymmetric Bi and Bi2Se3 as illustrative
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test examples before applying it to the more difficult cases of noncentrosymmetric

GeTe and strained HgTe.

5.1 Z2 invariant via Wannier charge centers

In this section we review the notion of TRP and the definition of the Z2 invariant

in terms of TRP derived in Ref. [27]. The definition arises by virtue of an analogy

between a 2D T -invariant insulator and a T -symmetric pumping process in a 1D

insulator. We further reformulate this definition in terms of Wannier charge

centers, setting the stage for the numerical method discussed in the next section.

5.1.1 Review of time reversal polarization

Fu and Kane[27] considered a family of 1D bulk-gapped Hamiltonians H(x)

parametrized by a cyclic parameter t (i.e., H [t + T ] = H [t]) subject to the con-

straint

H [−t] = θH [t]θ−1, (5.2)

where θ is the T operator. This can be understood as an adiabatic pumping cycle,

with t playing the role of time or pumping parameter. The constraint of Eq. (5.2)

guarantees that the Hamiltonian H(x) is T -invariant at the points t = 0 and

t = T/2, while the T symmetry is broken at intermediate parameter values. If

we also limit ourselves to Hamiltonians having unit period, so that H is invariant

under x → x + 1, then the eigenstates may be represented by the cell periodic

parts of the Bloch states, |unk〉. At t = 0 and t = T/2 the Hamiltonian is T
invariant and the eigenstates come in Kramers pairs, being degenerate at k = 0

and k = π.

Since the system is periodic in both k and t, the |unk〉 functions are defined

on a torus. Moreover, the system must also be physically invariant under a gauge

transformation of the form (3.5) where U(k) = U(k, t) expresses the U(N ) gauge
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freedom to choose N representatives of the occupied space at each (k, t) in the

sense of Sec. 3.1. We adopt a gauge that is continuous on the half-torus t ∈ [0, T/2]

and that respects T symmetry at t = 0 and T/2 in the sense of Fu and Kane [27],

i.e.,

|uIα,−k〉 = −eiχαkθ|uIIαk〉,

|uIIα,−k〉 = eiχα,−kθ|uIαk〉. (5.3)

Here the occupied states n = 1, ...,N have been relabeled in terms of pairs α =

1, ...,N /2 and elements I and II within each pair. Note that Eq. (5.3) is a

property which is not preserved by an arbitrary U(N ) transformation. It allows

the Berry connection

A(k) = i
∑

n

〈unk|∂k|unk〉 (5.4)

to be decomposed as

A(k) = AI(k) +AII(k) (5.5)

where

AS(k) = i
∑

α

〈uSαk|∂k|uSαk〉 (5.6)

and S = I, II. Having chosen a gauge that obeys these conventions at t = 0 and

T/2 and evolves smoothly for intermediate t, 2 the “partial polarizations” [27]

P S
ρ =

1

2π

∮

dkAS(k) (5.7)

2Since we do not constrain the gauge of the 1D system to obey any particular symmetries
at intermediate t, it is always possible to perform the unitary mixing at intermediate t in such
a way that the pair of “bands” belonging to the same α at t=0 also belong to the same α at
t=T/2.
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can be defined such that their sum is the total charge polarization [10]

Pρ =
1

2π

∮

dkA(k) = P I
ρ + P II

ρ . (5.8)

Note that the total polarization is defined only modulo an integer (the quan-

tum of polarization) under a general U(N ) gauge transformation, while the “par-

tial polarization” is not gauge invariant at all. A quantity that is gauge-invariant

is the change in total polarization during the cyclic adiabatic evolution of the

Hamiltonian, and using Eq. (5.2) it follows that

Pρ(T )− Pρ(0) = C (5.9)

where C is the first Chern number, an integer topological invariant corresponding

to the number of electrons pumped through the system in one cycle of the pumping

process [12]. For a T -invariant pump that satisfies the conditions of Eq. (5.2), C

must be zero.

In order to describe the Z2 invariant of a T -symmetric system in a similar

fashion, the “time reversal polarization” was introduced as [27]

Pθ = P I
ρ − P II

ρ . (5.10)

Then the integer Z2 invariant can be written as

∆ = Pθ(T/2)− Pθ(0) mod 2. (5.11)

To summarize, the Z2 invariant is well defined via Eq. (5.11) when the gauge

respects T -symmetry at t = 0 and T/2 and is continuous on the torus between

these two parameter values. Note, however, that while such a gauge choice is

possible on the half-torus even for the Z2-odd case (∆=1), it can only be extended
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to cover the full torus continuously in the Z2-even case (∆=0) [27, 40, 110].

5.1.2 Formulation in terms of Wannier charge centers

Let us now rewrite Eq. (5.11) in terms of the Wannier charge centers (WCCs).

In the present consideration the definition (4.1) of the Wannier functions (WFs)

is written as

|Rn〉 = 1

2π

∫ π

−π

dke−ik(R−x)|unk〉. (5.12)

The WCC x̄n is defined as the expectation value x̄n = 〈0n|x̂|0n〉 of the position

operator x̂ in the state |0n〉 corresponding to one of the WFs in the home unit

cell R = 0 or, equivalently [7, 10] (see section 4.2 for details)

x̄n =
i

2π

∫ π

−π

dk〈unk|∂k|unk〉. (5.13)

As was discussed in the previous chapter, the sum of all WCCs is a gauge in-

dependent quantity defined modulo a lattice vector, i.e. mod 1 in our nota-

tions [10]. Individual x̄n, however, apart from being defined only mod 1, are

gauge-dependent. For the present purposes we adopt the gauge of Eq. (5.3) and

construct WFs |Rα, S〉 by inserting |uSαk〉 into the definition of Eq. (5.12). In this

gauge

x̄Iα = x̄IIα mod 1, (5.14)

as follows from Eqs. (5.3) and (5.13) and use of the continuity condition χα,−π =

χα,π + 2πm, where m is an integer. Since we have also insisted on the gauge

being continuous for t ∈ [0, T/2], it is possible to follow the evolution of each

WCC during the half-cycle. Taking into account that
∑

α x̄
s
α = (1/2π)

∮

BZ
AS for

S = I, II, Eq. (5.11) yields

∆ =
∑

α

[

x̄Iα(T/2)− x̄IIα (T/2)
]

−
∑

α

[

x̄Iα(0)− x̄IIα (0)
]

. (5.15)
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Since the gauge is assumed to be smooth, the evolution of the charge centers must

also be smooth. Being defined in this way, ∆ is clearly a mod-2 quantity, and as

shown in Ref. [27] it represents the desired Z2 invariant.

However, if the gauge breaks T symmetry or it is not continuous in the half-

cycle, Eq. (5.15) no longer defines a topological invariant. A discontinuity in the

gauge in the process of the half cycle can change ∆ by 1, so the mod-2 property

is lost. Breaking T in the gauge choice means that the corresponding centers

are not necessarily degenerate at t = 0 and t = T/2. In fact, ∆ can even take

non-integer values in this case [40].

The above argument implies that in order to compute the Z2 invariant via

Eq. (5.15), one needs a gauge that satisfies both T -invariance and continuity on

the half-torus. We now argue that the gauge that corresponds to 1D maximally

localized WFs at each t has the desired properties, as long as these WFs are

chosen to evolve smoothly as a function of t. According to Sec. 4.1, the maxi-

mally localized WFs in 1D are eigenstates of the position operator x̂ in the band

subspace [32, 103]. Since this operator commutes with θ, its eigenvalues will be

doubly degenerate and its eigenstates will come in Kramers pairs at t = 0 and

T/2.

The continuity of the gauge in k is obtained by carrying out a multiband

parallel transport of Sec. 4.4 along the BZ [32]. Eq. (4.23) relates the states |ψnk〉
at k = 2π, obtained via parallel transport, to those at k = 0 by a unitary rotation

Λ, whose eigenvalues λn = e−ix̄n give the 1D maximally-localized WCCs x̄n. The

corresponding eigenvectors can be used to define a gauge that is continuous in

k for a given value of t. The continuity vs. t on the half-torus is achieved by

tracing the evolution of the WCCs x̄n as a function of t, with the n’th state of

the gauge constructed from the eigenvectors associated with the n’th smoothly

evolving WCC x̄n(t).

Having established a particular gauge choice in which Eqs. (5.11) and (5.15)
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are valid, it is straightforward in principle to obtain the Z2 invariant. Indeed,

Eq. (5.15) implies that the Z2 invariant can be determined simply by testing

whether the WCCs change partners when tracked continuously from t=0 to T/2.

This is the essence of our approach. We stress that no explicit construction of a

smooth gauge on the half-torus is necessary; we simply track the evolution of the

WCCs on the half-torus.

In practice, when working on a discrete mesh of t values when many bands

are present, it may not be entirely straightforward to enforce the continuity with

respect to t. In the next section we present a simple and automatic numerical

procedure that is robust in this respect, and use it to illustrate the calculation of

the Z2 invariants for several materials of interest.

5.2 Numerical Implementation

The method outlined above, in which the WCCs obtained with the 1D maximally-

localized gauge are used to compute the Z2 invariant via Eq. (5.15), can be im-

plemented by plotting the WCCs at each point on the t mesh and then visually

tracking the evolution of each WCC, as we describe next in Sec. 5.3.1. However,

we find that a more straightforward and more easily automated approach is to

track the largest gap in the spectrum of WCCs instead. This gives rise to our

proposed method, which is described in Sec. 5.3.2.

5.3 Numerical Implementation

The method outlined above, in which the WCCs obtained with the 1D maximally-

localized gauge are used to compute the Z2 invariant via Eq. (5.15), can be im-

plemented by plotting the WCCs at each point on the t mesh and then visually

tracking the evolution of each WCC, as we describe next in Sec. 5.3.1. However,

we find that a more straightforward and more easily automated approach is to
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Figure 5.1: Sketch of evolution of Wannier charge centers (WCCs) x̄ vs. time t
during an adiabatic pumping process. Regarding x̄ ∈ [0, 1] as a unit circle and
t ∈ [0, T/2] as a line segment, the cylindrical (x̄, t) manifold is represented via a
sequence of circular cross sections at left, or as an unwrapped cylinder at right.
Each red rhombus marks the middle of the largest gap between WCCs at given t.
(a) Z2 insulator; WCCs wind around the cylinder. (b) Normal insulator; WCCs
reconnect without wrapping the cylinder.

track the largest gap in the spectrum of WCCs instead. This gives rise to our

proposed method, which is described in Sec. 5.3.2.

5.3.1 Tracking WCC locations

Let us first interpret Eq. (5.15) in terms of the winding of the WCCs around the

BZ during the half-cycle t ∈ [0, T/2]. Since the WCCs are defined modulo 1, one

can imagine the x̄n living on a circle of unit circumference, as illustrated in the

left panels of Fig. 5.1. During the pumping process, the WCCs migrate along

this circle. The system will be in the Z2-odd state (δ=1) if and only if the WCCs

reconnect after the half cycle in such a way as to wrap the unit circle an odd

number of times.

Consider, for example, the case of only two occupied bands, as sketched in

Fig. 5.1. The top panel shows the Z2-odd case; the blue and green arrows show the
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evolution of the first and second WCC from t0 (= 0) to t4 (=T/2), and they meet

in such a way that the unit circle is wrapped exactly once. Correspondingly, as

shown in the right-hand part of the figure, the WCCs “exchange partners” during

the pumping process (i.e., two bands belonging to the same Kramers pair at t = 0

do not rejoin at t = T/2) [27]. For the Z2-even case shown in the bottom panel, by

contrast, the unit circle is wrapped zero times, and no such exchange of partners

occurs.

If one has access to the continuous evolution of the WCCs vs. t, as shown by

the solid blue and green curves in Fig. 5.1, this method works in principle for

an arbitrary number of occupied bands (i.e., WFs per unit cell). An illustrative

example with many bands appears in Fig. (1) of Ref. [111]. Either the “bands”

x̄n exchange partners in going from t = 0 to t = T/2 (φ = 0 to φ = π in their

notation), or they do not, implying Z2 odd or even respectively. Equivalently,

one can draw an arbitrary continuous curve starting within a gap at t = 0 and

ending within a gap at t = T/2; the system is Z2-odd if this curve crosses the

WCC bands an odd number of times, or Z2-even otherwise.

In practice, however, one will typically have the WCC values only on a discrete

mesh of t points, in which case the connectivity can be far from obvious. Certainly

one cannot simply make the arbitrary branch cut choice x̄n ∈ [0, 1], sort the x̄n in

increasing order, and use the resulting indices to define the paths of the WCCs.

This would, for example, give an incorrect evolution from t1 to t2 in Fig. 5.1(b),

since one WCC passes through the branch cut in this interval, apparently jumping

discontinuously from the “top” to the “bottom” of the unwrapped cylinder at

right. (A similar jump happens again near t3.)

One possible approach is that of Ref. [111] mentioned above, i.e., to increase

the t mesh density until, by visual inspection, the connectivity becomes obvious.

However, this becomes prohibitively expensive in the first-principles context, since
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a calculation of many (typically 10-30) bands would have to be done on an ex-

tremely fine mesh of t points. It is typical for some of the WCCs to cluster rather

closely together during part of the evolution in t; if this clustering happens near

the artificial branch cut, it can become very difficult to determine the connec-

tivity from one t to the next, even if a rather dense mesh of t values is used.

Moreover, an algorithm of this kind is difficult to automate. For these reasons,

we find that the direct approach of plotting the evolution of the WCCs is not a

very satisfactory algorithm for obtaining the topological indices, at least in the

case of a large number of occupied bands.

5.3.2 Tracking gaps in the WCC spectrum

Here we propose a simple procedure that overcomes the above obstacles, allowing

the Z2 invariant to be computed in a straightforward fashion. The main idea

is to concentrate on the largest gap between WCCs, instead of on the individual

WCCs themselves. As explained above and illustrated by the red dashed curve in

Fig. 5.1, the path following the largest gap in x̄n values (with vertical excursions

at critical values of t) crosses the x̄n bands a number of times that is equal, mod 2,

to the Z2 invariant. Our approach, in which we choose this path as an especially

suitable one for discretizing, can be implemented without reference to any branch

cut in the determination of the x̄n, allowing the Z2 invariant to be determined

from the flow of WCCs on the cylindrical (x̄, t) manifold directly.

As in Fig. 5.1, we again consider a set of M circular sections of the cylinder

that correspond to the pumping parameter values t(m) = T (m − 1)/2M , where

m ∈ [0,M ]. At each tm we define z(m) to be the center of the largest gap between

two adjacent WCCs on the circle. (If two gaps are of equal size, either can be

chosen arbitrarily.) For definiteness we choose z(m) ∈ [0, 1), but as we shall see

shortly, the branch choice is immaterial. In the continuous limit M → ∞, z(t)

takes the form of a series of path segments on the surface of the cylinder, with
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discontinuous jumps in the x̄ direction at certain critical parameter values tj . Our

algorithm consists in counting the number of WCCs jumped over at each tj, and

summing them all mod 2. As becomes clear from an inspection of Fig. 5.1 and

similar examples of increasing complexity, the WCCs exchange partners during

the evolution from t=0 to T/2 only if this sum is odd, so that this sum determines

the Z2 invariant of the system.

The approach generalizes easily to the case of discrete z(m). Let ∆m be the

number of WCCs x̄
(m+1)
n that appear between gap centers z(m) and z(m+1), mod

2. As we shall see below, this can be computed in a manner that is independent

of the branch cut choices used to determine the x̄mn and z(m). Then the overall

Z2 invariant is just

∆ =

M
∑

m=0

∆m mod 2. (5.16)

This argument is illustrated in the right-hand panels of Fig. 5.1 for the two

band-case and M = 4. The rectangles represent the surface of the cylinder in the

parameter space, and should be regarded as glued along the longer sides. The

circles correspond to x̄
(m)
n values, while each red rhombus represents the center

z(m) of the largest gap between x̄
(m)
n values. In Fig. 5.1(a) there is one jump that

occurs between m=2 and m=3, in which one WCC is jumped over; thus, ∆m = 0

except for ∆2 = 1, giving ∆=1. In Fig. 5.1(b), on the other hand, there are two

jumps, once between m=1 and m=2 and again between m=2 and m=3, so that

∆1 = ∆2 = 1 and ∆ = 0 (mod 2).

We now show how the ∆m can be computed straightforwardly in a manner

that is insensitive to the branch-cut choices made in determining the x̄mn and z(m).

We use the fact that the directed area of a triangle defined by angles φ1, φ2, and
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Figure 5.2: Sketch illustrating the method used to determine whether x̄
(m+1)
n lies

between z(m) and z(m+1) in the counterclockwise sense when mapped onto the
complex unit circle. (a) Yes, since the directed area of the triangle is positive.
(b) No, since it is negative.

φ3 on the unit circle is 3

g(φ1, φ2, φ3) = sin(φ2 − φ1) + sin(φ3 − φ2) + sin(φ1 − φ3). (5.17)

Therefore the sign of g(φ1, φ2, φ3) tells us whether or not φ3 lies “between” φ1

and φ2 in the sense of counterclockwise rotation. Identifying φ1 = 2πz(m), φ2 =

2πz(m+1) and φ3 = 2πx̄
(m+1)
n , as in Fig. 5.2, it follows that

(−1)∆m =
N
∏

n=1

sgn
[

g(2πz(m), 2πz(m+1), 2πx̄(m+1)
n )

]

, (5.18)

where sgn(x) is the sign function. The ∆m defined in this way is precisely the

needed count of WCCs jumped over, mod 2, in evolving from m to m+ 1.

As a last detail, we discuss the case of possible degeneracies between the three

arguments of g(φ1, φ2, φ3). First, note that z(m+1) = x̄
(m+1)
n is impossible, since

z(m+1) is by definition in a gap between x̄
(m+1)
n values. If the mesh spacing in

t is fine enough, then by continuity we expect that z(m) = x̄
(m+1)
n will also be

unlikely. It is recommended to test whether these values ever approach within a

3This follows from the fact that the directed area of the triangle defined by vertices zj in the
complex plane is Im[z∗1z2 + z∗2z3 + z∗3z1]; specializing this to zj = exp(iφj) yields Eq. (5.17).
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threshold distance, and restart the algorithm with a finer t mesh if such a case is

encountered; two cases of this kind are discussed later in Sec. 5.4. Finally, it can

happen that z(m) = z(m+1). In this case, the signum function (which technically

assigns value 0 to argument 0) should be replaced in Eq. (5.18) by a function that

returns s whenever z(m) = z(m+1), where s is chosen once and for all to be either

+1 or −1. Since the same degeneracy appears in every term of the product over

N factors in Eq. (5.18), where N is even, the choice of s is arbitrary as long as

it is applied consistently.

The above-described algorithm, based on Eqs. (5.16-5.18), constitutes one of

the principal results of the present work. The implementation of this algorithm

is straightforward, and allows for an efficient and robust determination of the Z2

invariant even when many bands are present, and even for only moderately fine

mesh spacings. In Sec. 5.4, we will demonstrate the successful application of this

approach to the calculation of the strong and weak topological indices of some

real materials.

5.3.3 Application to 2D and 3D T -invariant insulators

As pointed out in Ref. [27], the pumping process discussed above for a 1D system

is the direct analogue of a 2D T -invariant insulator, i.e., one whose Hamiltonian

is subject to the condition H(−k) = θ−1H(k)θ. To see this, let k =
∑

i kibi/2π,

where b1 and b2 have been chosen as primitive reciprocal lattice vectors. Then

we can let k1 and k2 play the roles of k and t respectively. Just as H(k, t) displays

T symmetry of H(x) at t=0 and T/2, so H(k1, k2), regarded as the Hamiltonian

H(x1) of a fictitious 1D system for given k2, is T -invariant at k2 = 0 and π. The

Wannier functions of the effective 1D system can be understood as hybrid Wannier

functions of Sec. 4.2 that have been Fourier transformed from k space to r space

only in direction 1, while remaining extended in direction 2. The topological

Z2 invariant of the 2D system can therefore be determined straightforwardly by



91

applying the approach outlined above.

A complete topological classification in 3D, outlined in Sec. 3.4.5, is given by

the index ν0; (ν1ν2ν3). These indices can be obtained by applying our analysis

to each of these six faces in the 3D Brillouin zone. Note that in general, this

determines the strong index ν0 with some redundancy, providing a check on the

internal consistency of the method. However, symmetry considerations often play

a role. For systems having a 3-fold symmetry axis, for example, one typically

needs to compute the Z2 index on only two faces, as we shall see below.

5.4 Application to real materials

In this section we discuss the application of the above-described method to real

materials. First, we illustrate the validity of the approach for centrosymmetric

Bi and Bi2Se3, where weak and strong indices may alternatively be computed

directly from the parities of the occupied Kramers pairs at the eight T -invariant

momenta [31]. We then apply the method to noncentrosymmetric crystals of GeTe

and strained HgTe, showing that the first is a trivial insulator, while the latter is

a strong topological insulator (TI) under both positive and negative strains along

[001] and under positive strain along [111].

The calculations were carried out in the framework of density-functional the-

ory [44, 45] using the local-density approximation with the exchange and corre-

lation parametrized as in Ref. [50]. We used HGH pseudopotentials [58] with

semicore 5d-states included for Hg, while for all other elements only the s and p

valence electrons were explicitly included. The calculations were carried out using

the Abinit code package [56, 57] with a 10×10×10 k-mesh for the self-consistent

field calculations and a 140Ry planewave cutoff. The spin-orbit interaction was

included in the calculation via the HGH pseudopotentials. Note that the overlap
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Figure 5.3: Band structure of Bi along high symmetry lines in the BZ. Fermi level
is shown in red to illustrate the semimetallic nature of Bi.

Figure 5.4: Band structure of Bi2Se3 along high symmetry lines in the BZ.

matrices M
(kj ,kj+1)
mn defined in Sec. 5.1.2, are the same as those needed for the cal-

culation of the electric polarization [10] or the construction of maximally-localized

Wannier functions [32], and are thus readily available in many standard ab initio

code packages including ABINIT.

5.4.1 Centrosymmetric materials

We start by illustrating the method with the examples of Bi and Bi2Se3. The

band structures of these materials are shown in Fig. 5.3 and 5.4 respectively.

Although Bi is a semimetal, its ten lowest-lying valence bands are separated from

higher ones by an energy gap everywhere in the BZ, so in this case the topological
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indices describe the topological character of a particular group of bands. Since

this is not the occupied subspace of an insulator, these topological indices are not

“physical,” but it is still of interest to compute them and compare with methods

based on the parity eigenvalues [31]. According to the latter approach, the group

of ten lowest-lying bands of Bi was shown to be topologically trivial [31]. Bi2Se3,

on the other hand, is a true insulator, and the parity approach demonstrated that

it is a strong topological insulator [70].

Bi and Bi2Se3 both belong to the rhombohedral space group R3̄m (#166),

which has a 3-fold rotational axis. Thus, it is enough to compute only one weak

Z2 index, say for n1 = 1, since all three of them are equal by symmetry. To get

the strong index, one just needs to compute just one more of the Z2 invariants,

say for n1=0.

Our results for Bi, obtained with the lattice parameters used in previous

studies [112], are presented in Fig. 5.5. Panels (a) and (b) show the determination

of the Z2 invariant at n1=0 and n1=1 respectively, with k2 treated as the pumping

parameter (like t) for an effective 1D system with wavevector k3. The k2 axis was

initially discretized into ten equal intervals (m = 1, ..., 10) running from 0 to π,

but for reasons discussed below an extra point (number 10 on the horizontal axis

of the plot) was inserted midway in the last segment to make a total of eleven

m values in Panel (b). As noted above, we are treating a group of ten valence

bands labeled by n, so we have an array of WCC values x̄
(m)
n whose values are

indicated by the black circles in the plot. These form Kramers pairs at k2=0 and

π, but not elsewhere. Each red rhombus indicates the center z(m) of the largest

gap between adjacent x̄
(m)
n values, as discussed in Sec. 5.3.

Looking first at Fig. 5.5(a), we see that the gap center jumps over one WCC

at m=1, and then over three WCCs at m=7, for a total of four, which is even. In

Fig. 5.5(b) we get a total of 2+7+3+4 = 16 jumps, which is again even. The visual

determinations of the number of jumped bands is confirmed by the application of
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Figure 5.5: Evolution of Bi WCCs x̄n (circles) in the r3 direction vs. k2 at (a)
k1=0; (b) k1=π. Red rhombus marks midpoint of largest gap. k2 is sampled in
ten equal increments from 0 to π, except that an extra point is inserted midway
in the last segment in panel (b) (see text).

the automated procedure of Eqs. (5.16-5.18). Thus, both Z2 indices are 0, and the

3D index is 0; (000), indicating a normal band topology as anticipated [31, 84].

We now discuss the above-mentioned insertion of one extra k2 point in Fig. 5.5(b).

This was necessary because the gap center z(9) at k2 = 0.9π had almost the same

value as one of the WCC values at k2 = π (now labeled as ‘11’ on the horizontal

axis), making it ambiguous whether or not that xn value should be counted as

one of the ones that has been jumped over. To resolve this difficulty, we included

an extra step at k2 = 0.95π (now labeled as ‘10’ on the horizontal axis). The

reason for the fast motion of the WCC in this case is that the minimum gap to

the next higher (eleventh) band becomes rather small near k2 = π.

Note that the detection of this kind of problem does not have to be done by

visual inspection, but can be automated in the context of Eqs. (5.16-5.18). As

already mentioned in Sec. 5.3.2, we simply test whether any x̄
(m+1)
n approaches

within a certain threshold of z(m) (mod 1); if so, we flag the interval in question
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Figure 5.6: Evolution of Bi2Se3 WCCs x̄n (circles) in the r3 direction vs. k2 at
(a) k1=0; (b) k1=π. Red rhombus marks midpoint of largest gap. k2 is sampled
in ten equal increments from 0 to π.

for replacement by a finer mesh. Still, it is recommended to choose a mesh that

is fine enough so that this threshold is rarely encountered, with a finer mesh

recommended in cases where the minimum band gap is small.4

The analysis of the same n1=0 and n1=1 faces for the 28 WCCs of Bi2Se3 is

illustrated in Fig. 5.6. The experimental lattice parameters [113] were used. Here

there are no jumps over WCCs except for a single one in the very first step in the

top panel (n1=0). It follows that the topological index is 1; (000), in accord with

previous studies [70].

5.4.2 Noncentrosymmetric materials

We now proceed to systems without inversion symmetry, which are the principal

targets of our method since an analysis based on parity eigenvalues is not possible.

4In the vicinity of a small gap, it is also advisable to reduce the mesh spacing along the
k-point strings used for the parallel transport construction.
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Figure 5.7: Band structure of GeTe along high symmetry lines in the BZ.

GeTe belongs to the rhombohedral R3m space group (#160) and has no inver-

sion symmetry (see Fig. 5.7 for the band structure), although like Bi and Bi2Se3

it has a 3-fold rotational symmetry, so that only two reciprocal-space faces have

to be studied. The experimental lattice parameters [114] were used, and the evo-

lution of the 10 WCCs is presented in Fig. 5.8 following similar conventions as for

Bi and Bi2Se3. For both faces Eq. (5.18) gives a trivial Z2 index, with the center

of the largest gap making no jumps, so that GeTe is in the topologically trivial

state 0; (000). This result could have been anticipated from the fact that the

spin-orbit interaction in GeTe is weak, as reflected in the approximate pairwise

degeneracy of the WCCs throughout the evolution.

Finally, let us consider the more interesting case of epitaxially strained HgTe.

In the absence of strain this is a zero-band-gap material. Any anisotropic strain

breaks the four-fold symmetry at Γ, making it possible that the gap might open.

Based on an adiabatic continuity argument, HgTe was predicted to be a strong TI

under compressive strain in the [001] direction [31]. This was later verified with

tight-binding calculations [25, 115]. Application of our approach to HgTe under

uniaxial strain also confirms that HgTe is a strong topological insulator, with

index 1; (000), under both positive and negative [31] 2% epitaxial strains along

the [001] direction (not shown). This means that although the positive-strain and
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Figure 5.8: Evolution of GeTe WCCs x̄n (circles) in the r3 direction vs. k2 at (a)
k1=0; (b) k1=π. Red rhombus marks midpoint of largest gap. k2 is sampled in
ten equal increments from 0 to π.

negative-strain states are separated by a gap closure at zero strain, there is no

topological phase transition associated with this gap closure.

We also studied epitaxial strains in the [111] direction. Under compressive

strains of −2% and −5% the system becomes metallic and the direct band gap

vanishes, so that no topological index can be associated with the occupied space.

Under tensile strain of +2% we find that HgTe becomes a narrow-gap semicon-

ductor with an indirect energy gap of Eg = 0.054 eV, while for +5% strain it

becomes metallic. Even at +5% strain, however, the lowest 18 bands remain sep-

arated from higher ones by an energy gap at all k, so that, as for Bi, one can still

assign a topological index to this isolated group of bands. The computed band

structures for both cases are illustrated in Fig. 5.9 along lines connecting the high

symmetry points of the undistorted FCC structure.

The space group of [111]-strained HgTe is rhombohedral R3m (#166), the

same as for GeTe, so that again only two Z2 indices need to be calculated. The
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Figure 5.9: Band structure along high-symmetry lines of the undistorted FCC
structure for HgTe under tensile epitaxial strain in the [111] direction. (a) +2%
epitaxial strain. (b) +5% epitaxial strain.
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Figure 5.10: Evolution of WCCs for HgTe under +2% epitaxial strain in the [111]
direction. WCCs x̄n (circles) in the r3 direction are plotted vs. k2 at (a) k1=0; (b)
k1=π. Red rhombus marks midpoint of largest gap. k2 is sampled in ten equal
increments from 0 to π, except that an extra point is inserted midway in the first
segment in panel (a) (see text).
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results of our WCC analysis for the case of +2% strain are shown in Fig. 5.10.

We find Z2=1 and Z2=0 for n1=0 and n2=1 respectively, so that the topological

class is 1; (000). The behavior in Panel (b) is rather uninteresting, since the gap

is large everywhere on the n2=1 face. However, in Panel (a) we again find an

example of a rapid change of WCCs with k2, which was repaired by inserting

an extra point (the one now labeled ‘1’ on the horizontal axis) at k2 = 0.05π.

Actually, we anticipated the need for this denser sampling for small k2 from the

fact that the zero-strain gap closure occurs at Γ, so that a delicate dependence

on k near the BZ center was expected.
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Chapter 6

Wannier functions for topological insulators

We now turn to the question of constructing Wannier functions (WFs) for Z2

topological insulators (TIs). As mentioned in Chapter 4, WFs proved to be an

indispensable tool when working with semiconductors and insulators, providing a

real-space description of the material that can be used to describe bonding, con-

struct model Hamiltonians and directly compute a number of physical properties,

such as polarization [32, 33]. Thus, it is desirable to understand the construction

of the Wannier representation of TIs to make them accessible to the plethora of

techniques accessible via WFs.

It was discussed in Sec. 4.3 that for Chern insulators a non-zero Chern number

presents a topological obstruction that prevents the construction of exponentially

localized WFs [37, 38]. Conversely, a general proof has been given that exponen-

tially localized WFs should exist in any 2D or 3D insulator having a vanishing

Chern index [36]. In principle this applies to Z2-odd as well as Z2-even T -invariant

insulators, suggesting that a Wannier representation should be possible in both

cases. However, it is unclear whether the nontrivial topology of the Z2-odd case

has any effect on the Wannier representation. In particular, one may wonder

whether the procedure for obtaining WFs would be the same as for ordinary in-

sulators, and if not, how it should be modified in order to get well localized WFs

in the Z2-odd regime.

In this chapter we address this question using the model of Kane and Mele [1]

(described in Sec. 3.4.3) as a paradigmatic system that exhibits both Z2-odd and



101

Z2-even phases. We demonstrate that the usual projection scheme used for con-

structing the Wannier representation is still applicable to the Z2-odd insulators,

but only for gauge choices that do not allow WFs to come in time-reversal pairs.

We present an explicit projection procedure for constructing well-localized WFs

in the topologically non-trivial phase, and show that the WFs can be made even

more localized using the standard maximal-localization procedure [32]. We also

discuss the electric polarization from both Berry-phase and Wannier points of

view, showing the relations between the viewpoints and confirming that both

give identical results.

6.1 Explicit construction of Wannier functions

We now consider the problem of constructing WFs starting from a set of Bloch-

like states represented on a k-mesh. In the approach, which we adopt here, one

chooses some localized trial functions in order to provide a starting guess about

where the electrons are localized in the unit cell, and obtains a fairly well-localized

set of WFs by a projection procedure to be described shortly. If desired, one

can follow this with an iterative procedure to make the resulting WFs optimally

localized [32] according to the criterion of Sec. 4.1.

Consider an insulator with N occupied bands. We start with a set of N trial

states |τi〉 located in the home unit cell, and at each k we project them onto the

occupied subspace at k to get a set of Bloch-like states

|Υik〉 = P̂k |τi〉 =
N
∑

n=1

|ψnk〉〈ψnk|τi〉. (6.1)

Since this set of states will not generally be orthonormal, we make use of a Löwdin

orthonormalization procedure which consists of constructing the overlap matrix

Smn(k) = 〈Υmk|Υnk〉 (6.2)
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and obtaining the orthonormal set of Bloch-like orbitals

|ψ̃nk〉 =
∑

m

[

S(k)−1/2
]

mn
|Υmk〉. (6.3)

Note that the ψ̃nk are not eigenstates of the Hamiltonian, but they span the

same space, and have the same form, as the usual Bloch eigenstates. For an

insulator whose gap is not too small, and for a set of trial functions embodying a

reasonable assumption about character of the localized electrons, the ψ̃nk will be

smooth functions of k. In that case, by the usual properties of Fourier transforms,

the WFs constructed in analogy with Eq. (4.1),

|Rn〉 = A

(2π)2

∫

BZ

dk e−ik·R |ψ̃nk〉, (6.4)

should be well localized. Here A is the unit cell area.

Such a construction will break down if the determinant of S(k) vanishes at

any k. This is guaranteed to occur in a Chern insulator, where time-reversal

symmetry is broken and the Chern index of the occupied manifold is non-zero; in

this case, construction of exponentially localized WFs becomes impossible [36–38].

For a Z2 insulator, however, the presence of time-reversal symmetry guarantees

a zero Chern index, so that exponentially localized WFs must exist [36]. In this

case, we should be able to find a set of trial functions such that detS(k) 6= 0

throughout the BZ.

6.1.1 Z2-even phase

Let us first apply the method described above to the case of the Z2-even phase

of the Kane-Mele (KM) model. This phase is topologically equivalent to the

ordinary insulator, so we anticipate a picture in which the two electrons per cell

are opposite-spin ones approximately localized on the lower-energy (B) site. One
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Figure 6.1: Sum of the weights of the projections into the two occupied bands of
the basis states |A; ↑z〉, |B; ↑z〉, |A; ↓z〉, and |B; ↓z〉 plotted along the diagonal of
the BZ for (a) λv/t = 5 (Z2-even phase) and (b) λv/t = 1 (Z2-odd phase). Inset
in (a): BZ of a honeycomb lattice.

way to see this is to look at the weights of the basis states in the occupied subspace.

Figure 6.1(a) shows the distribution of these weights along a high-symmetry line

in the BZ for the KM model in its Z2-even phase. From the figure it is obvious

that the two basis states on the B site dominate in the occupied subspace over the

whole BZ. It is then natural to choose the two trial functions to be opposite-spin

spatial δ-functions localized on the B site in the home unit cell. We choose these

to be spin-aligned along z, i.e.,

|τi〉 = |B; σz
i 〉 = δ(r− tB)|σz

i 〉 (6.5)

where |σz
1〉 = |↑z〉 and |σz

2〉 = |↓z〉. Transforming to k-space we get

|τik〉 =
|σz

i 〉√
N

∑

R

eik·Rδ(r−R− tB). (6.6)
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The two occupied Bloch bands may be written as

|ψnk〉 =
∑

ℓ

Cℓnk|χℓk〉 (6.7)

where ℓ is a combined index for sublattice and spin, ℓ = {1, 2, 3, 4} ≡ {A ↑, B ↑
, A ↓, B ↓}, and χℓk = χjσk are the tight-binding basis functions of Eq. (3.33).1

With Eq. (6.6) the projected functions become

|Υ1k〉 = C∗
21k|ψ1k〉+ C∗

22k|ψ2k〉, (6.8)

|Υ2k〉 = C∗
41k|ψ1k〉+ C∗

42k|ψ2k〉. (6.9)

The overlap matrix S is constructed from these functions, and for the determinant

one finds

det [S(k)] = (|C21k|2 + |C22k|2)(|C41k|2 + |C42k|2)

− |C21kC
∗
41k + C22kC

∗
42k|2. (6.10)

Recall that for the Löwdin orthonormalization procedure to succeed, this deter-

minant must remain non-zero everywhere in the BZ. This is indeed the case for

the Z2-even phase, as illustrated in Fig. 6.2(a), where the solid black curve shows

the dependence of the determinant on k along the high-symmetry line in the BZ.

In contrast, the dashed red curve in Fig. 6.2(a) shows the behavior of det [S(k)]

in the Z2-odd regime. The determinant can be seen to vanish at the K and K ′

points in the BZ. Clearly, this choice of trial functions is not appropriate for

building the Wannier representation in the Z2-odd phase. Indeed, as we shall see

in the next section, any choice of trial functions that come in Kramers pairs is

guaranteed to fail in the Z2-odd case. There we shall also investigate alternative

1In the sense of Sec. 2.3 there are two orbitals per cite: one with spin up, another with spin
down.
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Figure 6.2: Plot of det[S(k)] along the diagonal of the BZ for λv/t = 5 (Z2-even
phase) and λv/t = 1 (Z2-odd phase). (a) Trial functions are |B; ↑z〉 and |B; ↓z〉.
(b) Trial functions are |A; ↑x〉 and |B; ↓x〉.

choices of trial functions that allow for a successful construction of WFs.

6.1.2 Z2-odd phase

To gain some insight into the appropriate choice of trial functions in the Z2-odd

regime, consider the weights of the basis functions in the occupied space shown

for this case in Fig. 6.1(b). Unlike the normal insulator, the Z2-odd phase does

not favor any particular basis states. Instead, different basis states dominate in

different portions of the BZ. For example, at points K and K ′ the occupied space

is represented by only two of the four basis states; at each of these points the

two participating basis states have opposite spin and sublattice indices, and none

appear in common at both points. (The states at K are, of course, Kramers pairs

of those at K ′.) It follows that if any of the trial states is simply set equal to

one of the four basis states, then at least one of the |Υ〉 would vanish either at K

or K ′, and the determinant would vanish there too. This explains the failure of

the naive Wannier construction procedure for the Z2-odd phase; with the naive

choice of trial functions as in Eq. (6.5), the determinant vanishes at both K and
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K ′, as shown by the red dashed curve in Fig. 6.2(a).2

In fact, this failure can be understood from a general point of view. If the two

trial functions form a Kramers pair, then the projection procedure of Eqs. (6.1-

6.3) will result in Bloch-like functions obeying

|ψ̃1(−k)〉 = θ|ψ̃2(k)〉,

|ψ̃2(−k)〉 = −θ|ψ̃1(k)〉. (6.11)

The WFs obtained from Eq. (6.4) will then also form a Kramers pair. But

Eq. (6.11) is nothing other than the constraint of Eq. (3.39) defining a gauge

that respects time-reversal symmetry, and it has been shown [27, 110, 116] that

an odd value of the Z2 invariant presents an obstruction against constructing such

a gauge. In other words, in the Z2-odd phase a smooth gauge cannot be fixed by

choosing trial functions that are time-reversal pairs of each other, and a choice

of WFs as time-reversal pairs is not possible. Hence, in order to construct the

Wannier representation in the Z2-odd regime, one should choose trial functions

that do not transform into one another under time reversal.

Following these arguments, we choose the two trial functions to be localized

on different sites in the home unit cell. Moreover, in order that they will have

components on states with spins both up and down along z, we choose the spins

of the trial states so that one is along +x and the other along −x.3 In k-space

this becomes

|τik〉 =
|σx

i 〉√
N

∑

R

eik·Rδ(r−R− ti) (6.12)

2Fig. 6.1(b) shows also that the character of the occupied states changes in the BZ, which
serves an illustration of band inversion, associated with TIs.

3To see that the z components have to be mixed, consider two trial functions that are
localized on different sites A and B with opposite direction of spin in the z direction. But in
this case the projected functions Υik become zero either at K or K ′, which follows from the
Fig. 6.1(b).
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where t1 = tA and t2 = tB, leading to

|Υ1k〉 = [(C∗
11k + C∗

31k)|ψ1〉+ (C∗
12k + C∗

32k)|ψ2〉] /
√
2 (6.13)

and

|Υ2k〉 = [(C∗
21k − C∗

41k)|ψ1〉+ (C∗
22k − C∗

42k)|ψ2〉] /
√
2. (6.14)

The determinant takes the form

det[S] = (|C11k + C31k|2 + |C12k + C32k|2)(|C21k − C41k|2 + |C22k − C42k|2)/4−

− |(C11k + C31k)(C
∗
21k − C∗

41k) + (C12k + C32k)(C
∗
22k − C∗

42k)|2/4. (6.15)

The dependence det[S(k)] is shown along the diagonal of the Brillouin zone

for this choice of trial functions in Fig. 6.2(b). In the Z2-odd phase (dashed line)

the determinant remains non-zero everywhere in the BZ.4 Not surprisingly, the

same trial functions are very poorly suited to the normal-insulator phase, as can

be seen from solid line in the same panel. In this case det[S(k)] almost vanishes

at K and K ′ and remains quite small throughout the rest of the BZ, so that one

should clearly revert to the time-reversed pair of trial functions of Eq. (6.5) and

Fig. 6.2(a) in order to get well-localized WFs.

We made an arbitrary choice above in selecting the two trial functions to be up

and down along x. In fact, if we repeat the entire procedure using trial functions

that are spin-up and spin-down along any unit vector n̂ lying in the xy-plane, we

find that det[S(k)] changes very little, with only small changes in the size of the

dip near the Γ point. Thus, we find that the choice of trial functions in Eq. (6.12)

is not unique. Instead, there is a large degree of arbitrariness in the choice of

WFs in the Z2-odd case.

To conclude, we have established that the choice of a time-reversal pair of

4Actually, the minimum value of | det[S]| in the BZ is equal to 0.0873.
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trial functions, Eq. (6.5), that allows for the construction of well-localized WFs

in the ordinary-insulator phase cannot be used in the Z2-odd phase. In order for

the usual projection method for constructing the Wannier representation to work

in this topologically nontrivial phase, the trial functions should explicitly break

time-reversal symmetry, i.e., they should not come in time-reversal pairs.

6.2 Localization of Wannier Functions in the Z2-odd In-

sulator

Now that we know how to construct WFs for the Z2-odd insulator, we discuss

their localization properties. As we have noted in the preceding section, the

choice of the trial functions, Eq. (6.12), is not unique; there are other gauge

choices arising from different trial functions that also produce well-defined sets of

WFs. Since different gauge choices lead to different degrees of localization of the

resulting WFs, it is natural to fix the gauge by the condition of maximal possible

localization of the WFs.

The problem of constructing maximally-localized WFs was discussed in Sec. 4.1.

It requires the iterative minimization of the spread functional 4.3 with respect to

a U(N ) transformations of the occupied space. In order to avoid getting trapped

in false local minima, the iterative procedure is normally initialized using the

trial-function projection procedure described in Sec. 6.1 above.

We now apply this method to the KM model. The lattice is hexagonal, and

in this case six bj vectors are needed to satisfy the condition (4.8), namely b1 =

−b4 = G1/q, b2 = −b5 = (G1 +G2)/q, and b3 = −b6 = G2/q. All six have the

same length b and weight ωb = 1/(3b2). We start with the WFs obtained with

the projection method using the trial functions of Eq. (6.12), appropriate for the

Z2-odd phase.

The resulting spreads, both before and after the iterative minimization, are
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Figure 6.3: Wannier spreads ΩI and Ω̃ for the Kane-Mele model on a 60×60 k-
mesh, initialized using the trial functions of Eq. (6.12). “Initial” and “final” values
are those computed before and after the iterative minimization respectively. The
system is in the Z2-odd phase for λv/t . 2.93.

shown in Fig. 6.3. (ΩI , being gauge-invariant, is the same before and after.) The

left part of the figure shows the behavior in the Z2-odd phase, where the trail

functions are the appropriate ones. The results in this region were not strongly

sensitive to the k-point mesh density. The fact that Ω̃ is similar in magnitude

to the unminimized ΩI , and that the localization procedure reduces Ω̃ by only

20−30%, provide additional evidence that the choice of trial functions was a good

one. The Wannier charge centers were almost unchanged by the minimization

procedure; the x-coordinates were zero, while r̄1y ≃ a/
√
3 and r̄2y ≃ 2a/

√
3 (see

Sec. 6.3 for details), in good agreement with our initial assumption about the

WFs being localized on A and B sites.

The right part of Fig. 6.3, for λv/t & 2.93, shows what happens when we

attempt to use the same trial functions in the normal phase. ΩI is of course

unaffected by the choice of trial functions, and the fact that it has a smaller

value in this region indicates, not surprisingly, that the insulating state is simpler

and more localized in the normal state. (For large λv/t the WFs approach spatial

delta functions, explaining the fact that ΩI asymptotes to zero in that limit.) Not

surprisingly, however, using the trial functions appropriate to the Z2-odd phase

in the Z2-even regime results in very poor localization of the WFs as measured



110

by Ω̃. Our data also suggests that in the Z2-odd phase MLWFs are less localized

than MLWS in the Z2-even phase. For example, the use of trial functions (6.5)

with λv/t = 5 and a 60× 60 k-mesh results in ΩI = 0.027695 and Ω̃ = 0.000249.

We also find that the results are more sensitive to the choice of k-mesh in the

Z2-odd regime.

To summarize the results of this section, we studied the construction of max-

imally localized WFs in the Z2-odd phase using the KM model as an example.

We have seen that our initial guess of Sec. 6.1 about the localization of WFs in

this topological regime is very good, and that the maximal localization procedure

does not greatly reduce the spread.

6.3 Hybrid WCCs and polarization of Kane-Mele model

In this section we discuss the polarization in Z2-odd insulators using the example

of the KM model, and see what insights about the topological insulating phase

can be obtained by inspecting this property.

The electronic polarization in a 2D system can be defined either in terms of

the Berry phase [10]

P =
|e|

(2π)2
Im

N
∑

n=1

∫

dk〈unk|∇k|unk〉 (6.16)

or via the summation of Wannier charge centers [33]

P = − |e|
A

N
∑

n=1

r̄n, (6.17)

where e is the electronic charge and A is the area of the unit cell. The two

definitions are identical and define electronic polarization modulo a polarization

quantum |e|R/A, R being a lattice vector. This ambiguity can be understood

as a freedom in the choice of branch in Eq. (6.16) or in the choice of unit cell in
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Eq. (6.17). The definition via Wannier charge centers makes the dependence of P

on the choice of origin obvious. As described in Sec. 3.4.3, the origin of the KM

model is chosen such that atoms are located along the y-axis at tA = ξŷ/3 and

tB = 2ξŷ/3, where ξ = |a1 + a2| = a
√
3 (see Fig. 3.1). Because the Hamiltonian

has 3-fold symmetry, we expect the rescaled polarization (A/|e|)P to lie at the

origin, at tA, or at tB. To distinguish between these possibilities it is sufficient to

compute Py, which is well-defined modulo |e|/a.

6.3.1 Total polarization

A direct computation of electronic polarization via Eq. (6.16) in the Z2-even phase

results in Py = |e|/3a mod |e|/a, consistent with the fact that both Wannier

centers in Eq. (6.17) lie at tB (since −4|e|ξ/3A = −8|e|/3a = |e|/3a mod |e|/a.)
In the Z2-odd phase, on the other hand, Eqs. (6.16) and (6.17) lead to Py = 0 mod

|e|/a. Again, this is consistent with the locations of the WFs. As indicated in

Sec. 6.2, the Wannier centers r̄n in this phase lie approximately at tA and tB. More

precisely, we find that they are located at r̄1 = (1− δ)ξŷ/3 and r̄2 = (2+ δ)ξŷ/3,

where δ is a small correction (e.g., δ = 0.0018 at λv/t = 1). Thus, the sum of the

Wannier centers is just ξŷ, or zero modulo a lattice vector.

It is interesting to note that, in retrospect, the computation of the polarization

via Eq. (6.16) would have given a strong hint about the appropriate choice of trial

functions in the Z2-odd insulator. That is, knowing only that Py = 0, one might

have guessed that both WFs should be centered halfway between tA and tB, or

both at the center of the honeycomb ring, or one at tA and the other at tB. The

latter possibility becomes the most likely when we also take into account that in

the Z2-odd phase the two WFs cannot form a Kramers pair.
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6.3.2 Hybrid Wannier decomposition

In order to obtain a deeper understanding of the origin of the polarization and

expose some qualitative differences in the behavior of its k-dependent decompo-

sition in Z2-even and odd phases, it is useful to use a hybrid representation in

which the Wannier transformation is carried out in one direction only. As in-

dicated above, we know from symmetry considerations that we can set Px = 0

and characterize the polarization by Py mod ξ|e|/A. To compute Py, it is con-

venient to choose the BZ to be a rectangle extending over kx ∈ [0, 2π/a] and

ky ∈ [0, 4π/ξ] (corresponding to the region ζ in Fig. 3.6). In our notations the

hybrid WFs defined by Eq. 4.10

|Rykxn〉 =
ξ

4π

∫ 4π/ξ

0

dky e
−ikyRy |ψ̃nk〉. (6.18)

The hybrid Wannier centers are defined as

ȳn(kx) = 〈0kxn|y|0kxn〉 (6.19)

and the total electronic polarization is

Py = −|e|
πξ

∑

n

∫ 2π/a

0

dkx ȳn(kx). (6.20)

In practice the kx integral is discretized by a sum over a mesh of kx values, and

at each kx the ȳn(kx) are calculated by considering the corresponding string of

k-points along ky. In the case that the gauge has been specified by a particular

set of 2D WFs |Rn〉, or, equivalently, by the corresponding Bloch-like functions

|ψ̃nk〉, this is done straightforwardly using the discretized Berry-phase formula

ȳn(kx) = − ξ

4π
Im log

∏

j

M (j)
nn (6.21)



113

whereM (j) is a shorthand for the overlap matrixM (kj ,kj+1) of Eq. (4.7) connecting

ky-points j and j + 1 along the string.

As was emphasized in Sec. 6.1, the ψ̃nk carry the information about the gauge

choice. Thus, different gauge choices – i.e., different choices of WFs – will result

in different hybrid WFs and different ȳn(kx). However, the sum
∑

n ȳn(kx) at a

given kx is gauge-invariant, and as a result Py of Eq. (6.20) must remain the same

in any gauge.

Of special interest is a gauge choice in which, at each kx, the hybrid WFs

|nkxly〉 are maximally localized in the y direction. This is the parallel transport

gauge of Sec. 4.4, where the states are transported along the ky direction. The

Wannier charge centers are defined [117] by the eigenvalues λn of the matrix Λ

from Eq. (4.23) via

ȳn(kx) = − ξ

4π
Im log λn(kx). (6.22)

Note that no iterative procedure is needed. Inserting this equation into Eq. (6.20),

one gets a discretized formula for Py that is consistent with Eq. (6.16).

6.3.3 Results

We illustrate these ideas now for the KM model in its normal and Z2-odd phases.

In each case we present results for ȳn(kx) for two choices of gauge: the maximally-

localized one along ŷ as discussed in the previous paragraph, and the one cor-

responding to the WFs constructed from the trial functions of Eq. (6.5) for the

Z2-even phase or those of Eq. (6.12) for the Z2-odd phase. In what follows, we

refer to these as the “maxloc” and “WF-based” gauges respectively.

In the ordinary insulating regime, the maxloc and WF-based ȳn(kx) curves

look very similar to each other. Fig. 6.4(a) and (b) show the calculated results

for the case of λv/t = 3, very close to the transition on the insulating side (recall

the critical value is at λv/t = 2.93). Three of the infinite number of periodic
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Figure 6.4: Hybrid Wannier centers ȳn(kx), in units of ξ/2, for the Kane-Mele
model. Z2-even phase (λv/t = 3): (a) maxloc gauge; (b) WF gauge of Eq. (6.5).
Z2-odd phase (λv/t = 1): (c) maxloc gauge; (d) WF gauge of Eq. (6.12). In each
case, several periodic images are shown.

images along y are shown. The “bumps” in the curves near the K and K ′ points

in the BZ are the result of the proximity to the transition; as one goes deeper

into the insulating phase, the curves flatten out and become smooth functions of

kx. The solid and dashed curves are mirror images of each other; in the maxloc

construction of Fig. 6.4(a) this just reflects the time-reversal invariance of the

Hamiltonian, while in Fig. 6.4(b) it follows from the fact that the WFs form a

Kramers pair.

When averaged over kx, each curve is found to have a mean ȳ value of 2ξ/3

to numerical precision, or ξ/6 modulo ξ/2, consistent with the discussion in

Sec. 6.3.1.

The corresponding results for the Z2-odd phase are shown in Fig. 6.4(c) and

(d) for λv/t = 1. As expected, there is again a mirror symmetry visible in the

curves for the maxloc construction in Fig. 6.4(c), but the connectivity of the

curves is qualitatively different: in going from kx = 0 to π/a we see that the n’th

solid curve goes up to cross the (n + 1)’th dashed curve, while the n’th dashed

curve goes down to cross the (n − 1)’th solid curve. This is exactly the kind of

behavior that was exhibited in Fig. 3(a) of Ref. [27] and discussed in Chapter 5

as a signal of the Z2-odd phase. Moreover, if we follow the n’th dashed curve
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all the way across the BZ, we find that it wraps to become the (n + 1)’th one

when kx = 2π/a wraps back to kx = 0. This is precisely the kind of behavior

that is characteristic of a Chern (or quantum anomalous Hall) insulator [106],

which implies that we can assign a Chern number of +1 to the Bloch subspace

spanned by the eigenvectors corresponding to the dashed bands. However, since

we are studying here a system with time-reversal symmetry, we find also a partner

subspace corresponding to the full curve in Fig. 6.4(c) having Chern number −1.

As a result, of course, the overall occupied space has a total vanishing Chern

number, as it must due to the time-reversal symmetry. The evaluation of the

polarization Py through Eq. (6.20) again yields Py = 0 mod |e|/a, consistent with
the direct calculation of Sec. 6.3.1.

Finally, Fig. 6.4(d) shows the ȳn(kx) curves for the same Z2-odd parameters as

in Fig. 6.4(c), but using the WF-based gauge determined by the trial functions of

Eq. (6.12). At any given kx, we confirm that ȳ1 + ȳ2 is the same in Fig. 6.4(d) as

in Fig. 6.4(c), and the total polarization is therefore the same. However, because

the two WFs do not form a Kramers pair in this case, the dashed and solid

curves do not map into each other under time-reversal symmetry, and there is no

degeneracy at kx = π/a. Moreover, the Chern number of each band is individually

zero, consistent with the fact that each one is derived from a WF. This illustrates

the point made in Chapter 5 that the T symmetric gauge is crucial for the T
polarization approach to the Z2 invariant. The average ȳ values for the solid

and dashed curves are 0.978ξ/3 and 2.022ξ/3 mod ξ/2, very close to the nominal

locations of the trial functions at tA and tB, respectively.

To recap, in both the Z2-even and Z2-odd cases, we find that the occupied

Bloch space can be cast as the direct sum of two subspaces that map into one

another under the time-reversal operation, corresponding to the solid and dashed

curves of Figs. 6.4(a-c). These subspaces are not built from Hamiltonian eigen-

states, but from suitable k-dependent U(2) rotations among the Hamiltonian
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eigenstates. In the Z2-even case the Chern index of each of these subspaces is

separately zero, so that we can also provide a Wannier representation for each

subspace separately. This is essentially the case of Fig. 6.4(b), and since the

spaces form a time-reversal pair, the WFs form a time-reversal pair as well. In

contrast, for the Z2-odd phase, the decomposition into two subspaces that are

time-reversal images of each other necessarily results in subspaces having individ-

ual Chern numbers of ±1, and these are not individually Wannier-representable.

Only by violating the condition that the two spaces be time-reversal partners, as

was done in Fig. 6.4(d), can we decompose the space into two subspaces having

zero Chern indices individually. By doing so, we can find a Wannier representa-

tion of the entire space, but only on condition that the two WFs do not form a

Kramers pair.

6.4 Generalization to 3D

The generalization of our findings to the 3D case should be relatively straightfor-

ward. Certainly the topological obstruction to the construction of Kramers-pair

WFs remains for both weak and strong Z2 TIs in 3D. To see this, consider in turn

each of the six symmetry planes in k-space (k1 = 0, k2 = 0, k3 = 0, k1 = π/a,

etc.) on which Hk behaves like a 2D time-reversal invariant system. For both

weak and strong TIs, at least one of these six planes must have a Z2-odd 2D

invariant. But if a gauge exists obeying the time-reversal condition of Eq. (3.39)

in the 3D k-space, then it does so in particular on the 2D plane, in contradiction

with the 2D arguments about a topological construction.

Thus, the general strategy for constructing WFs for 3D topological insulators

should be very similar to the one presented here in 2D. Namely, one has to choose

pairs of trial functions that do not transform into one another by time-reversal

symmetry, and to do it in such a way that the projection of these trial functions
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onto the Bloch states does not become singular anywhere in the 3D BZ. While

it may be interesting to explore how this might best be done in practice for real

3D TIs, e.g., in the density-functional context, the choice is likely to depend

sensitively on details of the particular system of interest.



118

Chapter 7

Smooth gauge for topological insulators

For an ordinary insulator the Bloch states ψnk are usually assumed to be smooth

and periodic in the Brillouin zone (BZ), meaning that a translation by a reciprocal

lattice vectorG returns the Bloch wavefunction back to itself with the same phase,

ψn,k+G = ψnk, and that ψ is a smooth function of k. Regarding the BZ as a torus,

as in Fig. 7.1(a), this just means that ψ is a smooth function of k on the torus.

This turns out to be impossible for Chern insulators [37, 38]; the occupied space

of a Chern insulator cannot be represented by smooth and periodic Bloch states.

Usually periodicity is still assumed, in which case a point discontinuity or branch

cut must appear in the phase of at least one occupied Bloch state somewhere in

the BZ. It is now established that no gauge transformation – i.e., no k-dependent

unitary rotation of the bands in the occupied subspace – can smooth out this

discontinuity [37, 38].

In the case of Z2 insulators, the presence of T symmetry forces the total

y

x

kx k

−π

π

k

ky

(a) (b)

Figure 7.1: Brillouin zone in 2D represented as (a) a torus, and (b) a cylinder.
We choose the gauge discontinuity to be distributed along the cross-sectional cut
of the torus that maps onto the end loops of the cylinder at ky = ±π.
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Chern number to vanish, guaranteeing the existence, in principle, of a smooth and

periodic gauge in the BZ [36]. However, it has been shown that any gauge that

respects T symmetry cannot be smooth on the torus for this class of topological

materials [27, 40, 110, 116]. Thus, the construction has to break T symmetry

if it is to lead to a smooth gauge. An explicit construction of this type for the

model of Kane and Mele, presented in the previous chapter, demonstrated that

this is possible [40], but the method used there was explicitly model-dependent,

and it remained unclear how one should choose a smooth gauge for a generic Z2

insulator.

In the present chapter we address this question and develop a general pro-

cedure for constructing smooth and periodic Bloch states for the quantum spin

Hall (QSH) insulators. We limit ourselves to the minimal case of two occupied

bands and show how they can be disentangled into two single-band subspaces

having equal and opposite Chern numbers, in such a way that these subspaces

are mapped onto each other by the T operator θ.

Each of these “Chern bands” has the same type of gauge discontinuity on the

boundary as is present in a Chern insulator. The possibility of such a decompo-

sition has been discussed before in different contexts [81, 110, 118, 119], but the

previous approaches all have relied on some specific feature of the system, such

as separation of states according to the action of the sz or mirror symmetry oper-

ators. Instead, our construction is based on topological considerations alone, and

should remain robust for any Z2 insulator. We further impose on these Chern

bands a special “cylindrical gauge” in which the gauge discontinuity is spread

uniformly around the circular cross section of the BZ torus, i.e., connecting the

end loops at ky = ±π in Fig. 7.1(b). Finally, we develop a procedure that mixes

these two topologically non-trivial states in such a way that they become smooth

and periodic in the BZ, thus obtaining a smooth (but T -broken) gauge.

Apart from the purely theoretical motivation, the problem of constructing
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smooth Bloch states for Z2 insulators has a direct practical application. In Chap-

ter 4 we discussed the use of Wannier functions (WFs) for computing many prop-

erties of insulating materials [7, 32–34]. However, it was stressed that exponen-

tially localized Wannier functions may be constructed only out of a set of smooth

Bloch states. Thus, construction of a smooth gauge for Z2 insulators allows for

the use of well-established Wannier-based methods in the study of these materi-

als. A particular construction of exponentially localized WFs for a QSH phase,

presented in Chapter 6, has a significant drawback of being model-dependent.

Although, in some cases symmetries of the system might allow one to quickly

find suitable initial projections, and construct WFs for the model, it is preferable

to have a model independent procedure.

Another interesting aspect of the present development arises from the fact that

a smooth gauge allows one to compute the Z2 topological invariant directly by

means of the formula 3.37, revealing the connectivity of states between T invariant

points in the BZ [27]. So far, this direct computation was done only in the presence

of inversion symmetry [31], since its presence allows one to choose states that are

smoothly connected in the BZ. In the absence of inversion symmetry, however, the

same is not true, and the computation of the topological invariant also becomes

more complicated [39, 84, 120, 121]. Thus, one can consider the present method

as an alternative recipe for computing topological invariants.

The present discussion treats the two-dimensional case. For a three-dimensional

T -invariant insulator, the method described here can be used to construct a

smooth gauge on any of the six T -invariant planes in the BZ. However, the final

connection between these faces to obtain a globally smooth gauge in 3D appears

to be nontrivial except in special cases (e.g., certain kinds of weak topological

insulators). A general formulation in 3D is therefore left to future investigations.

We repeatedly emphasize the statement of Sec. 3.1 that questions of gauge

choice do not affect physical observables such as the dispersions or spin textures of
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the energy bands. Thus, if used properly, even a gauge that violates T symmetry,

or that has a gauge discontinuity on the BZ boundary, should be capable of

making robust predictions of physical properties consistent with T symmetry.

We are concerned here with formal issues of gauge construction and practical

questions about which construction is most convenient for computing physical

properties.

7.1 Cylindrical gauge and individual Chern numbers

In this section we return to the definition of the Chern number of a Bloch band

in 2D, given in Sec. 3.3, and introduce a cylindrical gauge for Chern bands. This

is a gauge that is continuous in the BZ but is periodic in kx only. That is, it is

continuous on the cylinder in Fig. 7.1(b), but not across the boundary connecting

top to bottom, i.e., not on the torus of Fig. 7.1(a). We then establish the notion

of individual band Chern numbers in the multiband case.

7.1.1 Single band case

Let us first consider a single isolated Bloch band ψk(r) in 2D and its cell periodic

part unk(r) = e−ik·rψk(r). We assume the lattice vectors to have unit length and

to be aligned with the Cartesian axes, i.e., a1 = x̂ and a2 = ŷ, so that kx runs from

0 to 2π and ky runs from −π to π. (In the general case, a linear transformation

trivially rescales the k indices into this form.)

For a single band a Chern number of Eq. (3.18) is given by the integral of the

Abelian curvature (3.15) over the BZ, represented by a torus in Fig. 7.1(a):

C =
1

2π

∫

BZ

d2kF(k). (7.1)

In general, the non-zero Chern number reflects the impossibility of constructing
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a periodic gauge without the presence of points or lines in the BZ where the

wavefunction would have a phase discontinuity.

To have a particular example of a gauge that leads to a nonzero Chern number

C, consider a gauge that is smooth everywhere on the BZ torus except on a circle

as shown in Fig. 7.1(a). Any gauge discontinuity that might be present has thus

been pushed to this circular boundary, where the phase of the wavefunction can

experience a jump when crossing it. Such a gauge is continuous on the cylinder

formed by cutting the torus along the discontinuity, shown in Fig. 7.1(b), but is

not periodic in the y direction. We now define a “cylindrical” gauge to be one

in which the gauge discontinuity is uniformly distributed around the boundary.

That is, such a gauge obeys the boundary conditions

ψk+2πx̂ = ψk,

ψk+2πŷ = ψk e
iCkx , (7.2)

or, equivalently,

uk+2πx̂ = e−2πix uk,

uk+2πŷ = e−2πiy uk e
iCkx , (7.3)

where C is the Chern integer. The cylindrical gauge is assumed to be continuous

inside the rectangle of the BZ and Gx-periodic in kx, so it is continuous on the

cylinder. This leads to the continuity of the Berry connectionA(k) on the cylinder

and, hence, Gauss’s theorem may be applied to the definition (7.1) to write

C =
1

2π

∮

∂BZ

A(k) · dk, (7.4)

where the boundary ∂BZ of the BZ consists of the top and bottom loops (S1⊕S1)

of the cylinder at kx = −π and π. From Eq. (7.4) the consistency of the chosen
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gauge with the definition of the Chern number becomes obvious. That is, C in

the exponent of the boundary conditions of Eqs. (7.2-7.3) is exactly the Chern

number. Note that since we consider here a single isolated band, this Chern

number is a gauge-invariant quantity.

7.1.2 Multiband case and individual Chern numbers

In a multiband case of an isolated group of N bands non-Abelian generalizations

of connection (3.16) and curvature (3.17) are used [63, 64], leading to the general

expression (3.18) for the Chern number.

If we now suppose that in the group of bands under consideration each of the

N bands is isolated – that is, separated from the others by finite gaps – then the

total Chern number of the subspace is just the sum

C =

N
∑

n=1

cn (7.5)

of the individual Chern numbers of all the bands in the subspace [122], where

cn are computed for isolated bands as described in the preceding section. Being

treated in this way, each cn is an integer. However, one might be tempted to

define the quantity

c̃n =
1

2π

∫

BZ

d2kFnn,xy(k) (7.6)

as the single-band contribution of band n to C. Thus defined, c̃n is not necessarily

an integer, since it is now allowed to mix the bands by a transformation of the

form of Eq. (3.5), which can change Fnn,xy. Hence, in the multiband case the

partial Chern contributions defined by Eq. (7.6) are not topologically invariant.

To better understand this point, consider an example of an isolated group of

N = 2 bands, where the two bands do not touch anywhere in the BZ. In this case,

each of the bands has a well-defined integer Chern index c̃. Thus, both states



124

can always be written in the cylindrical gauge of Eq. (7.2). Now take a simple

superposition of these two states ψk = (ψ1k + ψ2k)/
√
2. One can see that once

c̃1 6= c̃2, such a state is ill-defined on a torus, in the sense 〈ψk+2πŷ|ψk〉 6= 1. This

means that the Chern theorem does not apply to such a state, and plugging it

into the Eq. (7.6) generally gives a non-integer result.

This example suggests that in certain gauges the subspace under consider-

ation may be decomposed into the direct sum of smaller subspaces for which

Chern numbers are well defined. In this particular example the gauge that natu-

rally realizes this decomposition is the Hamiltonian gauge, that is, the gauge in

which the Hamiltonian is diagonal. However, one might wonder whether such a

decomposition is still possible for overlapping bands.

A QSH insulator has a nontrivial topology [1], which can be seen as an ob-

struction for constructing smooth Bloch functions in a gauge that respects the

T symmetry of the Hamiltonian [27, 110, 116]. In what follows we describe a

generic procedure for decomposing the occupied subspace of such an insulator

into a direct sum of Chern subspaces, i.e., disentangling the occupied subspace

into bands with well-defined individual integer Chern numbers cn. We also show

that each of these Chern bands may be represented in the cylindrical gauge of

Eq. (7.3) with C replaced with cn.

7.2 Decomposition into Chern subspaces

In this section we develop a general procedure for disentangling a Kramers pair

of occupied states of a 2D Z2-insulator into two Chern bands with individual

Chern numbers c1 = −1 and c2 = 1. The decomposition method makes heavy

use of the concept of parallel transport described in Sec. 4.4. The procedure is

illustrated by its application to the Kane-Mele (KM) model that is reviewed in
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Sec. 3.4.3.1 We start by using parallel transport of the Bloch states to move the

gauge discontinuity to the edge of the BZ. This makes the gauge continuous on

the cylinder in k-space. The next step is to apply certain gauge transformations

to split the occupied subspace into a direct sum of two subspaces that are mapped

onto one another by T . We then explain how to impose the cylindrical gauge on

the two disentangled bands. Since by the time of this step the bands are already

continuous in the interior of the cylinder, it is only the form of the discontinuity

at the edge that has to be modified. Finally, we discuss the relation of our

decomposition to the previously proposed “spin Chern numbers,” also discussed

in Sec. 3.4.2.

7.2.1 Moving the gauge discontinuity to the BZ edge

We now consider a general model of a TR-symmetric insulator in 2D. For sim-

plicity we consider a minimal model with two occupied bands only, since it is the

Kramers pairs near the Fermi level that are responsible for a topological phase.

Thus, we consider the solution of the Schrödinger equation H(k)|unk〉 = Enk|unk〉
under the TR-invariance condition θH(k)θ−1 = H(−k). As was discussed above,

the BZ is assumed to have been reduced to a square spanning [0, 2π]× [−π, π].

We start by taking two occupied states |u1〉 and |u2〉 resulting from numerical

diagonalization at (0, 0). By TR invariance, these must be Kramers-degenerate

at this point. Numerical diagonalization brings random phases to both states; we

accept the random phase assigned to |u1〉, but ensure that the second state is a

Kramers partner to the first by setting |u2〉 = θ|u1〉. Starting from these states

we move the gauge discontinuity to the edge of the BZ in several steps.

1In order for the BZ of the KMmodel to have the required square geometry, we use orthogonal
coordinates k̃x and k̃y, that are related to kx and ky of the original model by k̃x = kx/2−

√
3ky/2

and k̃y = kx/2 +
√
3ky/2. The lattice constant is assumed to be of unit length. (Entries of the

Table 3.1 have x = (k̃x + k̃y)/2 and y = (k̃y − k̃x)/2.) When applying the outlined procedure

to KM model, k̃x and k̃y are used instead of kx and ky of the text.
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Figure 7.2: (a) BZ in k-space. (b) States are parallel transported along ky = 0,
but are not periodic. (c) Periodicity is restored at ky = 0. (d) Parallel transport
of states at all kx from ky = 0 to ky = ±π. (d) Periodicity is restored at kx = 0,
and, hence, kx = 2π, but not at other kx.

Parallel transport along kx at ky = 0.

As a first step of our procedure, we carry out a multiband parallel transport from

k = (0, 0) to (2π, 0) along the kx axis. This procedure is described in detail in

Sec. 4.4, but in brief it works as follows. Starting from the the two occupied states

at (0, 0), we step along a mesh of kx values, each time carrying out a 2×2 unitary

rotation of the two states at the new kx such that the 2 × 2 matrix of overlaps

with the states at the previous kx is as close as possible to the identity. The 2×2

unitary matrix U relating the states ψnk at (2π, 0) to those at at (0, 0) (i.e., the Λ

matrix of Eq. (4.23)) is then constructed; its eigenvalues λn = eiφn yield the non-

Abelian Berry phases φn [63, 64]. In the present case, the T symmetry ensures

that λ1 = λ2, so that U is just the identity times eiφ where φ = φ1 = φ2. Finally,

the gauge discontinuity from (2π, 0) back to zero is “ironed out” by applying the

gradual phase rotation e−iφkx/2π to the two states at each kx.

As a result of this procedure, we have a set of states that are smooth functions

of kx on the circular cross section of the BZ torus at ky = 0, including across the

seam connecting kx=0 to kx = 2π. This is illustrated schematically in Fig. 7.2(b-

c).
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Parallel transport along ky at each kx.

Next, at each mesh point kx, we carry out two independent parallel-transport pro-

cedures, one from (kx, 0) to (kx, π) along +ŷ and another from (kx, 0) to (kx,−π)
along −ŷ. At each new ky point, the states are rotated by a unitary matrix so

that the matrix of overlaps with the previous pair is as close to unity as possible.

Starting this procedure from the line ky = 0 guarantees that the states on this line

remain unchanged, preserving the smoothness obtained previously. Moreover, the

entire parallel-transport procedure is identical at kx = 0 and kx = 2π, ensuring

that the states selected in this way are continuous across the entire seam where

kx = 0 has been glued to kx = 2π. Thus, we end up with two states defined

everywhere on the mesh of k points in such a way that they are smooth inside

the BZ and periodic in kx, or equivalently, smooth everywhere on the cylinder of

Fig. 7.1(b). This step is illustrated in Fig. 7.2(d). The above procedure relates

the states at (kx,−π) to those at (kx, π) by a unitary matrix

Vmn(kx) = 〈um(kx,ky=−π)| e2πiy |un(kx,ky=π)〉, (7.7)

which plays a role similar to Λ of Eq. (4.23). This matrix encodes the information

about the gauge discontinuity that occurs on the boundary of the cylindrical

BZ. Its off-diagonal elements contain information about entanglement of the two

states, while the diagonal ones carry information about phase discontinuity of the

states.

Restoring periodicity in ky at kx = 0.

The fact that the two states at k = 0 form a Kramers pair guarantees that the

matrix V (kx) is diagonal at kx = 0 with two degenerate eigenvalues λ(kx = 0) =

eiϕ0 . (Incidentally, the same is true at kx = π; we use this fact later.) Now we

want to restore the smoothness across ky = ±π at kx = 0, but in such a way as
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to preserve the smoothness inside the cylindrical BZ. We do this by multiplying

all states by a phase factor that depends smoothly on ky only:

|unewn(kx,ky)〉 = e−ikyϕ0/2π|un(kx,ky)〉 (7.8)

After this transformation, the V (kx) matrix is the identity at kx=0. Thus, the

gauge discontinuity, which has already been segregated to the edges at ky = ±π,
has now been further excluded from the point lying at kx=0 (or 2π) on the edge.

Fig. 7.2(e) illustrates this, where red crosses on the edges represent the gauge

discontinuity and the black dots indicate continuity.

Note that the entire procedure up to this point preserves the T symmetry, so

that the states obtained so far on the BZ respect the constraints

θ|u1k〉 = |u2−k〉,

θ|u2k〉 = −|u1−k〉. (7.9)

This in turn implies that

V (−kx) = σy [V (kx)]
T σy (7.10)

so that det[V (−kx)] = det[V (kx)].

Removing the U(1) gauge discontinuity.

Obviously, V (kx) ∈ U(2), which can always be written as a U(1) phase times an

SU(2) matrix. For our next step, we find it convenient to reduce V (kx) to SU(2)

form by multiplying the states |unk〉 by a k-dependent phase factor. To do so, we

define

γ(kx) = Im log det V (kx) (7.11)
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with the branch choice that γ = 0 at kx=0 and γ(kx) is a continuous function of

increasing kx. This results in γ = 0 again at kx = 2π because the T symmetry

forces the total Chern number C of the two bands to be zero. Indeed, C is just

given by the winding number of the U(1) → U(1) mapping from kx to γ. This

follows from

2πC =

∫ 2π

0

dkx

[

TrA(ky=−π)
kx

− TrA(ky=π)
kx

]

=

∫ 2π

0

dkx ImTr
[

V †∂kxV
]

=

∫ 2π

0

dkx ∂kxγ(kx)

= γ(kx)
∣

∣

∣

2π

0
(7.12)

after some algebra.

Thus, our next step is simply to shift the phases of all states according to

|unewn(kx,ky)〉 = e−iγ(kx)ky/4π|un(kx,ky)〉. (7.13)

This conserves all of the previous properties (smooth gauge inside the cylindrical

BZ and on all boundaries except at ky = ±π). Moreover, V (kx = 0) is still

the identity, but now in addition, det V (kx) is real and positive at all kx. That

is, V (kx) has been reduced to SU(2) form. We also note that Eqs. (7.9) and

(7.10) continue to hold. However, V (kx) remains off-diagonal at general kx, thus

signaling that the decomposition of the occupied subspace into the direct sum of

the two TR-symmetric subspaces is not yet complete.

As noted earlier, the fact that our procedure starts from Kramers-degenerate

pairs at (kx, ky) = (0, 0) and (π, 0) and respects T symmetry at all stages enforces

that V (kx) must be a constant times the identity at kx = 0 and kx = π. Since
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V ∈ SU(2) as well, V must be I or −I at these two kx values. Previous gauge-

fixing choices insure that V (0) = I, but is V (π) = I or −I? It can be shown

that these choices correspond to the case of the Z2 index being even or odd, re-

spectively. Indeed, according to homotopy theory, the mapping U(1) → SU(2) is

characterized by a Z2 index; this is precisely the case here. In fact, the proce-

dure up to this point can be used as an alternative to the method we presented

earlier in Ref. [39] to compute the Z2 invariant. From the numerical perspective,

however, such a method does not have any significant advantages compared to

the previously suggested one, apart from its straightforward geometric interpre-

tation. In fact, for large systems it might not be very convenient to carry out all

the transformations of the wavefunctions described above.

In what follows, we assume that the Z2 index is odd.

7.2.2 Disentangling the two bands

In order to proceed, we want to make V (kx) diagonal at each kx. When this is

accomplished we will have two disentangled bands 1 and 2, although each will

still have its own phase discontinuity along the boundaries at ky = ±π. We take

a first step in this direction by taking advantage of the freedom that we had

when choosing the initial representatives of the occupied subspace at k = (0, 0).

These two states may be changed by a unitary transformation U , which we take

to belong to SU(2) so that the TR symmetry is fully preserved. So, we first look

for the global SU(2) rotation that will minimize the sum of all the off-diagonal

terms of the V matrices at all kx. Once this is done, a further adjustment can be

made so as to make V (kx) exactly diagonal at each kx without losing smoothness

on the cylinder. We now explain the procedure in detail.
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Steepest-descent minimization of VOD

Let us introduce a functional

VOD =
1

Nx

∑

kx

∑

m6=n

|Vmn(kx)|2 (7.14)

that is a measure of the degree to which V (kx) fails to be diagonal along the

discontinuity at ky = ±π. The sum on kx runs over a uniform grid of Nx mesh

points. We want to use the freedom of choosing the initial pair of states at

k = (0, 0) to minimize this functional by rotating the states at all k-points by the

same unitary matrix U0. To do so, we consider the gradient of VOD with respect

to an infinitesimal k-independent unitary transformation

Umn = δmn + dWmn, (7.15)

where dW = −dW † for U to be unitary. A transformation of this form rotates

the states according to

|ũnk〉 = |unk〉+
∑

m

dWmn|umk〉. (7.16)

To first order in dW the change in V (kx) is

dVmn = [V, dW ]mn . (7.17)

To compute the gradient

Gmn =

(

dVOD

dW

)

mn

=
dVOD

dWnm

(7.18)
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we note that Eq. (7.14) can be rewritten in the form

VOD = N − 1

Nx

∑

kx

N
∑

n

|Vnn(kx)|2. (7.19)

Then, using Eq. (7.17), one can write

dVOD = − 2

Nx

Re
∑

kx

∑

nm

V ∗
nn(VnmdWmn − dWnmVmn)

= − 2

Nx

∑

kx

ReTr [R(kx) dW ] (7.20)

(the kx dependence of V is suppressed for brevity) and

Rmn(kx) = Vnm[V
∗
nn − V ∗

mm]. (7.21)

The second line of Eq. (7.20) is obtained by interchanging the dummy nm indices

in the second term of the first line. It then follows that

G =
1

Nx

∑

kx

[

R(kx)− R†(kx)
]

. (7.22)

We emphasize that the gradient G is independent of kx since it generates a

global unitary rotation to be applied simultaneously to all states. Also, G is

not only antihermitian but also traceless, so that it generates a SU(2) unitary

rotation. We now follow an iterative steepest-descent procedure, choosing a small

positive damping constant β and letting dW = −βG† (i.e, dW = βG) so that

dVOD = Tr[GdW ] = −β||G||2 to first order in β. We use this to update the states

according to

|u(j+1)
n 〉 =

∑

m

[

e∆W (j+1)
]

mn
|u(j)n 〉 (7.23)
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and the V matrices according to

V (j+1) =
[

e∆W (j+1)
]†

V (j)e∆W (j+1)

(7.24)

where the upper index refers to the iteration step. The iteration stops when

V(j)
OD − V(j+1)

OD stays consistently below some pre-chosen tolerance ε.

To give a flavor of how steepest descent works we give the values obtained for

the KM model in the QSH regime (λv/t = 1, λSO/t = 0.6, λR/t = 0.5) with a

120 × 120 k-mesh, ε = 10−6 and β = 0.25. Initially VOD = 0.0226, while after

minimization VOD = 0.0021, so it becomes approximately ten times smaller. The

crucial thing is that this final value of VOD suggests that the average off-diagonal

element of V has is of order ×10−2, meaning that the V matrix is almost diagonal.

Note that at this stage the two subspaces are still not completely disentangled

into two well-defined Chern subspaces. However, the gauge is very close to what

we need. For example, the winding of V (kx) already has the necessary features:

if one plots V11 in the complex plane as a function of kx, one will see that it winds

once around the origin in the counterclockwise direction as kx goes from 0 to 2π,

as illustrated in Fig. 7.3. Since V are not diagonal yet the trace is not the unit

circle, although it is close. V22 winds in the opposite direction.

Diagonalization and final decomposition

Now we are in a position to make the final step in decomposition procedure.

As a result of the steps above, the off-diagonal elements of the V (kx) matrices

should be small compared to the diagonal ones, so that the matrices are almost

diagonal. This means that V (kx) can be diagonalized by a unitary transformation

U(kx) that is only slightly different from the unit matrix. Since diagonalization

of V (kx) does not fix the phases of the eigenvectors, and we need the phases to

vary smoothly, we need an extra step to fix these phases. We do this by enforcing
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Figure 7.3: Trajectory of V11 in the complex plane as kx runs across the BZ,
before (red dashed line) and after (solid black line) the global U0 rotation that
minimizes VOD for a Z2-odd insulator. In neither case is the graph exactly a unit
circle (dotted line), but V11(0) = 1 and V11(π) = −1.

that the dominant component of each eigenvector of V (kx) is real and positive.2

We then apply U(kx) to rotate the states at all ky for each given kx (except at

kx = 0 or π, where V was already diagonal).

As a result of this step the occupied subspace has been disentangled into a

direct sum of two subspaces corresponding to states n = 1 and 2. Moreover, they

should form Kramers pairs and satisfy the constraint (7.9). Each subspace has a

gauge that is smooth on the cylinder but not on the torus, since there is still a

phase mismatch, corresponding to Vnn(kx), across the boundary at ky = ±π. For
the Z2-odd case this phase discontinuity can never be completely removed, since

the subspaces have Chern numbers of ±1.

To check the procedure, we apply it to the KM model and compute the in-

dividual Chern numbers of the two disentangled bands. The computation is

done for each band separately using the Abelian definition of Berry curvature,

2As an alternative, one could carry out a single-band parallel transport of the two resultant
states along kx to smooth out the random phase variations at different kx introduced by the
diagonalization procedure.
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Eq. (7.1). The result is C1 = −1 and C2 = +1. The fact that the two states

have well-defined Chern numbers is a signature of disentanglement, so that the

individual Chern numbers of Eq. (7.6) have integer values (c1 = −c2 = −1). The

T constraint of Eq. (7.9) is indeed respected at each k-point. Thus we conclude

that we have succeeded in finding a decomposition of the occupied subspace into

a direct sum of two Chern subspaces that are mapped onto each other by the

T symmetry. Once again, we see that the TR-symmetric gauge for topological

insulators (TIs) is discontinuous on the BZ torus.

7.2.3 Establishing a cylindrical gauge

In Sec. 7.1.1 we introduced a special “cylindrical gauge” for which the states

satisfy Eq. (7.3). The defining characteristic of this special gauge is that the phase

discontinuity at the cylinder boundary evolves at a constant rate as a function

of kx. As we shall see in Sec. 7.3, it is useful to have such a “standard gauge”

enforced on the states when using them in some subsequent operations. Here we

show how to extend our procedure so as to conform to the requirements of the

cylindrical gauge.

As was mentioned above, the diagonal elements of V (kx) wind around zero

in the complex plane in opposite directions, changing by 2π when kx goes from

0 to 2π. Since we have carried out the diagonalization of the V matrices, we

know that the Vjj elements follow a unit circle in the complex plane of the form

eiρj(kx). However, the speed of this rotation given by vj(kx) = dρj/dkx (where ρj

remains on the same branch of the logarithm) is not constant, in contrast to the

requirement of the cylindrical gauge.

To change the speed of winding of V (kx) we apply the gauge transformation

W (kx, ky) =
[

Vtarg(kx)V
†(kx)

]ky/2π
(7.25)
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to the the occupied states at each (kx, ky). Here

Vtarg(kx) =







eikxc1 0

0 eikxc2






.

gives the target shape of v that corresponds to the cylindrical gauge. Note that

the choice of sign should be correlated with the individual Chern number of

the band it is applied to. Such a gauge transformation is obviously continuous

on the cylinder and does not change the topology of the individual bands. It

also preserves the T symmetry of the states and the relation of Eq. (7.9) is still

satisfied.

We note that if the above decomposition is applied to a normal insulator (say,

the KM model in the normal-insulator regime), then c1 = c2 = 0 and a smooth

gauge is obtained at this step.

7.2.4 Relation to spin Chern numbers

Finally, we would like to compare our approach to disentangling Z2 bands into

Chern bands to some other approaches suggested previously. In the work of

Ref. [81] the authors suggested to associate a Chern number with each possible

spin projection value. This is especially convenient when ŝz is conserved; then it

is natural to assign individual Chern numbers to each of the bands identified by

a particular value of sz. Such Chern numbers were called “spin Chern numbers.”

For example, in the case of the KM model with no Rashba coupling (i.e., λR = 0),

ŝz is conserved and the Hamiltonian becomes block-diagonal with respect to the

spin projection, allowing for well-defined spin Chern numbers. When the Rashba

interaction is turned on the mirror symmetry of the model is broken and ŝz is

no longer conserved, thus making the original concept of a spin Chern number

obscure.
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This issue was clarified further by Prodan [119], who showed that even with

the spin-mixing Rashba term it is possible to define spin Chern numbers by diag-

onalizing ŝz in the occupied space of Z2 insulator at each k. In other words, one

diagonalizes the operator P̂kŝzP̂k, where P̂k is the projector onto the occupied

states at k. Then, if the eigenvalues turn out to be separated by a spectral gap

from one another at each value of k, one can identify these “bands” as the desired

manifolds, and carry out a unitary rotation of the original bands into these states

to disentangle them. The spin Chern numbers thus defined for these bands are

well defined and, in fact, correspond to the individual Chern numbers of our work.

However, when the spectral gap between any two eigenvalues of the projected spin

operator closes, such a decomposition becomes impossible. One could still con-

sider some other projection operators based on mirror or other symmetries, as in

Ref. [118], and use these eigenvalues in a similar way to disentangle the occupied

states. However, such a method always relies on some symmetry of a particular

model, and is thus not universal. The method suggested in the present work, in

contrast, does not depend on any symmetries of the underlying system. Thus, we

conclude that individual Chern numbers proposed in the present work are robust

and arise solely from the topology of the occupied subspace of the system.

Finally, it was discussed elsewhere that the spin Chern numbers do not contain

any more information than the Z2 invariant, because their sign can be changed

without closing the insulating gap [27, 119, 123]. This is the case for individual

Chern numbers as well, since obviously, one can simply change the labeling of

the states by a simple unitary transformation that interchanges |u1k〉 with |u2k〉.
Therefore, individual Chern numbers are merely an alternative way of describing

the occupied subspace of a Z2 insulator in terms of disentangled bands, and do

not contain any more information about the topological state of the whole system

than a Z2 invariant alone.
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7.3 Rotation into a smooth gauge

We now discuss the final step in our construction of a smooth gauge for a QSH

insulator starting from the two Chern bands obtained at the previous steps. The

task of unwinding the topological twists of these bands requires a unitary trans-

formation that is also topologically nontrivial in the following sense. Obviously, a

transformation that is smooth on the BZ torus, being periodic in the ky direction,

cannot make a cylindrical gauge smooth. One needs instead a unitary transfor-

mation G(k) ∈ U(2) that has a discontinuity on the torus that exactly cancels

out the discontinuities of the cylindrical-gauge states. Of course, since the total

Chern number of the whole occupied space is a topological invariant [122], the

transformation will preserve the condition that the total Chern number is zero.

In particular, the rotation we are looking for makes c1 = c2 = 0.

A unitary transformation that solves the problem of unwinding the two QSH

bands with Chern numbers ±1 is given naturally by the solution of the Haldane

model [19] of a Chern insulator (CI), or for that matter, of any two-band model of

a CI. Indeed, the unitary transformation G(k) that diagonalizes the Hamiltonian

in that case is one that rotates the two topologically trivial tight-binding basis

states (1, 0)T and (0, 1)T into the eigenstates of the model. Obviously, G−1(k) =

G†(k) rotates the topologically nontrivial states back into the trivial ones, and

thus can be used to unwind our QSH states. In order for this procedure to

produce a smooth gauge, the Hamiltonian eigenstates of the CI model also have

to be smoothly defined on the cylinder and obey the same cylindrical gauge of

Eqs. (7.2-7.3). Assuming this has been done, the application of the resulting G†(k)

to the QSH states defined by our procedure will finally result in a gauge that is

smooth everywhere on the torus and that generates new bands with c1 = c2 = 0,

as desired.

The numerical implementation of this procedure is done most conveniently by
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solving the CI model on the same 2D k-space mesh as was used to solve for the

QSH states. If the latter have been computed in the context of first-principles

calculations or of some complex tight-binding model, then some known CI model

such as the Haldane model can be used to provide the needed G(k). However,

when working with a minimal 4×4 tight-binding model for a QSH system, it may

be more convenient to use a 2 × 2 spin-up (or spin-down) block of the original

4 × 4 QSH model itself. After all, this already lives on the needed k-mesh and

generates bands with Chern numbers of ±1. For example, for an application to

the KM model in the QSH regime (λv/t = 1, λSO/t = 0.6, λR/t = 0.5), we used

the spin-up block of the original Hamiltonian and obtained two states |u′ik〉 with
Chern numbers c′1 = −1 and c′2 = 1, where the hat is used to distinguish the CI

quantities from the QSH ones.

As mentioned earlier, it is also necessary to bring the CI bands |u′ik〉 into the

cylindrical gauge in order to ensure that the resulting G†(k) exactly cancels the

discontinuity of the QSH bands at the edge of the cylinder. For this purpose,

a parallel-transport procedure is carried out across the BZ in close analogy to

what was described in Sec. 7.2.1, but now it is done in a single-band U(1) context

applied to each of the CI states in turn. It is useful to refer again to Fig. 7.2. First,

a parallel transport of |u′1k〉 is carried out along the kx axis (with an arbitrary

choice of phase at k = 0), and a graded phase twist is applied to match phases at

kx = 0 and 2π as in Figs. 7.2(b-c). Then parallel transport is performed along the

vertical directions as in Fig. 7.2(d), and a (kx-independent) phase change that is

graded along ky is applied to restore continuity at the corner points of Fig. 7.2(e).

This defines a phase discontinuity V ′
11(kx) = 〈u′1(kx,−π)|u′1(kx, π)〉 whose phase-

winding rate d ln(V11)/dkx is initially nonuniform, but is made uniform by the

same trick as for the QSH states. The procedure is repeated for the second CI

band.

The above procedure results in Chern bands obeying the cylindrical gauge as



140

required. We can now simply form the desired unitary matrix G(k) as the 2 × 2

matrix whose first and second columns are filled with the column vectors |u′1(k)〉
and |u′2(k)〉 respectively. We emphasize again that this matrix is not topologically

trivial; its coefficients are continuous on the cylinder, but not continuous across

ky = ±π, just like the CI that has produced it. Applying G†(k) to the QSH bands

constructed in Sec.7.2,

|ũnk〉 =
∑

m

G†
mn(k)|umk〉 , (7.26)

we finally end up with two bands that have c1 = c2 = 0 and that span the Hilbert

space defined by the original occupied bands of the QSH model. Thus, we have

constructed a smooth and periodic gauge for the target Z2 insulator.

It should be stressed that rotation into a smooth gauge as described above

breaks T symmetry, since G(k) results from a T -broken CI model. Thus, the

two smooth subspaces are not mapped onto each other by the T operator, so

that 〈ũ1,k|θ|ũ2,−k〉 6= 0 except at TR-invariant momenta k = −k +G. Similarly,

if Wannier functions are constructed from the Bloch spaces defined in this way,

they will not form Kramers pairs [40]. Finally, we note that although the gauge

is now smooth and periodic, it can be smoothed further by using this gauge as a

starting point for a Wannier-function maximal-localization procedure [32].

In summary, we have demonstrated a general method for constructing a

smooth gauge for a Z2 TI. At this final stage we start with a gauge that still

respects TR symmetry, but then we carry out a unitary mixing operation that

violates this symmetry in order to avoid the topological obstruction. Application

to the KM model allows us to compute the Z2 invariant with the smooth-gauge

formula of Fu and Kane [27] as discussed in the next section.
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7.4 Time-reversal constraint and smooth gauge

In Ref. [27] Fu and Kane developed a theory of a Z2 periodic spin pump of a 1D in-

sulating system (see Sec. 5.1.1 for details). That work established a formula (3.37)

for computing the Z2 invariant given a smooth gauge. Here we review this result

and discuss it from the perspective of the smooth gauge constructed above.

The work of Ref. [27] focuses on the periodic pumping process in 1D gapped

Hamiltonians subject to the condition (5.2). Such a pump becomes T -invariant

at t = 0 and t = T/2. Assuming at the T -invariant values of t a gauge of the

form

θ|u1k〉 = eiχk |u2−k〉

θ|u2k〉 = −eiχ−k |u1−k〉, (7.27)

that is smooth in k, it was shown that one can compute the Z2 invariant associated

with the pumping process from a knowledge of the occupied states at the T -

invariant points of the pumping cycle only. However, for this purpose the gauge

must be smooth on the whole torus formed by k and t [27].

Let us now look at how all this is reformulated in terms of the gauges in-

troduced in the present chapter for a 2D system. The Hamiltonian gauge of an

ordinary T -symmetric insulating system corresponds to χk = 0 in Eq. (7.27), and

it is possible to define Bloch states in a smooth fashion on the whole torus sub-

ject to this condition. However, for a Z2 insulator such a constraint introduces

a topological obstruction for a smooth gauge [27]. This can be understood in

terms of the cylindrical gauge introduced in Sec. 7.1. Taking into account that

the T -symmetric values of the pumping parameter now correspond to ky = 0 and

ky = ±π, note that in the cylindrical gauge the T operator maps the states at

(kx, ky = 0) to (−kx, ky = 0) and the states at (kx, ky = ±π) to (−kx, ky = ∓π)
according to Eq. (7.9). If we now take into account the boundary conditions of
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Eq. (7.3) for the cylindrical gauge and use them to relate the states at (kx, ky) to

those at (−kx, ky), one then arrives at a relation of the form of Eq. (7.27) with

χk = 0

at ky = 0 and

χk = ±kxC

at ky = ±π. For an ordinary insulator C = 0, and this obviously reduces to the

standard case of χk = 0 both at ky = 0 and ky = ±π.

To derive an expression for the Z2 invariant partial polarization of Eq. (5.7)

is written [27] using the gauge of Eq. (7.27) via

P
(S)
t =

1

2π

[

i

∫ π

0

〈uS,t,k|∂k|uS,t,k〉dk + (χt,k=π − χt,k=0)

]

(7.28)

where the index S = 1, 2 differentiates between the two states of a Kramers pair.

This expression is U(2) invariant modulo a lattice vector (a = 1), provided that

the transformation is globally smooth in 1D. The Z2 invariant was defined as [27]

(see Chapter 5 for the details)

ν = (P
(1)
t=0 − P

(2)
t=0)− (P

(1)
t=T/2 − P

(2)
t=T/2), (7.29)

when the gauge is also smooth in t from 0 to T/2. With the χk suggested by the

cylindrical gauge, and taking into account that C has opposite sign for S = 1 and

S = 2, one has P
(1)
ky=0 − P

(2)
ky=0 = 0 and P

(1)
ky=±π − P

(2)
ky=±π = ±C, obviously giving

the correct value of the topological invariant.

As shown above, the construction of a smooth gauge starting with the cylin-

drical gauge proceeds by means of a unitary rotation that unwinds the gauge

discontinuity of the cylindrical gauge. The unitary matrix that realizes this trans-

formation is smooth and periodic in kx. Thus, when establishing a smooth gauge
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at the T -invariant values of ky the gauge condition (7.27) on the 1D system is

changed smoothly and, as discussed in Sec. 7.3, the smooth occupied subspaces are

no longer mapped onto each other by θ. However, the T polarization, P (1)−P (2),

does not change under such a transformation, and as was nicely shown in Ref. [27],

one can compute the Z2 index using the formula 3.37.

The application of the smooth-gauge construction developed in the preceding

sections to the KM model in the QSH regime indeed results in the odd value

for ν. The T constraint fixes Pf[w] in (3.37) to the form w12(k
∗) = ±1 at the

T -invariant momenta, with |w12(k)| < 1 at other values of k. In particular, our

parameter choice (λv/t = 1, λSO/t = 0.6, λR/t = 0.5) results in w12(0, 0) = 1

but w12(0, π) = w12(π, 0) = w12(π, π) = −1, thus signaling a band inversion at

Γ = (0, 0).
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Chapter 8

Summary and conclusions

In this thesis we considered several aspects of band theory in the presence of

topologically non-trivial bands. Here we summarize our results and discuss their

possible extensions.

In Chapter 5 we have proposed a new approach for calculating topological in-

variants in T -invariant systems. The method is based on following the evolution

of hybrid Wannier charge centers, and is very general, being easily applicable in

both tight-binding and DFT contexts. The needed ingredients are the same as

those needed for the calculation of the electric polarization or the construction

of maximally-localized Wannier functions, and are thus readily available in stan-

dard code packages. The presented algorithm is relatively inexpensive, however,

because the analysis is confined to a small number of 2D slices of the 3D Bril-

louin zone. The method is easily automated and remains robust even when many

bands are present. We hope that this method can help to make the search for

topological phases in noncentrosymmetric materials a routine task, and that it

will lead to further progress in this rapidly developing field.

In Chapter 6 we have considered the question of how to construct a Wannier

representation for Z2 topological insulators in 2D. We have shown that the usual

method based on projection onto trial functions fails because of a topological

obstruction if one imposes the condition that the trial functions should come in

time-reversal pairs. On the other hand, the projection method can be made to

work if this condition is not imposed, resulting in WFs that do not transform into
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one another under time reversal.

Such a Wannier representation may have some formal disadvantages. For

example, if one writes the Hamiltonian as a matrix in this Wannier representation,

its time-reversal invariance is no longer transparent, and the presence of other

symmetries may become less obvious as well. On the other hand, it does satisfy

all the usual properties of a Wannier representation, as for example the ability to

express the electric polarization in terms of the locations of the Wannier centers,

and there is every reason to expect that the maximally localized WFs are still

exponentially localized [36].

In Chapter 7 we have developed a general method for decomposing the occu-

pied space of a Z2 insulator into a direct sum of two T -symmetric Chern subspaces

with nontrivial individual Chern numbers. We then described a general proce-

dure for breaking the T symmetry between the two bands and rotating them into

subspaces that are smooth everywhere on the torus. Our methods are general in

the sense that they do not make use of any special symmetries or assumptions

about gaps in the spectrum of spin operators. This establishes the construction

of a smooth gauge for 2D topological insulators.
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