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Nicholas J. Belkin, Ph.D. 

When using information retrieval (IR) systems, users often pose short and 

ambiguous query terms. It is critical for IR systems to obtain more accurate 

representation of users‘ information need, their document preferences, and the context 

they are working in, and then incorporate them into the design of the systems to tailor 

retrieval to individual users. The proposed study is to personalize IR systems by tailoring 

search result content to individual users through the inference of useful documents during 

their information seeking episode, in different types of tasks. Specifically, this 

dissertation has two research goals: (1) generate predictive models of document 

usefulness based on multiple user behaviors as in different types of tasks; (2) generate 

predictive models of task type through observing users‘ search behaviors. To address 

these research goals, this study analyzed data collected in a controlled lab experiment. 

Thirty-two students were invited to participate in the study, each worked on four search 

tasks, and these tasks were designed to be different types. During search sessions, all 

users‘ interactions were recorded by multiple loggers. Predictive models of document 

usefulness and task type were generated using various statistical analysis methods. Our 

results demonstrate that multiple behavioral measures on both content pages and search 
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result pages can be indicators of document usefulness. More importantly, task type 

affected the relationship between the behavioral measures and document usefulness, and 

it may therefore be necessary to build task-specific predictive models of document 

usefulness, which can achieve better prediction accuracy than a non-task specific 

predictive model. In addition, behavioral measures on within-session level and whole-

session levels could be able to generate predictive models of task type. The results 

improve our understanding on how to infer users‘ search context information and 

document usefulness from user behaviors, and then to use this knowledge to improve the 

information searcher‘s experience; that is, to make their information search more 

effective and pleasurable. The research findings have theoretical and practical implications 

for using behavioral measures and taking account of contextual factors in the development of 

personalized IR systems. Future studies are suggested for making use of these findings as 

well as research on related issues. 
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Chapter 1. Introduction 

With the development of information access, there is an overabundance of information for 

users to choose on the Internet. When using information retrieval (IR) systems, users often pose 

short and ambiguous query terms. Sometimes even though different searchers have posted the 

same queries, their information needs are different given their search contexts. Thus, it is critical 

for IR systems to obtain more accurate representations of users‘ information needs, their 

document preferences, and the context in which they are working in, and then incorporate this 

into the design of the systems to tailor retrieval to individual users. Personalized IR systems are 

proposed to address this issue.  

Personalized IR systems attempt to take into account contextual factors and tailor various 

aspects of the search experience to individual users. There are many different ways to 

personalize IR systems, with respect to the particular aspects of search experience and different 

sources that are used to do personalization. Search experience encompasses a wide variety of 

aspects of the search, such as the interaction mode by users‘ preferences, adapting interfaces 

according to a person‘s cognitive style, tailoring search result content with respect to the 

documents‘ relevance or usefulness, information presentation with respect to the display format, 

and so on. This dissertation focuses on tailoring search result content through inference of useful 

documents to users during their search episodes.  

Relevance feedback has been used as a method to increase performance effectiveness in 

information retrieval research. A typical relevance feedback system requires users to assess the 

relevance of some retrieved documents after they get the result list with their initial queries, and 

then the system generates new terms to expand or modify their initial queries and provides a 
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revised result list (Rocchio, 1971). The traditional approach of relevance feedback requires users 

to explicitly provide feedback, which is an additional activity for users beyond their own 

information seeking behaviors and work task. Due to such reasons, the effectiveness of explicit 

techniques to obtain document relevance can be limited, and researchers started to investigate 

user behaviors as implicit evidence of document relevance or usefulness as a substitute for 

explicit feedback. Implicit evidence is obtained by unobtrusive observation of the interactions 

between users and systems, and has the advantage of not interrupting users from their search. 

There have been a number of studies that have investigated which user behaviors can 

serve as implicit indicators of document preferences (Claypool, et. al, 2001; Nichols, 1997; Oard 

and Kim, 2001; Kelly and Teevan, 2003). The behavior sources that have been investigated as 

sources of implicit feedback include clickthrough on search result pages, dwell time on content pages, 

saving, printing and so on. The results of these studies have been encouraging, but most of them have 

focused on single behaviors, either on search result pages or content pages, and none of them have 

combined multiple behaviors on both search result pages and individual content pages to infer 

document usefulness.  

Besides predicting document usefulness for personalization of retrieval system, it is also 

important for the systems to identify the context of the current search; for example, the task type, 

users‘ knowledge of the task, their search stage, etc. In the research field of human information 

behavior, many studies have shown that these contextual factors influence the way users search for 

information (Li, 2008; Toms et al., 2008; Kim, 2009), the type of information users expect (Murdock 

et al., 2006; Freund, 2008); and more importantly, that these contextual factors could affect the 

reliability of user behavioral measures for implicit relevance feedback (Kelly, 2004; Kelly and White, 
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2006; Liu and Belkin, 2010). However, there has not been much research on automatically 

identifying such contextual factors through user behaviors.  

This dissertation hopes to contribute to search result content personalization in four aspects: 

(1) investigate which behavioral measures on search result pages and content pages can serve as 

implicit predictors of document preferences; (2) generate predictive models of document usefulness 

based on multiple user behaviors in different types of tasks; (3) compare whether task-specific 

predictive models can lead to better prediction performance of document usefulness than a non-task 

specific predictive model; (4) examine which search behaviors can be used to predict task type.  

To address these research goals, this study analyzed data collected in a controlled lab 

experiment. Thirty-two students were invited to participate in the study, each worked on four 

search tasks, designed to be of different types. Users‘ search interactions were logged by 

multiple loggers and explicit judgments of document usefulness were collected by allowing users 

to save useful pages. We first generated a general predictive model that was not task specific by 

considering the interactions in all tasks in this experiment. We then generated task-specific 

predictive models of document usefulness in each type of task, and then compared them with the 

general model, in both the selected behavioral measures as predictors and the prediction 

performance. Our results demonstrate that multiple behavioral measures on both content pages 

and search result pages could be indicators of document usefulness. More importantly, task type 

affected the relationship between the behavioral measures and document usefulness, and it is 

necessary to build task-specific predictive models of document usefulness, which could achieve 

better prediction accuracy than the non-task specific predictive model. Secondly, we explored 

behavioral measures to generate predictive models of task type. Our results demonstrate that 

behavioral measures collected during search (on the within-session level) could be used to 
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predict task type, and if combined with behavioral measures after the task is done (on the whole-

session level), the system may achieve better prediction performance.  
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Chapter 2. Literature Review 

This chapter contains a review of literature about learning users‘ interests and the effect 

of contextual factors on users‘ search behaviors. It begins with implicit relevance feedback 

techniques, including what behaviors have been examined in previous studies, followed by a 

discussion of the limitations of current research. Then the effects of contextual factors on users‘ 

information search behaviors are presented. In the third part, the methods that have been used to 

evaluate the performance of personalization algorithms are reviewed.  

2.1 Users’ interests and preference learning 

2.1.1 Implicit measures of users’ interests and preferences 

When users search on IR systems, they may be neither familiar with their current 

information problems, nor able to specify these problems with accurate or complete query terms. 

Search results for users‘ original queries, especially ambiguous or broad ones, might not be good. 

Relevance feedback is an important technique in IR to obtain relevant documents automatically 

by modification of users‘ initial queries (Rocchio, 1971). The assumption underlying this idea is 

that an ideal query exists for each information problem within each document store, which can 

differentiate a particular set of documents from all the others in the store. When the user gets a 

result list after he/she issues an initial query, relevance feedback requires users to assess the 

relevance of some retrieved documents. By using the content of the relevant documents, the 

system can either adjust the weights of terms in the initial query, or extract additional terms to 

expand the query, and then provide a revised search result list. The method that explicitly 

requires users to provide their judgments of documents is called explicit relevance feedback 

(ERF). The disadvantage of ERF is that requiring users to judge document usefulness/relevance 
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is an additional task besides searching and their current work tasks. Therefore, a method that 

could infer users‘ preferences based on the observation of search behaviors is proposed, which 

has attracted much attention in the research. Compared to ERF, the implicit method is called 

implicit relevance feedback (IRF), using information about searchers‘ preferences and interests 

to identify documents to be used for relevance feedback. The advantage of IRF is that the system 

can unobtrusively observe users‘ search behaviors, and automatically infer users‘ preferences 

and better the search results. This section of review examines what user behaviors and measures 

of behaviors have been found to be significant in learning users‘ interests and preferences.  

1) Behaviors on documents 

Nichols (1997) provided the first classification of behaviors as implicit feedback, in 

which he suggested 13 types of implicit information. Subsequent work by Oard and Kim (2001), 

Claypool, Le, Waseda, and Brown (2001), and Kelly and Teevan (2003) further developed the 

classification of behavioral sources for implicit feedback to infer users‘ preferences and 

relevance judgments. Some behaviors among these implicit sources have been extensively 

investigated, like reading time, saving, printing, selecting and referencing to be able to infer 

users‘ preferences.  

Dwell time, usually understood as the length of time a document is displayed, has been 

examined for implicit relevance feedback in many studies. Some previous studies have shown 

contradictory results for the prediction of usefulness from dwell time. For example, Morita and 

Shinoda (1994) found the reading time for articles rated as interesting was longer than for 

articles rated as uninteresting. However, Kelly and Belkin (2004) did not find a significant 

relationship between display time and usefulness judgments in their naturalistic study. Recent 
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studies have been focusing on the interaction of contextual factors (e.g. tasks, stage of searching, 

etc.) with user‘ behaviors on documents‘ usefulness prediction. Based on the same dataset in 

Kelly and Belkin (2004), White and Kelly (2006) further explored the interactions between dwell 

time and the factors of user and task respectively. They examined whether establishing a 

threshold for dwell time with information about the user and/or the task to predict document 

usefulness could improve the personalization performance without considering information of 

the user or the tasks. They found that the performance of implicit relevance feedback using dwell 

time as an indicator of relevance was improved when the task information was considered.  

Kellar, Watters, Duffy and Shepherd (2004) examined the relationship between task type, 

reading time and documents‘ relevance, and their results showed that the performance of reading 

time as an indicator of relevance varied in different types of tasks. In particular, they found that 

reading time is a reliable indicator of relevance on complex tasks when users only judge general 

relevance, and is not good on simple tasks when a user wants to find a specific answer. Liu and 

Belkin (2010) examined the effects of search stage and usefulness on decision time. Their results 

showed that users spent the longest time on very useful pages in early search stages, but spent the 

shortest time in later stages. These studies demonstrate that understanding how behaviors change 

with respect to contextual factors (task type, stage of search, topical knowledge, etc.) can 

improve the effectiveness of using dwell time for IRF.  

Goecks and Shavlick (1999) examined whether the amount of page activity was related 

to a user‘s interest. They measured users‘ mouse and scroll activities as well as browsing 

behaviors. While they found correlations between a high degree of page activities and users‘ 

interest, they did not test this relationship against explicit judgments by the real users. Claypool, 
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et al. (2001) analyzed some user behaviors as implicit indicators and compared them with the 

explicit ratings. They developed an experimental browser, the Curious Browser, to collect users‘ 

behaviors on the Web pages they visited. They found that the time spent on a page and the 

amount of scrolling on a page had a strong positive relationship with explicit interest, while 

individual scrolling methods and mouse-clicks were not correlated with explicit interest.  

2) Query logs  

Query logs have also been used to disambiguate users‘ current queries. The query logs 

include not only previous queries of the current searcher, but also the click-through behaviors 

following the queries. Shen, Tan and Zhai (2005) explored methods to construct users‘ query 

language models using users‘ immediate search context and feedback, i.e. the query history and 

click-through history in the same search session, and found the performance of later queries 

could be improved using such methods without any cost to the user. They further (Shen, Tan and 

Zhai, 2006) conducted a user study to examine personalization on two types of queries: recurring 

queries and fresh queries, using different lengths of search history. Their results showed that 

recent history tended to be much more useful than remote history, especially for fresh queries; 

while the entire history was helpful for improving the search accuracy of recurring queries. In 

addition, such results also match the ostensive model (proposed by Campbell and van Rijsbergen, 

1996), which adds a temporal dimension to relevance, suggesting a recently viewed step in the 

relevance path is more indicative of the current information need than a previously viewed one.  

Some other studies that used query logs to do personalization often involve mapping 

queries to categories using users‘ local profile and/or external classification files like ODP (Open 

Directory Project) or WordNet, and then extract related terms for query expansion. Liu, Yu and 
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Meng (2002) proposed to personalize users‘ queries by mapping their queries into categories to 

disambiguate the query terms. They examined three methods of mapping queries to categories: 

using user profile only, using general profile only, and using both user and general profiles. Their 

results indicate that the accuracy of using both profiles is consistently better than those using any 

one alone.  Bai et al. (2007) used a method of a combination of two types of contexts to select 

appropriate terms for query expansion. The contexts they used included the topical domain of 

interest of the query using ODP as context around query, and the semantic term relationship 

within each query as context within query. Their results demonstrated that such combined 

method brought significant improvements in retrieval effectiveness.  

In addition, previous queries that were used for searching the same or similar as the 

current information needs can also be used a source for query expansion or query suggestions. 

Huang, Chien and Oyang (2003) proposed to extract relevant terms for query expansion in a 

similar search session on a search engine. By conducting a user study, Kelly, Gyllstrom and 

Bailey (2009) provided query suggestions based on the query logs generated by a separate group 

of users who were searching for the same search task. Their results revealed that searchers used 

queries generated by other users for the same task more frequently than queries generated by 

systems. Methods of suggesting other searchers‘ queries on similar topics are also used by 

current major commercial search engines, like Google, Yahoo, Bing, etc., or retrieval systems 

like the ACM digital library.  

Teevan, Dumais & Horvitz (2010) examined users‘ clicks on search results and explicit 

judgments for the same queries and found people‘s explicit judgments for the same queries 

differed greatly from one another. They proposed that the potential for personalization could be 
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defined by the gap between how well search engines could perform if they were to tailor results 

to the individual, and how well they currently perform by returning results designed to satisfy 

everyone. Their results demonstrated that the variability in clicks on search results for the same 

query might indicate the potential benefits for personalization of the search results.  

3) Behaviors on search result page 

Besides interaction behaviors on content pages (e.g. dwell time), users‘ behaviors on 

search result pages have also been found to be effective evidence for implicit relevance feedback. 

For example, click-through, the selection behavior on search result page, has received a lot of 

attention because this behavior is easy to obtain from proxy servers and is logged by most search 

engines. Joachims and his colleagues have used click-through data to re-rank search results 

(Joachims, 2002). However, click-through for implicit feedback has been critiqued by 

researchers for its problematic assumption that all the pages requested by the user are equally 

useful to the user. Recent studies have tried to combine other behaviors together with click-

through behaviors to improve its performance. Radlinski and Joachims (2005) proposed to infer 

users‘ relative relevance judgments of documents based on the click order in one query and 

within multiple queries in one search session, and got better performance than no relevance 

feedback. Fox, et al. (2005) analyzed the association between explicit ratings of user satisfaction 

and implicit measures of user interest using a Bayesian modeling method. Their results revealed 

that a combination of implicit measures could better predict user satisfaction than using click-

through behaviors alone. In addition, they found time, including time from when the user left the 

result list to the time he/she returned, and time during which a page was in focus, and exit type 

(e.g. kill browser window, new query, URL entry and etc.) were the two best predictors of 

satisfaction.  
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Liu, Gwizdka and Liu (2010) examined users‘ search behaviors during query 

reformulation intervals (QRIs) to identify whether users found useful documents during that 

interval. They examined this issue by comparing behavioral variables that characterized QRIs 

during which useful pages were found with those during which no useful pages were found. 

Their results demonstrated that the QRI duration and the total time spent on content pages during 

QRIs with useful pages was significantly longer than during QRIs with no useful pages. In 

addition, users were also found to have viewed more content pages and spent more time on 

content pages than on search result pages during QRIs with useful pages. This study did not only 

focus on user behaviors on single search result lists, but on a series of search result lists after 

each query that users have issued in a search task episode.   

When investigating users‘ query reformulation behaviors (QRBs) in a controlled user 

study, Liu, Gwizdka, Liu, Xu and Belkin (2010) found that after visiting and saving useful 

page(s), Generalization as a QRB was less likely to be used while New query as a QRB was 

more likely to be used.  It was also found that the query reformulation types after finding useful 

page(s) might vary in different types of tasks. For example, in Simple and Hierarchical tasks, 

Specialization was mostly used after saving useful pages; while in Parallel tasks, Word 

Substitution was used most frequently after saving useful pages. Such results indicate that how 

users reformulate their queries when searching for a search task may help infer whether they 

have found useful pages after their previous queries.  

Agichtein, et al. (2006) proposed a user behavioral model to predict web search result 

preferences by observations of searchers‘ natural interactions with a commercial search engine. 

Different from Fox et al. (2005), which was in general query-independent, this study examined 
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query features, which are query-specific. The behaviors their model considered included: query 

features, browsing features, and click-through features. Query features included query length, 

fraction of shared words between query and title, summary, URL, and domain, and the overlap 

between two adjacent queries. Browsing features were used to characterize interactions with 

pages beyond the results page, such as dwell time and number of clicks on each document. 

Click-through features include result ranking, click frequency, and whether there is a click on the 

next or the previous result. Their results indicated that considering the number of clicks in the 

result list and the position of clicks in the result list together with click-through behaviors could 

improve the prediction of users‘ preferences. These studies indicated that a combination of 

several behaviors as evidence for implicit feedback might perform better than methods using a 

single type of behavioral evidence.  

4) Combination of multiple behaviors 

Using single user behaviors to predict user‘s preference seems insufficient, and some 

studies have extended such research by combining multiple sources of evidence for implicit 

feedback, or forming relative indicators by combining several behaviors. Shapira, Taieb-Maimon 

and Moskowitz (2006) suggested six new implicit indicators, and among them, four were relative 

measures: mouse movement relative to reading time, scrolling time relative to reading time, 

reading time normalized by page size, number of links visited on a page relative to the number of 

existing links on the page; and the other two were single indicators: number of links visited on a 

page, and level of interaction on a page. All these indicators of users‘ behaviors on individual 

content pages were captured during their everyday searching by using a specially developed 

browser, and participants were also asked to explicitly rate the relevance of each page using 5-

scale points. The results of this study showed that the best single indicator is ―the relative mouse 
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movement‖, which was more accurate than reading time or mouse movement, in distinguishing 

different levels of interests on documents. With respect to the combination of multiple implicit 

indicators, they used stepwise linear regression to obtain a regression model containing the ―best‖ 

subset of indicators. However, this paper did not mention what behaviors were included in this 

―best‖ subset.  

Another study that examined a combination of multiple user behaviors for implicit 

relevance feedback was conducted by Yang, Xiang and Shi (2009). With a focus on user 

behaviors on small screen devices, they examined the relationship between user behaviors from 

four aspects (display time, viewing information items, scrolling and link selection) and user‘s 

interest on blocks. They conducted a statistical analysis first to identify the most significant types 

of implicit evidence, and then used machine learning methods to identify user‘s interest blocks 

by combining this evidence. They also compared three classical machine learning techniques: 

Support Vector Machine (SVM), C4.4 and Naïve Bayesian Method. Their results demonstrated 

that the aspect of viewing information items was less indicative than other aspects of behavior; 

and with respect to the effectiveness of machine learning techniques, they found Support Vector 

Machine (SVM) was the best, because Naïve Bayesian Method always performed worst and it 

always assumed that indicators were independent of each other, but this was not the case; and 

C4.4 had the drawback of over-fitting.  They also found the usefulness of significant implicit 

evidence was influenced by users to a great extent, while the influence of the type of Websites on 

the usefulness of significant implicit evidence was not as great as that of users.  

Melucci and White (2007) also investigated multiple aspects of user behaviors to 

represent the features of documents. The method they used was the Vector-Space Model (VSM), 
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and each document was a vector, the relevance was a linear transformation, relevance statuses 

were the eigenvalues of the linear transformation, and the computation of the probability of 

relevance of a document as the projection of the document vector onto an eigenvector of the 

linear operator. Their results demonstrated that implicit relevance feedback was more effective 

when it was tailored to the task and personalized to the user. However, this study did not explore 

which behaviors and what combinations of behaviors were significant for the prediction of 

document usefulness. 

5) Summary of behavioral evidence as implicit measures 

The above reviewed studies on behavioral evidence as implicit measures of users‘ interest 

and preference can be summarized in the following table. In this table, users‘ observable 

behaviors are modeled using two axes, Search stage and Signal Type.  

Table 1 Classification of behavioral signals as implicit relevance feedback and related literature 

 Signal Type 

Attention  Action Content-based 

S
ea

rc
h

 s
ta

g
e 

Before 

they 

search 

  Previous queries: 

Beeferman and 

Berger (2000); Liu, 

Yu and Meng (2002); 

Shen and Zhai 

(2003); Huang, Chien 

and Oyang (2003) 

On 

search 

result 

pages 

Time on result list before first 

click: Fox, et al. (2005); 

Agichtein, et al. (2006);  

Total time on result lists: Fox, 

et al. (2005) 

Query Reformulation Interval 

time: Liu, Gwizdka and Liu 

(2010) 

 

Issue query: 

Agichtein, et al. 

(2006); 

Clickthrough: 

Radlinski and 

Joachims (2005); 

Joachims et al. 

(2007); Fox, et al. 

(2005); Agichtein, et 

al. (2006)  

Query content 

features: Agichtein, 

et al. (2006); 
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 Click order: Radlinski 

and Joachims (2005); 

Agichtein, et al. 

(2006) 

Click position: 

Agichtein, et al. 

(2006) 

Number of clicks: 

Agichtein, et al. 

(2006) 

The way in which the 

user exited the page: 

Fox, et al. (2005) 

On 

content 

pages 

Display (dwell) time: Morita 

and Shinoda (1994); Konstan 

et al. (1997); Oard and Kim 

(1998); Kelly and Belkin 

(2004); Fox, et al. (2005); 

Agichtein, et al. (2006); 

White and Kelly (2006) 

First dwell time: Liu and 

Belkin (2010) 

Eye movement: Joachims et 

al. (2007) 

Scroll: Fox, et al. 

(2005) 

Mouse movement & 

clicks: Fox, et al. 

(2005) 

Number of visits: Fox, 

et al. (2005) 

 

Further 

use of 

content 

pages 

 Print; Bookmark; 

Save; Delete; Add to 

favorites; Email; Cite; 

Rate; Edit; etc. 

Oard and Kim (1998); 

Fox, et al. (2005); 

 

Search stage (before they search, on search result pages, on content pages, further use of 

content pages, exit type of content pages) refers to the search behaviors in different search stages 

during the interactive search process. Before they conduct the current search, users‘ previous 

query log could represent their long-term and short-term interests. On search interfaces and 

search result pages, users could issue their queries to search; when they get the search result, 

their main decision is which search results to click, so related measures as click-through, time 
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before click, click order, etc. can serve as implicit evidence of users‘ preferences. On each 

individual content page, their behaviors are mainly investigating the content of the page. After 

reading the content page, users decide whether to further use the content pages if they are useful 

or relevant.   

Signal type (Attention, Action, and Content based) refers to the type of behavioral signals 

as implicit evidence for relevance feedback. Attention describes users‘ attention on the page, e.g. 

the dwell time they spend on the page, or the eye-movements on the page. Action refers to user‘ 

movements that can be observed during search, mainly including mouse and keyboard activities. 

Content-based signal mainly refers to the content of queries users issue during search, and 

analysis of the content match between queries and content pages.  

This classification highlights users‘ behaviors on search result pages. Although the focus 

of implicit relevance feedback is to predict the usefulness or relevance of individual documents, 

users start examining these documents on search result pages, and by deciding to click on the 

document, they can browse the content of certain documents. Therefore, users‘ behaviors 

through the whole search session can serve as evidence for implicit relevance feedback.  

2.1.2 Discussion of research on implicit evidence for relevance feedback. 

This section reviewed implicit evidence that has been investigated in previous studies to 

personalize the content of search results for individual users. It also demonstrates some 

challenges for future research using implicit evidence.  

First of all, with respect to behavioral evidence, we need further investigation on how to 

interpret behavioral evidence in different contexts.  Behaviors, such as dwell time on content 
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pages, were found not to be consistently reliable as indicators of preferences in all situations. For 

instance, Kellar et al. (2004) found that dwell time was a good indicator of preferences only for 

complex tasks, and was not good for simple tasks. One reason for this is that the behaviors that 

are considered for IRF are also influenced by contextual factors (task topic, type, topic 

knowledge and so on), and their ability to distinguish relevant and non-relevant documents varies 

in different contexts. Research on information-seeking behaviors could help find out how users‘ 

behaviors change with respect to contextual factors and may also help identify the best 

behavioral evidence in particular situations. Related work addressing this issue is reviewed in 

detail in the next section.  

Secondly, there are differences between client-logged versus server-logged studies. In 

previous studies we can find that, studies about dwell time or other behaviors on content pages 

were mostly user studies, either in naturalistic settings or laboratory settings, and users‘ 

behaviors were logged on the client; while studies on click-through behaviors and other 

behaviors on result lists were mainly using search engine logs collected by the server. The 

advantage of the server log analysis is that it is easier to obtain by search engines and search 

engine logs often consist of large quantities of data; however, the drawback of such methods is 

that they lack the context of search, and lack data on users‘ interactions with documents. In 

contrast, client-logged data can provide more contexts and users‘ complete interactions with 

information objects during their search. But not much research on client-logged analysis has 

examined the behaviors on search result lists and/or combined these behaviors with dwell time or 

other interactions on content pages for implicit feedback. This calls for future studies to 

investigate users‘ behaviors on both search result pages and individual documents, and their 

relationships to the explicit ratings of interest and preference. 
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Another challenge for behavioral evidence is how to use multiple behavioral sources to 

predict document usefulness. Studies have demonstrated that a combination of behaviors on 

search result pages and content pages could improve the performance of prediction over that 

using any single behavioral evidence (e.g. Fox, et al., 2005; Agichtein, et al., 2006). However, as 

behaviors on search result pages are not directly related to the relevance of any single content 

page, further studies are needed to explore what we could infer from users‘ behaviors on result 

pages, and how to apply behaviors on search result pages and content pages in the prediction of 

document usefulness.  

2.2 Contextual factors in information retrieval research 

Contextual factors are important in affecting users‘ information behaviors, as well as the 

prediction of users‘ preferences and interests from implicit relevance feedback. We need to 

understand what contextual factors influence users‘ behaviors and users‘ document preferences; 

we also need to identify significant contextual factors without explicitly eliciting them, and then 

incorporate them in the design of information retrieval systems. Identification of contextual 

factors is another facet to personalizing users‘ search experiences. This section of the review 

focuses on studies about the relationship between contextual factors and user behaviors.  

Cool and Spink (2002) identified four levels of context: information environment level—

the social and environmental factors that influence human information behaviors, e.g. location 

and time; information seeking level—the goals and tasks that information seekers are trying to 

accomplish and how they influence their seeking behaviors; IR interaction level—the interaction 

between user and system within search sessions; and query level—linguistic context by 

attempting to understand, or disambiguate, users‘ context of meaning when they use a particular 
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query term. Context on the information environment level is beyond the scope of this dissertation. 

Context on the query level has been discussed above in the users‘ preferences learning section. 

So this section focuses on context on information seeking level and IR interaction level. 

Research at these levels tries to understand how information goals and task influence users‘ 

behaviors, how behaviors within these contexts differ and how successive information seeking 

episodes represent contexts. The contextual factors reviewed below mainly include task type, 

topical familiarity and domain knowledge and individual differences.   

2.2.1 Task type effect on information search behaviors 

Tasks are defined as a motivation of information seeking and search. It has been shown 

by many studies that task type has an influence on users‘ search behaviors. In order to examine 

the effect of tasks, several ways to classify task types have been identified. Task types are often 

examined as independent variables in information seeking and retrieval research.  

In examination of information seeking strategies of novices, Marchionini (1989) designed 

two types of tasks, i.e., a closed task and an open-ended task. The closed task required students 

to find three facets of a fact, and there is only one correct answer; the open-ended task required 

users to find information about one subject, and there may exist many related facts. These two 

types of tasks were designed to vary according to task difficulty, with the hypothesis that one 

task would take more time and be considered more difficult by users, and that search strategies 

would differ in the two types of task. It was found that users spent more time and performed 

more moves for the open-ended task than for the closed task. Qiu (1993) used two types of tasks 

to investigate the effect of task type on search strategies: specific task and general task. In the 

specific search task, users were asked to search for a specific fact that was known to exist; this 
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type of task is very similar to the closed task as defined by Marchionini (1989). In the general 

search task, users searched for general information about a broad topic, and it is somewhat 

related to Marchionini‘s open-ended tasks. Qiu found that users preferred to use browsing for 

completing the general task, whereas they used analytical search strategies more frequently in the 

specific task. Kim (2001) examined the influence of cognitive style, online database search 

experience, and task type on users‘ search behaviors. The two types of tasks are Known-item 

search task and Subject search task. Kim pointed out that Known-item and Subject search 

tasks correspond to the closed and open-ended tasks of Marchionini (1989) and the specific and 

general tasks of Qiu (1993). For the Known-item task, there was one piece of target information; 

the Subject search is defined as a task requiring the searcher to retrieve information that is related 

to a given subject.   

The task classifications in these three studies are closely related, and they are designed in 

such way as to differentiate the task difficulty of the search tasks. The common feature is that 

closed/specific/known-item search tasks only require users to find one specific fact, while open-

ended/general/subject search tasks require users to find multiple unspecified facts or general 

information about a topic. Such classifications focus on the type of information users are 

searching for in the task, whether it is one fact or multiple facts or information. However, there 

are many other dimensions which could help define task type.   

Li (2008) proposed a faceted classification of tasks, including work task and search tasks, 

in which she identified multiple dimensions that could define task type. She also conducted a 

semi-structured interview to validate this task classification. This classification of tasks not only 

considers the generic facets of tasks, but also includes common attributes of tasks. The ‗generic 
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facets of tasks‘ are external characteristics of tasks, including Source of task, Task doer, Time, 

Process, Product, and Goal. The common attributes describe the internal attributes of the task, 

including task complexity (subjective and objective), task difficulty, task interdependence, 

degree of structure of task, salience of task, degree of urgency of task, and knowledge of task. 

These attributes are labeled as ‗Common attributes of task‘ because each type of task classified 

based on ‗Generic facets of task‘ can be described by all of these attributes. In the following 

section, we introduce several dimensions in Li (2008)‘s classification scheme: task product, task 

complexity and task goal (quality), and also discussed other related studies involving these task 

types. Another facet, Level of document judgment, which was not contained in Li‘s classification, 

but has been found to be significant in affecting users‘ search behaviors is also discussed.  

1) Task product 

Product as a facet of tasks refers to the outcomes or results of task completion. Many 

previously mentioned studies, including Marchionini (1989), Qiu (1993) and Kim (2001), 

classified tasks with respect to the task product facet. According to Li (2008), for work task, task 

product includes Physical (a task which produces a physical product), Intellectual (a task which 

produces new ideas or findings), and Decision/Solution (a task which involves decision making 

or problem solving); for search tasks, task product can be classified into Intellectual, Factual 

information (a task locating facts, data, or other similar information items in information 

systems), Image (a task locating images in information systems), and Mixed product (a task 

locating different types of information items in information systems). Li (2008) further 

investigated the relationship between work tasks and interactive information searching behaviors 

by conducting an experimental study. One facet that she examined in the experiment is task 

product. In the task design, she selected two types of work task product: Intellectual and 
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Decision/Solution tasks. The results indicated that intellectual tasks involved more retrieval 

systems consulted and result pages viewed, longer query length and higher self-rated success. 

This study demonstrated that work tasks with different products could shape users‘ search 

behaviors.  

Freund (2008) classified information tasks into five types based on the user‘s intended 

use of information: learning about a topic, fact-finding, making a decision, solving a problem, 

and finding out how to do something. The purpose of making such classification is to examine 

whether users expect different types of genre for their work tasks. When examining carefully, we 

can see this classification is very similar to Li (2008)‘s task product facet classification. In 

Freund (2008), ―learning about a topic‖ is a type of task when users try to learn about an 

unfamiliar topic, and seek general orientation and an understanding of concepts, which is similar 

to ―Intellectual‖; ―making a decision‖ is to identify and compare alternatives in order to 

determine a course of action, which corresponds to ―Decision task‖; ―finding facts‖ is to find 

specific factual information, which is ―factual information‖; ―finding a solution‖ is to solve a 

problem by finding information on similar scenarios; ―finding out how to‖ is to find a procedure 

or work plan identifying the steps to take and issues involved, the latter two could refer to 

―Solution task‖. In this study, it is found that users expect different types of information object 

when completing different types of tasks.  

Kim (2009) also classified search tasks with respect to the type of answer users are 

searching for in the task, and she identified three types of tasks: 1) factual task: an ―asking a fact‖ 

task, such as naming, identifying or listing; 2) interpretive task: a task to configure an answer 

rather than simply and concisely locate one, which is rather open-ended but goal-oriented; 3) 
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exploratory task: a task motivated by the searcher‘s desire to broaden his or her knowledge of a 

topic, which is completely open-ended and vaguely structured. In this classification, both the 

factual and interpretive tasks are goal-oriented and ask specific questions, but the factual task 

expects specific facts as the answer, while the interpretive task expects general and multiple 

objects as the answer. The experimental results demonstrated that in factual tasks, users‘ typical 

strategy was typing specific keywords in the search engine, scrolling through the results, opening 

one result, scanning a page, and then coming back to the list of results until they found the target 

information; in interpretive tasks, users‘ search pattern proceeded from the general to the 

particular; in exploratory tasks, users often stopped their searching when they found a page that 

had lots of links and frequently planned on a later use of information.  

Murdock et al. (2006) focused on information search in Question and Answering systems, 

with the purpose of identifying and improving the procedural questions. The focus of this study 

was to compare the differences in question description and non-content features of relevant 

documents in two types of questions: the factual questions which ask for a statement of fact, and 

the procedural questions which ask for a description of a process. They identified several 

features that differ significantly between the relevant set and the non-relevant set of documents 

for procedural questions. They clustered documents based on the documents‘ structural similarity 

and then re-ranked the documents based on the results of clustering. Their results showed an 

improved performance of ranking using this method. This study indicated that the identification 

of task type and the non-content features of documents needed for different types of tasks are 

important in improving users‘ search experience.  
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Kellar, Watters, and Shepherd (2007) investigated information seeking behavior on the 

Web through a field study, and identified four task categories: fact finding (FF), information 

gathering (IG), just browsing, and transaction. Among these, only FF and IG are goal-driven 

information seeking tasks. FF is defined as a task in which users are looking for specific facts or 

pieces of information; IG involves the collection of information, often from multiple sources. 

These two task types are similar to Kim (2009)‘s classification, in that FF is equivalent to factual 

task, and IG includes both interpretive and exploratory tasks. Kellar, Watters, and Shepherd 

(2007)‘s results show the differences between these two tasks are duration time (FF is longer 

than IG), number of pages viewed (IG has more than FF), query length (FF has longer queries, 

IG has shorter queries).  

Toms et al. (2008) examined how search behavior differs according to three types of task 

information goals and two types of task structure. The three types of task are decision making, 

fact finding and information gathering; and the two types of task structure are hierarchical and 

parallel. Their experiment found that users formulated fewer queries but took more time to 

process the result of a query for ‗Hierarchical tasks‘ than for ‗Parallel tasks‘, and it suggested 

that ‗Hierarchical tasks‘ required more effort considering most metrics other than number of 

queries. As to the task type, ‗Decision Making‘ and ‗Fact Finding‘ tasks contained more queries 

than ‗Information Gathering‘; in addition, those in ‗Information Gathering tasks‘ were more 

likely to add additional, unprompted terminology than those in ‗Decision Making‘. 

A recent study by Liu et al. (2010) investigated the relationship between user behaviors 

and different task types. They designed four journalism assignments, varying according to three 

facets in Li (2008): task product, task complexity and search task goal (quality), and an extended 
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facet, Level of document judgment. With respect to task product, they designed two types of 

tasks: Factual and Mixed. It was found that users spent significantly longer completion time and 

visited significantly more pages and more sources in Mixed tasks than in Factual tasks. 

2) Task complexity 

Besides task product, another important facet of task is objective task complexity. In Li 

(2008), objective task complexity reflects the number of Information Retrieval systems and types 

of sources used in accomplishing the work task, and it contains three levels: high, medium, and 

low. In her controlled study, she found that task complexity affected a number of aspects of 

information search behaviors, and it was associated with the total completion time, the number of 

retrieval systems consulted, the number of pages viewed, the number of queries, and the number 

of unique queries. 

Complexity has also been examined by many other researchers, but the definition of 

complexity is different from Li (2008), and it is often related to task difficulty. For example, 

Byström and Järvelin (1995) investigated the relationship between task complexity, information 

types, and information sources. In this study, task complexity is defined in terms of ―a priori 

determinability of, or uncertainty about, task outcomes, process and information requirements‖ 

(p.194). In this study, tasks are classified into five categories: automatic information processing 

tasks, normal information processing tasks, normal decision tasks, known, genuine decision tasks, 

and genuine decision tasks. They found that when the task complexity increased, more types of 

information were needed, and people were less likely to predict the information type they needed 

and relied more on experts to provide useful information. Such a definition of task complexity is 

related to users‘ pre-familiarity of the task; the more knowledge of the task the user has, the less 
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uncertainty he/she may have in the searching. This definition of task complexity is explicitly 

subjective, and the same task may not be classified as the same type for different users, 

depending on their familiarity with the task. A definition of task complexity which is not 

individual-dependent, such as Li‘s, might be more useful for experimental purposes. 

3) Task Goal (quality) 

In Li‘s classification, Search goal contains two sub-facets: quality and quantity. Search 

goal (quantity) describes the number of sub-goals contained in the task. Search goal (quality) 

includes three values: specific goal, amorphous goal, and mixed goal. A task with specific goal is 

defined as ―a task with explicit or concrete goals‖; a task with amorphous goal refers to ―a task 

with abstract goals‖; and a task with a mixed goal is ―a task with both concrete and abstract 

goals‖. This facet of task goal quality was first proposed in MacMullin and Taylor (1984), in 

which they identified 11 dimensions to define the attributes of user‘s work problem situation, 

including such categories as ―design/discovery‖, ―well/ill structured‖, ―complex/simple‖, 

―specific/amorphous goal‖ and so on. With respect to the goal (quality), their definition is 

―specific goals are easy to be operationalized and measurable while amorphous goals are 

ambiguous and hard to be operationalized‖. In Li‘s thesis, the example of a task with a specific 

goal is ―to get the grade for the class‖; and the example of a task with an amorphous goal is 

―preparing exams‖, and the search task involves searching textbook about biology to get a better 

understanding of the biology issues; if a task contains both specific and amorphous goals, it is 

labeled as a ―task with a mixed goal‖.  

The effect of task goal (quality) has been investigated in Liu et al. (2010), in which they 

designed four tasks varying three types of task goal (quality): specific, amorphous and mixed. In 
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the specific task, the goal of the task is locating documents on a well-defined topic or confirming 

facts; while the amorphous goal requires users to find some experts on a given issue, which is 

very abstract and should be determined by the users. The task with mixed goals contains a 

specific goal and an amorphous goal. The results of this study showed that goal (quality) affected 

the number of sources (i.e. the unique Internet domains visited by the user in a task), average 

decision time (i.e. the time taken during the search process to decide whether a document is 

useful), and the ratio of reading to scanning. In particular, users had significantly longer decision 

time for the specific task than for the amorphous task and the mixed task. Their results 

demonstrated that task goal (quality) does not have a strong effect on whole-session level 

behaviors, e.g. completion time, total number of pages and etc., but it did influence some within-

session level behaviors, especially document examination, e.g. decision time. Although not many 

studies have examined this facet of task, it seems to be an important feature of task that could 

influence users‘ search behaviors, especially within-session behaviors.  

4) Level of document judgment 

The facet ―level of document judgment‖ was proposed in Liu et al. (2010), and it includes 

two values: segment and document. Segment level tasks require locating specific information 

within a page, while document level tasks only require users to judge if a page is useful or 

relevant in general but do not necessarily require locating specific information.  

When examining the dwell time on individual pages as evidence for implicit relevance 

feedback, Kellar, Watters, Duffy, and Shepherd (2004) conducted an experiment using three 

types of tasks: relevance judgment, simple question answering, and complex question answering. 

In relevance judgment tasks, users were asked to judge five news documents on a given topic; in 



28 

 

 

simple question answering tasks, users were asked to find a fact in five given documents, when 

only one document contained the answer; the complex question answering tasks they designed 

were similar to simple question answering tasks, but required users to find multiple facts in the 

question, and the answer was contained in only one document. Even though the tasks in this 

experiment are not information search tasks, they can be differentiated with respect to the ―Level 

of document judgment‖. In relevance judgment tasks, users only need to judge whether each 

article is about the given topic, and do not need to locate any specific fact in the document, so 

they can be labeled as ―document level‖; while in the question answering tasks, users need to 

read or scan the document carefully to locate the specific fact(s), so they can be labeled as 

―segment level‖. The results of this study showed that in relevance judgment tasks (―document 

level‖), participants spent similar time on relevant and non-relevant documents, whereas in 

question answering tasks (―segment level‖), participants spent significantly more time on 

documents that contain the answer for the question than those that do not contain the answer. In 

addition, participants took a longer time to read documents in complex question answering tasks, 

regardless of the relevance, when compared with the other two types of tasks. This result 

demonstrates that reading time on documents is a good indicator of document relevance when 

users need to find a specific answer on the documents (judge the relevance on segment), and it is 

not a good indicator in general relevance judgment tasks (document level).  

In Liu et al. (2010), users‘ search behaviors in tasks with segment level and document 

level were compared. In the task with segment level, users are asked to find an authoritative page 

that either confirms or disconfirms the statement in the assignment. Therefore, users need to 

locate the specific piece of fact in the document to judge the usefulness of a page. In the tasks 

with document level, users only need to judge whether the page they find is relevant to the given 
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topic or not. This study examined multiple search behaviors, and found the facet of ―level of 

document judgment‖ showed significant effects on all the examined behaviors, including task 

completion time, number of pages visited, number of queries, the average decision time, the ratio 

of reading to scanning and so on. Compared with Kellar, et al. (2004), they have similar results 

on the effect of ―Level‖ on decision time, i.e. users spent significantly longer time on deciding 

whether a document is useful or not for tasks with segment level than tasks with document level. 

However, this study did not compared the decision time, or dwell time on useful documents and 

non-useful documents, and it is also unclear whether ―Level of document judgment‖ would 

affect users‘ other within-session behaviors.    

5) Task type prediction 

There have been some studies on task type prediction, and many of them were based on 

Broder‘s (2002) task classification. Broder (2002) classified searching tasks into three types: 

navigational, informational and transactional. Studies on identifying task types of this 

classification were through analyzing users‘ post-query behaviors; for example, Rose and 

Levinson (2004), Lee, Liu, and Cho (2005), and Chang, He, Yu and Lu (2006). The results of 

these empirical studies indicate that most tasks by real users (over 60 percent in Rose and 

Levinson (2004)‘s study) are informational tasks. Many information search tasks that we 

discussed above are informational tasks, and studies on the prediction of task types or task facets 

from users‘ search behaviors are limited nowadays.  

A number of studies have tried to identify search success or failures by observing users‘ 

several or sequential within-session behaviors. Hassan, Jones and Klinkner (2010) used a 

supervised Markov model to predict the success of user search goal from the user‘s sequential 
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search behaviors, including the sequence of all queries and clicks in one search session as well as 

the time between actions. Their model indicated that users in successful search tend to spend 

longer transition time between a search result click and a query submission than unsuccessful 

search; unsuccessful sessions were more likely to end with an abandoned query, which contained 

no clicks after a query. Aula, Khan and Guan (2010) studied potential behavioral signals that 

suggested that a user was having trouble in a search task. They first conducted a laboratory study 

with 23 users to identify potential behavioral signals when users struggle to find the information 

they are looking for. Then they tested their previous finding in a large-scale study. Their results 

showed that when having difficulty in searching, users started to formulate more diverse queries, 

used advanced operators, and spent longer time on search result pages as compared to the 

successful tasks. These studies indicate that within-session behaviors could reflect some aspects 

of search contexts. 

Liu, Gwizdka, Liu, and Belkin (2010) investigated the relationship between users‘ 

behaviors and task difficulty, and whether it varied in different types of tasks. With respect to 

user behaviors, they divided all behavioral signals into two categories: whole-task-session level 

and within-task-session level. The three types of search tasks are: single-fact finding, multiple-

fact-finding and multiple-piece information gathering. The results of this study showed that task 

type affected the relationship between task difficulty and user behaviors; that is, behavioral 

variables showing significant differences between difficult and easy tasks were different across 

task types. In addition, the results also demonstrated that both whole-session level and within-

session level behaviors can help predict task difficulty. While whole-session level variables 

showed higher prediction accuracy, within-session level behaviors had the advantage of enabling 

real-time prediction. The within-session level behavioral variables examined in this study include: 
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Number of pages per query, Number of unique pages per query, First dwell time on content 

pages, Mean dwell time of all content pages, First dwell time on Search Result Pages (SERPs), 

and Mean dwell time of all SERPs.  

Currently, many studies on task type prediction focus on task difficulty or search failures, 

or general task type (like informational or navigational tasks). Studies on task type effect have 

focused on user behaviors on the whole-session level, rather than within-session level, which 

cannot contribute much to the real-time prediction of task type. More studies are called for in the 

future to examine how task type or facets of task features influence within-session level 

behaviors, and whether such behaviors could help predict task type.  

6) Summary of behavioral measures as task type predictors 

The above review shows that task type has an important effect on user behaviors, and the 

behaviors that have been examined are mainly whole-session level behaviors. A few recent 

studies (e.g. Hassan, Jones and Klinkner, 2010; Aula, Khan and Guan, 2010) on task type 

learning demonstrate that user behaviors on search result pages might shed light on the task type. 

Therefore, behaviors on both whole-session level and within-session level can be indicators for 

predicting task type. These behavioral measures are summarized in Table 2.   
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Table 2 Classification of behavioral measures in information search tasks  

(from the literature review) 

 Whole-session level Within-session level 

Query-related Number of queries; Query reformulation type; 

Query reformulation interval time; 

Query reformulation speed; 

SERP-related Total dwell time on unique 

SERPs; 

Number of SERPs; 

Number of unique SERPs; 

 

First dwell time on unique SERPs; 

Accumulated average dwell time of SERPs to 

the current time point; 

Time before first click on unique SERPs; 

Number of clicks on unique SERPs; 

Click speed on SERPs; 

Content page-

related 

Total dwell time on unique 

content pages; 

Number of content pages; 

Number of unique content 

pages; 

First dwell time on unique content pages; 

Mean dwell time of all content pages till this 

point; 

Number of mouse-clicks on each content page; 

Amount of scrolling on each content page; 

Usage of ―find‖ on each content page; 

Number of revisits to unique content pages; 

Query and 

page related 

Number of queries with no 

useful pages; 

Number of queries with 

useful pages; 

Ratio of queries with no 

useful pages to all queries; 

Ratio of queries with useful 

pages to all queries 

Number of content pages per query;  

Number of unique content pages per query; 

(Note: these measures are only applicable to 

search sessions with more than one queries) 

Others Task completion time  

2.2.2 Users’ knowledge effect on information search behaviors 

Users‘ knowledge has been identified as another important contextual factor that can 

influence users search behaviors. Users‘ knowledge includes domain knowledge, topic 

familiarity and search knowledge.  
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Wildemuth (2004) investigated the effect of domain knowledge on search tactics, i.e., the 

changes of search terms and concepts represented by terms. In this study, participants came three 

times for searching, with each session representing an increasing level of domain knowledge. It 

was found that when domain knowledge was low, users did more moves per search, selected less 

efficient concepts in the search and made more errors in the reformulation; while when their 

domain knowledge was at the peak, they incorporated multiple concepts in their searches but 

made fewer changes to their searches. White, Dumais and Teevan (2009) also examined the 

effect of domain expertise on web search behavior in four different domains (medicine, finance, 

law and computer science) based on large-scale log-based data. They found experts generated 

more technically-sophisticated and longer queries than non-experts; experts spent more time and 

visited more pages than non-experts.  

Topic familiarity has also been shown to have influence on users‘ search behaviors. For 

example, Kelly and Cool (2002) examined the effect of topic familiarity on users‘ information 

search behaviors and found that when one‘s familiarity with search topics increased, his/her 

reading time decreased while search efficacy (the ratio of saved documents to total viewed 

documents) increased.  

The stage in the search can also reflect users‘ relative topic familiarity, since users‘ 

knowledge about a topic increase as they go through stages of searching. White, Ruthven and 

Jose (2005) examined the effect of search stages on the utility of implicit relevance feedback 

(IRF) and explicit relevance feedback (ERF) in two separate systems. Their results demonstrate 

that in their IRF system, IRF is used more in the middle of the search than at the beginning or 

end, whereas in their ERF system, ERF is used more towards the end. Liu and Belkin (2010) 
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examined the interaction effect of search stage and topic knowledge on the prediction of 

document usefulness based on dwell time on content pages. They found the dwell time varies for 

useful documents in different search stages and with different levels of topic familiarity. 

2.2.3 Other contextual factors 

Besides task type and users‘ knowledge effect, other contextual factors include 

environment factors (such as location, time of search, devices on which information search is 

conducted, etc.) and individual differences (such as searchers‘ cognitive features, study approach, 

demographic features, etc.).  

Context at the information environment level can be collected by the IP address or 

different kinds of devices that users are using to connect to the Internet. For example, many 

mobile devices can provide accurate geo-information about where users are, and the location 

information may help system to interpret users‘ search behavior in current situation. 

Individual differences that have been investigated include cognitive style, study approach, 

gender, age, etc. Among these, cognitive style has been examined most extensively, and it was 

often examined with the interaction of other individual difference factors or task type factor. 

Cognitive style is defined as the individual‘s characteristic method of organizing and processing 

information (Goldstein & Blackman, 1978). Among different cognitive styles, field dependence 

(FD)/field independence (FI) is one of the most extensively researched approaches, because it 

reflects how well an individual is able to restructure information based on the use of salient cues 

and field arrangement (Weller, Repman, & Rooze, 1994). A study by Chen and Ford (1998) 

investigated the influence of cognitive ability on hypertext navigation. It was found that FD users 

made significantly greater use of the main menu, while FI users made more use of the relatively 
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sequential Previous/Next Buttons. Wang, Hawk, and Tenopir (2000) examined the effect of 

cognitive ability on affective aspects, and found that FD students experienced more difficulty 

and confusion than FI students.  Ford and Chen (2000)‘s study showed that FD users tended to 

build a global picture with the hierarchical map when interacting with Web services.  

Kim (2001) investigated how cognitive style, online database search experience and task 

type influenced users‘ search behavior on the Web. The results of this study showed that online 

database search experience had a strong impact on both search performance and navigational 

style. With respect to cognitive style, it was found that cognitive style had a significant influence 

on the user‘s information seeking behavior most for those with little or no online search 

experience. Although in general the FIs outperformed the FDs, this difference could be 

minimized when the FDs were equipped with substantial online search performance. The author 

also suggested that different layouts and structures of Web pages might help the FDs search and 

navigate the Web in a more efficient way.  

Results from previous studies on cognitive styles and individual differences suggest that 

different cognitive style groups prefer different interface functionalities and display structures 

provided by the retrieval systems.  Because this dissertation study only focuses on 

personalization on the content of search results, rather than the display functions or the 

presentation methods, these individual differences will not be investigated as major contextual 

factors.  

2.3 The evaluation of personalization algorithms 

After generating various personalization algorithms, researchers need to evaluate the 

performance of their algorithms in information retrieval systems. For algorithms to personalize 
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search result content based on prediction of document preference, there are mainly two ways to 

evaluate the performance: one is to measure the prediction accuracy of document preferences 

from implicit relevance feedback by comparing with the explicit relevance judgment; the other is 

to measure the differences in the retrieval performance before and after implementing 

personalization algorithms.  

2.3.1 Prediction accuracy 

Some studies proposed methods to predict or identify relevant or user preferred 

documents, which are useful to personalize users‘ information retrieval process. In these studies, 

the goal is to predict users‘ preferences for the documents that have been returned from search 

systems to users. Therefore, the evaluation method they often adopted is the prediction accuracy; 

for example, Agichtein, Brill, Dumais and Ragno (2006), Dou et al. (2007) and Joachims et al. 

(2007) all used this measure in their evaluations.    

As previously discussed, Agichtein, Brill, Dumais and Ragno (2006) used a user 

behavioral model to predict web search result preferences using both server side and client side 

logging to capture searchers‘ natural interactions with a commercial search engine. The 

behaviors they considered include: query features, browsing features, and clickthrough features. 

In order to evaluate the performance of their method, they compared the predicted preferences to 

the ―correct‖ preferences derived from the explicit user relevance judgments. In particular, they 

computed the average recall (fraction of ―correctly‖ predicted preferences among all explicit 

preferences) and precision (fraction of ―correctly‖ predicted preferences among all predicted 

preferences) to measure the accuracy of prediction performance of their model. Their results 

show that considering the number of clicks in the result list and the position of clicks in the result 
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list together with clickthrough behaviors had higher preference prediction accuracy over state-of-

the-art clickthrough methods. Their method achieved precision of 0.648 and 0.717 at recall of 

0.08, which was somewhat higher than precision than using other clickthrough methods.  

Joachims et al. (2007) also used prediction accuracy to evaluate their personalization 

algorithms, which predicted document relevance based on click-based behaviors. In the 

evaluation part, they compared the agreement of implicit relevance judgments generated from 

their method with the explicit relevance judgments by users. The results indicated the implicit 

judgments from their method are reasonably accurate.  

2.3.2 Personalization performance 

Instead of measuring the accuracy of preference prediction, some studies have re-ranked 

the search results based on the inference of document relevance and then evaluated the change of 

the retrieval performance. For example, many studies used Discounted Cumulative Gain (DCG), 

which measures the usefulness, or gain, of a document based on its position in the result list, to 

examine the performance of their personalization algorithms. 

Teevan, Dumais and Horvitz (2005) built models of uses‘ interests from both search-

related information, such as previous queries and previously visited pages, and also the 

documents and emails the user has read and created. Then they conducted user studies to 

evaluate the performance of re-ranked search results based on the interest models they built. 

Users were asked to evaluate the relevance of documents and then the Discounted Cumulative 

Gain (DCG) was calculated for each personalization algorithm. They compared the results with 

several baselines in the evaluation of performance of each algorithm; and their results show that 
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personalized results performed significantly better than explicit relevance feedback and the 

default ranking.  

Chirita, Firan, and Nejdl (2006) used desktop documents to extract user specific 

information for information searching. At the stage of evaluation, they interviewed 15 subjects to 

evaluate the performance of their personalization algorithms. They asked subjects to choose 6 

queries related to their everyday activities but with different features, and then asked them to 

assess the relevance of all top 10 URLs generated by 15 versions of the algorithms the system 

presented for each query. Then they evaluated the output quality in terms of Mean Average 

Precision (MAP) over the first 10 results, precision at the first 5 positions of the resulted ranking, 

as well as precision at the top 10 output rankings; and tested whether the improvement over the 

Google API output (the original results without query expansion) is statistically significant. Their 

results showed the three measures they used were consistent.  

White and Kelly (2006) used three implicit relevance feedback (IRF) algorithms using 

display time: IRF personalized to users, IRF personalized to task information, and IRF 

personalized to both users and tasks; and then expanded initial queries to retrieve a new set of 

documents. In the evaluation, they compared the performance of the three methods with a 

baseline algorithm without any personalization to see how much improvement each algorithm 

got compared against a baseline algorithm with a single display time threshold across all subjects. 

Their results indicate that tailoring display time thresholds to the search task leads to an increase 

in the performance of IRF algorithms, but doing so based on user information worsens 

performance.  



39 

 

 

Kelly, Gyllstrom and Bailey (2009) compared query suggestions to term suggestions and 

examined differences between automatically generated suggestions and those generated by 

humans in a previous experiment. They conducted a user study in which participants were asked 

to search for some search tasks using a system with query suggestions. They used the number of 

documents saved and snDCG for performance evaluation. snDCG is the normalized session-

based discounted cumulated gain. Their results showed that subjects who received user-

generated suggestions saved more documents; the most were saved for query suggestions. 

snDCG showed that the best performance was achieved by those who received user-generated 

query suggestions and that there appeared to be an interaction with source of suggestions and 

suggestion type: those who received user-generated suggestions did better with query 

suggestions, while those with system-generated terms did better with term suggestions. 

The goal of personalization is to improve search performance by each individual user, to 

help them accomplish their search tasks. A personalized IR system should first correctly predict 

users‘ information need, document preferences and search context, and then take such 

information to provide personalized search results to individual users. Therefore, we evaluated 

the prediction accuracy of our predictive models in this study and plan to evaluate the retrieval 

performance in future studies. 
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Chapter 3. Theoretical Framework 

3.1 Research model 

Personalization of the content of search results for individual users requires the IR 

systems to understand the user‘s information goal, the current search task or possible preferences 

of documents beyond the issued queries. Knowing which of the documents users viewed were 

useful to them is helpful in predicting which documents that users have not yet viewed will be 

useful for their current search task. Implicit relevance feedback is an important technique to 

obtain the user‘s preferences of documents by observing their search behaviors unobtrusively. As 

reviewed in Chapter 2, contextual factors have an interaction effect on the relationship between 

user behaviors and document usefulness, and they can also directly affect users‘ general search 

behaviors. Thus, it is necessary to understand the three way interactions among user‘s behaviors, 

contextual factors and document preferences. Figure 1 shows the theoretical model of this thesis, 

which illustrates the three important components of personalization in IR research: contextual 

factors, user behaviors and document usefulness.  

On the top of the model is information goal, which leads the user to engage with the IR 

system when his/her own knowledge is insufficient to resolve the problematic situation. As 

shown in Figure 1, a user starts the search with an information goal, and there are multiple 

contextual factors influencing how he/she behaves during search. These contextual factors also 

influence how users judge useful documents for the information goal. In this model, the user‘s 

behaviors are the source of information for personalization, which could reflect some contextual 

factors that the search is undertaken, and could also indicate the possible useful document for the 



41 

 

 

search. The highlighted elements of the model of Figure 1 are those which are considered in this 

dissertation. 

 
 

Figure 1. The theoretical model of the study 
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3.2 Variables considered in the current study 

The current thesis explores the interaction relationships between these three components: 

contextual factors, user behaviors and document usefulness.  

A number of contextual factors have been identified in the literature review, including 

environment factors, task type, user‘s knowledge, work stage and individual differences. In this 

study, task type was selected to be examined in terms of its effect on users‘ general search 

behaviors, as well as the prediction of document usefulness.  

Task type is selected in the current study for the following reasons. Task type has been 

found to be prominent contextual factor in influencing users‘ search behaviors (e.g. Li, 2008; 

Kellar, Watter, and Shepherd, 2007; Toms et al. 2008; Kim, 2009; Liu, et al. 2010). Task type 

can also influence the type of information objects users expect (Freund, 2008), as well as the 

interpretation of user behaviors for implicit relevance feedback (e.g. White and Kelly, 2006; 

Kellar, Watters, Duffy and Shepherd, 2004; Liu and Belkin, 2010). In addition, the performance 

of personalization algorithms has been found to vary for different types of information goals 

(Teevan, Dumais and Liebling, 2008; Teevan, Dumais and Horvitz, 2010).  

User‘s search behaviors are investigated comprehensively in this study. User behaviors 

are examined mainly for two reasons: first is to examine which behaviors are related to users‘ 

document preferences; and the second is to explore which behaviors can be used to predict the 

task type that the user is working on. Measures of user behaviors that have been found to be 

related to document preferences are summarized in Table 1 in Section 2.1. The current study 

focuses on users‘ search behaviors in the current search episode without considering the content 

of users‘ queries to predict useful documents. Therefore, the potential significant measures of 



43 

 

 

user behaviors as indicators of document usefulness in the current study include the Attention 

and Action categories of behavioral signals. Behavioral measures that were found to be 

influenced by task type are the sources of indicators of task type in the current study. These 

behavioral measures can be classified as behavioral measures on the whole-session level and 

behavioral measures on the within-session level. These behavioral measures are summarized in 

Table 2 in Section 2.2. The current study explored behavioral measures on both levels to identify 

important predictors of task type in our experiment.   

3.3 Research questions 

Within this general model, there are two main purposes of the proposed thesis: (1) 

Generate a predictive model of document usefulness based on users‘ multiple behaviors on 

search result pages and content pages in different types of tasks; (2) Generate a predictive model 

of task type based on users‘ behaviors. Accordingly, two specific research questions are 

proposed: 

RQ 1. Does a predictive model of document usefulness on the basis of multiple user 

behaviors in different types of tasks result in more accurate prediction than a predictive model 

without considering different task types? 

As reviewed in the literature, behaviors on content pages, search result pages and other 

behaviors during search episodes are indicative of document preferences by users. Through this 

research question, a model to predict document usefulness by combing these significant 

behavioral measures together without considering task type and four specific models that with 

task type considered is generated. Then the general predictive model is compared with the 
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specific models with respect to the behavioral measures as predictors, the predictive rules and the 

prediction performance.  

RQ 2. What user behaviors can be used to predict task type? 

In this research question, user behaviors at the whole-session and within-session levels 

are examined and compared by task type and task facets. We then explore behavioral measures 

to generate the predictive models of task type using behavioral measures on the within-session 

level, the whole session level and both levels combined.  
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Chapter 4. Methodology 

The research questions in this study were answered through analysis of the data collected 

in a controlled lab experiment conducted in the Personalization of the Digital Library Experience 

(PoODLE) project (http://comminfo.rutgers.edu/imls/poodle/). The author of this dissertation 

had been working as a research assistant for this PoODLE project, in collaboration with other 

project members on the experimental design and data collection for the project. But the data 

analysis for this dissertation research has been done by the author. This chapter first describes the 

design of the experiment, the experimental system, the participants, the search tasks and task 

types and the procedure of the experiment
1
. This is followed by the discussion of the behavioral 

measures the author extracted from the search logs and how they were analyzed in this 

dissertation study to address the research questions.  

4.1 Experimental Design 

The experiment was designed to investigate the effects of search task type and task facets 

(described in section 4.5) on searching behavior, such as saving and reading behaviors. Data was 

collected on a variety of searcher behaviors, such as Web page visits with time stamps, mouse 

and keyboard activities, eye gaze, and various interactions with the search systems and 

information objects. 

4.2 Experimental system 

The experiment was designed and conducted using a system that reduces the complexity 

of creating interactive information retrieval (IIR) experiments that log users‘ multidimensional 

                                                           
1
 A detailed description of this experiment design can be found in Liu, et al. (2010) in the JCDL proceeding. 

http://comminfo.rutgers.edu/imls/poodle/
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interactive search behavior (Bierig, et al., 2010). The system has a client-server architecture 

where researchers configure IIR experiments from a range of extensible tasks. The current 

experiment configuration applied assigned work and search tasks, questionnaires to gather 

background information and perceptions before and after the tasks, and usefulness evaluation 

questionnaires. The system was used to rotate tasks into sequences and monitor the progress of 

the experiment. Users accessed the experiment through an interface that presented them with 

their task sequence and provided them with additional instructions. The system is able to log a 

wide range of user behaviors with an array of heterogeneous logging tools. For the experiment, 

logs were created for web traffic using UsaProxy (http://fnuked.de/usaproxy/) and Morae 

(http://www.techsmith.com), keyboard and mouse activity using RUI 

(http://ritter.ist.psu.edu/projects/RUI/), and eye movements using the Tobii T60 Eye-tracker with 

Tobii Studio (http://www.tobii.com). The experiment system framework is available as open 

source (http://sourceforge.net/projects/piirexs/). 

The search interface in the experiment system (shown in Figure 2) has two frames: on the 

right side is the regular Internet Explorer (IE) window, with a blank starting page; on the left side 

is a panel that allows the users to save desired pages and also to delete them.  

4.3 Participants 

We recruited 32 university undergraduates majoring in journalism as participants for this 

study,. They were informed in advance that they would receive $20 for participation. To ensure 

they treated their assigned tasks seriously, they were told that the top 25%, who saved the best 

set of pages for all four tasks, as judged by an external expert, would receive an additional $20. 
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More detailed information about the background information of the participants can be found in 

Section 5.1.1. 

 

Figure 2. The interface of the experiment system 

4.4 Procedure 

Each participant was given a tutorial as a warm-up task and then performed four Web 

search tasks (described in section 4.5). Participants were asked to search using IE 6.0 on the 

computer in our lab and they were free to go anywhere on the Web to search for information and 

were asked to continue the search until they had gathered enough information to accomplish the 

task (with a time limit of 20 minutes for each task).  
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For each task, participants were asked to save content pages that were useful to 

accomplish the assignment, or delete saved pages that were found to be not useful later. When 

participants decided they found and saved enough information objects for purposes of the task, 

they were then asked to evaluate the usefulness of the information objects they saved, or saved 

and then deleted, through replaying the search using a screen capture program. An online 

questionnaire was then administered to ask about their searching experience, including their 

subjective evaluation of their performance, and reasons for that evaluation. The order of the four 

tasks was systematically rotated for each participant following a Latin Square design. After 

completing four different tasks, an exit questionnaire was administered asking about their overall 

search experience. 

4.5 Search Tasks and Task Types 

This experiment was conducted in the work domain of journalism, for reasons of both 

validity and convenience. This domain was chosen because although journalism can be 

associated with any topics, it has a relatively small number of work task types. This means that 

we were able to have a range of topics for our tasks, while maintaining a good measure of 

control over realistic tasks, thus enhancing validity. At our institution we have ready access to a 

university journalism department, so that we had experts to help us define the work tasks, and we 

had access to participants trained for such professional journalism tasks. We began task 

identification by interviewing journalism faculty (including practicing journalists) about typical 

journalism work and searching tasks for which professional journalists receive training. The task 

descriptions were formalized from those interviews. The task type was defined as a combination 

of task facets proposed by Li & Belkin (2008). The attractive feature of this classification 

scheme for our purposes is the ability to vary and control the values of the different facets in the 
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construction of work and search tasks to be performed by the participants in our study. This 

scheme allowed us to generalize the results in our study to other tasks that contain the same task 

facet values. Table 3 is an overview of the facets which we manipulated in this experiment. 

Table 3. Facets of task which were varied in this study 

Facets  Values  Operational Definitions/Rules  

Product  Factual  Locating facts, data, or other similar items  

Intellectual  Produces new ideas or findings on the basis of locating facts  

Goal 

(quality)  

Specific goal  Goal is explicit and measurable  

Amorphous goal  Goal cannot be measureable  

Naming  Named  Locating factual information about named fact  

Unnamed  Locating factual information about unnamed fact  

Level  Document  Judgment is made on the document as a whole  

Segment  Judgment is made on part(s) of a document  

Objective 

Complexity 

High complexity A work task involving at least five activities during engaging 

in the task; a search task involving searching at least three 

types of information sources 

Low complexity A work task involving one or two activities during engaging 

in the task; a search task involving searching one type of 

information source 

 

The four work tasks and associated search tasks that we identified are presented below. 

These tasks follow the normal scenario practice as proposed by Borlund (2003), and are couched 

in journalism terms; that is, journalists are typically given an assignment, and an associated task 

to complete. 
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Background Information Collection (BIC) 

Your assignment: You are a journalist for the New York Times, working with several 

others on a story about ―whether and how changes in US visa laws after 9/11 have reduced 

enrollment of international students at universities in the US‖. You are supposed to gather 

background information on the topic, specifically, to find what has already been written on this 

topic. Your task: Please find and save all the stories and related materials that have already been 

published in the last two years in the Times on this topic, and also in five other important 

newspapers. 

Interview Preparation (INT) 

Your assignment: Your assignment editor asks you to write a news story about ―whether 

state budget cuts in New Jersey are affecting financial aid for college and university students. 

Your Task: Please find the names of two people with appropriate expertise that you are going to 

interview for this story and save just the pages or sources that describe their expertise and how to 

contact them. 

Copy Editing (CPE) 

Your assignment: You are a copy editor at a newspaper and you have only 20 minutes to 

check the accuracy of the three underlined statements in the excerpt of a piece of news story 

below. 

“New South Korean President Lee Myung-bak takes office 



51 

 

 

Lee Myung-bak is the 10th man to serve as South Korea‘s president and the first to come 

from a business background. He won a landslide victory in last December‘s election. He pledged 

to make the economy his top priority during the campaign. Lee promised to achieve 7% annual 

economic growth, double the country‘s per capita income to US$4,000 over a decade and lift the 

country to one of the topic seven economies in the world. Lee, 66, also called for a stronger 

alliance with top ally Washington and implored North Korea to forgo its nuclear ambitions and 

open up to the outside world, promising a better future for the impoverished nation. Lee said he 

would launch massive investment and aid projects in the North to increase its per capita income 

to US$3,000 within a decade ―once North Korea abandons its nuclear program and chooses the 

path to openness‖.‖  

Your Task: Please find and save an authoritative page that either confirms or disconfirms 

each statement. 

Advance Obituary (OBI) 

Your assignment: Many newspapers commonly write obituaries of important people 

years in advance, before they die, and in this assignment, you are asked to write an advance 

obituary for a famous person. Your task: Please collect and save all the information you will 

need to write an advance obituary of the artist Trevor Malcolm Weeks. 

The task facet values for each of the four search tasks are shown in Table 4. We held 

constant the values of the following facets (not in Table 3): Source of task; Task doer; Time 

(length) Process; Goal (quantity); Interdependence; and Urgency.  
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Table 4 Variable facet values for the search tasks 

Task Product Level Naming Goal (quality) 
Objective 

Complexity 

BIC Mixed Document Unnamed Specific High 

CPE Factual Segment Named Specific Low 

INT Mixed Document Unnamed Mixed Low 

OBI Factual Document Unnamed Amorphous High 

The BIC task is a mixed product because identifying ―important‖ newspapers is 

intellectual, but finding topical documents is factual. It is Document Level because whole stories 

are judged. It has the Specific Goal of finding documents on a well-defined topic, but Unnamed 

because the search targets are not specifically identified (compare with CPE).  

INT is a Mixed Product, because defining expertise is intellectual, and contact 

information is a fact. It is at the Document Level, because expertise is determined by a whole 

page. The Goal Quality is Mixed, because determining expertise is amorphous but contact 

information is specific. It is Unnamed because the search targets are not specifically identified in 

the task.  

CPE is a Factual Product, because facts have to be identified. It is at the Segment Level, 

because items within a document need to be found. It has the Specific Goal of confirming facts, 

and it is Named because the search targets are specified. 

OBI is a Factual Product, because facts about the person are needed. It is at the Document 

Level because entire documents need to be examined. It is Unnamed because the search targets 

are not specifically identified in the task. The Goal Quality is Amorphous because ―all the 

information‖ is undefined. 
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4.6 Predictive Modeling Methods 

Both of the two research questions in this dissertation study involve generating predictive 

models. In this section, we briefly discuss the available methods for predictive modeling, and 

what methods were chosen in this dissertation study. There are several different mathematical 

ways to combine variables into a multivariable predictor. In RQ1, our goal is to generate 

predictive models of document usefulness, either useful or not-useful. For binary outcomes, the 

most often used model is logistic regression that is a form of generalized linear models and 

allows one to predict a discrete outcome, such as group membership from a set of dependent 

variables that may be continuous, discrete, dichotomous, or a mix of any of these. Logistic 

regression can be used as a predictive modeling method to estimate the likelihood of document 

usefulness for a given document with a set of observations that are particular to that content page. 

By conducting logistic regression, the relationships among a series of predictors with the 

outcome can be modeled, allowing for better understanding of their relationships, and variables 

are combined in a linear manner. However, non-linear models may be also pertinent for some 

situations. In contrast to logistic regression, recursive partitioning is a nonparametric type of 

analysis that repeatedly subdivides data into smaller and smaller subgroups based on 

characteristics that predict the desired endpoint. The goal is to construct subgroups that, ideally, 

consist entirely of subjects with one endpoint category or another. Recursive partitioning, unlike 

logistic regression is nonlinear in its parameters, and would have an advantage if the true 

relationship between the variables and the outcome of interest is nonlinear. Since this is an 

exploratory study, we used both logistic regression and recursive partitioning methods to identify 

the important predictors as document usefulness.  
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In RQ2, we need to generate predictive models of task type, and in our study, there are 

four categories in task type. Therefore, we need to explore methods that can generate predictive 

models of more than two discrete outcomes. There are several possible methods that we can 

explore, like multinomial logistic regression, neural networks, or support vector machines 

(SVM). Among them, the predictive models by neural networks or SVM may be difficult to 

interpret in order to explain the importance of each predictor variable. The goal of our study in 

RQ2 is to examine which behavioral measures are more important in distinguishing different 

task types, rather than achieving the best prediction performance. Thus, we decided to use 

multinomial logistic regression to generate the predictive models of task type.  

4.7 Modeling on Behavioral Measures 

During the search, all of the participants‘ interactions with the computer system were 

logged during the searches on the client side, using several multiple logging systems. This 

dissertation study is to explore what behavioral measures can be used to infer document 

usefulness and task type. Therefore, we need to extract or calculate some behavioral measures to 

generate the predictive models.  

 

RQ1 is aimed at comparing the accuracy of the prediction of document preferences when 

combining multiple user behaviors, with all tasks considered and in different task types. To 

address this research question, first of all, we need to extract measures of user behaviors that are 

associated with individual content pages from users‘ search interaction logs. The behavioral 

variables examined in RQ1 are listed in Table 5.  
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Table 5. Behavioral measures examined in RQ1 

Behavioral 

measures 
Definition  

Behavioral measures on clicked documents 

dwell time 
the dwell time of the document, from the point that the page is opened 

till the point that the page is closed 

number.of.mouse. 

clicks 

the number of mouse clicks, including Left button down, Right button 

down, and scrolling, while the page is opened 

number.of.keystrokes the number of keystrokes while the page is opened 

visit_id 
the number of times a content page has been visited during one search 

session 

Behavioral measures during query intervals 

time_to_first_click the time before first click after issuing a query 

content_mean the average dwell time on content pages during that query interval; 

content_sum the total dwell time on content pages during that query interval; 

content_count the total number of content pages visited during that query interval; 

serp_mean the average dwell time on SERPs during that query interval; 

serp_sum the total dwell time on SERPs during that query interval; 

serp_count the total number of SERPs examined during that query interval; 

prop_content 
the proportion of time on content pages of the total dwell time during 

that interval 

interval_time the total time in each query interval 

diff_content 

the difference between the dwell time on a content page and the 

average dwell time on all content pages during its associated query 

interval 

There are in general two groups of behavioral measures: one is the measures on the 

clicked documents, which describe how users interact on each of the content pages; the other is 

the measures during query interval
2
, which describe what users do between issuing one query 

and the next. For RQ1, two statistical methods were considered in this study: logistic regression 

and recursive partitioning. In particular, we first used recursive partitioning to identify the most 

important predictors, and their relationships for predicting document usefulness; then we also 

                                                           
2
 Query interval is defined as the interval between two successive queries issued in one search session. 
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generated the predictive models using logistic regression. The results of the two models were 

compared and evaluated to decide which one to be selected as the final predictive model to use.   

RQ2 is to investigate user behaviors that can be used to predict task type. The behavioral 

variables we extracted from the user-experiment log are listed in Table 6. These behavioral 

measures can be divided into two levels according to the time point when the variable can be 

observed by the system: whole-session variables, which cannot be captured by the system until 

the completion of the search session; within-session variables, which can be captured by the 

system during any ongoing search session. As mentioned in the literature review, previous 

studies mainly focused on the whole-session level, but the prediction of task type based on the 

within-session level is more useful for personalization. 

Table 6. The behavioral measures examined in RQ2 

Behavioral measures Definition 

behavioral measures on the whole-session level 

Task completion time  The total time users spent on each task session 

Numbers of all documents  
The number of all documents that the user viewed in the 

search session 

Numbers of unique 

documents  
The number of unique documents that the user viewed 

Number of SERPs 
The number of search result pages that the user viewed in the 

search session 

Number of unique SERPs 
The number of unique search result pages that the user 

viewed in the search session 

Number of queries 
The number of queries that the user issued in the search 

session 

Total time spent on 

documents  
The sum of dwell time users spent on all viewed documents 

Total time spent on SERPs  The sum of dwell time users spent on all search result pages 

Ratio of document time to all  
The ratio of total time spent on documents to task 

completion time 
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Ratio of SERP time to all  
The ratio of total time spent on search result pages to task 

completion time 

Behavioral measures on the within-session level 

Mean dwell time of all 

documents 

The average dwell time of all the visited documents in the 

session 

Mean dwell time of unique 

documents  

The average of the total dwell time of all unique documents 

visited in the session 

Mean dwell time of all 

SERPs  

The average dwell time of all the search result pages in the 

session 

Mean dwell time of unique 

SERPs  

The average of the total dwell time of all unique search result 

pages in the session 

Number of documents per 

query  
Average number of viewed documents per query 

Number of unique 

documents per query  
Average number of unique viewed documents per query 

Number of SERPs per query  Average number of search result pages visited per query 

Number of unique SERPs 

per query  

Average number of unique search result pages visited per 

query 

Average query interval  

The average time of all query intervals in the task; the query 

interval time is the period from the time point after one query 

is issued and before the subsequent query is issued 

Average Time To First Click 

The average time on Time_to_first_click, which is defined as 

the time after a query is issued and before the first click on 

the search result of that query 

 Then we used the multinomial logistic regression method to generate the predictive 

models of task type on the basis of behaviors at the whole-session level, at the within-session 

level, and on both levels.  
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Chapter 5. Results for RQ1 

RQ 1. Does a predictive model of document usefulness on the basis of multiple user behaviors in 

different types of tasks result in more accurate prediction than a predictive model without 

considering different task types? 

In RQ1, we first conducted descriptive analysis of participants, the number of content 

pages visited in the experiment, and the behavioral measures that were selected for this RQ. 

Then the behavioral measures on useful and non-useful pages were compared, to examine the 

document usefulness effect on each of the behavioral measures in general. We then explored two 

methods to generate the predictive models of document usefulness: recursive partitioning and 

logistic regression. The general predictive model was first generated and then the specific 

predictive models for each type of tasks were generated. Finally, the general and specific 

predictive models were compared and evaluated with respect to the predictors and the prediction 

performance.  

5.1 Descriptive analysis 

5.1.1 Descriptive analysis of participants 

Before participants worked on searching, they were asked to fill out a background 

questionnaire to collection personal information, e.g. demographic characteristics, experience 

and expertise in computer use and information search, using both search engines and online 

library catalogs. A descriptive analysis on the background information was conducted.  

From the questionnaire, we know that the participants were between 18 and 27 years old. 

Among them, 29 were between 18 and 22 years old, and 3 were between 23 and 27 years old. 
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There were 26 female (81.3%) among all participants, and 6 were male. Most students were 

native English speakers (78%) with the remainder of the population stating a high degree of 

English knowledge. Participants reported to have been using a range of different browsers (IE, 

Firefox, Safari, Safari, Chrome, AOL Explore, Flock and Mozilla).  

Participants were asked to indicate their levels of computer expertise on a seven point 

scale, where 1= novice and 7=expert. On average, participants rated their levels of expertise with 

computers as 4.75 (standard deviation, simplified as SD in the following, was 0.72). One 

participant rated himself as level 3 (the minimum in the sample), and four rated themselves as 

level 6 (the maximum in the sample), and the rest of the 27 participants rated themselves as level 

4 or 5. On average, they had 8.84 years of online searching (SD=2.07). Among them, one 

claimed to have 4 years of online searching (the minimum in the sample), one had 5 years, and 

one had 14 years (the maximum in the sample). 

Participants rated their levels of expertise with searching as high as 5.97 on a 7-point 

scale (SD= 1.09). Except for two participants, one of whom rated himself as level 2 and one who 

rated himself as level 4, all other 30 participants rated themselves higher than neutral. On 

average, they rated their levels of experience of WWW search engines as 5.06 on the 7-point 

scale (SD=0.88). Among them, one rated himself as level 3 (the minimum in the sample), and 

one rated himself as level 7 (the maximum in the sample). Their average level of experience with 

online library catalogs was 6.44 on the 7-point scale (SD=0.76). Compared with their self-ratings 

on the level of experience of WWW search engines (5.06), participants claimed that they had 

higher levels of online library catalogs searching (6.44). Among them, five rated themselves as 

level 5 (the minimum in the sample), eight rated themselves as level 6, and 19 rated themselves 
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as level 7 (the maximum in the sample). Participants were asked to rate how often they could 

find what they look for on the 7-point scale. On average, their level of 4.41 with quite large 

variety (SD=1.34). One of them rated himself as level 1 (the minimum in the sample), two rated 

themselves as level 2, four rated themselves as level 3, eight rated as level 4, eleven rated as 

level 5, five rated as level 6, and one rated himself as level 7 (the maximum in the sample).  

5.1.2 Descriptive analysis of content pages visited 

In this experiment, participants were asked to save the best pages that could help them 

accomplish each of the search tasks. Data of users‘ interactions with the computer was logged by 

Morae software. In all 128 sessions (32 participants * 4 search sessions), it was observed that 

participants visited 3725 content pages. Among them, 1033 pages (about 27.7%) were saved as 

useful pages, and the other 2692 pages (about 72.3%) were not saved, and they were considered 

as non-useful pages.  

Table 7. Frequency table of the saved and non-saved pages  

 Frequency Percentage Average number of pages per session 

Non-saved pages 2692 72.3% 21.03 

Saved pages 1033 27.7% 8.07 

Total content pages 3725 100% 29.10 

On average, each participant visited about 29 content pages per session, and among them, 

about 8 content pages were saved as useful pages. Except for one participant in one search task
3
, 

all participants saved at least one content page during each of the four search sessions. The 

frequency data of the content pages visited in this user experiment is shown in Table 7. 

                                                           
3
 User007 in OBI did not save any documents. 
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Table 8. Frequency table of the saved and non-saved pages in each of the tasks  

  Non-saved pages Saved pages 
Total number of 

pages visited 

BIC 
Number of pages 890 271 1161 

Percentage of total pages 76.7% 23.3% 100% 

CPE 
Number of pages 301 212 513 

Percentage of total pages 58.7% 41.3% 100% 

INT 
Number of pages 839 262 1101 

Percentage of total pages 76.2% 23.8% 100% 

OBI 
Number of pages 662 288 950 

Percentage of total pages 69.7% 30.3% 100% 

Total  2692 1033 3725 

From this descriptive analysis we also found that the number of saved and non-saved 

pages in the experiment and in each of the tasks was not balanced, with too many of them non-

saved. Therefore, we needed to balance the samples with the same number of saved and non-

saved pages before generating the predictive models; please refer to section 5.3 and 5.4 for more 

detailed information on the balanced sampling.  

5.1.3 Descriptive analysis of behavioral measures 

From the logs, we extracted a variety of measures of the users‘ search behaviors on 

search result pages (SERPs) and content pages throughout the session, and during query intervals. 

In this part, we conducted a descriptive analysis for each of the behavioral measures.  

The descriptive analysis of each of the behavioral measures on the whole-session level is 

shown in Table 9. The histograms and the Q-Q plots for each of the behavioral measures 

examined for RQ1 are shown in Figure 10 to Figure 21 (in Appendix A) to examine whether the 

distribution of each variable was normal or not. They demonstrate that none of these measures 
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were normally distributed. Therefore in the univariate statistical analysis, we need to conduct 

non-parametric analysis to compare the distribution among saved and non-saved groups.  

Table 9. Descriptive statistics of behavioral measures on the whole-session level 

 Minimum Maximum Mean Median 
Std. 

Deviation 

dwell time on content pages 

(seconds) 
0.10 318.50 14.33 9.10 17.06 

visit_id 1.00 18.00 1.53 1.00 1.20 

number of mouse clicks  0.00 140.00 7.01 2.00 11.63 

number of keystrokes 0.00 78.00 1.23 0.00 5.34 

time_to_first_click (seconds) 0.20 262.50 8.97 6.80 10.45 

content_mean (seconds) 0.10 318.50 14.33 11.41 12.18 

content_sum (seconds) 0.10 520.20 98.89 68.40 94.80 

content_count 1.00 34.00 8.16 6.00 7.41 

serp_mean (seconds) 0.20 136.25 8.85 7.30 8.21 

serp_sum (seconds) 0.20 272.50 25.89 19.20 25.50 

serp_count 1.00 20.00 3.18 2.00 2.69 

prop_content 0.00 1.00 0.72 0.77 0.22 

interval_time (seconds) 3.60 539.40 124.79 93.80 99.41 

5.2 Univariate analyses of behavioral measures 

Before generating the predictive models, we used univariate analyses to compare each of 

the behavioral measures in the two conditions, on saved pages or on non-saved pages. As 

mentioned before, the distribution of all these variables were not normal, so Wilcoxon tests were 

conducted. The results of the Wilcoxon tests showed, that except three of these variables 

(time_to_first_click, content_count, prop_content), all other behavioral measures were 

significantly different between saved and non-saved pages (shown in  

Table 10). 
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Table 10. Univariate comparisons of candidate predictor variables between saved and non-saved 

pages. 

Behavioral variables Non-saved 

Median (SD)  

Saved 

Median (SD) 

Wilcoxon test 

results 

dwell time on content pages (seconds) 7.80 (13.76) 14.50 (22.40) p<.001** 

visit_id 1.00 (1.18) 1.00 (1.21) p<.001** 

number of mouse clicks  2.00 (10.51) 3.00 (13.97) p<.001** 

number of keystrokes 0.00 (5.64) 0.00 (4.48) p<.001** 

time_to_first_click (seconds) 6.80 (11.39) 7.00 (7.46) p=.27 

content_mean (seconds) 11.00 (9.71) 13.02 (16.67) p<.001** 

content_sum (seconds) 65.60 (95.77) 72.40 (92.23) p=.001** 

content_count 6.00 (7.52) 6.00 (7.08) p=.15 

serp_mean (seconds) 7.24 (9.06) 7.40 (5.42) p=.02* 

serp_sum (seconds) 17.90 (25.65) 21.30 (25.03) p<.001** 

serp_count 2.00 (2.66) 3.00 (2.74) p<.001** 

prop_content 0.77 (0.23) 0.78 (0.20) p=.65 

interval_time (seconds) 92.10 (99.96) 99.50 (97.88) p=.001* 

Note: The variables that had significant difference between two situations are highlighted in this 

table.   

Specifically, compared with non-saved pages, users were more likely to have more dwell 

time, more mouse clicks and keystrokes, and visited more than once on saved content pages; in 

addition, during the intervals that contained saved pages, they were more likely to have more 

dwell time on content pages and SERPs, longer total time on content pages and SERPs, visited 

more SERPs, and the total interval time was longer than during query intervals that did not 

contain saved pages.  
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5.3 General predictive modeling 

To better learn the behavioral measures, we made a training collection that balanced the 

number of saved pages and not-saved pages by sampling the larger not-saved pages pool. In each 

of the balanced samples, we randomly selected the same number of non-saved pages as the 

number of saved pages, and then combined the selected non-saved pages with the saved pages. 

In this way, ten balanced training sets were constructed, each sharing the same saved pages pool. 

The recursive partitioning and logistic regression methods were applied to each sample to 

generate predictive models. For the decision tree model generated from the recursive partitioning, 

we compared the variables and cutoff values in the generated models to identify the repeated 

variables and cutoff values; for the logistic regression model, we selected the repeated variables 

in the generated models and applied them on the whole dataset and the logistic regression model 

that achieve the best prediction accuracy is selected as the final logistic regression predictive 

model. 

5.3.1 Predictive modeling using recursive partitioning 

We generated predictive models using recursive partitioning based on each of the ten 

random samples, and these tree models are shown Figure 22 (in Appendix B). Among the ten 

tree models, three behavioral measures were consistently selected as the predictors in all the 

models: dwell time, visit_id, and time to first click; and all these three variables were positively 

related to document usefulness. First, dwell time on content pages was selected as the most 

important predictor in all the ten samples, and the cutoff points ranged from 15.95 seconds to 

21.65 seconds. This is consistent with previous discussions and research on dwell time as a 

predictor of document usefulness. Even though in some studies, the dwell time was not found to 

be significantly different between useful and non-useful pages (Kelly & Belkin, 2005), it was 
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identified as the most important factor in the tasks designed in our experiment. Secondly, visit_id, 

the time a page has been visited in the task was selected as an important predictor of document 

usefulness when the dwell time on the content pages was shorter than the cutoff point. That is, if 

a content page has been visited more than once in a task session, even if the dwell time on it is 

not longer than the cutoff point, it is very likely that this page is a useful page for the user in this 

task. Thirdly, time_to_first_click, the time the user spent on SERPs after issuing a query and 

before the first click on the SERP, was also selected as one of the important predictors. That is, if 

the time_to_first_click was shorter than 1.75 seconds, then the content pages clicked on that 

SERP were very likely to be non-useful pages.  

The tree models from three of the ten samples identified other behavioral measures, 

besides the three most important variables we discussed above: sample 5, sample 6, and sample 9. 

In sample 5 and 6, prop_content and content_mean were identified to be negatively related to 

document usefulness. In sample 9, number of keystrokes was selected as an important predictor, 

and it was negatively related to document usefulness.  Because these variables were selected as 

important predictors in a small portion of the samples we have, we do not consider them as 

important predictors in our final general prediction tree model from recursive partitioning.  

Then the next step is to decide the cutoff point for each of the predictors: visit_id, dwell 

time and time to first click. The method we adopt is to calculate the mean cutoff points in the ten 

samples, and then use the mean as the cutoff point for the final model. The cutoff of the variable, 

visit_id was the same among the ten samples, (visit_id > 1), so this cutoff point is the same in the 

final model. The mean cutoff point for dwell time is 18 seconds, and the mean cutoff point for 
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time to first click is 1.71 seconds. Therefore, the general prediction tree model can be shown as 

Figure 3. 

 

Figure 3 The general predictive model 

5.3.2 Predictive modeling using logistic regression  

We also generated logistic regression models for each of the ten samples, and each 

sample identified several important predictors of document usefulness. The selected predictors in 

each of the samples for the general model are shown in Table 61--Table 70 (in Appendix C). 

Table 11 lists all the selected predictors and the coefficients in the ten samples. It shows that 

three variables were consistently selected in the logistic regression model, they are dwell time, 

visit_id and number of keystrokes. Among them, dwell time and visit_id were positively related 

to document usefulness, while number of keystrokes was consistently negatively related to 

document usefulness. Six samples selected number of mouse clicks as one of the important 

predictors. Some of the samples also selected other variables as predictors of document 

usefulness, e.g. serp_sum, time_to_first_click and content_sum, but given that they were not 



67 

 

 

consistently selected, and the small coefficients (which indicated less contribution to the 

predictive model), we do not include them in the final predictive model. 

Table 11. The coefficients for selected predictors in ten samples (general model) 

 1 2 3 4 5 6 7 8 9 10 tota

l 

dwelltime 0.05 0.04 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 10 

visit_id 0.6 0.53 0.39 0.55 0.53 0.45 0.51 0.51 0.44 0.47 10 

number of 

keystrokes 

-0.04 -0.02 -0.04 -0.03 -0.05 -0.03 -0.03 -0.04 -0.05 -0.04 10 

number of 

mouse 

clicks 

 -0.01  -0.01 -0.01 -0.01 -0.02  -0.01  6 

serp_sum  0.01    0.01    -0.01 3 

time to first 

click 

 -0.02        -0.02 2 

content_sum     -

0.00

3 

  -

0.00

3 

-

0.00

2 

 3 

Therefore, the general logistic regression model included four behavioral measures, dwell 

time, visit_id, number of keystrokes and number of mouse clicks. Then the ten logistic 

regression models were evaluated on the whole dataset, i.e. all the visited content pages in the 

PoODLE project, and the model that obtain the best performance on the whole data was selected 

as the final general logistic regression model. This model obtained the best performance among 

the ten logistic regression models based on the whole data, and its prediction performance is 

shown in Table 12. 

Equation 1. General Logistic Regression (LR) predictive model of document usefulness 
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Table 12. The prediction performance using the general model  

 Predicted Overall 

Saved pages Non-saved 

Observed Saved pages 615 416 

Non-saved pages 674 2018 

Prediction accuracy 47.71% 82.91% 70.72% 

5.4 Specific predictive modeling 

Specific predictive models were task specific, so we generated the specific predictive 

models for each of the task in our experiment. Similarly as the general predictive modeling, we 

also first constructed ten balanced random samples for each of the tasks as the training sets. In 

each of the balanced samples, we randomly selected the same number of non-saved pages as the 

number of saved pages in each task, and then combined the selected non-saved pages with the 

saved pages. In this way, ten balanced training sets were constructed for each task, each sharing 

the same saved pages pool. The recursive partitioning and logistic regression methods were 

applied to each sample to generate predictive models. For the decision tree model generated from 

the recursive partitioning, we compared the variables and cutoff values in the generated models 

to identify the repeated variables and cutoff values; for the logistic regression model, we selected 

the repeated variables in the generated models and applied them on the whole dataset of that type 

and the logistic regression model that achieve the best prediction accuracy is selected as the final 

specific logistic regression predictive mode for that task. In this part, we presented the predictive 

modeling process for the specific models in each of the four tasks.  
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5.4.1 Specific model for the BIC task 

1) Predictive modeling using recursive partitioning 

We generated predictive models using recursive partitioning based on each of the ten 

random samples in BIC tasks, and these tree models are shown in Figure 23 (in Appendix B). 

The behavioral variables that have been selected as predictors in these models are summarized in 

Table 13, which also counted the number of times each variable was selected in the models. The 

variables that had been selected more than five times were selected in the final recursive 

portioning predictive model, and there were four variables in the final model: dwell time, visit_id, 

serp_sum, and number.of.mouse.clicks. Similarly as in the general model, the cutoff point for 

each variable was calculated as the mean of the cutoffs in the models.  

Table 13. The selected predictors from recursive partitioning in ten samples (BIC) 

variables  1 2 3 4 5 6 7 8 9 10 total 

dwelltime x x x x x x x x x x 10 

visit_id x x x x x x x x  x 9 

serp_sum x x x x x x x x  x 9 

number.of.mouse.clicks  x x x x x x x  x 8 

time_to_first_click x   x    x x x 5 

number.of.keystrokes   x   x   x  3 

serp_mean x    x  x  x  4 

prop_content  x       x  2 

content_sum   x        1 

content_mean      x     1 

diff_content       x    1 

interval         x  1 

Among these predictors, except number.of.mouse.clicks, which was negatively related to 

document usefulness, all other predictors were positively related to document usefulness in BIC. 
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The cutoff point for dwell time is 12.45 seconds, for visit_id, it is 2, for the number of mouse 

clicks is 2; there were two cutoff points for serp_sum, depending on the value of dwell time. If 

the dwell time on the page is more than 12.45 seconds, the cutoff point for serp_sum is 16.22 

seconds; if the dwell time on the page is less than 12.45 seconds, the cutoff point for serp_sum is 

8.71 seconds. The specific tree predictive model for BIC is shown in Figure 4. 

 

Figure 4. Specific decision-tree predictive model for BIC 

2) Predictive modeling using logistic regression 

We then generated logistic regression models on each of the ten samples, each sample 

identified several important predictors of document usefulness in BIC task. The selected 

predictors in each of the samples for BIC are shown in Table 71 --Table 80 (in Appendix C). 

Table 14 listed all the selected predictors and the coefficients in the ten samples. It shows that 

two variables were consistently selected in the logistic regression models: dwell time and 

number of keystrokes. Another two variables were selected in more than five models and they 

were also included in the final predictive model for BIC task: content_count and content_sum.  

 



71 

 

 

Table 14. The coefficients for selected predictors in the ten samples of BIC task 

Samples 1 2 3 4 5 6 7 8 9 10 

dwell time 0.06 0.05 0.06 0.06 0.05 0.06 0.04 0.05 0.05 0.05 

number of 

keystrokes 

-0.09 -0.07 -0.08 -0.09 -0.07 -0.07 -0.07 -0.06 -0.10 -0.07 

content_count  0.10 0.10 0.15 0.09 0.11 0.13 0.11 0.18 0.12 

content_sum    -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 

time_to_first_cl

ick 

       -0.04 -0.04 -0.04 

content_mean         0.05 0.06 

prop_content         -1.62  

number of 

mouse clicks 

         -0.03 

Therefore, the specific logistic regression model for BIC task included four behavioral 

variables: dwell time, number of keystrokes, content_count, and content_sum. The model that 

obtained the best performance on the whole dataset was selected as the final specific logistic 

regression model.  

Equation 2. Logistic Regression (LR) predictive model of document usefulness for the BIC task 

   
 

   
                                                                     

                                      

5.4.2 Specific model for the CPE task 

1) Predictive modeling using recursive partitioning 

We generated predictive models using recursive partitioning based on each of the ten 

random samples in CPE tasks, and these tree models are shown in Figure 24 (in Appendix B). 

The behavioral variables that have been selected as predictors in these models are summarized in 

Table 15, which also counted the number of times each variable was selected in the models. The 

variables that had been selected more than five times were selected in the final recursive 
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portioning predictive model, and there were five variables in the final model: dwell time, visit_id, 

prop_content, number.of.mouse.clicks, and diff_content.  

Table 15. The selected predictors from recursive partitioning in ten samples (CPE) 

variables  1 2 3 4 5 6 7 8 9 10 total 

dwell time x x x x x x x x x x 10 

visit_id x x x x x x x x x x 10 

prop_content x  x x x x  x x x 8 

number.of.mouse.clicks x x x x  x x  x  7 

diff_content  x  x   x x x  5 

content_sum x x     x    3 

serp_mean x  x     x   3 

content_count  x   x  x    3 

time_to_first_click    x  x    x 3 

content_mean   x       x 2 

interval  x         1 

serp_sum         x  1 

Among these predictors, except number.of.mouse.clicks, which was negatively related to 

document usefulness, all other predictors were positively related to document usefulness in CPE. 

Similarly as before, the cutoff pint for each variable was calculated as the mean of the cutoffs in 

the models. There were two cutoff points for dwell time: the one on the top level is 32.56 

seconds, and the other one on the lower level is 13.3 seconds. The cutoff point for visit_id is 2, 

for prop_content is 0.84, and for number.of.mouse.clicks is 11. The specific tree predictive 

model for CPE can be shown as Figure 5. 
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Figure 5. Specific decision-tree predictive model for CPE 

2) Predictive modeling using logistic regression 

We then generated logistic regression models on each of the ten samples, and each 

sample identified several important predictors of document usefulness in CPE task. The selected 

predictors in each of the samples for CPE are shown in Table 81--Table 90 (in Appendix C).  

Table 16. The coefficients for selected predictors in the ten samples of CPE task 

Samples 1 2 3 4 5 6 7 8 9 10 

dwell time 0.05 0.05 0.05 0.04 0.04 0.04 0.05 0.06 0.05 0.05 

visit_id 0.76 0.79 0.79 0.62 0.68 0.60 0.75 0.62 0.72 0.67 

number of 

mouse clicks 

-0.03 -0.02 -0.02 -0.02 -0.02 -0.03 -0.03 -0.03 -0.02 -0.03 

content_mean       -0.03   -0.03 

Table 16 lists all the selected predictors and the coefficients in the ten samples. It shows 

that three variables were consistently selected in the logistic regression models: dwell time, 
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visit_id and number of mouse clicks. Another variable was selected in two models was 

content_mean, but since it only occurred twice among the ten samples, we do not include it in 

the final model. Therefore, the specific logistic regression model for CPE task included three 

behavioral variables: dwell time, visit_id and number of mouse clicks. The model that obtained 

the best performance on the whole dataset was selected as the final specific logistic regression 

model.  

Equation 3. Logistic Regression (LR) predictive model of document usefulness for the CPE task 

   
 

   
                                                                              

5.4.3 Specific model for the INT task 

1) Predictive modeling using recursive partitioning 

We generated predictive models using recursive partitioning based on each of the ten 

random samples in INT tasks, and these tree models are shown Figure 25 (in Appendix B). The 

behavioral variables that have been selected as predictors in these models are summarized in 

Table 17, which also counts the number of times each variable was selected in the models. The 

variables that had been selected more than five times were selected in the final recursive 

portioning predictive model, and there were three variables in the final model: dwell time, 

visit_id, and prop_content.  

Table 17. The selected predictors from recursive partitioning in ten samples (INT) 

variables  1 2 3 4 5 6 7 8 9 10 total 

dwell time x x x x x x x x x x 10 

visit_id x x x x x x x x x x 10 

prop_content x  x   x x x x  6 

content_sum x x x    x    4 

diff_content x   x   x   x 4 
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time_to_first_click  x x x   x    4 

content_count   x x x    x  4 

number.of.mouse.clicks    x  x  x  x 4 

serp_sum    x x   x x  4 

serp_count  x    x    x 3 

interval     x     x 2 

content_mean        x  x 2 

serp_mean          x 1 

All the three predictors, dwell time, visit_id, and prop_content were positively related to 

document usefulness in INT. Different from BIC and CPE model, the prediction tree model for 

INT identified visit_id as the most important predictor, and it identified two cutoff points for 

visit_id. The top level specified visit_id < 3, and at the lower level, it specified visit_id < 2. 

Similarly as before, the cutoff pint for dwell time and prop_content was calculated as the mean 

of the cutoffs in the models. The cutoff point for dwell time is 21.55 seconds. The cutoff point 

for prop_content is 0.94.  The specific tree predictive model for INT can be shown as Figure 6. 
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Figure 6. Specific decision-tree predictive model for INT 

2) Predictive modeling using logistic regression 

We then generated logistic regression models on each of the ten samples, and each 

sample identified several important predictors of document usefulness in INT task. The selected 

predictors in each of the samples for INT are shown in Table 91--Table 100 (in Appendix C). 

Table 18 listed all the selected predictors and the coefficients in the ten samples. It shows that 

four variables were consistently selected in the logistic regression models: dwell time, visit_id, 

number of mouse clicks and serp_sum. Another two variables were selected in eight of the ten 

models: serp_mean and serp_count.  

Table 18. The coefficients for selected predictors in the ten samples of INT task 

Samples 1 2 3 4 5 6 7 8 9 10 

dwell time 0.06 0.05 0.06 0.06 0.05 0.06 0.07 0.06 0.04 0.06 

visit_id 0.77 0.88 0.93 0.89 0.68 0.74 0.68 0.82 0.87 0.72 

number of 

mouse clicks 

-0.03 -0.03 -0.04 -0.05 -0.04 -0.05 -0.04 -0.04 -0.05 -0.05 

serp_sum 0.05 0.04 0.06 0.06 0.07 0.07 0.05 0.06 0.06 0.06 

serp_mean -0.10 -0.10 -0.13  -0.13 -0.15  -0.15 -0.13 -0.13 

serp_count   -0.30 -0.28 -0.26 -0.29  -0.37 -0.27 -0.22 

number of 

keystrokes 

-0.05          

content_mean        0.05   

content_count     0.06   0.08   

content_sum   -

0.006 

 -

0.006 

  -

0.005 

-

0.004 

 

We then included only these six variables for logistic regression in the ten samples, and 

found that serp_count was not significant in many of the cases. Given the relationship among 

serp_sum, serp_count, and serp_mean, we decided to choose only two of them, and did not 
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include serp_count into the final model. Therefore, the specific logistic regression model for INT 

task included five behavioral variables: dwell time, visit_id, number of mouse clicks, serp_mean, 

and serp_sum. The model that obtained the best performance on the whole dataset was selected 

as the final specific logistic regression model.  

Equation 4. Logistic Regression (LR) predictive model of document usefulness for the INT task 

   
 

   
                                                      

                                                              

5.4.4 Specific model for the OBI task 

1) Predictive modeling using recursive partitioning 

We generated predictive models using recursive partitioning based on each of the ten 

random samples in OBI tasks, and these tree models are shown in Figure 26 (in Appendix B). 

The behavioral variables that have been selected as predictors in these models are summarized in 

Table 19, which also counted the number of times each variable was selected in the models. The 

variables that had been selected more than five times were selected in the final recursive 

portioning predictive model, and there were three variables in the final model: dwell time, 

visit_id, and time_to_first_click.  

Table 19. The selected predictors from recursive partitioning in ten samples (OBI) 

variables  1 2 3 4 5 6 7 8 9 10 total 

dwell time x x x x x x x x x x 10 

visit_id x x x x x x x x x x 10 

time_to_first_click  x x x x x  x x x 8 

serp_mean x      x   x 3 

serp_sum x   x       2 

diff_content     x  x    2 

number.of.mouse.clicks       x    1 
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content_mean   x        1 

content_mean         x  1 

content_sum x          1 

interval         x  1 

All the three predictors, dwell time, visit_id, and time_to_first_click were positively 

related to document usefulness in OBI. Similarly as before, the cutoff point for predictors was 

calculated as the mean of the cutoffs in the models. The cutoff point for dwell time is 21.55 

seconds, for visit_id is 2, and for time_to_first_click is 2.11 seconds.  The specific tree predictive 

model for OBI can be shown as Figure 7. 

 

Figure 7. Specific decision-tree predictive model for OBI 

2) Predictive modeling using logistic regression 

We then generated logistic regression models on each of the ten samples, and each 

sample identified several important predictors of document usefulness in OBI task. The selected 

predictors in each of the samples for OBI are shown in Table 101--Table 110 (in Appendix C). 
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Table 20 listed all the selected predictors and the coefficients in the ten samples. It shows that 

only two variables were consistently selected in the logistic regression models: dwell time and 

visit_id. Four other variables were selected in some of the models: content_count, content_sum, 

serp_mean, and serp_count, but since none of them occurred in more than five samples, we do 

not include them in the final model.  

Table 20. The coefficients for selected predictors in the ten samples of OBI task 

Samples 1 2 3 4 5 6 7 8 9 10 

dwell time 0.07 0.07 0.08 0.09 0.10 0.08 0.07 0.06 0.08 0.09 

visit_id 0.86 0.74 0.75 0.84 1.10 1.01 0.89 0.60 0.93 0.97 

content_count   -0.13 -0.11  -0.15 -0.11   -0.14 

content_sum          0.007 

serp_mean    0.15       

serp_count    0.21  0.22     

Therefore, the specific logistic regression model for OBI task included only two 

behavioral variables: dwell time and visit_id. The model that obtained the best performance on 

the whole dataset was selected as the final specific logistic regression model.  

Equation 5. Logistic Regression (LR) predictive model of document usefulness for the OBI task 

   
 

   
                                               

5.5 Comparison of predictive models 

We compare the predictive models in this section. We first compared the two general 

models, General_tree and General_LR, on their prediction performance and the selected 

predictors. Then we compared the predictive models in each of the four tasks, in particular, we 

compared the prediction performance and selected predictors by the two general models and two 
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specific models in each task. Finally, the prediction performance was compared across different 

tasks to examine the task effect on the prediction performance.  

The ultimate goal of predicting document usefulness is to personalize search results, thus 

the prediction performance of document usefulness should be evaluated in retrieval performance 

and user experience. However, since implementation of the predictive models is out of the scope 

of this dissertation study, we simply compared the prediction accuracy by the measures 

following measures. 

 The precision of saved pages: the number of cases that were observed as ―Saved‖ and 

predicted as ―Saved‖ divided by the total number of predicted as ―Saved‖ pages in this task; 

we want this measure to be as big as possible; 

 The precision of non-savd pages: the number of cases that were observed as ―Non-Saved‖ 

and predicted as ―Non-Saved‖ divided by the total number of predicted as ―Non-Saved‖ 

pages in this task; we want this measure to be as big as possible; 

 The overall accuracy: the number of cases that were predicted the same as the observed 

situation divided by the number of all cases; we want this measure to be as big as possible; 

Because in a Personalized IR system, only the documents that are predicted as useful will 

be taken to do relevance feedback, the prediction of ―Saved‖ pages is more important than the 

prediction of ―Non-saved‖ pages. Therefore, when comparing the prediction performance among 

four predictive models, the precision of ―Saved‖ pages is given top priority in comparing the 

prediction performance by different models.   



81 

 

 

We also compared what behavioral measures are important predictors for each type of 

task, and their relative importance that contributed to the predictive models. In logistic regression 

models, the coefficients (B) and the associated odds ratio (Exp B) are highly dependent on the 

unit of measure. Menard discussed six ways to standardize B weights. In this study, we used the 

simple way to standardize the predictors by multiplying the unstandardized B weight by the 

predictor‘s standard deviation, and then we can compare the relative importance of the predictors 

using the standardized B weights in each of the models. 

5.5.1 Discussion of the two general predictive models 

The general predictive models are not task specific and we generated them by 

considering all the interactions in the four tasks. The General Tree model selected dwell time, 

visit id, and the time to first click as the three most important predictors, and the General LR 

model selected dwell time, visit id, number of keystrokes, and number of mouse clicks as the 

four most important predictors. It is apparent that the variables on content pages were more 

important since only one behavioral measure on search result pages was selected, while all the 

variables on the content pages were selected.  This indicates that if the task type is unknown to 

the system, then it is more important to monitor users‘ search interactions on content pages.  

Table 21. Prediction performance comparison by the two general predictive models 

 General_tree General_LR 

precision of saved pages 43.06% 47.71% 

precision of non-saved pages 86.96% 82.91% 

overall accuracy 65.48% 70.72% 
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We also compared the prediction performance by the two general models in Table 21.The 

general LR model had better prediction than the general tree model. The reason for this might be 

that the General LR model contains more variables than the General Tree model. 

5.5.2 Comparison of four predictive models in the BIC task 

1) Comparison of prediction performance 

The prediction performance by different models in BIC is listed in Table 22. Comparing 

between the general tree model and the specific tree model, the specific tree model for BIC had 

better prediction than the general tree model on BIC; specifically, the specific tree model for BIC 

had more correctly predicted saved pages, and more correctly predicted non-saved pages. 

Comparing between the general LR model and the specific LR model, the specific LR model for 

BIC correctly predicted more saved pages, but it correctly predicted fewer non-saved pages than 

the general LR model on BIC. If we compare all the models together, we see that the specific 

tree model for BIC achieved best prediction on saved pages, with the highest precision of saved 

pages (40.7%) and the highest recall of saved pages (66.8%). So the best predictive model for 

BIC is the Specific tree model. 

Table 22. Prediction performance comparison by general and specific models in BIC 

BIC General_tree General_LR Specific_tree Specific_LR 

precision of saved 

pages 

33.1% 34.9% 40.7% 36.6% 

precision of non-

saved pages 

85.1% 82.0% 87.4% 84.8% 

overall accuracy 61.0% 67.1% 69.5% 66.4% 



83 

 

 

2) Comparison of predictors in the model 

For the BIC task, the specific predictive model is the decision tree model, which 

identified four important predictors: dwell time, visit_id, the total dwell time on search result 

pages during query interval (serp_sum) and the number of mouse clicks on content pages. 

Referring to Figure 23, dwell time was selected 10 times in the ten random samples, visit_id and 

serp_sum was selected 9 times, and the number of mouse clicks was selected 8 times. Therefore, 

we could conclude that for the BIC task, the most important predictor is dwell time, which is also 

put on the top node of the decision tree; then visit_id and serp_sum have similar contributions to 

the model, followed by the number of mouse clicks. 

5.5.3 Comparison of four predictive models in CPE 

1) Comparison of prediction performance 

The prediction performance of different models in CPE is listed in Table 23. Comparing 

between the general tree model and the specific tree model, the specific tree model for CPE 

correctly predicted more saved pages, but correctly predicted fewer non-saved pages than the 

general tree model. Comparing between the general LR model and the specific LR model, the 

general LR model for CPE correctly predicted more saved pages, but it correctly predicted fewer 

non-saved pages than the specific LR model on CPE. If we compare all the models together, the 

specific LR model of CPE achieved the highest precision of saved pages (63.5%) and the highest 

overall accuracy (68.8%).  So the specific model for CPE had better prediction performance than 

the general model, especially the specific LR model.  
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Table 23. Prediction performance comparison by general and specific models in CPE 

CPE General_tree General_LR Specific_tree Specific_LR 

precision of saved pages 52.0% 55.9% 57.6% 63.5% 

precision of non-saved 

pages 
80.1% 74.9% 79.6% 72.0% 

overall accuracy 61.4% 64.9% 67.3% 68.8% 

2) Comparison of predictors in the model 

For the CPE task, three predictors were selected in the logistic regression model: dwell 

time, visit_id and the number of mouse clicks on the content page. As shown in Table 24, one 

standard deviation (SD) change in dwell time increases the odds of a useful document by a 

multiplicative factor of 2.48, and one SD increase of visit_id by 1.95, and a one SD increase in 

number.of.mouse.clicks decreases the odds of a useful document by 0.69. Therefore, 

comparatively, dwell time is the most important predictor for CPE, followed by visit_id, and 

then number of mouse clicks. Notice that all of the predictors were behavioral measures on 

content pages, and none of the behavioral measures on search result pages or related to search 

result pages were identified for CPE tasks. Thus, for this type of task, how the user interacts with 

each of the content pages contributes most to the prediction of document usefulness. 

Table 24. Relative importance of the predictors in CPE 

 Unstandardized Standard 

Deviation 

Standardized 

Predictor B Odds 

Ratio 

Beta Odds 

Ratio 

dwell time   0.03 1.03 27.42 0.91 2.48 

visit_id 0.07 1.07 0.96 0.67 1.95 

number.of.mouse.clicks -0.02 0.98 15.80 -0.37 0.69 
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5.5.4 Comparison of four predictive models in the INT task 

1) Comparison of prediction performance 

The prediction performance by different models in INT is listed in Table 25. Comparing 

between the general tree model and the specific tree model, the general tree model for INT had 

correctly predicted more saved pages, but correctly predicted fewer non-saved pages than the 

specific tree model on INT. Comparing between the general LR model and the specific LR 

model, the specific LR model of INT had better performance than the general LR model for INT; 

specifically, the specific LR model of INT correctly predicted more saved pages, and it correctly 

predicted more non-saved pages than the general LR model on INT. If we compare all the 

models together, the specific LR model of INT achieved the highest precision of saved pages 

(46.1%) and the highest overall accuracy (73.9%). So the specific model for INT had better 

prediction performance for the general model, especially the specific LR model. 

Table 25. Prediction performance comparison by general and specific models in INT 

INT General_tree General_LR Specific_tree Specific_LR 

precision of saved pages 37.7% 43.7% 38.7% 46.1% 

precision of non-saved 

pages 
88.4% 85.4% 86.9% 86.5% 

overall accuracy 64.7% 72.4% 66.8% 73.9% 

2) Comparison of predictors in the model 

For the INT task, five predictors were selected in the logistic regression model: dwell 

time, visit_id, the number of mouse clicks on the content page, the average dwell time on search 

result pages during the query interval (serp_mean), and the total time on search result pages 

during the query interval (serp_sum). As shown in Table 26, one standard deviation (SD) change 

in dwell time increases the odds of a useful document by a multiplicative factor of 2.39, one SD 
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increase of visit_id by 2.44, one SD increase of serp_sum by 1.40, and a one SD increase in 

number.of.mouse.clicks decreases the odds of a useful document by 0.70, one SD increase of 

visit_id decreases the odds by 0.76. Therefore, comparatively, dwell time and visit_id were both 

most important predictors of document usefulness for INT, followed by serp_sum, and then 

serp_mean and the number of mouse clicks. Compared with CPE tasks, the visit_id showed to be 

more important, which is similar to dwell time of the page. It also identified two behavioral 

measures on the search result pages to be important predictors, the total time and the average 

time the user spends on search result pages. Therefore, for INT tasks, how the user interacts with 

the search result pages may also indicate the document usefulness. 

Table 26. Relative importance of the predictors in INT 

 Unstandardized Standard 

Deviation 

Standardized 

Predictor B Odds 

Ratio 

Beta Odds 

Ratio 

dwell time   0.05 1.05 17.19 0.87 2.39 

visit_id 0.76 2.14 1.17 0.89 2.44 

number.of.mouse.clicks -0.04 0.96 9.91 -0.35 0.70 

serp_mean -0.04 0.96 6.45 -0.27 0.76 

serp_sum 0.02 1.02 21.87 0.34 1.40 

5.5.5 Comparison of four predictive models in the OBI task 

1) Comparison of prediction performance 

Table 27 listed the prediction performance by different models in OBI. Comparing 

between the general tree model and the specific tree model, the general tree model for OBI had 

correctly predicted more saved pages, but correctly predicted fewer non-saved pages than the 

specific tree model on OBI. Comparing between the general LR model and the specific LR 

model, the specific LR model of OBI correctly predicted more saved pages, but it correctly 
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predicted fewer non-saved pages than the general LR model on OBI. If we compare all the 

models together, it showed that general LR model for OBI achieved the highest precision of 

saved pages (60.1%), and the general tree model for OBI had the highest precision of non-saved 

pages (89.8%). However, there was not much difference among different models, and the 

specific models for OBI had a bit higher overall accuracy than the general model. Therefore, we 

can conclude that the specific model for OBI worked better than the general model.  

Table 27. Prediction performance comparison by general and specific models in OBI 

 General_tree General_LR Specific_tree Specific_LR 

precision of saved 

pages 

54.9% 60.1% 59.0% 59.5% 

precision of non-saved 

pages 

89.8% 84.2% 87.7% 85.8% 

overall accuracy 74.1% 76.3% 76.6% 76.4% 

2) Comparison of predictors in the model 

For the OBI task, only two predictors were selected in the logistic regression model: 

dwell time and visit_id. As shown in Table 28, one standard deviation (SD) change in dwell time 

increases the odds of a useful document by a multiplicative factor of 3.00, and one SD increase 

of visit_id by 2.92. Therefore, the two predictors differed little in their unique contributions to 

the prediction of document usefulness in OBI task. Compared with the logistic regression model 

for CPE and INT, the predictive model for OBI is very similar to CPE, except that it does not 

identify the number of mouse clicks as one of the important predictors. For both CPE and OBI, 

how the user interacts with each of the content pages contributes most to the prediction of 

document usefulness. 
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Table 28. Relative importance of the predictors in OBI 

 Unstandardized Standard 

Deviation 

Standardized 

Predictor B Odds 

Ratio 

Beta Odds 

Ratio 

dwell time   0.08 1.08 13.99 1.10 3.00 

visit_id 0.84 2.32 1.27 1.07 2.92 

 

5.5.6 Comparison of the prediction performance of the specific models in the 

four tasks 

The prediction performance by the best specific predictive models for each of the four 

tasks is listed in Table 29. Among these tasks, the CPE task has the highest precision of saved 

pages, and OBI has the highest overall accuracy, and the highest recall of both saved pages and 

non-saved pages. Comparatively, BIC has the highest precision of non-saved pages, but the 

precision of saved-pages in BIC was the lowest.  

Table 29. Prediction performance comparison among four tasks 

 BIC CPE INT OBI 

precision of saved 

pages 
40.7% 63.5% 46.1% 59.5% 

false positive of saved 

pages 
22.74% 13.65% 16.83% 14.42% 

precision of non-saved 

pages 
87.4% 72.0% 86.5% 85.8% 

overall accuracy 69.5% 68.8% 73.9% 76.4% 

recall of saved pages 66.8% 57.5% 60.8% 69.8% 

recall of non-saved 

pages 
70.3% 76.7% 77.9% 79.3% 

Since only the predicted saved pages will be taken to do relevance feedback, the 

prediction performance on the saved pages will greatly affect the retrieval performance. 
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Therefore, our comparison mainly focuses on whether we could predict saved pages correctly.  

Comparing the precision of saved pages by the four tasks, we can see the performance varied by 

task and task facet. The prediction performance in CPE and OBI tasks was acceptable with 

relatively high precision (63.5% and 59.5%) and low false positives (13.65% and 14.42%); 

comparatively, the prediction performance in BIC and INT tasks was not very good, in either the 

precision or the false positive rate. Referring to the task facet values, this result can be explained 

by the task product facet. With respect to the product facet, CPE and OBI are factual tasks, and 

BIC and INT are tasks with mixed product (factual and intellectual). This result indicates that the 

prediction of document usefulness is more difficult in Intellectual tasks than in Factual tasks. 

However, since participants were asked to save all the best pages that were useful for their tasks, 

some useful pages might not be saved, or later were deleted, because they were not the best ones, 

but they were still useful to the tasks. Therefore, further research is needed to check whether the 

predicted useful pages will be more useful for users to accomplish the Intellectual tasks.  

5.6 Discussion for RQ1 

The first research question of this dissertation was concerned with what behaviors can be 

used to predict document usefulness, and whether the predictive models should be different for 

different types of tasks. The section begins with a discussion of the behavioral measures as the 

predictors of document usefulness. This is followed by the discussion of the task type effect on 

the predictive models. 

5.6.1 Behavioral measures as predictors of document usefulness 

In this study, we generated document usefulness predictive models based on a laboratory 

experiment of the influence of different types of tasks on task session behaviors. We constructed 
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a general predictive model and several specific predictive models tailored to different types of 

tasks. Recursive partitioning analysis and logistic regression were used to generate the predictive 

models based on users‘ interaction behaviors during search sessions. The behavioral measures 

identified as predictors of document usefulness in our study are summarized in Table 30. 

Table 30. The summary table of behavioral measures identified as predictors of document 

usefulness  (+ = positive relationship, - = negative relationship) 

Behavioral 

variables 

Genera

l RP. 

Model4 

Genera

l LR. 

Model5 

BIC 

RP. 

Model 

BIC 

LR. 

Model 

CPE 

RP. 

Model 

CPE 

LR. 

Model 

INT 

RP. 

Model 

INT 

LR. 

Model 

OBI 

PR. 

Model 

OBI 

LR. 

Model 

dwell time 

on content 

pages 

(seconds) 

+ + + + + + + + + + 

number of 

mouse 

clicks  

 - -  - -  -   

number of 

keystrokes 

 -  -       

visit_id + + +  + + + + + + 

time_to_ 

first_click  

+        +  

content 

_mean  

          

content 

_sum  

   -       

content 

_count 

   +       

serp_mean         -   

serp_sum    +     +   

serp_count           

prop 

_content 

    +  +    

interval 

_time  

          

Our models identified several behavioral measures on content pages as important 

predictors of document usefulness: dwell time, the number of times a page has been visited in the 

                                                           
4
 RP Model stands for Recursive Partitioning Model 

5
 LR Model stands for Logistic Recursive Model 
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session (visit_id), and number of mouse clicks on the content pages. Dwell time has been 

identified in all the predictive models that were generated from our study. Some previous studies, 

e.g. Kelly and Belkin (2004) and Liu and Belkin (2010), found the relationship between dwell 

time and document usefulness was not always significantly positively related, and it varied in 

different contexts. But in our study, it was found that the longer the dwell time, the more likely 

the page was useful to the task. One reason for this result is that participants were asked to save 

the best Web pages that could help them accomplish the task and the assignment, and we only 

consider Web pages that were saved by the participants as useful pages. Therefore, the useful 

Web pages in our study were actually the ―extremely‖ useful pages, and it is reasonable to have 

the result that the extremely useful pages had significantly longer dwell time than other pages. 

Besides the positive relationship between dwell time and document usefulness, we found that the 

visit_id was positively related to document usefulness. This is reasonable because if a page has 

been visited more than once, it is very likely that the page is useful to the task, otherwise the user 

would not click on the same page  the second or third time. Our study also found the number of 

mouse clicks was an important predictor of document usefulness, but they were shown to have a 

negative relationship, in all the models that identified number of mouse clicks as an important 

factor. Previous studies on sources for implicit relevance feedback demonstrated different results 

on the number of mouse clicks and scrolling as predictors of document usefulness. In a previous 

study, Claypool (2001) found the amount of scrolling was good indicator of document interests, 

while the number of mouse clicks was not a good indicator of interests. Fox, et al. (2005) did not 

observe a significant correlation between the amount of scrolling and relevance. A recent study 

by Guo and Agichtein (2012) found that the amount of scrolling was not strongly correlated with 

document usefulness, but there was a significant negative correlation of scrolling frequency and 
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speed and document relevance. One explanation for our result is that, in our study, we counted 

all the mouse clicks to calculate the number of mouse clicks, including mouse clicks on pages 

and scrolling using mouse; and a majority of them (about 62%) were scrolling behaviors in our 

experiment. High frequency of scrolling a page may indicate that the users were scanning the 

page, but they would ―read‖ the page more carefully if the page is useful.  

As shown in our predictive models, some of the behavioral measures during query 

intervals were also identified as important predictors of document usefulness. These behavioral 

measures described how users interact with content pages and SERPs before and after each 

content page click. The identified behavioral measures during query intervals included: time to 

first click, the total time on content pages during the query interval (content_sum), the total 

number of content pages during the query interval (content_count), the average dwell time on 

SERPs (serp_mean), the total time on SERPs during the query interval (serp_sum), and the 

proportion of time on content pages (prop_content).  

In particular, time_to_first_click, which was the time after the user issued a query and 

before he/she clicked on the first link on the SERP, was found to be positively related to 

document usefulness. The longer the time_to_first_click, the more likely that the user has made 

some initial judgment on the document to be clicked from the snippet, and the more likely the 

clicked document is useful to the task.  The variable, content_sum, which was the total time the 

user spent on content pages during a query interval, was found to be negatively related to 

document usefulness in BIC task; in contrast, content_count, which was the total number of 

content pages, was found to be positively related to document usefulness in BIC task. This result 

is compatible with our previous finding that when there is any useful page found during a query 
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interval, it is very likely that more than one useful page is found during this query interval, but 

the total time on content pages is not necessarily significantly different (Liu, Gwizdka & Liu, 

2010).  

The variable, serp_mean, which is the average dwell time on SERPs during a query 

interval, was found to be negatively related to document usefulness in the INT task. This is 

reasonable because the average time on SERPs has often been regarded as an indicator of task 

difficulty, because users tend to spend longer time on each SERP when there is not any useful 

content page found for that query (Liu, Gwizdka, Liu, Belkin, 2010; Liu et al., 2012). The 

variable, serp_sum, which is the total time the user spent on SERPs during a query interval, was 

found to be positively related to document usefulness in two tasks, BIC and INT. This is 

reasonable because when dwelling on SERPs, a user is reading through the snippets of the search 

result links before and after he/she clicked on any content pages, and longer reading time on 

SERPs could indicate there were some potentially useful pages on the SERPs. Otherwise the user 

would be very likely to leave that SERP and issue a new query if there was no potentially useful 

page on the SERP. Notice that this variable was only identified in two tasks but not in the other 

tasks, so there might be some task type effect, which is discussed in the next session. The 

variable, prop_content, which is the proportion of time a user spends on content pages during a 

query interval, was found to be positively related to document usefulness in two tasks: CPE and 

INT. This result also agrees with our previous findings in Liu, Gwizdka & Liu (2010), in which 

we found users tend to spend a greater proportion of time on content pages when the query 

interval contained at least one useful document. The task effect on this predictor is examined in 

the next section. 
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In summary, we have identified combinations of behavioral measures on content pages 

and during query intervals as important predictors of document usefulness. Comparatively, the 

behavioral measures on content pages were found to be more important than behavioral 

measures during query intervals. This indicates that it is more important for the search system to 

know how the user interacts with the content pages when predicting the usefulness of the clicked 

content pages. Consequently, a personalization assistant on the client-side would be more 

beneficial than on the server-side, because interactions on the content pages are not captured by 

the logger on the server-side. On the other hand, our results also demonstrate that the behavioral 

measures during query intervals could be important predictors of document usefulness, because 

when a useful document is found, it is very likely that more than one useful document is found 

during that query interval, and users‘ behaviors would be different before and after each click 

during that time. However, we should also be aware that different measures during query 

intervals were selected in different tasks. The reason for this might be because the information 

objects needed for different tasks varied and the ways to judge document usefulness were also 

different. The task effect is further discussed in the next section.  

In this study, we examined several main behavioral measures on content pages, but it is 

also possible to extract more behavioral measures on content pages to describe users‘ 

interactions more comprehensively in order to make better predictions. For example, we count 

all the mouse clicks as one type of behavior, but we can divide them into mouse clicks for 

highlighting, scrolling, clicking on links and so on, and further examine whether separating them 

could help with better prediction. In addition, users‘ eye movement captured by eye-tracking 

may also help us better understand how users read and scan different parts of the page and may 

help us make better predictions.  
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5.6.2 Task effect on the predictive models 

The specific models for different types of tasks show major differences by task type for 

both the predictors and the rules. In the specific predictive model for BIC, the total time on 

content pages (content_sum) was identified to be negatively related to document usefulness, and 

the total number of content pages (content_count) was identified to be positively related to 

document usefulness; however, neither of these two variables was identified in any of the other 

tasks. One explanation for this is that in the BIC task, users were searching to find related news 

stories on the issue, and they were asked to find as many as possible; so the user could read the 

content pages briefly and quickly decide whether the page was related or not. Therefore, the 

content_count was positively related to document usefulness but the content_sum was not. In 

addition, the total time on SERPs (serp_sum) was identified to be positively related to document 

usefulness in the RP model, which also indicates that for BIC tasks, users were taking the time 

on SERPs to help make usefulness judgments of the content pages.  

Another task that identified behavioral measures during query intervals is INT, which 

identified the average time on SERPs (serp_mean), the total time on SERPs (serp_sum) and the 

proportion of time on content pages (prop_content) during a query interval as important 

predictors of document usefulness. In particular, the query interval that had shorter average dwell 

time on SERPs but more total time on SERPs during the query interval was more likely to have 

useful documents in INT. The INT task is an Intellectual task with amorphous goals, so when 

users were searching for this task, they explored different sources and different types of 

information in order to understand the issue and disambiguate the goal through searching. 

Therefore, they might not spend much time on each SERP and instead they clicked on multiple 

content pages and read these pages to understand the issue.  
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In the CPE task, the behavioral measures on content pages were identified to be the most 

important predictors, and the threshold for dwell time in CPE was much longer than that in other 

tasks. The only measure identified during query intervals was prop_content, which described the 

proportion of time spent on content pages during a query interval. This shows that how long the 

user dwelt on the content pages and a greater proportion of time on content pages were more 

important in predicting useful pages in CPE than in the other tasks. This is reasonable because 

the CPE task required users to find information for specific factual information, and the user 

would read each of the content pages very carefully in order to find the segment information. 

Therefore, the dwell time was significantly longer on useful pages than non-useful pages.  

Similar to the CPE task, the OBI task identified behavioral measures on content pages as 

important predictors of document usefulness, and only one variable during query interval 

(time_to_first_click) was shown to be positively related to document usefulness in the RP model. 

This may be explained by the product facet of the task. OBI and CPE tasks are both factual tasks, 

and from our models we may infer that for factual tasks, the behavioral measures on the content 

pages were more important in predicting document usefulness than behavioral measures during 

query intervals.  

In sum, the examination of task type effect on the specific predictive models showed that 

different combinations of predictors and rules were generated for different types of tasks. The 

reason for this is that task type affects the type of information objects needed for the task, and it 

also affects how users search for and judge the information during the search episode. In 

particular, the task facet of Product was found to significantly influence the prediction predictors. 

In factual tasks, the behavioral measures on the content pages were more important in predicting 
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useful documents; while in intellectual tasks, how users behaved during query intervals also was 

indicative of document usefulness.  

In practice, the general model would be applied at the beginning of a search episode, and 

after the information of task type is predicted, the specific predictive models can be applied (as 

shown in Figure 8). RQ2 of this dissertation study explores what behavioral measures can be 

used to predict task type so that we can apply these specific predictive models.  

 

Figure 8. The process of implementing predictive models of document usefulness 

5.7 Summary for RQ1 

In RQ1, we generated the predictive models of document usefulness. The predictive 

models were generated when all tasks were considered as the general predictive model, and for 

each type of task, as the specific predictive models, using both recursive partitioning and logistic 

regression modeling. The specific models that achieved the best prediction performance on saved 

documents were selected as the final predictive models. From the specific models, it is clear that 

different types of tasks identified different behavioral measures as predictors of useful 

documents. In particular, the CPE and OBI tasks identified only behavioral measures on each of 

the content pages as important predictors, and none of the behavioral measures on the search 

result pages were selected. In contrast, the BIC and INT tasks both identified some behavioral 

measures on search result pages as important predictors of useful documents, in addition to the 
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behavioral measures on content pages. In addition, the prediction performance in CPE and OBI 

tasks was much better than that in BIC and INT tasks, especially in correctly predicting the 

useful pages. This result is reasonable in that users only needed to find factual information in 

Factual tasks and they only needed to judge the document relevance to decide the document 

usefulness; therefore, the behaviors on content pages themselves would affect the prediction 

results more in factual tasks than in tasks with intellectual information. In addition, it might be 

easier for users to judge document usefulness in Factual tasks than in Intellectual tasks, so our 

prediction performance on useful documents was better in Factual tasks than in Intellectual tasks. 

This also indicates that it is important for the systems to learn about the task type, through 

observing user behaviors or other ways, so as to achieve the best prediction performance. 
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Chapter 6. Results for RQ2 

RQ 2. What user behaviors can be used to predict task type? 

In RQ2, we first conducted descriptive analysis of behavioral measures on the whole-

session level and the within-session level from the user experiment. Then these behavioral 

measures were compared among different types of tasks and task facets, to examine the effect of 

task types on each of the behavioral measures. Finally, we conducted multinomial logistic 

regression to generate the predictive models of task type using the important behavioral 

measures as predictors.  

6.1 Descriptive analysis of the selected behavioral measures 

6.1.1 Descriptive analysis of behavioral measures on the whole-session level 

The descriptive analysis of each of the behavioral measures on the whole-session level is 

shown in Table 31. From this table, we can see that when all tasks and all users were considered, 

it took users an average of 819.7 seconds (about 13.66 minutes) to complete a search task. In 

each search session, users visited 29 documents on average, 20 unique documents, 28 SERPs, 15 

unique SERPs; users issued 14 queries on average. With respect to the total task completion time, 

a user spent on documents 418.3 seconds on average (about 52% of the task completion time), 

and spent on SERPs 283.5 seconds on average (about 32% of the task completion time). 

The histograms and the Q-Q plots for each of the variables on the whole-session level are 

shown in Figure 27 to Figure 36 (in Appendix D) to examine whether the distribution of each 

variable was normal or not. They demonstrate that except for the two variables: the ratio of 

document time to all, and the ratio of SERP time to all, all the other variables were not normally 



100 

 

 

distributed. Therefore in the following statistical analysis, we need to conduct non-parametric 

analysis to compare the distribution among different groups.  

Table 31. Descriptive statistics of behavioral measures on the whole-session level 

 Minimum Maximum Mean Median 
Std. 

Deviation 

Shapiro. 

Test 

Task 

completion 

time 

(seconds) 

121.9 1743 819.7 758.5 423.2 p<.05 

Numbers 

of all 

documents 

2 86 29.38 27.5 18.28 p<.05 

Numbers 

of unique 

documents 

1 61 20.12 19 11.68 p<.05 

Number of 

SERPs 
2 85 28.64 25 18.67 p<.05 

Number of 

unique 

SERPs 

1 56 15.25 12 11.12 p<.05 

Number of 

queries 
1 46 14.11 11 9.72 p<.05 

Total time 

spent on 

documents 

(seconds) 

21.7 973.9 418.3 399.1 228.40 p<.05 

Total time 

spent on 

SERPs 

(seconds) 

9.5 1068.7 283.5 241.9 203.37 p<.05 

Ratio of 

document 

time to all 

0.14 0.90 0.52 0.51 0.14 p=0.41 

Ratio of 

SERP time 

to all 

0.03 0.68 0.33 0.32 0.14 p=0.46 
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6.1.2 Descriptive analysis of behavioral measures on the within-session level 

Within-session level behavioral measures were studied because these measures can be 

calculated at any point during the search session, which is necessary for personalization during 

the search. For example, the mean dwell time of all documents can be calculated by averaging 

the dwell time on all the documents that have been visited at the point of calculation. In the 

current study, we only calculated these measures at the point when the task is completed for 

reasons of simplicity; but, in principle, they could be computed during the search session. The 

descriptive analysis of each of the behavioral measures on the within-session level is shown in  

 

Table 32. From this table, we can see that when all tasks and all users are considered, 

users spent an average of 17.76 seconds on each document they visited, and spent totally 24.63 

seconds on each unique document; users spent 10.07 seconds on each of the SERPs they visited, 

and totally 19.44 seconds on each of the unique SERPs they visited. During each search session, 

the average query interval time was 78.59 seconds; and on average, after each query, users 

visited 2.66 documents, 1.82 unique documents, 2.16 SERPs, and1.08 unique SERPs. In addition, 

after issuing one query, it took users an average of 10.49 seconds to click on the first link (either 

on document, the next page of the SERP or issued another query). 

The histograms and the Q-Q plots for each of the variables on the within-session level are 

shown in Figure 37 to Figure 46 (in Appendix E) to examine whether the distribution of each 

variable was normal or not. They demonstrate that all the variables were not normally distributed. 

Therefore in the following statistical analysis, we need to conduct non-parametric analysis to 

compare the distribution among different groups.  



102 

 

 

 

 

Table 32. Descriptive statistics of behavioral measures on the within-session level 

 Minimum Maximum Mean Median 
Std. 

Deviation 
Shapiro. Test 

Mean dwell time 

of all documents 

(seconds) 

4.34 147.8 17.76 13.95 14.66 p<.05 

Mean dwell time 

of unique 

documents 

(seconds) 

5.425 147.8 24.63 20.27 16.73 p<.05 

Mean dwell time 

of all SERPs 

(seconds) 

3.043 31.9 10.07 9.041 4.57 p<.05 

Mean dwell time 

of unique SERPs 

(seconds) 

5.38 63.8 19.44 17.64 8.35 p<.05 

Number of 

documents per 

query 

0.5652 20 2.66 2 2.29 p<.05 

Number of 

unique 

documents per 

query 

0.5 11 1.82 1.407 1.41 p<.05 

Number of 

SERPs per query 
1 5.4 2.16 2 0.74 p<.05 

Number of 

unique SERPs 

per query 

0.64 2.4 1.08 1 0.26 p<.05 

Average query 

interval 

(seconds) 

20.67 508.5 78.59 60.57 67.5 p<.05 

Average Time 

To First Click 
2.49 34.53 10.49 10.49 5.13 p<.05 
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6.2 Comparison of search behaviors by tasks  

6.2.1 Overall comparison by task 

We first used univariate analyses to compare each of the behavioral measures in the four 

tasks. Kruskal-Wallis tests were selected because the data were not normal distributed. 

Significant differences were found for all the measures on the whole-session level across the four 

tasks. However, the Kruskal-Wallis test did not specifically indicate which pairs of tasks were 

significantly different, so we conducted Tamhane‘s test to determine such pairs because it is a 

suitable post-hoc test for the Mann-Whitney test. 
6
. The Tamhane‘s post-hoc analyses found that 

users spent a significantly longer time to accomplish BIC than the other three tasks, while there 

is no difference in time in the other three. Users visited significantly fewer content pages in CPE 

than in the other three tasks, while there was no difference among the other three. They visited 

significantly more unique content pages in BIC and INT than in CPE and OBI. Number of 

SERPs, number of unique SERPs, and number of queries had a similar pattern: searchers issued 

significantly more queries, visited significantly more SERPs and more unique SERPs in BIC and 

OBI than in INT and CPE. There was no significant difference among different tasks on the total 

time on content pages. Users spent significantly longer total time on SERPs in BIC than other 

tasks, and followed by OBI, which also had significantly longer total time on SERPs than CPE 

and INT. Users spent a significantly larger ratio of time on content pages in CPE and INT than in 

BIC and OBI; while they spent a significantly larger ratio of time on SERPs in BIC and OBI than 

in CPE and INT.  

 

                                                           
6
 http://privatewww.essex.ac.uk/~scholp/kw_posthoc.htm 

http://privatewww.essex.ac.uk/~scholp/kw_posthoc.htm
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Table 33. Comparison of behavioral variables on whole-session level among tasks 

Whole-session 

variables 

BIC CPE INT OBI Kruskal-

Wallis 

Test 

Task completion time 

(seconds) 

1251.70 

(381.27) 

469.35 

(420.34) 

718.05 

(377.91) 

816.35 

(343.85) 

<.001 

Numbers of all 

documents 

37.50 

(16.51) 

12.50 

(13.04) 

34.00   

(19.07) 

27.50 

(17.22) 

<.001 

Numbers of unique 

documents 

30.00     

(9.53) 

10.00     

(7.96) 

23.00   

(12.41) 

21.50 

(11.43) 

<.001 

Number of SERPs 
37.50 

(18.14) 

13.50 

(11.09) 

19.50 

(13.23) 

36.00   

(18.42) 

<.001 

Number of unique 

SERPs 

20.50 

(11.41) 

6.00       

(5.49) 

10.00     

(6.56) 

19.50     

(12) 

<.001 

Number of queries 
18.50 

(10.93) 

6.00       

(5.46) 

10.50   

(6.57) 

15.00     

(9.66) 

<.001 

Total time spent on 

documents (seconds) 

458.95 

(204.82) 

284.65 

(253.56) 

383.55 

(242.89) 

413.20 

(192.49) 

0.05 

Total time spent on 

SERPs (seconds) 

489.00 

(214.22) 

112.55 

(138.89) 

206.85 

(126.99) 

267.55 

(179.69) 

<.001 

Ratio of document 

time to all 

0.42  

(0.12) 

0.62  

(0.12) 

0.60    

(0.14) 

0.46  

(0.13) 

<.001 

Ratio of SERP time to 

all 

0.42  

(0.12) 

0.24  

(0.12) 

0.26  

(0.12) 

0.41  

(0.13) 

<.001 

Significant differences were found for the measures on the within-session level across the 

four tasks, except Number of SERPs per query and Average time to first click. Post-hoc analyses 

using Tukey‘s test found that users spent significantly longer dwell time on content pages and 

unique content pages in CPE than in the other three tasks on average. There was no significant 

difference in dwell time on SERPs or unique SERPs among tasks. Users visited the most content 

pages per query in INT, while they visited the fewest content pages per query in OBI, and there 

was no significant difference in BIC and CPE and among others. Even though there was no 

significant difference among tasks on the number of SERPs per query, users visited significantly 
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more unique SERPs per query in BIC and OBI than in CPE and INT. Users had significantly 

longer query interval time in CPE than in OBI; and there was no significant difference on the 

average time to first click among tasks.  

Table 34. Comparison of behavioral variables on within-session level among tasks 

Within-session variables BIC CPE INT OBI Kruskal-

Wallis 

Test 

Mean dwell time of all 

documents (seconds)  

13.69  

(5.31) 

23.26 

(24.29) 

12.32 

(7.35) 

11.95 

(4.66) 

<.001 

Mean dwell time of unique 

documents (seconds)  

17.25  

(7.01) 

31.6 

(25.6) 

17.86 

(8.51) 

15.98 

(7.09) 

<.001 

Mean dwell time of all SERPs 

(seconds)  

10.76  

(3.74) 

9.02   

(5.4) 

8.51   

(5.45) 

7.93 

(2.89) 

<.001 

Mean dwell time of unique 

SERPs (seconds)  

20.26  

(5.13) 

17.2 

(10.34) 

16.19  

(10.42) 

15.01 

(5.81) 

<.001 

Number of documents per 

query  

1.72    

(2.17) 

2.00     

(1.73) 

2.92   

(3.29) 

1.67 

(1.17) 

<.001 

Number of unique documents 

per query  

1.37    

(1.59) 

1.47 

(1.07) 

1.93   

(1.95) 

1.21   

(0.9) 

<.001 

Number of SERPs per query  2.07    

(0.92) 

2.00      

(0.68) 

1.84     

(0.5) 

2.27 

(0.78) 

0.07 

Number of unique SERPs per 

query  

1.06    

(0.33) 

1.00      

(0.14) 

1.00        

(0.09) 

1.07   

(0.3) 

<.001 

Average query interval 

(seconds)  

54.89 

(49.87) 

82.78 

(85.22) 

69.11 

(80.87) 

44.29 

(22.54) 

<.001 

Average Time To First Click 
11.23   

(4.82) 

11.05 

(5.51) 

10.01 

(5.92) 

9.66 

(4.16) 

0.23 

 

6.2.2 Comparison by task facets 

The values of the varied facets for each of the four search tasks we designed are shown in 

Table 4. In this part, we compare the behavioral measures on both whole-session level and 

within-session level by each of the task facets.  
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1) Products of search tasks 

First we examined the task Product facet. With respect to the whole-session level, it was 

found that users spent a significantly longer time to complete Mixed-Product tasks than Factual 

tasks. They visited significantly more documents and more unique documents, and issued more 

queries in Mixed-Product tasks than in Factual tasks. However, the number of SERPs and the 

number of unique SERPs did not show differences, nor did the number of search sources they 

used. Users spent longer times on documents and SERPs in Mixed-Product tasks than in Factual 

tasks, but there was no significant difference in the ratio of document time to all or the ratio of 

SERP time to all. 

Table 35. Comparison of behavioral variables on whole-session level by product 

 Task Product Wilcoxon 

signed-rank 

test 
 Factual  

(CPE&OBI) 

Mixed 

(BIC & INT) 

Task completion time (seconds) 701.72 (390.18) 937.71 (424.88) <.001 

Numbers of all documents 22.98 (16.61) 35.77 (17.74) <.001 

Numbers of unique documents 15.73 (10.79) 24.5(10.93) <.001 

Number of SERPs 26.47 (18.77) 30.81 (18.46) .125 

Number of unique SERPs 13.89 (11.28) 16.61 (10.87) .073 

Number of queries 12.52 (9.25) 15.70 (9.99) .043 

Total time spent on documents 

(seconds) 

371.81 (223.32) 464.86 (225.59) .019 

Total time spent on SERPs (seconds) 236.83 (179.86) 330.22 (215.85) .011 

Ratio of document time to all 0.53 (0.14) 0.51 (0.15) .399 

Ratio of SERP time to all 0.32 (0.15) 0.34 (0.13) .526 

 

With respect to the within-session level, it was found that users had significantly longer 

mean dwell times on all documents and on unique documents, while they had significantly 
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shorter mean dwell times on all SERPs in Factual tasks than in Mixed-Product tasks. In addition, 

users visited significantly more documents and more unique documents per query in Mixed-

Product tasks than in Factual tasks.  

Table 36. Comparison of behavioral variables on within-session level by product 

 Task Product Wilcoxon 

signed-rank 

test 
 Factual  

(CPE&OBI) 

Mixed 

(BIC & INT) 

Mean dwell time of all documents 

(seconds)  

21.23 (19.19) 14.29 (6.36) .004 

Mean dwell time of unique documents 

(seconds)  

29.22 (21.26) 20.04 (8.34) .002 

Mean dwell time of all SERPs 

(seconds)  

9.30 (4.35) 10.84 (4.69) .019 

Mean dwell time of unique SERPs 

(seconds)  

18.48 (8.47) 20.39 (8.19) .073 

Number of documents per query  2.24 (1.49) 3.08 (2.83) .036 

Number of unique documents per 

query  

1.56 (1.00) 2.07 (1.69) .017 

Number of SERPs per query  2.23 (0.73) 2.1 (0.76) .265 

Number of unique SERPs per query  1.09 (0.25) 1.07 (0.26) .181 

Average query interval (seconds)  80.42 (68.58) 76.76 (66.89) .696 

Average Time To First Click 9.77 (4.52) 11.20 (5.62) .137 

 

2) Objective task complexity 

We then compared the behaviors by task complexity. First, task complexity affected most 

of the behavioral measures on the whole-session level. In particular, users took significantly 

longer to complete tasks with high complexity than tasks with low complexity. In addition, users 

visited more unique documents, more SERPs, more unique SERPs, issued more queries for tasks 

with high complexity than for tasks with low complexity. We also found that users spent a 
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greater portion of time on documents for tasks with low complexity than tasks with high 

complexity, while spending a lower portion of time on SERPs in tasks with low complexity than 

tasks with high complexity.  

Table 37. Comparison of behavioral variables on whole-session level by complexity 

 Task Complexity Wilcoxon 

signed-rank test 
 Low 

(CPE & INT) 

High 

(BIC & OBI) 

Task completion time (seconds) 680.24(401.43) 959.2(400.47) <.001 

Numbers of all documents 25.39(18.66) 33.36(17.12) .006 

Numbers of unique documents 16.27(11.19) 23.97(10.94) <.001 

Number of SERPs 18.31(12.46) 38.97(18.19) <.001 

Number of unique SERPs 9.2(6.24) 21.3(11.66) <.001 

Number of queries 9.42(6.28) 18.8(10.32) <.001 

Total time spent on documents 

(seconds) 

399.77(248.21) 436.9(207.02) .179 

Total time spent on SERPs 

(seconds) 

179.21(134.44) 387.84(207.82) <.001 

Ratio of document time to all 0.58(0.13) 0.45(0.13) <.001 

Ratio of SERP time to all 0.26(0.12) 0.41(0.12) <.001 

 

With respect to the behavioral measures on the within-session level, we found that users 

had significantly longer mean dwell times on all documents in tasks with low complexity than in 

tasks with high complexity; while users had significantly longer mean dwell times on unique 

documents in tasks with low complexity than in tasks with high complexity. There was no 

significant difference in the mean dwell time of SERPs between tasks with low and high 

complexity. In addition, the average query interval was significantly longer in tasks with low 

complexity than in tasks with high complexity. Users visited more documents and more unique 
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documents per query, while visiting fewer SERPs and unique SERPs per query in tasks with low 

complexity than in tasks with high complexity.  

Table 38. Comparison of behavioral variables on within-session level by complexity 

 Task Complexity Wilcoxon 

signed-rank 

test 
 Low 

(CPE & INT) 

High 

(BIC & OBI) 

Mean dwell time of all documents 

(seconds)  

21.8(19.36) 13.72(5.00) .001 

Mean dwell time of unique documents 

(seconds)  

30.57(21.00) 18.69(7.20) <.001 

Mean dwell time of all SERPs 

(seconds)  

10.08(5.38) 10.06(3.62) .394 

Mean dwell time of unique SERPs 

(seconds)  

19.82(10.3) 19.05(5.86) .708 

Number of documents per query  3.09(2.67) 2.22(1.75) .001 

Number of unique documents per query  2.02(1.50) 1.61(1.29) .007 

Number of SERPs per query  2.01(0.60) 2.32(0.84) .016 

Number of unique SERPs per query  0.98(0.12) 1.18(0.31) <.001 

Average query interval (seconds)  96.15(83.56) 61.04(39.70) <.001 

Average Time To First Click 10.09(5.66) 10.88(4.56) .133 

 

3) Level of document judgment 

When comparing behavioral measures on the whole-session level by the level of 

document judgment, we found nearly all the measures, except the total time on documents, were 

significantly different between tasks on Document level and Segment level. In particular, users 

spent longer time to complete the tasks, visited more documents, more SERPs, and issued more 

queries in tasks on Document level than in tasks on Segment level. However, these results may 

also be due to the task complexity facet. Interestingly, we found that users spent a significantly 

greater proportion of time on documents in Document-level tasks than in Segment-level tasks; 
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while they spent a significantly lower proportion of time on SERPs in Document-level tasks than 

in Segment-level tasks.  

Table 39. Comparison of behavioral variables on whole-session level by level 

 Level of judgment  

 Segment 

(CPE) 

Document 

(BIC, INT, OBI) 

Wilcoxon signed-

rank test 

Task completion time (seconds) 617.99(420.34) 886.96(404.36) .001 

Numbers of all documents 16.22(13.04) 33.76(17.7) <.001 

Numbers of unique documents 10.94(7.67) 23.18(11.19) <.001 

Number of SERPs 15.38(11.09) 33.06(18.63) <.001 

Number of unique SERPs 7.5(5.49) 17.83(11.33) <.001 

Number of queries 7.56(5.46) 16.29(9.87) <.001 

Total time spent on documents 

(seconds) 

369.33(253.56) 434.67(218.36) .072 

Total time spent on SERPs 

(seconds) 

154(138.89) 326.7(203.61) <.001 

Ratio of document time to all 0.59(0.12) 0.49(0.14) .001 

Ratio of SERP time to all 0.24(0.12) 0.36(0.14) .001 

 

With respect to the within-session level variables, we found that users spent significantly 

longer mean dwell time on all documents and on unique documents in Segment-level tasks than 

in Document-level tasks. In addition, the average query interval was significantly longer in 

Segment-level tasks than in Document-level tasks.  
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Table 40. Comparison of behavioral variables on within-session level by level 

 Level of judgment Wilcoxon signed-

rank test 
 Segment 

(CPE) 

Document 

(BIC, INT, OBI) 

Mean dwell time of all documents 

(seconds)  

29.37(24.29) 13.89(5.85) <.001 

Mean dwell time of unique 

documents (seconds)  

39.7(25.26) 19.61(8.01) <.001 

Mean dwell time of all SERPs 

(seconds)  

9.97(5.4) 10.1(4.29) .672 

Mean dwell time of unique SERPs 

(seconds)  

20.07(10.34) 19.22(7.63) .702 

Number of documents per query  2.51(1.73) 2.71(2.46) .989 

Number of unique documents per 

query  

1.75(1.07) 1.84(1.51) .901 

Number of SERPs per query  2.11(0.68) 2.18(0.77) .491 

Number of unique SERPs per query  1(0.14) 1.11(0.28) .065 

Average query interval (seconds)  109.84(85.22) 68.18(57.29) <.001 

Average Time To First Click 10.24(5.31) 10.57(5.1) .768 

 

4) Task Goal (quality) 

The comparison of behavioral measures on the whole-session level revealed that the 

number of SERPs, the number of unique SERPs, the number of queries, ratio of document time 

to all and ratio of SERP time to all were significantly different in the different categories of goal 

(quality). The Tamhane‘s post-hoc analysis found that users visited significantly more SERPs 

and more unique SERPs, and issued more queries in tasks with Amorphous goal(s) than in tasks 

with Mixed goal(s). In addition, users spent a significantly lower percent of time on documents 

and greater percent of time on SERPs in tasks with Amorphous goal(s) than in tasks with Mixed 

goals(s).  
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Table 41. Comparison of behavioral variables on whole-session level by goal (quality) 

 Task goal (quality)  

 Specific 

(BIC & 

CPE) 

Mixed 

(INT) 

Amorphous 

(OBI) 

Kruskal-

Wallis Test 

Task completion time (seconds) 
875.47 

(475.2) 

742.48 

(377.91) 

785.45 

(343.85) 

.339 

Numbers of all documents 
26.59   

(18.09) 

34.56 

(19.07) 

29.75   

(17.22) 

.118 

Numbers of unique documents 
19.17   

(11.89) 

21.59   

(11.71) 

20.53   

(11.42) 

.567 

Number of SERPs 
27.88   

(19.52) 

21.25 

(13.23) 

37.56 

(18.42) 

.001 

Number of unique SERPs 14.91  (11.6) 10.91  (6.56) 20.28     (12) .003 

Number of queries 
13.84 

(10.66) 

11.28   

(6.57) 17.47  (9.66) 

.034 

Total time spent on documents 

(seconds) 

434.42 

(237.87) 

430.2 

(242.89) 

374.29 

(192.49) 

.661 

Total time spent on SERPs 

(seconds) 

305.01 

(235.03) 

204.42 

(126.99) 

319.67 

(179.69) 

.053 

Ratio of document time to all 0.52(0.14) 0.57(0.14) 0.47(0.13) .012 

Ratio of SERP time to all 0.32(0.15) 0.28(0.12) 0.41(0.13) .001 

 

When comparing behavioral measures on the within-session level by goal (quality), we 

found that all these measures were significantly different in the different categories of goal 

(quality). The Tamhane‘s post-hoc analysis found that users had significantly longer mean dwell 

times on all documents and on unique document in tasks with Specific goals than in tasks with 

Mixed or Amorphous goals. In addition, users had significantly longer mean dwell times on all 

SERPs and on unique SERPs in tasks with Specific goals than in tasks with Amorphous goals. 

Users visited significantly more documents and more unique documents per query, but visited 

significantly fewer SERPs and unique SERPs in tasks with Mixed goals than in tasks with 
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Amorphous goals. The average query interval time was significantly longer in tasks with 

Specific goals than in tasks with Amorphous goals.  

Table 42. Comparison of behavioral variables on within-session level by goal (quality) 

 Task goal (quality)  

 Specific 

(BIC & CPE) 

Mixed 

(INT) 

Amorphous 

(OBI) 

Kruskal-

Wallis Test 

Mean dwell time of all 

documents (seconds)  

21.85(19.01) 14.24(7.35) 13.09(4.66) <.001 

Mean dwell time of unique 

documents (seconds)  

29.17(21.26) 21.43(9.27) 18.75(7.34) .007 

Mean dwell time of all SERPs 

(seconds)  

10.73(4.67) 10.18(5.45) 8.63(2.89) .027 

Mean dwell time of unique 

SERPs (seconds)  

20.64(8.12) 19.57(10.42) 16.89(5.81) .011 

Number of documents per 

query  

2.49(1.95) 3.68(3.29) 1.97(1.17) <.001 

Number of unique documents 

per query  

1.8(1.34) 2.3(1.8) 1.38(0.9) .001 

Number of SERPs per query  2.2(0.8) 1.91(0.5) 2.34(0.78) .044 

Number of unique SERPs per 

query  

1.09(0.27) 0.97(0.09) 1.18(0.3) <.001 

Average query interval 

(seconds)  

90.46(71.97) 82.45(80.87) 51(22.54) <.001 

Average Time To First Click 11.36(5.2) 9.94(6.07) 9.3(3.58) .046 

 

6.3 Predicting individual task types 

In the univariate analyses, we found that many of the behavioral measures, on both 

whole-session level and the within-session level, were significantly affected by task type and 

task facets. However, it is not clear which variables are significant in predicting task type in the 

previous analysis. In this part, we conducted forward-stepwise multinomial logistic regression to 

answer the research question of which behavioral measures can be used to predict task type. 
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Multinomial logistic regression (MLR) is a categorical data analysis method used when there are 

three or more unordered categories in the dependent variable. Stepwise selection involves 

analysis at each step to determine the contribution of the predictor variable entered previously in 

the equation. The forward stepwise method begins with the model that would be selected by the 

forward entry method. From there, the algorithm alternates between backward elimination on the 

stepwise terms in the model and forward entry on the terms left out of the model. This continues 

until no terms meet the entry or removal criteria. In this way it is possible to understand the 

contribution of the previous variables now that another variable has been added.  Variables can 

be retained or deleted based on their statistical importance. Stepwise MLR is used because this is 

exploratory research, and the goal of this research is to discover relationships between the 

variables.  

Multinomial logistic regression is often considered an attractive analysis method because 

it does not assume normality, linearity, or homoscedasticity. MLR requires selecting one 

category in the dependent variable as the reference group, and in our study, we selected CPE as 

the reference group because CPE is a Known-item type of task, which requires users to find the 

factual information with specific goal(s), on the Segment level and for Named information 

objects. Current search systems and search engines are most helpful for this type of task, but it 

will be very helpful if we can identify the other three types of tasks. We used the MLR method to 

explore whether we can distinguish the other three types of tasks from the Known-item search 

task. In our analysis, we first conduct forward-stepwise MLR using the whole-session level 

behavioral measures, then conduct forward-stepwise MLR using the within-session level 

behavioral measures, and finally conduct forward-stepwise MLR using behavioral measures on 

both whole-session and within-session levels.  
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6.3.1 Prediction using whole-session level measures 

We considered ten behavioral measures on the whole-session variables to generate the 

predictive model for task type: task completion time, number of all documents, number of unique 

documents, number of SERPs, number of unique SERPs, number of queries, total time spent on 

documents, total time spent on SERPs, ratio of document time to all, and ratio of SERP time to 

all. Using a guideline provided by Hosmer and Lemeshow (2000), the minimum number of cases 

per independent variable is 10. In our dataset, the independent variable, task type, includes four 

levels: BIC, CPE, INT, OBI; and we have 32 sessions for each task type, so the dataset meets 

this requirement.  

Table 43. The Step Summary table for whole-session level measures 

Model Action Effect(s) Model 

Fitting 

Criteria 

Effect Selection 

Tests 

-2 Log 

Likelihood 

Chi-

Square
a,b

 

df Sig. 

Step 0 Entered Intercept 354.891 .   

Step 1 Entered Number of unique SERPs 299.538 55.353 3 .000 

Step 2 Entered Task completion time 277.011 22.528 3 .000 

Step 3 Entered Numbers of all documents 250.823 26.188 3 .000 

Step 4 Entered Numbers of unique documents 240.233 10.589 3 .014 

Step 5 Entered Ratio of document time to all 230.317 9.916 3 .019 

Stepwise Method: Forward Stepwise 
a. The chi-square for entry is based on the likelihood ratio test. 
b. The chi-square for removal is based on the likelihood ratio test  

The Step Summary table (Table 43) shows the variable added at each step. The entry 

order of the variables included in the stepwise logistic regression demonstrates the order of 

variable importance. Therefore, the most important whole-session level variable in distinguishing 

the four types of tasks in our experiment is number of unique SERPs, followed by task 
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completion time, number of documents, number of unique documents, and ratio of time spent on 

documents to all.  

Table 44. Model Fitting Information in MLR on whole-session level 

Model 

Model Fitting 

Criteria Likelihood Ratio Tests 

-2 Log 

Likelihood Chi-Square df Sig. 

Intercept Only 354.891    

Final 230.317 124.574 15 .000 

Table 44 presents the likelihood ratio test, which assessed the model fit in MLR. A 

greater amount of change between the two models suggests a greater improvement in model fit. 

Here we see that the final model is significantly different from the intercept-only model (p 

<.001). Thus, the independent variables we identified for the whole-session level, as a group, 

contribute significantly to prediction of task type.  

Table 45. Likelihood Ratio Tests in MLR on whole-session level 

Effect Model Fitting 

Criteria 
Likelihood Ratio Tests 

-2 Log Likelihood 

of Reduced Model 

Chi-Square df Sig. 

Intercept 230.647 .330 3 .954 

Numbers of all documents 239.288 8.971 3 .030 

Task completion time 253.215 22.898 3 .000 

Numbers of unique documents 242.210 11.893 3 .008 

Number of unique SERPs 249.723 19.406 3 .000 

Ratio of document time to all 240.233 9.916 3 .019 

The chi-square statistic is the difference in -2 log-likelihoods between the final model 

and a reduced model. The reduced model is formed by omitting an effect from the 

final model. The null hypothesis is that all parameters of that effect are 0. 
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Likelihood ratio tests (shown in Table 45) present the significance of the independent 

variables in the model. It tests the improvement in the model fit with each of the predictor 

variables added. Statistical significance (<.05) was found for each of the independent variables 

we selected on the whole-session level, therefore, significant relationships were found between 

these variables and task type.  

Table 46. Parameter Estimates in MLR on the whole-session level  

task
a B Std. Error Sig. Exp(B) 

BIC 

Intercept 1.029 1.962 .600  

Numbers of all documents -.064 .069 .356 .938 

Task completion time -.002 .002 .125 .998 

Numbers of unique documents .367 .121 .002 1.444 

Number of unique SERPs .117 .091 .196 1.124 

Ratio of document time to all -10.946 3.772 .004 1.763E-005 

INT 

Intercept .786 1.689 .642  

Numbers of all documents .082 .060 .172 1.085 

Task completion time -.005 .002 .003 .995 

Numbers of unique documents .166 .104 .108 1.181 

Number of unique SERPs .039 .094 .676 1.040 

Ratio of document time to all -3.891 2.906 .181 .020 

OBI 

Intercept .560 1.778 .753  

Numbers of all documents .031 .065 .640 1.031 

Task completion time -.007 .002 .000 .993 

Numbers of unique documents .194 .115 .091 1.214 

Number of unique SERPs .244 .093 .008 1.276 

Ratio of document time to all -4.828 3.255 .138 .008 

*CPE as the reference category 
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Table 46 presents the parameter estimates for the final model. MLR computed different 

estimates for all paired groupings of the tasks; specifically the comparison between BIC and CPE, 

between INT and CPE, between OBI and CPE. With respect to the comparison between BIC and 

CPE, it was found that the BIC and CPE tasks were different in two variables, number of unique 

documents and the ratio of document time to all, but no other variables. Specifically, search 

sessions that had more unique documents visited but a lower percent of time on documents were 

more likely to be in the BIC task, rather than in the CPE task. For every one more unique 

document visited in one search session, the odds of being in BIC increased by 44.4% (1.444-

1.0=0.444), shown in the value of Exp (B). In addition, for every one percent increase of time 

spent on documents in the search session, the odds of being in BIC decreased by 98 % (0.02-

1.0= -0.98).  

With respect to the comparison between INT and CPE, it was found that the INT and 

CPE tasks were different in one variable, task completion time, but no other variables. 

Specifically, search sessions that had shorter task completion time were more likely to be in the 

INT task, rather than in the CPE task. For every one second increase in the task completion time 

of the search session, the odds of being in INT decreased by 0.5% (0.995-1.0=-0.005). 

With respect to the comparison between OBI and CPE, it was found that the OBI and 

CPE tasks were different in two variables: task completion time and number of unique SERPs, 

but no other variables. Specifically, search sessions that had shorter task completion time, but 

more unique SERPs were more likely to be in the OBI task, rather than in the CPE task. For 

every one second increase in the task completion time, the odds of being in OBI decreased by 0.7% 

(0.993-1.0=-0.007); for every one more unique SERP visited in a search session, the odds of 
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being in OBI increased by 27.6% (1.276-1.0 = 0.276). The MLR whole session predictive 

models are shown as below: 

Equation 6. Predictive models of task type on the whole-session level 
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Another indicator of the usefulness of the final model is the classification table. As 

shown in Table 47, the observed versus the predicted groupings are compared. Overall, the final 

model accurately predicted 63.3% of the cases. We can compare this accuracy with the rate of 

accuracy achievable by chance alone, which can be calculated as: 0.25² + 0.25² + 0.25² + 0.25² = 

25%). Therefore, the final model based on the whole-session variables had an improvement of 

153% over the proportional by chance accuracy. 
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Table 47. Classification table in MLR on whole-session level 

Observed 

Predicted 

BIC CPE INT OBI Percent Correct 

BIC 21 2 5 4 65.6% 

CPE 1 26 4 1 81.2% 

INT 5 7 17 3 53.1% 

OBI 7 3 5 17 53.1% 

Overall Percentage 26.6% 29.7% 24.2% 19.5% 63.3% 

In summary, we found a statistically significant overall relationship between the 

behavioral measures on the whole-session level and the task type, especially for the following 

four variables: task completion time, number of unique documents, number of unique SERPs and 

ratio of time spent on documents to all. Compared with CPE, the BIC task was more likely to 

have more unique documents visited but a lower percentage of time on documents in a search 

session; the INT task was more likely to have shorter task completion time in a search session; 

and the OBI task was more likely to have more unique SERPs visited but shorter task completion 

time in one search session. 

6.3.2 Prediction using within-session level measures 

We considered ten behavioral measures on the within-session level to generate the predictive 

model for task type: mean dwell time of all documents, mean dwell time of unique documents, 

mean dwell time of all SERPs, mean dwell time of unique SERPs, number of documents per 

query, number of unique documents per query, number of SERPs per query, number of unique 

SERPs per query, average query interval, average time to first click. The Step Summary table 

(Table 48) showed which variable was added at each step. The entry order of the variables 

included in the stepwise logistic regression also demonstrates the order of variable importance. 
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Therefore, the most important within-session level variable in distinguishing the four types of 

tasks at the within-session level in our experiment is mean dwell time of unique documents, 

followed by number of unique SERPs per query, average query interval, average time to first 

click and number of documents per query.  

Table 48. The Step Summary table for within-session level measures 

Model Action Effect(s) Model Fitting 

Criteria 

Effect Selection 

Tests 

-2 Log 

Likelihood 

Chi-

Square
a,b

 

df Sig. 

Step 0 Entered Intercept 354.891 .   

Step 1 Entered Mean dwell time of unique documents 307.764 47.128 3 .000 

Step 2 Entered Number of unique SERPs per query  285.491 22.272 3 .000 

Step 3 Entered Average query interval 267.230 18.261 3 .000 

Step 4 Entered Average Time To First Click 253.331 13.899 3 .003 

Step 5 Entered Number of documents per query  244.607 8.724 3 .033 

*Stepwise Method: Forward Stepwise 

a. The chi-square for entry is based on the likelihood ratio test. 

b. The chi-square for removal is based on the likelihood ratio test. 

 

The likelihood ratio test is shown in Table 49. Here we see that the final model is 

significantly different from the intercept-only model (p <.001). Thus, the independent variables 

we identified on the within-session level, as a group, contributed significantly to prediction of 

task type. 
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Table 49. Model Fitting Information in MLR on within-session level 

Model 

Model Fitting 

Criteria Likelihood Ratio Tests 

-2 Log 

Likelihood Chi-Square df Sig. 

Intercept Only 354.891    

Final 244.607 110.285 15 .000 

Likelihood ratio tests (shown in Table 50) present the significance of the independent 

variables in the model. It tests the improvement in the model fit with each of the predictor 

variables added. Statistical significance (<.05) was found for all the pre-selected variables, 

therefore, significant relationships were found between these variables and task type.  

Table 50. Likelihood Ratio Tests in MLR on within-session level 

Effect Model Fitting 

Criteria 
Likelihood Ratio Tests 

-2 Log Likelihood 

of Reduced Model 

Chi-Square df Sig. 

Intercept 252.227 7.620 3 .055 

Average Time To First Click 254.509 9.902 3 .019 

Number of unique SERPs per 

query  
268.314 23.707 3 .000 

Mean dwell time of unique 

documents (seconds)  
258.261 13.654 3 .003 

Number of documents per 

query  
253.331 8.724 3 .033 

Average query interval 

(seconds)  
255.606 10.999 3 .012 

The chi-square statistic is the difference in -2 log-likelihoods between the final model 

and a reduced model. The reduced model is formed by omitting an effect from the 

final model. The null hypothesis is that all parameters of that effect are 0. 
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Table 51 presents the parameter estimates for the final model. MLR computed different 

estimates for all paired groupings of the tasks, namely BIC versus CPE, INT versus CPE, and 

OBI versus CPE. With respect to the comparison between BIC and CPE, it was found that the 

BIC and CPE tasks were different in two variables: average time to first click and mean dwell 

time of unique documents. Specifically, search sessions that had longer average time to first click 

and shorter average dwell time on unique documents were more likely to be in the BIC task than 

in the CPE task. For every one-second increase in average time to first click, the odds of being in 

BIC decreased by 27% (1.27-1.0=0.27), shown in the value of Exp (B). For every one-second 

increase in mean dwell time of unique documents, the odds of being in BIC decreased by 16.6% 

(0.834-1.0=0.166).  

With respect to the comparison between INT and CPE, it was found that the INT and 

CPE tasks also were different in only one variable: the number of documents per query, but not 

other variables. Specifically, search sessions that had more documents per query were more 

likely to be in INT tasks, rather than in CPE tasks. For every one document per query increase, 

the odds of being in INT decreased by 158.1% (2.581-1.0=1.581).  

With respect to the comparison between OBI and CPE, it was found that the OBI and 

CPE tasks were different in two variables: number of unique SERPs per query and average query 

interval time, but not other variables. Specifically, search sessions that had more unique SERPs 

visited per query but a shorter query interval were more likely to be in OBI, rather than in CPE. 

For every one more unique SERP visited per query, the odds of being in OBI increased by 

938.16% (939.16-1.0 = 938.16); for every one second increase in average query interval, the 

odds of being in OBI decreased by 7.1% (0.929-1.0=-0.071).   
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Table 51. Parameter Estimates in MLR on the within-session level  

task
a B Std. Error Sig. Exp(B) 

BIC 

Intercept -2.444 2.903 .400  

Average Time To First Click .239 .086 .005 1.270 

Number of unique SERPs per query  4.409 2.493 .077 82.166 

Mean dwell time of unique documents 

(seconds)  
-.181 .059 .002 .834 

Number of documents per query  .237 .476 .618 1.268 

Average query interval (seconds)  -.013 .023 .568 .987 

INT 

Intercept 3.011 3.044 .323  

Average Time To First Click .136 .079 .085 1.146 

Number of unique SERPs per query  -2.460 2.794 .379 .085 

Mean dwell time of unique documents 

(seconds)  
-.085 .048 .076 .918 

Number of documents per query  .948 .418 .023 2.581 

Average query interval (seconds)  -.028 .018 .116 .972 

OBI 

Intercept -4.361 2.952 .140  

Average Time To First Click .099 .097 .310 1.104 

Number of unique SERPs per query  6.845 2.577 .008 939.160 

Mean dwell time of unique documents 

(seconds)  
-.033 .055 .547 .967 

Number of documents per query  .847 .491 .084 2.332 

Average query interval (seconds)  -.073 .028 .009 .929 

*CPE as the reference category 
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The MLR within session predictive models are shown as below: 

Equation 7. Predictive models of task type on the within-session level 
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Table 52 shows the classification table by MLR on the within-session level. Overall, the 

final model accurately predicted 62.5% of the cases. We can compare this accuracy with the rate 

of accuracy achievable by chance alone, which can be calculated as: 0.25² + 0.25² + 0.25² + 0.25² 

= 25%). Therefore, the final model based on the whole-session variables had an improvement of 

150% over the proportional by chance accuracy. 
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Table 52. Classification table in MLR on within-session level 

Observed 

Predicted 

BIC CPE INT OBI Percent Correct 

BIC 19 2 6 5 59.4% 

CPE 4 21 5 2 65.6% 

INT 4 5 19 4 59.4% 

OBI 4 2 5 21 65.6% 

Overall Percentage 24.2% 23.4% 27.3% 25.0% 62.5% 

 

In summary, we found a statistically significant overall relationship between the 

behavioral measures on the within-session level and the task type, especially the following three 

variables: Average time to first click, mean dwell time of unique documents, mean dwell time on 

all SERPs, number of content pages per query, number of unique SERPs per query and average 

query interval. Compared with CPE, the BIC task was more likely to have longer average time to 

first click but shorter mean dwell time on unique documents; the INT task was more likely to 

have more documents visited per query; the OBI task was more likely to have more unique 

SERPs visited per query, but shorter average query interval time.  

6.3.3 Prediction using both within-session and whole-session level measures 

We then considered whether adding a few whole-session level measures could improve 

the prediction by the within-session level measures. The parameter estimates for the model 

(shown in Table 53) show the variables selected in the final model: Mean dwell time of unique 

documents, Numbers of all documents, Task completion time, Number of unique SERPs, and 

Number of unique SERPs per query. In general, this model identified similar behavioral 

differences among different task types.  
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Table 53. Parameter Estimates in MLR on both whole-session and within-session levels 

task
a
 B Std. Error Sig. Exp(B) 

BIC 

Intercept -.769 2.094 .714  

Mean dwell time of unique documents  -.255 .070 .000 .775 

Numbers of all documents -.021 .043 .626 .979 

Task completion time .005 .002 .047 1.005 

Number of unique SERPs .132 .090 .142 1.141 

Number of SERPs per query  .662 .524 .207 1.938 

INT 

Intercept 2.403 1.709 .160  

Mean dwell time of unique documents  -.073 .039 .063 .929 

Numbers of all documents .080 .039 .039 1.084 

Task completion time -.002 .002 .402 .998 

Number of unique SERPs .021 .091 .815 1.022 

Number of SERPs per query  -.661 .523 .206 .516 

OBI 

Intercept -1.910 1.918 .319  

Mean dwell time of unique documents  -.061 .048 .209 .941 

Numbers of all documents .051 .042 .219 1.052 

Task completion time -.004 .002 .096 .996 

Number of unique SERPs .277 .092 .003 1.319 

Number of SERPs per query  .719 .506 .155 2.053 

This exploration also revealed that the prediction performance by combining features on 

the whole-session level with the within-session level could be as good as 67.2% on overall 

accuracy (shown in Table 54). Compared with the overall accuracy of the model on the within-

session level (62.5%), and the overall accuracy of the model on the whole-session level (63.3%), 

we can conclude that combining features on both the within-session level and whole-session 

level could improve the prediction accuracy over that of the model on either single level.  
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Table 54. Classification table in MLR on both within-session and whole-session levels 

Observed Predicted 

BIC CPE INT OBI Percent Correct 

BIC 23 2 3 4 71.9% 

CPE 1 23 5 3 71.9% 

INT 3 7 19 3 59.4% 

OBI 4 2 5 21 65.6% 

Overall Percentage 24.2% 26.6% 25.0% 24.2% 67.2% 

 

6.4 Discussion for RQ2 

The second research question of this dissertation was concerned with which behaviors 

could be used to predict task type. The section begins with a discussion of the task and task facet 

effects on behavioral measures. This is followed by the discussion of the predictive models of 

task types on the basis of behavioral measures. Finally, the application of the predictive models 

of task type is discussed.  

6.4.1 Task and task facet effect on behavioral measures 

The user experiment was designed to examine task type effects on behaviors using 

realistic tasks in an unconstrained setting. Our results demonstrate that the tasks and several task 

facets were distinguishable by various measurements on the whole-session level and the within-

session level. 
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Table 55. Comparison of predictive models on the whole-session level 

 Task Task Facets 

Product Objective 

complexity 

Level Goal 

(quality) 

Task completion time  X X X X  

Numbers of all documents X X  X  

Numbers of unique 

documents 

X X X X  

Number of SERPs X  X X X 

Number of unique SERPs X  X X X 

Number of queries X X X X X 

Total time spent on 

documents  

X X    

Total time spent on SERPs  X X X X  

Ratio of document time to 

all 

X  X X X 

Ratio of SERP time to all X  X X X 

*Note: the character ―X‖ indicates significant associations of behaviors with the facet values. 

First, the behavioral measures on the whole session level mainly described the amount of 

effort the user spent on different Web page types for the whole search session. The comparison 

of behavioral measures on the whole session level (shown in  

Table 55) reveals that the effort that a user spent on the whole task session, and the 

distribution of the effort on queries, content pages and SERPs could indicate the type of task the 

user is searching for.  Among the task facets that we varied in this experiment, the level of 

objective complexity affected most of the behavioral measures on the whole-session level. In 

particular, users visited more documents, more SERPs, issued more queries and spent longer 

time on tasks in high-complexity tasks than in low-complexity tasks. This is what we expected 
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from controlling the task complexity level. In addition, when the complexity level increased, the 

percentage of time on documents decreased, while the percentage of time on SERPs increased.  

Even though it was shown that most of the whole-session level measures were 

significantly different between tasks with Segment level and Document level, this may not be 

due to the effect of the Level of document judgment. In the experiment, only CPE was 

characterized by Segment level, and CPE was also a Factual task with low complexity. Therefore, 

the effect of Level on the whole-session level behavioral measures may due to the effect of task 

complexity. Further studies are needed to confirm this.  

It is shown that the facet Product influenced the task completion time, number of 

documents visited and total time spent on documents. In particular, users visited more documents 

and spent more time on documents in Mixed-product tasks than in Factual tasks. This is 

reasonable because in tasks involving an Intellectual product, users needed not only to find the 

information object, but also to understand and interpret the information in order to create new 

ideas or thoughts on the issue.  

The facet Goal (quality) influenced the number of SERPs, the number of unique SERPs, 

the number of queries, the ratio of time on documents and the ratio of time on SERPs. In 

particular, users visited more SERPs, more unique SERPs, issued more queries, spent a lower 

percentage of time on documents, but a greater percentage of time on SERPs in tasks with 

Amorphous goals than in tasks with Specific and Mixed of Specific and Amorphous goals. It is 

reasonable that when the task goal is amorphous, users tend to spend more efforts on SERPs 

exploring what information is available for the tasks and then decide what information objects to 

be collected during the search.  
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Table 56. Comparison of predictive models on the within-session level 

 

Kruskal 

Wallis-Test 

Task Facets 

Product Objective 

complexity 

Level Goal 

(quality) 

Mean dwell time of all 

documents  

X X X X X 

Mean dwell time of 

unique documents  

X X X X X 

Mean dwell time of all 

SERPs  

X X   X 

Mean dwell time of 

unique SERPs  

X    X 

Number of documents 

per query  

X X X  X 

Number of unique 

documents per query  

X X X  X 

Number of SERPs per 

query  

  X  X 

Number of unique 

SERPs per query  

X  X  X 

Average query interval  X  X X X 

Average Time To First 

Click 

    X 

*Note: the character ―X‖ indicates significant associations of behaviors with the facet values. 

We then compared the behavioral measures at the within session level, which described 

how users interacted with all kinds of Web pages and the search system during search sessions. 

The comparison of behavioral measures on the within session level (shown in Table 56) revealed 

that the facet Goal (quality) significantly influenced all the within-session variables. In particular, 

when searching for tasks with Amorphous goal(s), users had significantly shorter dwell times on 

documents and SERPs, visited fewer documents but more SERPs per query, and reformulated 
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queries more frequently than when searching for tasks with relatively Specific goal(s). This is 

reasonable because when users had Specific search goal(s), they had concrete ideas of what 

expected information objects should be like, and they read the search results and documents 

more carefully; when they had Amorphous search goal(s), they tended to explore the search 

results to see what kinds of information were available for the task, and then decide what to 

follow-up.  

Level of document judgment had a significant influence on three within-session level 

measures: mean dwell time on documents, mean dwell time on unique documents and average 

query interval. Particularly, users spent significantly longer dwell time on documents and 

significantly longer average query interval time in tasks on the Segment level than in tasks on the 

Document level. This is because users needed to read the documents more carefully to find the 

specific piece of information for tasks on the Segment level, and they only needed to read the 

document roughly to decide make usefulness judgment while searching for tasks on the 

Document level since we did not require them to use the found information to accomplish the 

work task. In addition, neither the dwell time on the SERPs nor the number of pages visited per 

query was significantly influenced by this facet.  

The level of objective complexity also affected some of the behavioral measures on the 

within-session level. In particular, when the tasks became more complex, users were more likely 

to spend shorter dwell time on documents; this may because when they had more information 

objects to collect, they had relatively shorter time for each document they clicked. In addition, 

when the complexity level increased, users visited fewer documents but more SERPs per each 

query, and tended to reformulate queries more frequently. This also echoed the need of collecting 
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more information objects, and examining more SERPs, which would allow them to find more 

information objects.   

Even though we found in Mixed-product tasks that users spent significantly more total 

effort on documents on the whole-session level, they spent shorter average dwell time on each 

document they clicked than in Factual tasks. Therefore, they visited more documents per query 

in Mixed-product tasks than in Factual tasks. A possible reason for this is that in Factual tasks, 

users were searching to find the factual information, so they read the information more carefully; 

while in tasks with Intellectual work, users‘ goal(s) were to create new ideas from the 

information they found, rather the factual information itself, so they would search to read more 

information to generate their own ideas.  

In sum, the results of the analysis of the relationship between behavioral measures on the 

whole session level and within session level demonstrate significant differences among different 

tasks. The differences on the whole session level described differences in the amount of effort 

users spent on the whole task and the distribution of search effort on queries, content pages and 

SERPs; while the differences on the within session level revealed the differences on the search 

process. The examination of these variables demonstrates that many of them could serve as 

important indicators of task type.  

6.4.2 Predicting task type from behavioral measures 

We used multinomial logistic regression method to generate the predictive models of task 

type. The results of this study demonstrate that some of the behavioral measures, on both the 

whole-session level and the within-session level, could be indicators of task type.  
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Table 57. The important predictors of task type on the whole-session level 

 BIC INT OBI 

Number of unique SERPs   + 

Task completion time  - - 

Numbers of all documents    

Numbers of unique documents +   

Ratio of document time to all -   

* CPE as the reference category 
+ indicates the measure is positively related to the predicted task type 
- indicates the measure is negatively related to the predicted task type 

First, our study found the following measures as a combination of important predictors on the 

whole-session level could be used to predict task type: Task completion time, Number of all 

documents, Number of unique documents, Number of unique SERPs, and Ratio of document 

time to all. Even though each of the whole-session level measures described the amount of effort 

during search,  

Table 57 demonstrates the effort distribution on different types of Web pages and 

searches in different types of tasks; therefore, a combination of whole-session level measures 

was able to predict task type. In particular, we found that compared with the CPE task (Factual 

task on the Segment level, with Specific goal and low complexity), users visited more unique 

documents and more unique SERPs, but spent relatively lower percentage of time on documents 

in the BIC task (Mixed-product on the Document level, with Specific goal and High complexity); 

users had lower task completion time, but visited more unique documents in the INT task (Mixed 

product on the Document level, with Mixed goal(s) and Low complexity); and, users had lower 

task completion time but visited more unique SERPs in the OBI task (Factual task on the 

Document level, with Amorphous goal and High complexity). These features were possibly due 

to the complexity, product and goal (quality) facets.  
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The behavioral measures on the within session level were able to describe users‘ search 

processes and are able to be acquired before users finished the search sessions. Since the goal of 

personalization is to provide personalized search results and assistance to better users‘ search 

experience, it is important for the search system to monitor users‘ search experience during 

search. The selected important predictors of task type on the within-session level are summarized 

in Table 58.  

Table 58. The important predictors of task type on the within-session level 

 BIC INT OBI 

Mean dwell time of unique 

documents 
-   

Number of unique SERPs per query    + 

Average query interval   - 

Average Time To First Click +   

Number of documents per query   +  

* CPE as the reference category 
+ indicates the measure is positively related to the predicted task type 
- indicates the measure is negatively related to the predicted task type 

In particular, we found that compared with the CPE task (Factual task on the Segment 

level, with Specific goal and low complexity), users spent shorter average dwell time on unique 

documents, but longer average time to first click after issuing a query in BIC task (Mixed-

product on the Document level, with Specific goal and High complexity); users visited more 

documents per query in INT tasks (Mixed product on the Document level, with Mixed goal(s) 

and Low complexity); and visited more unique SERPs per query but had lower average query 

interval times in the OBI task (Factual task on the Document level, with Amorphous goal and 

High complexity). The differences between BIC and CPE mainly came from the Product and 

Level facets, indicating that users did not need to read the documents as carefully in BIC as they 
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did in CPE, but it took them longer to first click on documents since they needed to create new 

ideas from the search results in BIC (Mixed product). The differences between INT/OBI and 

CPE mainly came from the Goal (quality) facet. In particular, when they were searching for 

Factual information with amorphous goals, they visited more unique SERPs per query, as in OBI; 

and when they were searching for Mixed product with amorphous goals, they visited more 

documents per query, perhaps to create new ideas from the content of documents, as in INT.   

Our results demonstrate that the multinomial logistic regression modeling is a helpful 

method in understanding how a combination of behavioral measures is affected by task features. 

Furthermore, it is possible to generate predictive models of task using a combination of a small 

set of behavioral measures. This is reasonable because task type influences a number of 

behaviors during search, and any single behavioral measures is not able to describe all of these 

effects. Therefore, identifying a combination of behavioral measures should be helpful in 

predicting task type, as the multinomial logistic regression methods showed in our study.  

6.4.3 Application of the predictive models of task type 

The second research question of this dissertation was concerned with understanding 

which behavioral measures could be used as predictors of task type, and understanding how to 

automatically apply the task-specific predictive models for implicit relevance feedback. The 

findings from this research address these questions and have implications for personalized 

information retrieval experience in different types of tasks.  

In our study, we investigated behavioral measures on both the whole session level and the 

within session level, and generated predictive models on both the levels. A primary concern for a 

proposal to use behavioral measures to personalize search is ensuring the predictions can be 
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made before or during searching, not after the task is finished, because if the user has finished 

the task or left the search system, there is no need for the system to provide any personalized 

assistance. Therefore, between the behavioral measures on the whole session level and the within 

session level, the predictive models on the within session level are applicable for the system to 

predict task type during searching, since the predictive model on the whole session level can be 

applicable only after the task is completed in practice.  

However, that does not indicate the model on whole session level is not useful at all. For 

one thing, the prediction accuracy was higher by the model on the whole-session level (63.3%) 

than the model on the within-session level (62.5%). For another, the search system can calculate 

the behavioral measures during search by assuming that the task is just finished, and then apply 

the predictive model on the whole session level to make predictions of the task type at different 

points of the searching episode. Therefore, we also found that the predictive model based on both 

whole-session and within-session levels (67.2%) may achieve much more accurate prediction 

than the model on any single level. Even though the predictions based on the ―assumed‖ whole-

session level behavioral measures may not be very accurate at the beginning, we could expect 

that such predictions will become increasingly accurate as time goes on during the search 

episode. Therefore, the search system can monitor users‘ search behaviors, calculate all the 

behavioral measures that are available at the point they are calculated, on both the whole-session 

level and the within-session level, and then make predictions of task type through voting by 

multiple predictive models. It is also necessary for the search system to adjust the prediction 

results based on the up-to-date behavioral measures and by comparing the results from different 

models and at different stages of the search. In addition, it is also possible to apply the predictive 

model of task type across search sessions in long-term personalization of information retrieval. 
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Studies have shown that re-finding is common in online search (Tyler and Teevan, 2010), so 

users may continue working on the same task or need to re-find information for the task again 

sometime later. Therefore, when implementing the predictive models of task type, we can also 

apply the whole-session level model and the within-session level model after the current search 

session is completed, save the prediction results, and apply the predicted results if the user 

returns to the same task. Thus the predictive models of task types can be implemented both 

during the search sessions and across the search sessions. 

Another question is when to apply the predictive model of task type during the search 

session. Many of the behavioral measures can only be calculated after the user has been 

searching for a while, not right at the beginning of the search, so the predictive models can only 

be applied after some search behaviors have occurred in the search episode. For example, the 

mean dwell time of content pages can be calculated when the user has visited at least one content 

page; the mean dwell time of SERPs can be calculated when the user has visited at least one 

SERP; the average query interval can be calculated when the user has issued at least two queries 

in the session, and so on. Therefore, it is recommended that the predictive model first be 

calculated only after the second query is issued. Such timing may seem a bit insensitive at the 

beginning of search, however, if a search session is completed before the second query is issued, 

then the user may not need any personalization of the search results from the system. Thus, 

starting to apply the predictive model of task type after the second query is not too late for users.  

Another issue to consider when applying the predictive model of task type is the cost and 

benefit of each prediction of task type, which can be described using a cost-benefit matrix (Lewis, 

1995). By default the cost-benefit matrix has a value of one (1.0) for correct predictions and zero 
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(0.0) for incorrect predictions (see Table 59). In most real-world situations, however, an 

incorrect prediction has negative benefit or has a cost (less than zero), and a correct prediction 

has a positive benefit (see Table 60). The purpose of the Cost-Benefit Matrix is to weigh the 

possible outcome of each prediction based on the performance of the actions for the prediction. If 

there is a significant difference in cost and benefit between different predictions then predictive 

model selection should not be based on the raw accuracy but on the optimizing benefit. If the 

predictive model is a logistic regression model that generates the probabilities of being each type, 

the benefit can be calculated by multiplying the predictive probabilities by the actual ―Cost-

Benefit Matrix‖.  

Table 59. The default Cost-Benefit Matrix 

 

Table 60. The ―actual‖ Cost-Benefit Matrix 

 

Recall that in our study, the reason to generate the predictive models for task type is 

because we found the specific predictive models of document usefulness for different types of 

tasks were able to achieve more accurate prediction than the general predictive model when no 

task information is provided. Therefore, correctly predicting a BIC task as a BIC type of task and 

then applying a BIC-specific predictive model of document usefulness has positive benefit for 

personalization; but if it predicts a BIC task as another type of task, and then applies the other 

specific model of document usefulness, this is likely to be harmful for personalization. In 

addition, it might be the case that mistakenly predicting a BIC task as an INT type of task is even 
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more harmful than predicting a BIC task as a CPE type of task. If we know how much benefit 

and cost we could get by each prediction, when the cost-benefit matrix has new non-default 

values assigned (as shown in Table 60), the predictive model can optimize the net benefit (profit) 

associated with each prediction.  The net benefit can be calculated by multiplying the predicted 

probability and the Cost-Benefit Matrix. For example, if the predicted probability of being each 

task type for a case is: 

Probability of being BIC: 0.3; CPE: 0.6; INT: 0.05; OBI: 0.05. 

then we can calculate the possible benefit of predicting the case as each task type as below: 

Benefit of predicting as BIC: (1*0.3) + (-1*0.6) + (-3*0.05) + (-3*0.05) = -0.6 

Benefit of predicting as CPE: (-1*0.3) + (1*0.6) + (-3*0.05) + (-3*0.05) = 0 

Benefit of predicting as INT: (-3*0.3) + (-3*0.6) + (1*0.05) + (-1*0.05) = -2.7 

Benefit of predicting as OBI: (-3*0.3) + (-3*0.6) + (-1*0.05) + (1*0.05) = -2.7 

Therefore, the maximum benefit we can get is by predicting this case as CPE. As we can 

see from this example, the cost-benefit matrix input is essential to optimize personalization 

performance. However, the cost-benefit matrix cannot be obtained until testing the specific 

predictive models of document usefulness on different tasks is performed, and this will be left for 

future work.  

Figure 9 shows the process of the application of the predictive models of documents and 

predictive models of task type generated from this study. Before the task type information is 

predicted, the system can simply apply the general predictive model for document usefulness, 
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and then apply a specific model when the task type information is predicted. As shown in the 

figure, the prediction of task type can be adjusted through consistently observing users‘ search 

behaviors and the application of the specific model might also be adjusted as the task type 

prediction alters. Therefore, such a personalization search system is an interactive information 

retrieval system, which could adjust the prediction of task type and document usefulness on the 

basis of users‘ interactions during search process, then to provide the personalized search results 

to each user.  
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Figure 9. Application graph of the personalization models 
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Chapter 7. Conclusion 

7.1 Summary of this dissertation research 

The overall goal of this dissertation was to understand how to personalize information 

retrieval systems to tailor search results to individual users through the inference of useful 

documents during their search episodes in different types of tasks. Two research questions were 

developed to address the general research goal, particularly generating predictive models of 

document usefulness for different types of tasks, as well as generating predictive models of task 

type on the basis of users‘ interaction behaviors. 

The goals of this dissertation research were accomplished by analyzing results from a 

controlled user experiment with 32 participants. Participants were asked to search for four 

different types of tasks that varied by task facets, and all of their interactions with the computer 

were logged on the client side, using multiple loggers. During the search, participants were asked 

to save content pages that were useful for helping them to accomplish the assigned search tasks 

and these saving behaviors were considered as explicit judgments of document usefulness. In this 

study, we generated predictive models of document usefulness and task type on the basis of users‘ 

search behaviors.  

The research generated several important findings. First, it was found that behavioral 

measures on both the content pages and the search result pages could be indicators of document 

usefulness. Behavioral measures on content pages help understand how users interact on the clicked 

documents, and they are indicative of document usefulness. For example, dwell time on a page was 

found to be among the most important predictors, as well as the visit_id of a page, the number of 

mouse clicks and the number of keyboard activities on a page. On the other hand, behavioral 
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measures during query intervals help describe what the user does between issuing one query and the 

next. For example, the time to first click after issuing a query, the total time spent on content pages, 

the number of content pages visited, the average dwell time on SERPs, the total time on SERPs, and 

the proportion of time spent on content pages were all found to be important indicators of document 

usefulness in our predictive models. Previous studies have either focused on the behaviors on content 

pages or behavioral measures on SERPs. This study demonstrates that users‘ behaviors in a search 

episode are not isolated, and that a combination of behavioral measures on both content pages and 

SERPs during the search process should be considered in generating predictive models. 

Secondly, our results demonstrate a significant effect of task type on predictive models of 

document usefulness. Task type not only affected the selection of behavioral measures as predictors 

of document usefulness, it also affected the thresholds or the weights for each of the behavioral 

measures. In addition, when task information is available, the task-specific model gives better 

prediction of document usefulness than the general model that is not task specific. Therefore, we can 

conclude that it is important for personalized IR systems to detect the context in which a search is 

conducted, especially the task type, and then to apply the relevant specific personalization model to 

individual users.  

Thirdly, task type and task facets influenced how users interacted with search systems during 

search. Previous studies have shown that task type could influence users‘ search behaviors on the 

whole search session level, e.g. the amount of effort to accomplish the task, the search strategies or 

the types of information objects that would be useful. Our results further demonstrate that different 

task facets influence different aspects of users‘ search behaviors. For example, the task facet of 

objective complexity mainly affects the amount of effort a user spends on searching; the facet 

product mainly affects the interactions on content pages; the facet level mainly affects the dwell time 
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on individual content pages; and the facet goal (quality) mainly affects how users examine the search 

result pages.  

Fifth, based on our findings on the effects of task type on user behaviors, we made an 

important step in predicting task types on the basis of behavioral measures, collected on both the 

within-session level and the whole-session level. Even though many behavioral measures were 

influenced by the task type, a combination of a small portion of them was sufficient to build 

predictive models of task type. In addition, the predictive models on the within-session level 

achieved similar prediction performance to the predictive models on the whole-session level 

measures, and combining behavioral measures on both levels achieved the best prediction 

performance.  

Last, but not least, the study has explored two classification methods to generate predictive 

models based on users‘ search behavioral measures: recursive partitioning and logistic regression. 

Previous studies have mainly focused on examining the differences in behavioral measures by 

contextual factors, and very few of them tried to generate models to predict the contextual factors 

based on the behavioral measures. The methods we employed in this study have been shown to be 

effective in selecting important behavioral measures for predictive models of task, an important 

contextual feature.   

Due to the results being based on a controlled user experiment with college students working 

on four given tasks, care should be taken when generalizing the findings. Nevertheless, the task types 

in our experiment were defined by a combination of task facets, following the task classification 

scheme proposed by Li and Belkin (2008). We varied the values in several facets while keeping the 

other facets that we can control constant, like Source of task; Task doer; Time (length) Process; Goal 
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(quantity); Interdependence; and Urgency, which makes it possible to generalize the findings 

relatively safely to other tasks with the same task facet values without concerns of the topicality issue.  

7.2 Implications for Personalized IR system design 

The results of this study have both theoretical and practical implications. Most notably, the 

results demonstrate that behaviors are affected by the context in which the user seeks information, 

and, in particular, that task type affects how users interact with search systems. The results 

further demonstrate that users‘ behavioral measures are indicative of document preferences and 

search context, and that it is important to combine multiple behavioral measures to infer 

document usefulness and task type, rather than taking account of any single behavioral measure. 

Finally, the results indicate that task type should be taken into consideration when inferring 

document usefulness from behavioral measures.  

The results of this study have several practical implications for the design of personalized 

IR systems on the basis of users‘ interaction behaviors. First, it is important to observe users‘ 

search interactions during the search episode, especially on the client-side, rather than only using 

server-side logging, because our results demonstrated that the users‘ interactions on the content 

pages were the most important predictors of document usefulness. In addition, understanding 

how users interacted on the page would help the system understand how users would further use 

the information after searching. 

Another practical implication for the design of personalized IR systems is that users‘ 

behavioral measures are not isolated, but instead, are related to each other. We not only need to 

investigate the effect of context and other factors on individual behavioral measures, but more 
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important, we need to investigate the effects of contextual factors on a combination of behavioral 

measures, and how to integrate multiple measures to optimize the prediction performance.   

Finally, personalization of search results should be an interactive and adaptive process 

during and across search episodes. Our results show that it is important for a retrieval system to 

learn and predict individual users‘ information needs and search contexts, and then to apply 

context-specific personalization models to individual users. In addition, the predictive models 

may not be acquired or be very accurate at the beginning of a search, so the personalized system 

should consistently monitor users‘ behavioral measures and adjust the predictive models on the 

basis of users‘ current interactions to tailor the results to the users.  

7.3 Limitations and Future Studies 

There are some limitations to our study as well as need for future studies. First, as always 

in user studies of this type, the experiments were constrained by a small sample of participants. 

But since participants were given 20 minutes to search for each of the tasks, and they visited a 

large quantity of online documents during the experiment, the sample size for generating 

predictive models of document usefulness may not be a big issue in our study. But the predictive 

models of task type may be a bit constrained by the small sample size, and the realistic way to 

address this issue is to do more studies, and then compare with the predictive models we 

generated in this study.  

Second, the task facets were not balanced in this experiment. For certain facets, like the 

Level of document judgment, we had only one task representing one specific facet value (the 

Segment level). In addition, the task topic and the available information for the topic might also 

influence users‘ search behaviors and search experience. Future studies are needed to have 
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enough task and topic examples to represent each value of the task facets controlled in the 

experiment, to fully examine the effect of each facet and any possible interaction among them.  

Only saved pages were considered as useful documents for RQ1 in this study. It is 

possible that some of the documents were also useful in understanding the task or judging other 

information, but they were not saved because they did not directly provide information useful to 

the tasks. Therefore, we suggest future studies to ask users to evaluate the usefulness of all the 

visited documents during search to fully understand what usefulness means to users for each task. 

The experiment was designed to ask participants to conduct the search task, rather than complete 

the work task that led to the search task; in other words, we asked participants to save useful 

documents for completing their assignments later, and did not ask them to actually work on the 

tasks. Sometimes this is what people do, but there are also cases in which users actually read and 

use the collected information to complete the task while searching. There may be some 

differences in these two cases, and more studies are needed to compare the differences and 

examine any differences in behavioral measures.  

Other behavioral measures, which could be logged during the search process, may also be 

potential sources for predictive models of document usefulness or task type. For example, eye-

movement from eye-tracking data, and mouse or cursor movements on pages may provide more 

detailed information about how users interact on each of the Web pages (Cole, Gwizdka, Liu & 

Belkin 2011; Huang, White, Buscher, & Wang, 2012). We can expect more accurate predictions 

if such behavioral measures are included in our predictive models.  

The behavioral measures on the within-session level for RQ2 in this study were 

calculated at the end of the search episode for simplicity reasons. But these measures can be 
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calculated at any point during search session in practical. Future studies should examine the 

prediction performance by the real-time behavioral measures on the within-session level, and to 

explore at what point could these real-time measures are able to make reasonable and relatively 

accurate predictions of task type.  

More work needs to be done to evaluate the performance of implementing the predictive 

models of document usefulness and task type. In particular, future studies should investigate how 

to collect behavioral measures and when the system could make relatively accurate predictions 

of task types, and how retrieval should be modified as a result of applying predictive models of 

document usefulness. The TREC Session Track provides a dataset that contains users‘ search 

behavior logs in search sessions, rather than only single queries, which could be a potential 

dataset to evaluate the predictive models. However, it is more important to implement the 

predictive models in real settings and evaluate the personalization performance by real users, in 

particular whether their search experience is improved in a personalized system compared with a 

non-personalized system.  

Finally, more work needs to be conducted on when to personalize search results, 

especially under which context or which task type could we achieve the best retrieval 

performance through personalization. Teevan, Dumais & Horvitz (2010) examined users‘ clicks 

and explicit judgments for the same queries and found they differed greatly from one another. 

They proposed the potential for personalization, which could be defined by the gap between how 

well search engines could perform if they were to tailor results to the individual, and how well 

they currently perform by returning results designed to satisfy everyone. It is possible that 

personalization could improve retrieval performance in some task types, and that it does not 
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work well in other task types. Since some behavioral measures are indicative of task types, it is 

reasonable to expect that some behavioral measures are also indicative of when to personalize.  

In conclusion, this research has contributed to a better understanding of how to make use 

of multiple information-seeking behavioral measures as implicit evidence of document 

usefulness and task type, as well as how the task type as a contextual factor significantly affects 

the relationship between behavioral measures and document usefulness. The research findings 

have both theoretical and practical implications for designing personalized IR system on the 

basis of users‘ interaction behaviors. Future studies are suggested on making use of the findings 

in this study and issues to be further addressed.  
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APPENDICES 

A. Descriptive analysis results on behavioral measures in RQ1 

 
 

Figure 10. The distribution and the normal Q-Q Plot of dwell time  

 
 

Figure 11. The distribution and the normal Q-Q Plot of number of mouse clicks  
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Figure 12. The distribution and the normal Q-Q Plot of number of keystrokes  

 
 

Figure 13. The distribution and the normal Q-Q Plot of time to first click  

 
 

Figure 14. The distribution and the normal Q-Q Plot of content _mean  
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Figure 15. The distribution and the normal Q-Q Plot of content_sum  

 
 

Figure 16. The distribution and the normal Q-Q Plot of content_count  

 
 

Figure 17. The distribution and the normal Q-Q Plot of serp_mean  
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Figure 18. The distribution and the normal Q-Q Plot of serp_sum  

 
 

Figure 19. The distribution and the normal Q-Q Plot of serp_count  

 
 

Figure 20. The distribution and the normal Q-Q Plot of prop_content  
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Figure 21. The distribution and the normal Q-Q Plot of query interval 
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B. Predictive modeling on random samples using recursive partitioning in 

RQ1 

a. For the general model 
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Figure 22. Predictive modeling on ten samples using recursive partitioning for the general model 
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b. For BIC task 
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Figure 23. Predictive modeling of BIC on ten samples using recursive partitioning 
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c. For CPE task 
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Figure 24. Predictive modeling of CPE on ten samples using recursive partitioning 
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d. For INT task 
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Figure 25. Predictive modeling of INT on ten samples using recursive partitioning 
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e. For OBI task 
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Figure 26. Predictive modeling of OBI on ten samples using recursive partitioning 

C. Selected predictors in random samples in RQ1 

a. For the general model 

Table 61. Selected predictors in sample 1 (general model) 

Variables selected Beta e
B
 P-value 

dwelltime 0.05 1.05 <.001 

visit_id 0.60 1.82 <.001 

number.of.keystrokes -0.04 0.96 <.001 
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Table 62. Selected predictors in sample 2 (general model) 

Variables selected Beta e
B
 P-value 

dwelltime 0.04 1.04 <.001 

visit_id 0.53 1.70 <.001 

number of mouse clicks -0.01 0.99 0.02 

number.of.keystrokes -0.02 0.98 0.04 

serp_sum 0.01 1.01 <.05 

time_to_first_click -0.02 0.98 <.05 

 

Table 63. Selected predictors in sample 3 (general model) 

Variables selected Beta e
B
 P-value 

dwelltime 0.05 1.05 <.001 

visit_id 0.39 1.48 <.001 

number.of.keystrokes -0.04 0.96 <.001 

 

Table 64. Selected predictors in sample 4 (general model) 

Variables selected Beta e
B
 P-value 

dwelltime 0.05 1.05 <.001 

visit_id 0.55 1.73 <.001 

number.of.mouse.clicks -0.01 0.99 <.05 

number.of.keystrokes -0.03 0.97 <.005 

 

Table 65. Selected predictors in sample 5 (general model) 

Variables selected Beta e
B
 P-value 

dwelltime 0.05 1.05 <.001 

visit_id 0.53 1.70 <.001 

number.of.mouse.clicks -0.01 0.99 <.05 

number.of.keystrokes -0.05 0.95 <.001 

content_sum -0.003 1.00 <.05 

 



167 

 

 

Table 66. Selected predictors in sample 6 (general model) 

Variables selected Beta e
B
 P-value 

dwelltime 0.05 1.05 <.001 

visit_id 0.45 1.57 <.001 

number.of.mouse.clicks -0.01 0.99 <.05 

number.of.keystrokes -0.03 0.97 <.01 

serp_sum 0.01 1.01 <.05 

 

Table 67. Selected predictors in sample 7 (general model) 

Variables selected Beta e
B
 P-value 

dwelltime 0.05 1.05 <.001 

visit_id 0.51 1.67 <.001 

number.of.mouse.clicks -0.02 0.98 <.01 

number.of.keystrokes -0.03 0.97 <.01 

 

Table 68. Selected predictors in sample 8 (general model) 

Variables selected Beta e
B
 P-value 

dwelltime 0.05 1.05 <.001 

visit_id 0.51 1.67 <.001 

number.of.keystrokes -0.04 0.96 <.001 

content_sum -0.003 1.00 <.05 

 

Table 69. Selected predictors in sample 9 (general model) 

Variables selected Beta e
B
 P-value 

dwelltime 0.05 1.05 <.001 

visit_id 0.44 1.55 <.001 

number.of.mouse.clicks -0.01 0.99 <.05 

number.of.keystrokes -0.05 0.95 <.001 

content_sum -0.002 1.00 <.05 
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Table 70. Selected predictors in sample 10 (general model) 

Variables selected Beta e
B
 P-value 

dwelltime 0.05 1.05 <.001 

visit_id 0.47 1.60 <.001 

number.of.keystrokes -0.04 0.96 <.001 

serp_sum -0.01 0.99 <.05 

time_to_first_click -0.02 0.98 <.05 

b. For BIC task 

Table 71. Selected predictors for sample 1 (BIC) 

Variables selected Beta e
B
 P-value 

dwelltime 0.06 1.06 <.001 

number.of.keystrokes -0.09 0.91 <.001 

 

 

Table 72. Selected predictors for sample 2 (BIC) 

Variables selected Beta e
B
 P-value 

dwelltime 0.05 1.05 <.001 

number.of.keystrokes -0.07 0.93 <.05 

content_count 0.10 1.11 <.05 

 

 

Table 73. Selected predictors for sample 3 (BIC) 

Variables selected Beta e
B
 P-value 

dwelltime 0.06 1.06 <.001 

number.of.keystrokes -0.08 0.92 <.001 

content_count 0.10 1.11 <.05 
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Table 74. Selected predictors for sample 4 (BIC) 

Variables selected Beta e
B
 P-value 

dwelltime 0.06 1.06 <.001 

number.of.keystrokes -0.09 0.91 <.001 

content_count 0.15 1.16 <.001 

content_sum -0.008 0.99 <.01 

 

Table 75. Selected predictors for sample 5 (BIC) 

Variables selected Beta e
B
 P-value 

dwelltime 0.05 1.05 <.001 

number.of.keystrokes -0.07 0.93 <.001 

content_count 0.09 1.09 <0.05 

content_sum -0.006 0.99 <.05 

 

Table 76. Selected predictors for sample 6 (BIC) 

Variables selected Beta e
B
 P-value 

dwelltime 0.05 1.05 <.001 

number.of.keystrokes -0.07 0.93 <.01 

content_count 0.11 1.12 <.01 

content_sum -0.007 0.99 <.05 

 

Table 77. Selected predictors for sample 7 (BIC) 

Variables selected Beta e
B
 P-value 

dwelltime 0.04 1.04 <.001 

number.of.keystrokes -0.07 0.93 <.01 

content_count 0.13 1.14 <.01 

content_sum -0.007 0.99 <.05 
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Table 78. Selected predictors for sample 8 (BIC) 

Variables selected Beta e
B
 P-value 

dwelltime 0.05 1.05 <.001 

number.of.keystrokes -0.06 0.94 <.05 

content_count 0.11 1.12 <.01 

content_sum -0.006 0.99 <.05 

time_to_first_click -0.04 0.96 <.05 

 

Table 79. Selected predictors for sample 9 (BIC) 

Variables selected Beta e
B
 P-value 

dwelltime 0.05 1.05 <.001 

number.of.keystrokes -0.09 0.91 <.01 

content_mean 0.05 1.05 <.05 

content_count 0.18 1.20 <.001 

content_sum -0.01 0.99 <.001 

prop_content -1.62 0.20 <.05 

time_to_first_click -0.04 0.96 <.05 

 

Table 80. Selected predictors for sample 10 (BIC) 

Variables selected Beta e
B
 P-value 

dwelltime 0.05 1.05 <.001 

number.of.mouse.clicks -0.03 0.97 <.05 

number.of.keystrokes -0.07 0.93 <.01 

content_mean 0.06 1.06 <.01 

content_count 0.12 1.13 <.01 

content_sum -0.006 0.99 <.05 

time_to_first_click -0.04 0.96 <.05 
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c. For CPE task 

Table 81. Selected predictors for sample 1 (CPE) 

Variables selected B e
B
 P-value 

dwelltime 0.05 1.05 <.001 

visit_id 0.76 2.14 <.001 

number.of.mouse.clicks -0.03 0.97 <.01 

 

 

Table 82. Selected predictors for sample 2 (CPE) 

Variables selected B e
B
 P-value 

dwelltime 0.05 1.05 <.001 

visit_id 0.79 2.20 <.001 

number.of.mouse.clicks -0.02 0.98 <.05 

 

Table 83. Selected predictors for sample 3 (CPE) 

Variables selected B e
B
 P-value 

dwelltime 0.05 1.05 <.001 

visit_id 0.79 2.20 <.001 

number.of.mouse.clicks -0.02 0.98 <.05 

 

 

Table 84. Selected predictors for sample 4 (CPE) 

Variables selected B e
B
 P-value 

dwelltime 0.04 1.04 <.001 

visit_id 0.62 1.86 <.001 

number.of.mouse.clicks -0.02 0.98 <.01 
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Table 85. Selected predictors for sample 5 (CPE) 

Variables selected B e
B
 P-value 

dwelltime 0.04 1.04 <.001 

visit_id 0.68 1.97 <.001 

number.of.mouse.clicks -0.02 0.98 <.05 

 

Table 86. Selected predictors for sample 6 (CPE) 

Variables selected B e
B
 P-value 

dwelltime 0.04 1.04 <.001 

visit_id 0.60 1.82 <.001 

number.of.mouse.clicks -0.03 0.97 <.01 

 

Table 87. Selected predictors for sample 7 (CPE) 

Variables selected B e
B
 P-value 

dwelltime 0.05 1.05 <.001 

visit_id 0.75 2.12 <.001 

number.of.mouse.clicks -0.03 0.97 <.01 

content_mean -0.03 0.97 <.05 

 

Table 88. Selected predictors for sample 8 (CPE) 

Variables selected B e
B
 P-value 

dwelltime 0.06 1.06 <.001 

visit_id 0.62 1.86 <.001 

number.of.mouse.clicks -0.03 0.97 <.01 

 

Table 89. Selected predictors for sample 9 (CPE) 

Variables selected B e
B
 P-value 

dwelltime 0.05 1.05 <.001 

visit_id 0.72 2.05 <.001 
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number.of.mouse.clicks -0.02 0.98 <.05 

 

Table 90. Selected predictors for sample 10 (CPE) 

Variables selected B e
B
 P-value 

dwelltime 0.05 1.05 <.001 

visit_id 0.67 1.95 <.001 

number.of.mouse.clicks -0.03 0.97 <.01 

content_mean -0.03 0.97 <.05 

 

d. For INT task 

Table 91. Selected predictors for sample 1 (INT) 

Variables selected B e
B
 P-value 

dwelltime 0.06 1.06 <.001 

visit_id 0.77 2.16 <.001 

number.of.mouse.clicks -0.03 0.97 <.05 

number.of.keystrokes -0.05 0.95 <.05 

serp_mean -0.10 0.90 <.01 

serp_sum 0.05 1.05 <.01 

 

Table 92. Selected predictors for sample 2 (INT) 

Variables selected B e
B
 P-value 

dwelltime 0.05 1.05 <.001 

visit_id 0.88 2.41 <.001 

number.of.mouse.clicks -0.03 0.97 <.05 

serp_mean -0.10 0.90 <.01 

serp_sum 0.04 1.04 <.05 
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Table 93. Selected predictors for sample 3 (INT) 

Variables selected B e
B
 P-value 

dwelltime 0.06 1.06 <.001 

visit_id 0.93 2.53 <.001 

number.of.mouse.clicks -0.04 0.96 <.01 

content_sum -0.006 0.99 <.01 

serp_mean -0.13 0.88 <.001 

serp_count -0.30 0.74 <.05 

serp_sum 0.06 1.06 <.001 

 

Table 94. Selected predictors for sample 4 (INT) 

Variables selected B e
B
 P-value 

dwelltime 0.06 1.06 <.001 

visit_id 0.89 2.44 <.001 

number.of.mouse.clicks -0.05 0.95 <.01 

serp_count -0.28 0.76 <.05 

serp_sum 0.06 1.06 <.001 

 

Table 95. Selected predictors for sample 5 (INT) 

Variables selected B e
B
 P-value 

dwelltime 0.05 1.05 <.001 

visit_id 0.68 1.97 <.001 

number.of.mouse.clicks -0.04 0.96 <.01 

content_count 0.06 1.06 <.05 

content_sum -0.006 0.99 <.01 

serp_mean -0.13 0.88 <.001 

serp_count -0.26 0.77 <.05 

serp_sum 0.07 1.07 <.001 
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Table 96. Selected predictors for sample 6 (INT) 

Variables selected B e
B
 P-value 

dwelltime 0.07 1.07 <.001 

visit_id 0.74 2.10 <.001 

number.of.mouse.clicks -0.05 0.95 <.001 

serp_mean -0.15 0.86 <.001 

serp_count -0.29 0.75 <.05 

serp_sum 0.07 1.07 <.001 

 

Table 97. Selected predictors for sample 7 (INT) 

Variables selected B e
B
 P-value 

dwelltime 0.07 1.07 <.001 

visit_id 0.68 1.97 <.001 

number.of.mouse.clicks -0.04 0.96 <.01 

serp_sum 0.05 1.05 <.01 

 

Table 98. Selected predictors for sample 8 (INT) 

Variables selected B e
B
 P-value 

dwelltime 0.06 1.06 <.001 

visit_id 0.82 2.27 <.001 

number.of.mouse.clicks -0.04 0.96 <.05 

content_mean 0.05 1.05 <.05 

content_count 0.08 1.08 <.01 

content_sum -0.005 1.00 <.05 

serp_mean -0.15 0.86 <.001 

serp_count -0.37 0.69 <.01 

serp_sum 0.06 1.06 <.01 
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Table 99. Selected predictors for sample 9 (INT) 

Variables selected B e
B
 P-value 

dwelltime 0.04 1.04 <.001 

visit_id 0.87 2.39 <.001 

number.of.mouse.clicks -0.05 0.95 <.001 

content_sum -0.004 1.00 <.05 

serp_mean -0.13 0.88 <.01 

serp_count -0.27 0.76 <.05 

serp_sum 0.06 1.06 <.01 

 

Table 100. Selected predictors for sample 10 (INT) 

Variables selected B e
B
 P-value 

dwelltime 0.06 1.06 <.001 

visit_id 0.72 2.05 <.001 

number.of.mouse.clicks -0.05 0.95 <.001 

serp_mean -0.13 0.88 <.001 

serp_count -0.22 0.80 <.05 

serp_sum 0.06 1.06 <.001 

 

e. For OBI task 

Table 101. Selected predictors for sample 1 (OBI) 

Variables selected B e
B
 P-value 

dwelltime 0.07 1.07 <.001 

visit_id 0.86 2.36 <.001 

 

Table 102. Selected predictors for sample 2 (OBI) 

Variables selected B e
B
 P-value 

dwelltime 0.07 1.07 <.001 

visit_id 0.74 2.10 <.001 
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Table 103. Selected predictors for sample 3 (OBI) 

Variables selected B e
B
 P-value 

dwelltime 0.08 1.08 <.001 

visit_id 0.75 2.12 <.001 

content_count -0.13 0.88 <.01 

 

Table 104. Selected predictors for sample 4 (OBI) 

Variables selected B e
B
 P-value 

dwelltime 0.09 1.09 <.001 

visit_id 0.84 2.32 <.001 

content_count -0.11 0.90 <.05 

serp_mean 0.15 1.16 <.01 

serp_count 0.21 1.23 <.05 

 

Table 105. Selected predictors for sample 5 (OBI) 

Variables selected B e
B
 P-value 

dwelltime 0.10 1.11 <.001 

visit_id 1.10 3.00 <.001 

Table 106. Selected predictors for sample 6 (OBI) 

Variables selected B e
B
 P-value 

dwelltime 0.08 1.08 <.001 

visit_id 1.01 2.75 <.001 

content_count -0.15 0.86 <.01 

serp_count 0.22 1.25 <.05 
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Table 107. Selected predictors for sample 7 (OBI) 

Variables selected B e
B
 P-value 

dwelltime 0.07 1.07 <.001 

visit_id 0.89 2.44 <.001 

content_count -0.11 0.90 <.05 

 

Table 108. Selected predictors for sample 8 (OBI) 

Variables selected B e
B
 P-value 

dwelltime 0.06 1.06 <.001 

visit_id 0.60 1.82 <.001 

 

Table 109. Selected predictors for sample 9 (OBI) 

Variables selected B e
B
 P-value 

dwelltime 0.08 1.08 <.001 

visit_id 0.93 2.53 <.001 

 

Table 110. Selected predictors for sample 10 (OBI) 

Variables selected B e
B
 P-value 

dwelltime 0.09 1.09 <.001 

visit_id 0.97 2.64 <.001 

content_count -0.14 0.87 <.01 

content_sum 0.007 1.01 <.05 
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D. Descriptive analysis results on whole-session level measures in RQ2 

 

Figure 27. The histogram and the normal Q-Q Plot of task completion time 

 

Figure 28. The histogram and the normal Q-Q Plot of number of all documents 

 

Figure 29. The histogram and the normal Q-Q Plot of Numbers of unique documents 
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Figure 30. The histogram and the normal Q-Q Plot of Number of SERPs  

 

Figure 31. The histogram and the normal Q-Q Plot of Number of unique SERPs 

 

Figure 32. The histogram and the normal Q-Q Plot of Number of queries 
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Figure 33. The histogram and the normal Q-Q Plot of Total time spent on documents (seconds) 

 

Figure 34. The histogram and the normal Q-Q Plot of Total time spent on SERPs (seconds) 

 

Figure 35. The histogram and the normal Q-Q Plot of Ratio of document time to all 
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Figure 36. The histogram and the normal Q-Q Plot of Ratio of SERP time to all 

 

E. Descriptive analysis results on within-session level measures in RQ2 

 

Figure 37. The histogram and the normal Q-Q Plot of Mean dwell time of all documents  
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Figure 38. The histogram and the normal Q-Q Plot of Mean dwell time of unique documents 

 

Figure 39. The histogram and the normal Q-Q Plot of Mean dwell time of all SERPs 

 

Figure 40. The histogram and the normal Q-Q Plot of Mean dwell time of unique SERPs 



184 

 

 

 

Figure 41. The histogram and the normal Q-Q Plot of Number of documents per query 

 

Figure 42. The histogram and the normal Q-Q Plot of Number of unique documents per query 

 

Figure 43. The histogram and the normal Q-Q Plot of Number of SERPs per query 
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Figure 44. The histogram and the normal Q-Q Plot of Number of unique SERPs per query 

 

Figure 45. The histogram and the normal Q-Q Plot of Average query interval 

 

Figure 46. The histogram and the normal Q-Q Plot of Average Time To First Click 
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