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We prove four separate results. These results will appear or have appeared in various papers (see [10], [11], [12], [13]). For a gentler introduction to these results, the reader is directed to the first chapter of this thesis. Let $G = G_{n,p}$, with $\xi_k = \xi_{n,p}^k$ the number of copies of $K_k$ in $G$, $p > n^{-2/(k-1)}$ and $\eta > 0$, we show when $k > 1$

$$\Pr(\xi_k > (1 + \eta)\mathbb{E}\xi_k) < \exp\left[-\Omega_{\eta,k}\min\{n^2 p^{k-1} \log(1/p), n^k p^{2k/(2k-1)}\}\right].$$

This is tight up to the value of the constant in the exponent.

For a graph $H$, denote by $t(H)$ (resp. $b(H)$) the maximum size of a triangle-free (resp. bipartite) subgraph of $H$. We show that w.h.p. $t(G) = b(G)$ if $p > Cn^{-1/2} \log^{1/2} n$ for a suitable constant $C$, which is best possible up to the value of $C$.

We give a new (simpler) proof of a random analogue of the Erdős-Simonovits “stability” version of Mantel’s Theorem, viz.: For each $\eta > 0$ there is a $C$ such that if $p > Cn^{-1/2}$, then w.h.p. each triangle-free subgraph of $G$ of size at least $|G|/2$ can be made bipartite by deletion of at most $\eta n^2 p$ edges.

Let $\mathcal{C}(H)$ denote the cycle space and $\mathcal{T}(H)$ the triangle space of a graph $H$. We use the previous result to show that if $C > \sqrt{3/2}$ is fixed and $p > C \sqrt{\log n/n}$, then w.h.p. $\mathcal{T}(G) = \mathcal{C}(G)$. The lower bound on $p$ is best possible.
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Chapter 1

Introduction

In this thesis we study four problems on random graphs. Here we just give brief, nontechnical descriptions of the main results, deferring further discussion to the introductions of the individual chapters. Throughout the thesis $G(n, p)$ is the Erdős-Rényi random graph on $n$ vertices, in which edges appear independently, each with probability $p$. In this introduction, and often below, we write simply $G$ for $G(n, p)$. The main results of the thesis are contained in Chapters 3-5, following some technical preliminaries in Chapter 2.

In Chapter 3 we consider the problem of upper tails for subgraph counts in $G$, a problem perhaps first suggested by Rödl and Rucinski around 1995. The problem here is to estimate, for a given graph $H$, the probability that the number of copies of $H$ in $G$ exceeds its expectation by some specified amount, for example the probability that this number is at least twice its expectation. We give what are essentially the first tight bounds for this problem, first in the much-studied simplest case when $H$ is a triangle, and then for general cliques and some graphs that are close to cliques.

The remaining parts of the thesis are concerned with understanding when (i.e. for what $p = p(n)$) $G$ is likely to exhibit certain properties of interest.

In Chapter 4, we determine the “threshold” for the property that the largest triangle-free and bipartite subgraphs of $G$ coincide, thus settling a problem first studied by Babai, Simonovits and Spencer in 1990. This may be regarded as the random version of Mantel’s Theorem (the first case of Turán’s Theorem), which says that the complete graph has the aforementioned property.

Chapter 5 contains two main results. First, motivated in part by its use in Chapter 4, we give an elementary proof (meaning one avoiding machinery such as Szemerédi’s
regularity lemma and the triangle removal lemma of Ruzsa and Szemerédi) of a seminal 1997 Theorem of Kohayakawa, Łuczak and Ruciński, a random graph analogue of the Erdős-Simonovits “stability” version of Mantel’s Theorem. We then use this to settle a first case of a conjecture of M. Kahle, determining in a very precise way when the clique complex of $G$ (that is, the abstract simplicial complex whose faces are the vertex sets of complete subgraphs of $G$) has vanishing 1-dimensional homology over $\mathbb{Z}_2$. 
Chapter 2
Preliminaries

In this chapter we introduce some general notation that will be used throughout and collect a few initial lemmas.

Notation Recall we use $G$ for $G_{n,p}$, unless otherwise noted. We use $|H|$ for the size, i.e. number of edges, of a graph $H$, $N_H(x)$ for the set of neighbors of $x$ in $H$, and $d_H(x)$ for the degree, $|N_H(x)|$, of $x$ in $H$. We set $d_H(x,y) = |N_H(x) \cap N_H(y)|$. For disjoint $S,T \subseteq V$, $\nabla_H(S,T)$ is the set of edges joining $S,T$ in $H$; $\nabla_H(S)$ is $\nabla_H(S,V \setminus S)$; $\nabla_H(v) = \nabla_H(\{v\})$; and, as usual, $H[S]$ is the subgraph of $H$ induced by $S$.

The default value for $H$ is $G$; thus (for example) $N(x) = N_G(x)$, $\nabla(S,T) = \nabla_G(S,T)$ and, for $B \subseteq V$, $d_B(x) = |N(x) \cap B|$.

We use $B(m, \alpha)$ for a random variable with the binomial distribution Bin($m, \alpha$) and “$a = (1 \pm \vartheta)b$” for “$(1-\vartheta)b \leq a \leq (1+\vartheta)b$.” We use log for ln.

Large Deviation Inequalities We use Chernoff’s inequality in the following form, taken from [25, Theorem 2.1].

**Theorem 2.1.** For $\xi = B(n,p)$, $\mu = np$ and any $\lambda \geq 0$,

\[
\Pr(\xi \geq \mu + \lambda) < \exp\left[\frac{-\lambda^2}{2(\mu + \lambda/3)}\right],
\]

\[
\Pr(\xi \leq \mu - \lambda) < \exp[-\mu \varphi(-\lambda/\mu)] < \exp\left[\frac{-\lambda^2}{2\mu}\right]
\]

with $\varphi(x) = (1 + x) \log(1 + x) - x$ for $x \geq -1$ (and $\varphi(x) = \infty$ otherwise).

**Remark.** The sharper inequality for the lower tail will only be needed in Chapter 5 to prove Lemma 5.2.3.
The next lemma, which is easily derived from [2, Theorem A.1.12] and Theorem 2.1 respectively (for example), will be used repeatedly, eventually without explicit mention.

**Lemma 2.2.** There is a fixed $C > 0$ so that for any $\lambda \leq 1$, $K > 1 + \lambda$, $m$ and $\alpha$,

$$
\Pr(B(m, \alpha) \geq K\alpha) < \min\{(e/K)^{K\alpha}, \exp[-C\lambda^2 K\alpha]\}.
$$

(2.1)

**Remark.** We may assume $K\alpha \geq 1$. Thus, if $e\alpha^c < 1$ then $e/K < \alpha^{1-c}$ and the bound in (2.1) is at most $\alpha^{(1-c)K\alpha}$.

The next lemma, an immediate consequence of Lemma 2.2 (and the above Remark), will also be used repeatedly, usually following a preliminary application of Lemma 2.2 to justify the assumption $enq^c < 1$.

**Lemma 2.3.** Fix $c < 1$ and assume $enq^c < 1$. For a set $V$ with $|V| = n$, if $S \subseteq V$ is random with $\Pr(x \in S) \leq q \forall x \in V$, these events independent, then for any $T$,

$$
\Pr(|S| \geq T) < q^{(1-c)T}.
$$

We also need the following inequality, which is an easy consequence of, for example, [4, Lemma 8.2].

**Lemma 2.4.** Suppose $w_1, \ldots, w_m \in [0, z]$. Let $\xi_1, \ldots, \xi_m$ be independent Bernoullis, $\xi = \sum \xi_i w_i$, and $E\xi = \mu$. Then for any $\eta > 0$ and $\lambda \geq \eta\mu$,

$$
\Pr(\xi > \mu + \lambda) < \exp[-\Omega(\lambda/z)].
$$

For the rest of this section we assume $p > n^{-1/2}$; so we will only specify larger lower bounds on $p$ (when applicable). Of course many of the statements below hold in more generality, but there seems no point in worrying about this. Theorem 2.1 easily implies the next two standard facts, whose proofs we omit.

**Proposition 2.5.** W.h.p.

$$
|G| = (1 \pm o(1))n^2p/2
$$

(2.2)

and w.h.p. for all $x, y \in V$,

$$
d(x) = (1 \pm o(1))np.
$$

(2.3)
If \( p > n^{-1/2} \log^{1/2} n \), then w.h.p.
\[
d(x, y) < 4np^2 \quad \forall x, y. \quad (2.4)
\]

For each \( \epsilon \) there is a \( C \) such that if \( p > Cn^{-1/2} \log^{1/2} n \) then w.h.p.
\[
d(x, y) = (1 \pm \epsilon)np^2, \quad (2.5)
\]

**Proposition 2.6.** (a) For each \( \delta \) there is a \( K \) such that w.h.p.
\[
|\nabla(S, T)| = (1 \pm \delta)|S||T|p \quad (2.6)
\]
and
\[
|G[S]| = (1 \pm \epsilon)(|S|^2)p. \quad (2.7)
\]
for all disjoint \( S, T \subseteq V \) of size at least \( Kp^{-1} \log n \).

(b) W.h.p.
\[
|\nabla(S)| = (1 \pm \delta)|S|(n - |S|)p \quad \forall S \subseteq V. \quad (2.8)
\]
Chapter 3
Upper Tails for Cliques

3.1 Introduction

Let $H$ be a fixed graph with $v_H = |V(H)|$ and $e_H = |E(H)|$. A copy of $H$ in $G(n, p)$ is any subgraph of $G(n, p)$ isomorphic to $H$. It has been a long studied question (e.g. [7, 11, 26, 27, 28, 36, 49]) to estimate, for $\eta > 0$ and $\xi_H = \xi_H^{n,p}$ the number of copies of $H$ in $G(n, p)$,

$$\Pr(\xi_H > (1 + \eta)E\xi_H). \quad (3.1)$$

To avoid irrelevancies, let us declare at the outset that we always assume $p \geq n^{-1/m_H}$, where, as usual (e.g. [25, p.6]),

$$m_H = \max\{e_K/v_K : K \subseteq H\} \quad (3.2)$$

(so $n^{-1/m_H}$ is a threshold for “$G \supseteq H$”; see [25, Theorem 3.4]); in particular, when $H = K_k$ we assume $p \geq n^{-2/(k-1)}$. For smaller $p$ the problem is not very interesting (e.g. for bounded $\eta$ the probability in (3.1) is easily seen to be $\Theta(\min\{n^{e_K} p^{e_K} : K \subseteq H, e_K > 0\})$; see [25, Theorem 3.9] for a start), and we will not pursue it here.

Janson and Ruciński [27] offer a nice overview of the methods used prior to 2002 to obtain upper bounds on the probability in (3.1), by far the more challenging part of the problem. To get an idea of the difficulty, note that even for the case that $H$ is a triangle, only quite poor upper bounds were known until a breakthrough result of Kim and Vu [36], who used, inter alia, the “polynomial concentration” machinery of [35] to show, for $p > n^{-1} \log n$,

$$\exp_p[O_\eta(n^2 p^2)] < \Pr(\xi_H > (1 + \eta)E\xi_H) < \exp[-\Omega_\eta(n^2 p^2)]. \quad (3.3)$$
(The easy lower bound, seemingly first observed in [49], is, for example, the probability of containing a complete graph on something like \((1 + \eta)^{1/3}np\) vertices. Of course the subscript \(\eta\) in the lower bound is unnecessary if, for example, \(\eta \leq 1\), which is what we usually have in mind.) A similar method was used by Vu [48] to show that for strictly balanced \(H\) when \(\mathbb{E}[N] \leq \log n\)

\[
\Pr(\xi_H > (1 + \eta)\mathbb{E}[N]) < \exp[-\Omega(\mathbb{E}[N])]. \tag{3.4}
\]

The result of [36] was vastly extended in a beautiful paper of Janson, Oleszkiewicz and Ruciński [26], where it was shown that for any \(H\) and \(\eta\),

\[
\exp_p[O_{H,\eta}(M_H(n,p))] < \Pr(\xi_H > (1 + \eta)\mathbb{E}[N]) < \exp[-\Omega_{H,\eta}(M_H(n,p))], \tag{3.5}
\]

thus determining the probability (3.1) up to a factor \(O(\log(1/p))\) in the exponent for constant \(\eta\). A definition of \(M\) is given in Section 3.10; for now we just mention that (for \(p \geq n^{-2/(k-1)}\)) \(M_{K_3}(n,p) = n^2p^{k-1}\). It should be noted that when applicable the upper bound in (3.4) is better than that in (3.5).

While it seems natural to expect that the lower bound in (3.5) is “usually” the truth (see Section 3.10 for a precise guess), the only progress in this direction until quite recently was [28], which established the upper bound \(\exp[-\Omega(M_H(n,p) \log^{1/2}(1/p))]\) for \(H = K_4\) or \(C_4\) (the 4-cycle) and some values of \(p\).

The \(\log(1/p)\) gap was finally closed for the case \(H = K_3\) by Chatterjee [7] and, independently by the author and Jeff Kahn in [11]. More precisely, [7] showed that for a suitable \(C\) depending on \(\eta\) and \(p > Cn^{-1}\log n\),

\[
\Pr(\xi_{K_3} > (1 + \eta)\mathbb{E}[N]) < \exp^{-\Omega(\mathbb{E}[N])},
\]

while [11] showed, somewhat more generally, that for \(p > n^{-1}\),

\[
\exp[-O(\eta(f(3,n,p)))] < \Pr(\xi_{K_3} > (1 + \eta)\mathbb{E}[N]) < \exp[-\Omega(\eta(f(3,n,p)))],
\]

where \(f(k,n,p) := \min\{n^2p^{k-1}\log(1/p), n^k p^{(k-1)/2}\}\). (In what follows we will often abbreviate \(f(k,n,p) = f(k,n)\).)
In this chapter we present a solution to the problem for general cliques and a bit more. This is a combination of results from [11] and [12].

**Theorem 3.1.1.** Assume $H$ on $k$ vertices has minimum degree at least $k - 2$ (that is, the complement of $H$ is a matching). Then for all $\eta > 0$ and $p \geq n^{-2/(k-1)}$,

$$ \Pr (\xi_H \geq (1 + \eta)E(\xi_H)) \leq \exp[-\Omega_{n,H}(f(k,n,p))]. $$

**Theorem 3.1.2.** For $H = K_k$ and for all $p \geq n^{-2/(k-1)}$,

$$ \Pr (\xi_H \geq 2E(\xi_H)) \geq \exp[-O_H(f(k,n,p))]. $$

**Remarks.**
1. We are most interested in the “nonpathological” range where $f(k,n,p) = n^2p^{k-1}\log(1/p)$, so when $p \geq n^{-2/(k-1)}(\log n)^2/(2(k-1)(k-2))$ (or a bit less). It may be helpful to think mainly of this range as we proceed.

2. Though mainly concerned with the case $H = K_k$ in Theorem 3.1.1, we prove the more general statement for inductive reasons. For noncliques the bound of Theorem 3.1.1 is not usually tight; more precisely: it is tight (up to the constant in the exponent) if $p = \Omega(1)$ or if $\Delta := \Delta_H = k - 1$ and $p = \Omega(n^{-1/\Delta})$, in which cases our upper bound agrees with the lower bound in (3.5); it is not tight if $\Delta = k - 2$ and $p = o(1)$ (see the proof of Lemma 3.2.4) or if $H \neq K_k$ and $p < n^{-c/\Delta}$ for some fixed $c > 1$ (see the proof of Lemma 3.2.5; in fact $p = o(n^{-1/\Delta})$ is probably enough here—which would complete this little story—but we don’t quite show this).

In the next section we show that Theorem 3.1.1 follows from an analogous statement for $k$-partite graphs, whose proof is the main concern of the rest of the chapter. The relatively simple case $k = 3$ is treated in Section 3.3, with larger values of $k$ handled in Sections 3.4-3.8. Section 3.9 then gives the proof of Theorem 3.1.2, and Section 3.10 contains a few concluding remarks.

### 3.2 Reduction

For the rest of the chapter we set $t = \log(1/p)$ and take $H$ to be a graph with vertices $v_1, v_2, \ldots, v_k$. We define $G = G(n,p,H)$ to be the random graph with vertex set
We show Proposition 3.2.1 for \( (a) \) (where as usual \((\alpha) \) upper tails for subgraph counts. In each we set \( X \) typographical reasons \( m \) prove Proposition 3.2.1 when straightforward generalization of this argument. For \( H \)

**Proof.** Here we show Proposition 3.2.1 for \( H = K_3 \). The proof for general \( H \) being a straightforward generalization of this argument. For \( H = K_3 \), it is of course enough to prove Proposition 3.2.1 when \( m = 3n \). We may choose \( G = G(n, p, K_3) \) by choosing \( G(3n, p) \) and a uniform equipartition \( V_1 \cup V_2 \cup V_3 \) of \( V \), and setting

\[
E(G) = \{ xy \in E(G_1) : x, y \text{ belong to distinct } V_i \text{'s} \}.
\]

Let \( \xi' = \xi_{n,p}^{3n} - X_{H, n} \). Of course

\[
E[\xi'|G_0] = \rho \xi(G_0), \tag{3.6}
\]

where \( \rho = n^3/(3^n) \) (\( \sim 2/9 \)) and the conditioning event is \( \{ G(3n, p) = G_0 \} \). On the other hand, with \( \alpha(G_0) = \Pr(\xi' < (1 - \varepsilon)\rho \xi(G_0)|G_0) \), we have

\[
E[\xi'|G_0] \leq \alpha(G)(1 - \varepsilon)\rho \xi(G_0) + (1 - \alpha(G_0))\xi(G_0),
\]

whence, using (3.6), \( \alpha(G) \leq 1 - \rho \varepsilon/(1 - \rho + \rho \varepsilon) =: 1 - \beta \). Thus (by Theorem 4.21)

\[
\exp[-\Omega_\varepsilon(\min\{n^2p^2\log(1/p), n^3p^3\})] > \Pr(\xi' > (1 + \varepsilon)n^3p^3) \\
\geq \beta \Pr(\xi > 1 + \varepsilon(3^n)p^3),
\]

and (noting \((1 + \varepsilon)/(1 - \varepsilon) = 1 + \eta\)) Proposition 3.2.1 follows.
Proposition 3.2.2. For any $\varepsilon > 0$ there is a $C = C_{\varepsilon,H}$ such that for $p > Cn^{-1/m_H}$,

$$\Pr \left( X^n \geq (1 + \varepsilon)\Psi(H, n, p) \right) < 2\Pr(\xi_H^{kn,p} \geq (1 + \alpha \varepsilon/2)E(\xi_H^{kn,p})).$$

(See (3.2) for $m_H$.)

Proof. We may choose $G^* = G(kn, p)$ by first choosing $G = G(n, p, H)$ and then letting

$$E(G^*) = E(G) \cup S$$

where $\Pr(xy \in S) = p$ whenever $x \neq y$, $x \in V_i$ and $y \in V_j$ for some $v_i v_j \not\in E(H)$, these choices made independently. Write $\xi$ and $X$ for the numbers of copies of $H$ in $G^*$ and $G$ respectively (thus $\xi = \xi_H^{kn,p}$ and $X = X_H^{n,p}$), and set $\xi^* = \xi - X$. Since $E X = \alpha E \xi$, we have, using Harris’ Inequality,

$$\Pr(\xi > (1 + \alpha \varepsilon/2)E \xi) \geq \Pr(X > (1 + \varepsilon)E X) \Pr(\xi^* > E \xi^* - \frac{\alpha \varepsilon}{2} E \xi);$$

(3.7)

so we need to say that the second probability on the right is at least $1/2$. This is standard, but we summarize the argument for completeness.

A result of Janson from [24] gives (see [25, (2.14)])

$$\Pr(\xi^* \leq E \xi^* - t) < \exp\left[-\frac{t^2}{2\bar{\Delta}}\right],$$

(3.8)

with

$$\bar{\Delta} = \sum_{\sigma \sim \tau} E I_\sigma I_\tau \leq \sum_{\sigma \sim \tau} E I_\sigma I_\tau;$$

(3.9)

where (recycling notation a little) $H_1, \ldots$ are the copies of $H$ in $K_{kn}$; $I_\sigma = 1_{\{H_\sigma \subseteq G^*\}}$;

“$\sigma \sim \tau$” means $H_\sigma$ and $H_\tau$ share an edge (so $\sigma \sim \sigma$); and $\sum^*$ means we sum only over $\sigma, \tau$ for which $H_\sigma, H_\tau$ cannot appear in $G$.

But (very wastefully),

$$\bar{\Delta} \leq n^{v_H} \sum\{n^{v_H - v_K} p^{2e_H - e_K} : K \subseteq H, e_K > 0\}$$

$$< n^{2v_H} p^{2e_H} \sum\{n^{-v_K(Cn^{-1/m_H}) - e_K} : K \subseteq H, e_K > 0\}$$

$$= O(C^{-1}E^2 \xi),$$
where $C$ is the constant from (3.10), which may be taken large compared to the implied constant in “$O(\cdot)$.” Thus, using (3.8) with the above bound on $\tilde{\Delta}$ and $t = (\alpha \varepsilon / 2) E \xi$, we find that the second probability on the right side of (3.7) is at least $1 - \exp[ - \Omega((\alpha \varepsilon)^2 C)] > 1/2$.

According to Proposition 3.2.1, Theorem 3.1.1 will follow from the corresponding $k$-partite statement, viz.

**Theorem 3.2.3.** If $H$ has minimum degree at least $k - 2$, then

(a) for all $\varepsilon > 0$,

$$\Pr \left( X_H^{n,p} \geq (1 + \varepsilon) \Psi(H, n, p) \right) < \exp \left[ - \Omega_{H,\varepsilon} (f(k, n, p)) \right];$$

(b) for any $\tau \geq 1$,

$$\Pr \left( X_H^{n,p} \geq 2\tau \Psi(H, n, p) \right) < \exp \left[ - \Omega_H (f(k, n\tau^{1/k}, p)) \right].$$

Note that (b) for a given $H$ follows from (a), since (noting that $\tau \Psi(H, n) = \Psi(H, n\tau^{1/k})$ and using (a) for the second inequality)

$$\Pr \left( X_H^{n} \geq 2\tau \Psi(H, n) \right) \leq \Pr \left( X_H^{n^{1/k}} \geq 2\Psi(H, n\tau^{1/k}) \right) \leq \exp \left[ - \Omega_H (f(k, n\tau^{1/k}, p)) \right].$$

We include (b) because it will be needed for induction; that is, for a given $H$ we just prove (a), occasionally appealing to earlier cases of (b).

We have formulated the theorem for all $p$ so that the inductive parts of the proof don’t require checking that $p$ falls in some suitable range. Note, however, that for the proof we can assume (for our choice of positive constants $C$ and $c$ depending on $H$ and $\varepsilon$)

$$p > C n^{-2/(k-1)},$$

(3.10)
since for smaller $p \ (> n^{-1/m_H})$ the theorem is trivial, and

$$p < c,$$

(3.11)
since above this the desired bound is given by (3.5). As detailed in the next two lemmas, (3.5), together with some auxiliary results from [26], also allows us to ignore certain other cases of Theorem 3.2.3(a).

**Lemma 3.2.4.** If $\Delta_H \leq k - 2$ then

$$\Pr\left( X_H^{n,p} \geq (1 + \varepsilon)\Psi(H, n, p) \right) \leq p^{\Omega_{H,\varepsilon}(n^2p^{k-1})}.$$  

*Proof.* By Proposition 3.2.2, it is enough to show

$$\Pr\left( \xi_H^{n,p} \geq (1 + \varepsilon)E(\xi_H^{n,p}) \right) \leq p^{\Omega_{H,\varepsilon}(n^2p^{k-1})}; \quad (3.12)$$

but this follows from (3.5), which since $M_H(n, p) \geq n^2p^{\Delta_H}$ (see [26, Lemma 6.2]), bounds the left side of (3.12) by

$$\exp[-\Omega_{H,\varepsilon}(n^2p^{\Delta_H})] \leq \exp[-\Omega_{H,\varepsilon}(n^2p^{k-1})].$$

$\blacksquare$

**Lemma 3.2.5.** For any $H \neq K_k$ on $k$ vertices and $\gamma > 0$, if $p < n^{-(1+\gamma)/(k-1)}$ then

$$\Pr(X_H^n \geq (1 + \varepsilon)\Psi(H, n)) < p^{\Omega_{H,\varepsilon}(n^2p^{k-1})}.$$  

*Proof.* By Lemma 3.2.4 we may assume $\Delta := \Delta_H = k - 1$ (and will write $\Delta$ in place of $k - 1$ in this section). By Proposition 3.2.2 it’s enough to show

$$\Pr(\xi_H^{n,p} \geq (1 + \vartheta)E(\xi_H^{n,p})) < p^{\Omega_{H,\gamma}(n^2p^{\Delta})},$$

which, in view of (3.5) and the definition of $M_H(n, p)$, will follow if we show that, for any $K \subseteq H$, $n^v_K p^K = \Omega((n^2p^{\Delta}t)^{\alpha_K^*})$, or, more conveniently,

$$n^{v_K - 2\alpha_K^*} p^K \Delta^{\alpha_K^*} = \Omega(t^{\alpha_K^*}). \quad (3.13)$$

We need one easy observation from [26] (see their Lemma 6.1):

$$e_K \leq \Delta(v_K - \alpha_K^*).$$
Then, noting that
\[ e_K - \Delta \alpha^*_K < 0 \] (3.14)
(since \( e_K < \Delta v_K / 2 \leq \Delta \alpha^*_K \)) and using our upper bound on \( p \), we find that the left side of (3.13) is at least
\[
n^{v_K - 2\alpha^*_K - (1 + \gamma)(e_K - \Delta \alpha^*_K)}/\Delta \geq n^{v_K - 2\alpha^*_K - (v_K - 2\alpha^*_K) + \gamma(\Delta \alpha^*_K - e_K)}/\Delta \]
\[ = n^{\gamma(\Delta \alpha^*_K - e_K)}/\Delta, \]
which (again using (3.14)) gives (3.13).

\[ \] 

3.3 Proof of Theorem 3.2.3 when \( k = 3 \)

The real goal here is to prove Theorem 3.2.3 for \( H = K_3 \), but along the way we also prove Theorem 3.2.3 for \( H = K_3^- \) (\( K_3 \) with an edge removed); thus this section proves Theorem 3.2.3 for \( k = 3 \). Any new notation introduced is for this section only.

We rename the parts of our tripartition \( A, B, C \) and always take \( a, b, c \) to be elements of \( A, B, C \) respectively. A triangle is then simply denoted \( abc \). The set of triangles of \( G \) is denoted \( T \). Let (e.g.) \( d(a) = \max\{d_B(a), d_C(a)\} \) and \( d(a, b) = |N_C(a) \cap N_C(b)| \).

Set \( t = \log(1/p), s = \min\{t, np\}, \alpha = \varepsilon / 3, \delta = .02\alpha \) and (say) \( \gamma = 1/e \). We may assume
\[ p < (1 + \varepsilon)^{-1/3}, \] (3.15)
since otherwise the probability in question is zero. We may also assume: \( \varepsilon \)—so also \( \delta \)—is (fixed but) small (since the probability in question decreases as \( \varepsilon \) grows); given \( \varepsilon \), \( n \) is large (formally, \( n > n_\varepsilon \)); and, say,
\[ p > \delta^{-3}n^{-1} \] (3.16)
(since for smaller \( p \), Theorem 4.21 becomes trivial with an appropriate \( \Omega_\varepsilon \)).

We say an event occurs with large probability (w.l.p.) if its probability is at least \( 1 - \exp_p[T\delta^4n^2p^2] \) for some fixed \( T > 0 \) and small enough \( \delta \) (and \( p \) satisfying (3.16)),
and write “α <∗ β” for “w.l.p. α < β.” Note that an intersection of $O(n)$ events that hold w.l.p. also holds w.l.p.

Let $A' = \{ a : d_C(a) \leq np^{1-\gamma} \}$ and $B' = \{ b : d_C(b) \leq np^{1-\gamma} \}$. The next three assertions imply Theorem 4.21.

\[ \text{w.l.p. } |\{abc \in T : a \notin A' \text{ or } b \notin B'\}| < \alpha n^3 p^3; \quad (3.17) \]

\[ \text{w.l.p. } |\{abc \in T : a \in A', b \in B', d(a,b) > 13np/s\}| < \alpha n^3 p^3; \quad (3.18) \]

\[ \Pr(|\{abc \in T : d(a,b) \leq 13np/s\}| > (1 + \alpha)n^3 p^3) < \exp[-\Omega(\alpha n^2 p^2 s)]. \quad (3.19) \]

When $m = n$ and $\alpha = p$ we use $q_K$ for the r.h.s. of (2.1). A consequence of Lemma 2.2 is

**Lemma 3.3.1.** For $K > 1 + \delta$ and $X \in \{A, B, C\}$,

\[ |\{x \in X : d(x) \geq Knp\}| <^{*} r_K := \begin{cases} 3n \cdot \delta K^{-4} & \text{if } q_K > n^{-2} \\ \frac{\delta^2 npt}{K \ln K} & \text{otherwise.} \end{cases} \quad (3.20) \]

The first, ad hoc value of $r_K$ is for use in the proof of (3.19). Note that

\[ \frac{\delta^2 npt}{K \ln K} < \begin{cases} 2\delta npt/K & \text{if } K > 1 + \delta \\ \delta npt/K & \text{if } K > p^{-\delta}. \end{cases} \quad (3.21) \]

**Proof of Lemma 3.3.1.** Write $N$ for the left side of (3.20) and let $q_K = q, r_K = r$ and (w.l.o.g) $X = A$. If $q \leq n^{-2}$ then, since the $d_B(a)$’s and $d_C(a)$’s are independent copies of $B(n,p)$, two applications of Lemma 2.2 (and a little checking) give

\[ \Pr(N \geq r) < \Pr(B(2n,q) \geq \lceil r \rceil) < (2e\sqrt{q})^r < \exp[-\Omega(\delta^4 n^2 p^2 t)]. \]

If $q > n^{-2}$ then $\exp[-C\delta^2 Knp] > q$ implies $Knp < 2C^{-1}\delta^{-2} \ln n$, while (3.16) gives $q \leq \exp[-C\delta^2 Knp] < \exp[-C\delta^{-1}K] < \delta K^{-4}$ (the last inequality gotten by observing that $\exp[C\delta^{-1}K]\delta K^{-4}$ is minimized at $K = 4\delta/C$ and assuming, as we may, that $\delta < (Ce/4)^{1/3}$). It follows that

\[ \Pr(N \geq r) < \Pr(B(2n,q) \geq r) < \exp[-\Omega(\delta n K^{-4})] < p^{\Omega(n^2 p^2)}, \]

where the second inequality uses $r > 3nq$ (and Lemma 2.2) and the (very crude) third inequality uses the above upper bound on $Knp$. 

We will also make occasional use of the fact that for any $\beta > 0$ and $p$,

$$p^\beta \ln(1/p) \leq (e\beta)^{-1} \quad \text{and} \quad p^\beta \ln^2(1/p) \leq 4(e\beta)^{-2}. \quad (3.22)$$

**Proof of (3.17).** For $K > p^{-\gamma} (> 1 + \delta$; see (3.15)) Lemma 3.3.1 (with (3.21)) gives 

$$|\{a : d(a) > Kn p\}| \leq \delta np/K \quad \text{(note $K > p^{-\gamma}$ implies $q_K < n^{-2}$), and similarly with $b$ in place of $a$.} \quad \text{On the other hand, with $K_a = d(a)/(np)$,} \quad \text{w.l.p.} \quad \left|\nabla(N_B(a), N_C(a))\right| \leq \beta_a \quad \forall a \quad (3.23)$$

(and similarly for $b$), since, given any $\nabla(A)$, the probability that the event in (3.23) fails is (again using Lemma 2.2) less than

$$\sum_a \Pr(B(K_a^2 n^2 p^2, p) > \beta_a) < \sum_a \exp[-\Omega(\beta_a)] < \exp[-\Omega(n^2 p^2 t)].$$

This gives (3.17) since, with $J = \sqrt{t/(2p)}$ (so $\beta_a = 2K_a^2 n^2 p^3$ iff $K_a \geq J$) and $u = \lfloor \log_2(Jp) \rfloor$, $|\{abc \in T : a \notin A'\}|$ is at most

$$\left|\{abc \in T : p^{-\gamma} \leq K_a \leq J\}\right| + \sum_{i=0}^u \left|\{abc \in T : K_a \in [2^i J, 2^{i+1} J]\}\right|$$

$$\leq \delta np^{1+\gamma} n^2 p^2 t + \sum_{i=0}^u \frac{\delta np}{2^i J} \cdot 2 \cdot 2^{2i+2} J^2 n^2 p^3 \leq 17 \delta n^3 p^3$$

(using (3.22)), and, of course, similarly for $|\{abc \in T : b \notin B'\}|$. 

**Proof of (3.18).** For $K \geq J := 13/s$, let $A_K = \{a : \exists b \in B', d(a, b) > Kn p\}$, and define $B_K$ similarly. Given $\nabla(B, C)$ the events $\{a \in A_K\}$ are independent with, for each $a$,

$$\Pr(a \in A_K) < n \Pr(B(np^{1-\gamma}, p) > Kn p) < np^{Kn p/2} =: q,$$

using Lemma 2.2 (with $ep^{1-\gamma}/K < p^{1/2}$, which follows from (3.22)) for the second inequality. Now $Knpt \geq 10 \max\{np, t\} > 7 \ln n$ (say) implies both $enq^{1/2} < 1$ and $q < p^{Kn p/4}$, so we have (again using Lemma 2.2)

$$\Pr(|A_K| \geq \delta np/K) < (enq/|\delta np/K|)^{\delta np/K} < (q^{1/2})^{\delta np/K} < \exp[-\delta n^2 p^2 t/8].$$
Thus $|A_K| <^* \delta np/K$, and similarly for $B_K$.

Now thinking of first choosing $\nabla(C)$ (which determines the $A_K$’s and $B_K$’s), we have $|A_J|, |B_J| <^* \delta nps$, so that $E|\nabla(A_J, B_J)| <^* \delta^2 s^2 n^2 p^3$. Lemma 2.2 (using, say, $\delta s^2 p < p^{1/2}$, which follows from (3.22)), then gives

$$|\nabla(A_J, B_J)| <^* \delta n^2 p^2.$$  

We may then bound the left side of (3.18) by

$$|\nabla(A_J, B_J)| np + \sum_{i \geq 0} 2^{1-i} \delta^2 n^3 p^3 <^* (\delta + 4\delta^2)n^3 p^3,$$

where the first term corresponds to abc’s with $d(a, b) \in [Jnp, np]$, and the $i$th summand to those with $d(a, b) \in [2^i np, 2^{i+1} np]$ (using $|\{abc \in T : a \in A', b \in B', d(a, b) \in [Knp, 2Knp]\}| \leq |A_K||B_K|2Knp <^* 2\delta^2 n^3 p^3/K$).

Proof of (3.19). We first show

$$\sum \{d^2(c) : d(c) > (1 + \delta)np\} <^* 40\delta n^3 p^2.$$  \hspace{1cm} (3.24)

Setting $v = \lceil -\log_2((1 + \delta)p) \rceil$, $u = \lceil -\log_2((1 + \delta)p^\delta) \rceil$, and using Lemma 3.3.1 (with (3.21)), we have

$$\sum \{d^2(c) : \frac{d(c)}{(1+\delta)np} \in [2^i, 2^{i+1}]\} <^* \begin{cases} 4\delta(1 + \delta)n^3 p^3 2^i & \text{if } i > u \\ 8\delta(1 + \delta)n^3 p^3 t2^i & \text{if } u \geq i \geq 0, \end{cases}$$

provided $K(i) := (1 + \delta)2^i$ satisfies $q_{K(i)} \leq n^{-2}$. The left side of (3.24) is thus w.l.p. at most

$$3\delta n^3 p^2 \sum_{i \geq 0} 2^{-2i+2} + 4\delta(1 + \delta)n^3 p^3 [2t \sum_{i=0}^u 2^i + \sum_{i=u+1}^v 2^i] < 40\delta n^3 p^2,$$

where the first term on the left, covering c’s with $\frac{d(c)}{(1+\delta)np} \in [2^i, 2^{i+1}]$ for an $i$ with $q_{K(i)} > n^{-2}$, again comes from Lemma 3.3.1, and we used (3.22) to say (say) $p^{3-\delta} t < p^2$.

Finally, set $\xi_{ab} = 1_{\{ab \in E\(H\)\}}$. We have

$$\sum \{d(a, b) : d(a, b) \leq 13np/s\} \leq \sum d^2(c) <^* (1 + 42\delta + \delta^2)n^3 p^2$$  \hspace{1cm} (3.25)
(by (3.24), where “∗” refers to the choice of \(\nabla(C)\)), and

\[ |\{abc \in T : d(a, b) \leq 13np/s\}| = \sum \{\xi_{ab}d(a, b) : d(a, b) \leq 13np/s\}, \]

so that Lemma 2.3 (with \(z = 13np/s\)) combined with (3.25) gives

\[ \Pr(|\{abc \in T : d(a, b) \leq 13np/s\}| > (1 + \alpha)n^3p^3 < \exp[-\Omega_\alpha(n^2p^2s)]. \]

### 3.4 Outline for \(k \geq 4\)

In this section we list the steps in the proof of Theorem 3.2.3(a) for \(k \geq 4\) (the case \(k = 2\) is given by Chernoff’s inequality and the case \(k = 3\) was shown in the previous section), filling in some definitions as we go along. The proof proceeds by induction on (say) \(k^2 + e_H\), so that in proving the statement for \(H\) we may assume its truth for all graphs with either fewer than \(k\) vertices or with \(k\) vertices and fewer than \(e_H\) edges.

Most of the proof (Lemmas 3.4.1-3.4.3) consists of identifying certain anomalies, for example vertices of unusually high degree, and bounding the number of copies of \(H\) in which they appear. The remaining copies are then easily handled (in Lemma 3.4.4) using Lemma 2.4.

Here and throughout we use \(C\) and \(C_\varepsilon\) for (positive) constants depending on (respectively) \(H\) and \((H, \varepsilon)\), different occurrences of which will usually denote different values. Similarly, we use \(\Omega\) and \(\Omega_\varepsilon\) as shorthand for \(\Omega_H\) and \(\Omega_{H, \varepsilon}\). We say an event \(E\) occurs \emph{with large probability} (w.l.p.) if \(\Pr(E) > 1 - \exp[-\Omega_\varepsilon(n^2p^{k-1}t)]\), and write “\(\alpha <^* \beta\)” for “w.l.p. \(\alpha < \beta\)” (where \(\varepsilon\) is as in the statement of the theorem). Note that (3.10) (with a suitable \(C\)) guarantees that an intersection of, for example, \(n^5\) w.l.p. events is itself a w.l.p. event, a fact we will sometimes use without mention in what follows.

By Lemma 3.2.4 we may assume \(\Delta_H = k - 1\). We reorder the vertices of \(H\) so that \(k - 1 = d(v_1) \geq d(v_2) \geq \ldots \geq d(v_k)\) and if \(d(v_2) = k - 2\) then \(v_2 \not\sim v_3\). We set \(A = V_1, B = V_2, C = V_3\) and always take \(a, b\) and \(c\) to be elements of \(A, B\) and \(C\) respectively.
For $K \subseteq H$ with vertex set $\{v_i : i \in T\}$ ($T \subseteq [k]$), define a copy of $K$ in $G$ ($= G(n, p, H)$) to be a set of vertices $\{x_i : i \in T\}$ with $x_i \in V_i$ and $x_ix_j \in E(G)$ whenever $v_iv_j \in E(K)$. For $x_1, x_2, \ldots, x_l$ vertices belonging to distinct $V_i$'s we use $w_K(x_1, \ldots, x_l)$ for the number of copies of $K$ containing $x_1, \ldots, x_l$; when $K = H$ we call this the weight of $\{x_1, \ldots, x_l\}$. We use $H_S = H - \{v_i : i \in S\}$ ($S \subset [k]$), and abbreviate $H_{[i]} = H_i$, $w_{H_S}() = w_S(\cdot)$ and $w_\emptyset(\cdot)$ ($= w_H(\cdot)$) = $w(\cdot)$. In practice, we will further abbreviate by suppressing brackets that should occur in the subscript of $w$. For example we will write $w_1(\cdot)$ in place of $w_{\{1\}}(\cdot)$.

Set $\vartheta = .05\varepsilon$ and define $\delta$ by $(1 + \delta)^k = 2$. For $x \in V$ and $i \in [k]$, let $d_i(x) = |N(x) \cap V_i|$, and set $d(x) = \max\{d_i(x) : i \in [k]\}$. Say a vertex $x$ is high degree if $d(x) > (1 + \delta)np$, and a copy of $H$ is type one if contains a high degree vertex from $A, B$ or $C$.

**Lemma 3.4.1.** W.l.p. $G$ contains less than $7\vartheta\Psi(H, n)$ type one copies of $H$.

Let $A', B', C'$ denote the subsets of $A, B, C$ respectively of vertices which are not high degree. For vertices $x, y \in G$ let $d_j(x, y) = |N(x) \cap N(y) \cap V_j|$ and $d(x, y) = \max_{j \geq 4} d_j(x, y)$. A pair of vertices $(x, y)$ is high degree if $d(x, y) > np^{3/2}$. For $k > 4$ a copy of $H$ is type two if it contains a high degree pair $(x, y)$ belonging to either $A' \times C'$ or $B' \times C'$; for $k = 4$ we don’t need this, and simply declare that there are no copies of type two.

**Lemma 3.4.2.** W.l.p. $G$ contains less than $2\vartheta\Psi(H, n)$ type two copies of $H$.

Set $s = \min\{t, n^{k-2-p(\frac{k-1}{2})}\}$, the two regimes corresponding to the two ranges of $f(k, n, p)$ ($= n^2p^{k-1}s$). Define $w^*(\cdot)$ in the same way as $w(\cdot)$, but with the count restricted to copies of $H$ that are not type one or two. Set

$$
\zeta = \begin{cases} 
3^{k-2}\Psi(H, n, p)/(n^2p^{k-1}s) & \text{if } k \geq 5 \\
225\Psi(H, n, p)/(n^2p^3s) & \text{if } k = 4
\end{cases}
$$

(3.26)

and (in either case) say $ab \in \nabla(A, B)$ is heavy if $w^*(a, b) > \zeta$. Finally, say a copy of $H$ is type three if it is not type one or two and contains a heavy edge, and type four if it is not type one, two or three.
Lemma 3.4.3. W.l.p. $G$ contains less than $4\vartheta\Psi(H, n)$ type three copies of $H$.

Lemma 3.4.4. With probability at least $1 - \exp[-\Omega_e(f(k, n, p))]$ $G$ contains less than $(1 + 2\vartheta)\Psi(H, n)$ type four copies of $H$.

Of course Theorem 3.2.3(a) (for $k \geq 4$) follows from Lemmas 3.4.1-3.4.4; these are proved in the next four sections.

3.5 Proof of Lemma 3.4.1

For $i \in [3]$ set $D_1(i) = \{x \in V_i : d(x) > np^{2/5}\}$ and $D_2(i) = \{x \in V_i : np^{2/5} \geq d(x) > (1 + \delta)np\}$, and for $j \in [2]$ set $S_j(i) = \sum\{d(x) : x \in D_j(i)\}$. We will show

Proposition 3.5.1. For all $1 \leq i \leq 3$,

$$w.l.p. \forall x \in D_j(i), \quad w(x)/d(x) < \begin{cases} 2n^{k-2}p^f_H-(k-1) & \text{if } j = 1 \\ 2n^{k-2}p^f_H-k+2(k-1)/5 & \text{if } j = 2 \end{cases}$$

and

Proposition 3.5.2. For all $1 \leq i \leq 3$,

$$w.l.p. \quad S_j(i) < \begin{cases} \vartheta n^2p^{k-1} & \text{if } j = 1 \\ kn^2p^{k-1} & \text{if } j = 2 \end{cases} \quad (3.27)$$

The lemma follows since the number of type one copies of $H$ is at most

$$\sum_{x: \text{high degree}} w(x) < * \sum_{i=1}^3 (S_1(i) \cdot 2n^{k-2}p^f_H-(k-1) + S_2(i) \cdot 2n^{k-2}p^f_H-k+2(k-1)/5)$$

$$< * 3(2\vartheta\Psi(H, n) + 2k\Psi(H, n)p^{2(k-1)/5-1}t)$$

$$< 7\vartheta\Psi(H, n),$$

using Propositions 3.5.1 and 3.5.2 for the first and second inequalities. ■

Proof of Proposition 3.5.1. Fix $i$ and condition on $\nabla(V_i)$ (thus determining $D_1(i)$ and $D_2(i)$). If $d_H(v_i) = k - 1$, then for any $x \in D_1(i)$, induction gives

$$\Pr(w(x) \geq 2\Psi(H, d(x))) < \exp[-\Omega(f(k - 1, d(x)))],$$
whence (noting $\Psi(H_i, \cdot) = \Psi(H_1, \cdot)$)

$$\Pr(\exists x \in D_1(i) : w(x) \geq 2\Psi(H_1, d(x))) < n \exp[-\Omega(f(k - 1, np^{2/5})]$$
$$< p^{n^2p^{k-1}}. \quad (3.28)$$

Similarly,

$$\Pr(\exists x \in D_2(i) : w(x) \geq 2\Psi(H_1, np^{2/5})) < n \Pr(X^r_{H_i} \geq 2\Psi(H_i, np^{2/5}))$$
$$< n \exp[-\Omega(f(k - 1, np^{2/5})]$$
$$< p^{n^2p^{k-1}} \quad (3.29)$$

Note that, here and throughout, we omit the routine verifications of inequalities like those in the last lines of (3.28) and (3.29).

If $d(v_i) = k - 2$, then $v_i \not\sim v_j$ for some $j \in [k]$. We partition $V_j = P_1 \cup \cdots \cup P_{[1/p]}$ with each $P_\ell$ of size at most $(1 + \delta)np$, and write $w^\ell(x)$ for the number of copies of $H$ containing $x$ and meeting $P_\ell$. Noting that here $\Psi(H_1, \cdot) = p^{-1}\Psi(H_i, \cdot)$ (and $w(x) = \sum_\ell w^\ell(x)$), we have

$$\Pr(w(x) \geq 2\Psi(H_1, d(x))) < \Pr(\exists \ell w^\ell(x) \geq 2\Psi(H_i, d(x)))$$
$$< p^{-1} \exp[-\Omega(f(k - 1, d(x)))]$$

for a given $x$, so that

$$\Pr(\exists x \in D_1(i) : w(x) \geq 2\Psi(H_1, d(x))) < np^{-1} \exp[-\Omega(f(k - 1, np^{2/5})]$$
$$< p^{n^2p^{k-1}}, \quad (3.30)$$

and

$$\Pr(\exists x \in D_2(i) : w(x) \geq 2\Psi(H_1, np^{2/5})) < np^{-1} \Pr(X^r_{H_i} \geq 2\Psi(H_i, np^{2/5}))$$
$$< np^{-1} \exp[-\Omega(f(k - 1, np^{2/5})]$$
$$< p^{n^2p^{k-1}}. \quad (3.31)$$

Finally, (3.28)-(3.31) imply that w.l.p.

$$w(x)/d(x) < 2\Psi(H_1, d(x))/d(x) = 2(d(x))^{k-1}p^{\epsilon_H-(k-1)}/d(x)$$
$$\leq 2n^{k-2}p^{\epsilon_H-(k-1)} \quad \forall x \in D_1(i)$$
and

\[ w(x)/d(x) < 2\Psi(H_1, np^{2/5})/d(x) = 2(np^{2/5})^{k-1}p^e H - (k-1)/d(x) \]
\[ \leq 2n^{k-2}p^e H - k + 2(k-1)/5 \quad \forall x \in D_2(i). \]

Proof of Proposition 3.5.2. We bound \(|\nabla(D_j(i))|\), which is, of course, an upper bound on \(S_j(i)\). We first assert that, for any \(i \in [3]\), w.l.p.

\[ |D_1(i)| < \vartheta np^{k-7/5} \quad \text{and} \quad |D_2(i)| < np^{k-2}t. \tag{3.32} \]

This will follow from Lemmas 2.2 and 2.3 (so really two applications of Lemma 2.2), a combination we will see repeatedly. For a given \(i\) and \(j\) the events \(\{x \in D_j(i)\} \ (x \in V_i)\) are independent with (using Lemma 2.2)

\[ \Pr(x \in D_1(i)) < k \Pr(B(n, p) > np^{2/5}) < k(ep^{3/5}np^{2/5}) < p^{0.5np^{2/5}} \]

and

\[ \Pr(x \in D_2(i)) < k \Pr(B(n, p) > (1 + \delta)np) < \exp[-\Omega(np)]. \]

An application of Lemma 2.3 now shows that (3.32) holds w.l.p. \[ \square \]

Assume then that (3.32) holds, and for convenience rename its bounds \(\vartheta np^{k-7/5} = r\) and \(np^{k-2}t = u\); we may of course assume \(r \geq 1\) if proving the first bound in (3.27) and \(u \geq 1\) if proving the second. We have (a bit crudely)

\[ \Pr(|\nabla(D_1(i))| \geq \vartheta n^2 p^{k-1}) < \Pr(\exists T \in \binom{V(i)}{r} : |\nabla(T)| \geq \vartheta n^2 p^{k-1}) \]
\[ < \binom{n}{r} \Pr(B((k-1)rn, p) \geq \vartheta n^2 p^{k-1}) \]
\[ < n^r (e(k-1)p^{3/5}) \vartheta n^2 p^{k-1} \]
\[ < p^{\Omega_e(n^2 p^{k-1})} \]
and

\[
\Pr(\{|\nabla(D_2(i))| \geq kn^2p^{k-1}t\}) < \Pr(\exists T \in \binom{V(i)}{u} : |\nabla(T)| \geq kn^2p^{k-1}t)
\]

\[
< \binom{n}{u} \Pr(\exists (k-1)un, p) \geq kn^2p^{k-1}t)
\]

\[
< n^u \exp[-\Omega(n^2p^{k-1}t)]
\]

\[
< p^\Omega(n^2p^{k-1}),
\]

with the third inequality in each case given by Lemma 2.2.

3.6 Proof of Lemma 3.4.2

(Here we are only interested in \(k \geq 5\).) We bound the contribution of high-degree \((A', C')\)-pairs, the argument for \((B', C')\)-pairs being similar.

Let \(A''\) be the (random) set of vertices of \(A'\) involved in high-degree \((A', C')\)-pairs—that is, \(A'' = \{a \in A' : \exists c \in C' d(a, c) > np^{3/2}\}\) —and define \(C''\) similarly. We will show that

\[
\text{w.l.p. } |A''|, |C''| < np^{k-5/2}
\]

(3.33)

and

\[
\text{w.l.p. } w(a, c) < 2t\Psi(H_{\{1,3\}}, (1 + \delta)np) \quad \forall (a, c) \in A' \times C'.
\]

(3.34)

Combining these we find that the total weight of high degree \((A', C')\)-pairs is w.l.p. at most

\[
(np^{k-5/2})^22t\Psi(H_{\{1,3\}}, (1 + \delta)np) < 4n^2p^{3k-7}t\Psi(H_{\{1,3\}}, n) < \partial \Psi(H, n),
\]

where the second inequality uses \(\Psi(H_{\{1,3\}}, n) \leq n^{-2}p^{-(2k-3)}\Psi(H, n)\) and \(4p^{k-4}t < \partial\) (see (3.11)). Since, as noted above, the same argument shows that the contribution of high-degree \((B', C')\)-pairs is w.l.p. at most \(\partial \Psi(H, n)\), the lemma follows.

**Proof of (3.33).** Given \(\nabla(C)\), the events \(\{a \in A''\}\) are independent, with

\[
\Pr(a \in A'') < n(k-2) \Pr[B((1 + \delta)np, p) > np^{3/2}]
\]

\[
< n(k-2)(e(1 + \delta)p^{1/2})^{np^{3/2}} < p^{0.4np^{3/2}} =: q,
\]
where we use (3.10), (3.11) and $k \geq 5$ for the last inequality. Thus, since $enq^{1/2} < 1$, Lemma 2.3 gives (3.33) for $A''$, and of course the same argument applies to $C''$.

Proof of (3.34). Here we have lots of room and just bound $\max\{w_3(a) : a \in A'\}$, a trivial upper bound on $\max\{w(a, c) : a \in A', c \in C'\}$. Since $d(a) < (1 + \delta)np$ (for $a \in A'$) and $v_1 \sim v_\ell \forall \ell \in [k] \setminus \{2, 3\}$, Theorem 3.2.3(b) gives (inductively)

$$\Pr[\exists a \in A' \ w_3(a) \geq 2t\Psi(H_{1,3}, (1 + \delta)np)] < n \exp[-\Omega(f(k - 2, (1 + \delta)np^{1/2}))] < p^{\Omega(n^2p^{k-1})}$$

(with verification of the second inequality, which does need (3.10) at one point, again left to the reader).

3.7 Proof of Lemma 3.4.3

This requires special treatment when $k = 4$; see the beginning of Section 3.7.2 for the reason for the split. In Sections 3.7.1 and 3.7.2 we set $A'' = \{a : d_i(a) \leq (1 + \delta)np \forall i \geq 3\} \supseteq A'$ and define $B''$ similarly.

3.7.1 Proof for $k \geq 5$

For reasons that will be explained as we proceed, we need somewhat different arguments for large and small values of $p$.

Case 1: $np^{(k-1)/2} \geq \log^4 n$. Let $C_b = \{c \in C \cap N(b) : d(b, c) \leq np^{3/2}\}$ and

$$W(A) = \{a : \exists b \in B'', \sum_{c \in C_b \cap N(a)} w_1(b, c) > \zeta\} \supseteq \{a : \exists b, w^*(a, b) > \zeta\}$$

(see (3.26) for $\zeta$), and define $W(B)$ similarly.

Remark. While it may seem more natural to define $W(A), W(B)$ in terms of $w(a, b)$ or $w^*(a, b)$, the present definition has the advantage of not depending on $\nabla(A, B)$. We will see something similar in Case 2.

The point requiring most work here is

$$\text{w.l.p. } |W(A)|, |W(B)| < np^{(k-1)/2}t^3.$$  \hfill (3.35)
Given this, the rest of the argument goes as follows. According to Lemma 2.2, (3.35) implies

$$\text{w.l.p. } |\nabla(W(A),W(B))| < \vartheta n^2 p^{k-1}$$  (3.36)

(since, given the inequality in (3.35), $|\nabla(W(A),W(B))| \sim B(m,p)$ for some $m < \vartheta^2 n^2 p^{k-1}$; note the inequalities in (3.35) and (3.36) depend on separate sets of random edges). On the other hand, an inductive application of Theorem 3.2.3(b) gives

$$\text{w.l.p. } w^*(a,b) < 2\Psi(H_{\{1,2\}}, (1 + \delta)np) \forall a,b$$  (3.37)

(using the fact that we are in Case 1 and noting that $d(a) > (1+\delta)np$ implies $w^*(a,b) = 0$).

Finally, the combination of (3.36) and (3.37) bounds the number of type three copies of $H$ by $\vartheta n^2 p^{k-1} \cdot 2\Psi(H_{\{1,2\}}, (1 + \delta)np) < 4\vartheta \Psi(H,n).$

Proofs of the two assertions in (3.35) being similar, we just deal with $W(A)$. We first show

$$\text{w.l.p. } w_1(b,c) < 2tn^{k-3}p^\delta H^{-(3k-3)/2} =: \gamma \forall b \in B'' \text{ and } c \in C_b$$  (3.38)

and

$$\text{w.l.p. } w_1(b) < 4n^{k-2}p^\delta H^{-(k-1)} \forall b \in B''.$$  (3.39)

These will imply, via Lemma 2.4, that the events $\{a \in W(A)\}$ are unlikely, and then (3.35) will be an application of Lemma 2.3.

Each of (3.38) and (3.39) is given (inductively) by Theorem 3.2.3(b), with small differences in arithmetic depending on $d(v_2)$ and $d(v_3)$: say we are in (a),(b) or (c) according to whether $(d(v_2),d(v_3))$ is $(k-1,k-1), (k-1,k-2)$ or $(k-2,k-2)$.

For (3.38) we first observe that, given $\nabla(B \cup C)$ and $c \in C_b$, $w_1(b,c)$ is stochastically dominated by $X := X(H_{\{1,2,3\}}, np^{3/2})$ in (a) and (c), and by the sum of $[1/p]$ copies of $X$ in (b). (For the latter assertion, let $\ell$ be the index for which $v_3 \not\sim v_\ell$ and, recalling that $b \in B''$, partition $N(b) \cap V_\ell = V_1 \cup \cdots \cup V_{[1/p]}$ with each block of size at most $np^{3/2}$.) Theorem 3.2.3(b) thus gives the upper bound

$$n^2 [1/p] \exp[-\Omega(f(k-3, np^{3/2}t^{1/(k-3)})] < p^{\Omega(n^2 p^{k-1})}$$  (3.40)
on either
\[ \Pr(\exists b \in B', c \in C_b : w_1(b, c) > 2t\Psi(H_{1,2,3}, np^{3/2})) \]
(if we are in (a) or (c)) or
\[ \Pr(\exists b \in B', c \in C_b : w_1(b, c) > 2 [1/p] \Psi(H_{1,2,3}, np^{3/2})) \]
(if we are in (b)), the inequality in (3.40) holding because we are in Case 1. (Note that
in (3.40) the \([1/p]\) is needed only when we are “in (b),” and the term involving \(t\) only
when \(k = 5\).)

To complete the proof of (3.38) it just remains to check that \(\gamma\) (recall this is the
right hand side of (3.38)) is an upper bound on \(2t\Psi(H_{1,2,3}, np^{3/2})\) if we are in (a) or
(c), and on \(2 [1/p] \Psi(H_{1,2,3}, np^{3/2})\) if we are in (b).

The proof of (3.39) is similar. Here, because we are in Case 1, Theorem 3.2.3(b)
gives the bound
\[ n [1/p] \exp[-\Omega(f(k - 2, (1 + \delta)np))] < p^{\Omega(n^2 p^{k-1})} \]
on \(\Pr(\exists b \in B'' w_1(b) > 2\Psi(H_{1,2}, (1 + \delta)np))\) if we are in (a) or (b), and on \(\Pr(\exists b \in B'' w_1(b) > 2 [1/p] \Psi(H_{1,2}, (1 + \delta)np))\) if we are in (c); and it’s easy to check that
\(2\Psi(H_{1,2}, (1 + \delta)np)\) or \(2 [1/p] \Psi(H_{1,2}, (1 + \delta)np)\) (as appropriate) is less than \(4n^{k-2} p^{e_H - (k-1)}\).

Finally we return to (3.35). Fix (and condition on) any value of \(E(G) \setminus \nabla(A,C)\)
satisfying the inequalities in (3.38) and (3.39). It is enough to show that, under this
conditioning and for any \(a\),
\[ \Pr(a \in W(A)) < \exp[-\Omega(np^{(k-1)/2} / t^2)] =: q, \quad (3.41) \]
since then Lemma 2.3 implies, using \(enq^{1/2} < 1\) and the fact that the events \(\{a \in W(A)\}\)
are independent,
\[ |W(A)| <^* np^{(k-1)/2} t^3. \]
(The assertion \(enq^{1/2} < 1\) (or \(enq^c < 1\)) imposes the most stringent requirement on \(p\)
for Case 1.)
For (3.41) we observe that (3.39) gives (for any \(a\) and \(b\) \(\in B''\))

\[
\mathbb{E} \sum_{c \in C_b \cap N(a)} w_1(b, c) = p \sum_{c \in C_b} w_1(b, c) \leq p \sum_{c \in C_b} w_1(b, c) < 4n^{k-2}p^{rH-k+2} < \zeta/2,
\]

whence, using Lemma 2.4 with (3.38), we have

\[
\Pr(a \in W(A)) < \Pr \left( \exists b \in B'' \sum_{c \in C_b \cap N(a)} w_1(b, c) > \zeta \right)
\]

\[
< n \exp[-\Omega(\zeta/\gamma)] < n \exp[-\Omega(np^{(k-1)/2}/t^2)]
\]

\[
< \exp[-\Omega(np^{(k-1)/2}/t^2)].
\]

\[\Box\]

**Case 2:** \(np^{(k-1)/2} < \log^4 n\). Recall that for very small \(p\)—in particular for \(p\) in the present range—and \(H \neq K_k\), Theorem 3.2.3 is contained in Lemma 3.2.5; we may thus assume \(H = K_k\). Let \(H' = H - v_1v_2\) and, writing \(w'\) for \(w_{H'}\), set

\[
W(A) = \{a : \exists b \in B'', w'(a, b) > \zeta\} \supseteq \{a : \exists b w^*(a, b) > \zeta\},
\]

and define \(W(B)\) similarly. (We could also work directly with \(w(a, b)\) and avoid the extra definitions; but the present treatment, which we will see again below, is more natural in that it allows us to ignore the essentially irrelevant \(\nabla(A, B)\).)

The argument here is similar to that for Case 1. We again show that membership in \(W(A), W(B)\) is unlikely, leading to

\[
\text{w.l.p.} \quad |W(A)|, |W(B)| < \log^8 n,
\]

which, in view of Lemma 2.2, again gives

\[
\text{w.l.p.} \quad |\nabla(W(A), W(B))| < \vartheta n^2p^{k-1}.
\]

On the other hand we will show, by an argument somewhat different from others seen here,

\[
\text{w.l.p.} \quad w^*(a, b) < n^{k-2}p^{(k-1)/2} \quad \forall a, b.
\]

Combining this with (3.44) gives Lemma 3.4.3 (for the present case).
Proof of (3.43). Of course it’s enough to prove the assertion for $W(A)$. We first observe that

$$w_1(b) < 2t\Psi(H_{\{1,2\}},(1+\delta)np) < 4t \log^{4k-8} n =: m \text{ } \forall b \in B''; \quad (3.46)$$

as elsewhere, this is given by an inductive application of Theorem 3.2.3(b), which says that, for any $b \in B''$,

$$\Pr(w_1(b) > 2t\Psi(H_{\{1,2\}},(1+\delta)np)) < \exp\left[-\Omega(f(k-2,(1+\delta)np^{1/(k-2)})]\right]$$

$$< p^{\Omega(n^2p^{k-1})}.$$

(Note that for very small $p$ the extra factor $t$ in (3.46)—which did not appear in (3.39)—is needed for the final inequality here.)

We now condition on $E(G) \setminus \nabla(A)$ and assume that, as in (3.46), $w_1(b) < m \forall b \in B''$. Note that $a \in W(A)$ means (at least) that there is some $b \in B''$ with

$$w'(a,b) \geq 3^{k-2}. \quad (3.47)$$

For $i \in \{3, \ldots, k\}$ (and any $b$), let $V_i^*(a,b)$ be the set of vertices of $V_i$ lying on copies of $H_1$ that contain $b$. Since

$$w'(a,b) \leq \prod_{i=3}^{k} |N(a) \cap V_i^*(b)|,$$

(3.47) at least requires $|N(a) \cap (\bigcup_{i=3}^{k} V_i^*(b))| \geq 3(k-2)$; so the probability (for a given $a$) that there is some $b$ for which (3.47) holds is at most

$$n \Pr(B((k-2)m,p) \geq 3(k-2)) < p^{-(k-1)/2 + (1-o(1))(k-2)} < p^{k-1} =: q.$$ 

But then, since (say) $enq^{3/4} < 1$, Lemma 2.3 gives (3.43). \qed

Remark. Of course (3.45) is the counterpart of (3.37) of Case 1 (since $H$ is now $K_k$ the two bounds differ only by small constant factors); but for very small $p$ the simple inductive derivation of (3.37) using Theorem 3.2.3(b) no longer applies, since $f(k-2,(1+\delta)np)$ may be much smaller than $f(k,n)$.

Proof of (3.45). We may assume $b \in B'$ as otherwise $w^*(a,b) = 0$. For $i \in \{3, \ldots, k\}$ let

$$V_i^*(a,b) = \{v \in V_i : \text{some copy of } H \text{ on } a, b \text{ contains } v\}.$$
We will show that
\[
\text{w.l.p. } |\nabla(V^*_i(a, b), V^*_j(a, b))| < n^2p^{k-1} \quad \forall i, j, a \text{ and } b \in B'. \tag{3.48}
\]
That this gives (3.45) is essentially a special case of a theorem of N. Alon [1], the precise statement used here (see the proof of Theorem 1.1 in [20]) being: an \( r \)-partite graph with at most \( \ell \) edges between any two of its parts contains at most \( \ell^{r/2} \) copies of \( K_r \).

For the proof of (3.48) we fix \( a, b \) and \( i < j \), and think of choosing edges of \( G \) in the order: (i) \( \nabla(b, V_3 \cup \cdots \cup V_k) \); (ii) \( \nabla(V_\alpha, V_\beta) \) for all \( 3 \leq \alpha < \beta \leq k \) except \( (\alpha, \beta) = (i, j) \); (iii) \( \nabla(a, V_i \cup V_j) \); (iv) \( \nabla(V_i, V_j) \). (The remaining edges are irrelevant here.)

Let \( H'' = H_1 - v_iv_j \). Since \( b \in B' \), Lemma 3.2.5 gives (since we are in Case 2)
\[
\text{w}_{H''}(b) <^{*} 2\Psi(H_{1,2} - v_iv_j, (1 + \delta)np) =: m. \tag{3.49}
\]
Let \( V^*_i \) be the set of vertices of \( V_i \) contained in copies of \( H'' \) that contain \( b \), and define \( V^*_j \) similarly.

If the bound in (3.49) holds, then each of \( V^*_i, V^*_j \) has size at most \( m < p^{-1}\log^{O(1)} n \); an application of Lemma 2.2 thus shows that w.l.p. each of \( N(a) \cap V^*_i, N(a) \cap V^*_j \) (and thus also \( V^*_i(a, b), V^*_j(a, b) \)) has size at most (say) \( p^{-1/4} \), and a second application gives (3.48).

\[\blacksquare\]

### 3.7.2 Proof for \( k = 4 \)

For \( k = 4 \), as in Case 2 above, we can’t simply invoke induction to obtain (3.37), since \( f(2, (1 + \delta)np) \approx n^2p^3 \) is smaller than \( f(4, n) \). This is the main reason a separate argument is needed for \( k = 4 \).

**Proof.** In this section, for \( x, y \in G \) let \( d(x, y) = \max_{j \geq 3} d_j(x, y) \). We consider the possibilities \( H = K_4 \) and \( H = K_4^- \) (\( K_4 \) with an edge removed) separately.

**Case 1.** \( H = K_4 \). Now \( ab \) is heavy if \( w^*(a, b) > 225n^2p^3/s \). Here it will be helpful to work with \( w \) rather than \( w^* \). We treat (heavy) \( ab \)'s with \( w(a, b) > n^2p^3 \) and those with \( w(a, b) \in (225n^2p^3/s, n^2p^3] \) separately.
To bound the contribution of edges of the first type, set

\[ A^* = \{ a : \exists b \in B'', w'(a, b) > n^2p^3 \} \subseteq \{ a : \exists b \in B', w(a, b) > n^2p^3 \} \]

(where \( w' \) is as in the paragraph containing (3.42)), and define \( B^* \) similarly. We first show

\[ \text{w.l.p. } |A^*|, |B^*| < np^{7/4}. \]  
(3.50)

To see this (for \( A^* \), say) we condition on the value of \( \nabla(B, C \cup V_4) \) and consider

\[ \Pr(\exists a \in A^*). \]

Noting that for any \( a \) and \( b \) in \( B'' \),

\[ \Pr(w'(a, b) \geq n^2p^3) \leq \Pr(d(a, b) > np^{5/4}) + \Pr(w'(a, b) \geq n^2p^3|d(a, b) \leq np^{5/4}) \]

(where 5/4 is just a convenient value between 1 and 3/2), we have

\[ \Pr(a \in A^*) < n[2 \Pr(B((1 + \delta)np, p) > np^{5/4}) + \Pr(B(n^2p^{5/2}, p) > n^2p^3)] \]
\[ \leq p^{\Omega(np^{5/4})} + p^{\Omega(n^2p^3)}. \]  
(3.51)

Since (given \( \nabla(B, C \cup V_4) \)) the events \( \{ a \in A^* \} \) are independent, Lemma 2.3 now gives (3.50). (Note that when the second term dominates (3.51), Lemma 2.3 gives \( A^* = \emptyset \) w.l.p.)

On the other hand, again using Lemma 2.2, we have

\[ \Pr(\exists a \in A, b \in B' : w(a, b) > n^2p^{3t}) < n^2 \Pr(B((1 + \delta)^2n^2p^3, p) > n^2p^3t) \]
\[ < p^{\Omega(n^2p^3)}, \]

and combining this with (3.50) gives

\[ \sum \{ w^*(a, b) : w(a, b) > n^2p^3 \} \leq |A^*||B^*|n^2p^{3t} < n^4p^{6.5t} \quad (< \varnothing n^4p^6). \]

For \( ab \) of the second type (i.e. with \( w(a, b) \in (225n^2p^3/s, n^2p^3) \)), we take \( J = 15np^{3/2}/\sqrt{s} \), set \( A_J = \{ a : \exists b \in B'', d(a, b) > J \} \), and define \( B_J \) similarly. Given \( \nabla(B, C \cup V_4) \) the events \( \{ a \in A_J \} \) are independent with, for each \( a \),

\[ \Pr(a \in A_J) < 2n \Pr(B((1 + \delta)np, p) > J) < 2np^{(1-o(1))J/2} =: q. \]
\( e(1 + \delta)np^{3/2 + o(1)} < J \) for the second inequality). Since \( enq^{1/2} < 1 \) (to see this, note \( J \) is always at least 15, and is \( n^{\Omega(1)} \) if \( p > n^{-2/3 + \Omega(1)} \), Lemma 2.3 gives
\[
|A_J| <^* \sqrt{\vartheta n^2 p^3 / J}.
\]
Of course an identical discussion applies to \( |B_J| \), so we have \( |A_J||B_J| <^* \vartheta n^2 p^3 \) and, by Lemma 2.2,
\[
|\nabla(A_J, B_J)| <^* \vartheta n^2 p^3.
\]
Thus, finally,
\[
\sum \{w^* (a, b) : ab \text{ heavy, } w(a, b) \in (n^2 p^3 / s, n^2 p^3]\}
<^* |\nabla(A_J, B_J)| n^2 p^3 = \vartheta n^4 p^6
\]

**Case 2:** \( H = K_4^- \). Recall that \( v_3v_4 \) is the missing edge and an edge \( ab \) is heavy if \( w^*(a, b) > 225\varphi(H, n, p)/(n^2 p^3 s) = 225n^2 p^2 / s \). We proceed more or less as in the second part of Case 1.

Set \( J = 15np/\sqrt{s} \), \( A_J = \{a : \exists b \in B'', d(a, b) > J\} \) and \( B_J = \{b : \exists a \in A'', d(a, b) > J\} \). Given \( \nabla(B, C \cup V_4) \) the events \( \{a \in A_J\} \) are independent with, for each \( a \),
\[
\Pr(a \in A_J) \leq 2n \Pr(B((1 + \delta)np, p) > J) < 2np^{1/2} < p^{1/3} =: q
\]
(using Lemma 2.2 and \( J > ep^{-1/2}(1 + \delta)np^2 \) for the second inequality). Since (say) \( enq^{1/2} < 1 \), Lemma 2.3 gives
\[
|A_J| <^* n^2 p^3 / J,
\]
and similarly for \( B_J \). Since \( ab \) heavy at least requires \( a \in A_J, b \in B_J \) and \( a \in A' \) (and since \( a \in A' \) implies \( w(a, b) < ((1 + \delta)np)^2 \)), this says that the number of type three copies of \( H \) is at most
\[
|A_J||B_J|((1 + \delta)np)^2 <^* (n^2 p^3 / J)^2((1 + \delta)np)^2 < \vartheta n^4 p^5
\]
3.8 Proof of Lemma 3.4.4

As earlier, set $H' = H - v_1v_2$ and $w' = w_{H'}$. Let $X' = \sum_{a \in A, b \in B} w'(a, b)$. Then $X' = X_{H'}$ depends only on $E(G) \setminus \nabla(A, B)$. Thus

$$X' <^* (1 + \vartheta)\Psi(H', n) = (1 + \vartheta)\Psi(H, n)/p,$$

where the inequality is given by induction if $d(v_2) = k - 1$ and by Lemma 3.2.4 if $d(v_2) = k - 2$.

Then

$$Y := \sum_{a \in A, b \in B} \min\{w'(a, b), \zeta\} \mathbf{1}_{\{ab \in E(G)\}} \geq \sum_{a \in A, b \in B} w^*(a, b) \mathbf{1}_{\{w^*(a, b) \leq \zeta\}}.$$

In view of (3.52) it’s enough to show that under any conditioning on $E(G) \setminus \nabla(A, B)$ for which $X' < (1 + \vartheta)\Psi(H, n)/p,$

$$\Pr(Y > (1 + 2\vartheta)\Psi(H, n)) < \exp[-\Omega_{\vartheta}(n^2p^{k-1}s)] \quad (= \exp[-\Omega_{\vartheta}(f(k, n, p))]).$$

But under any such conditioning (or any conditioning on $E(G) \setminus \nabla(A, B)$), the r.v.’s $\mathbf{1}_{\{ab \in E(G)\}}$ are independent; so, noting $EY \leq pX' < (1 + \vartheta)\Psi(H, n)$ and using Lemma 2.4, we have

$$\Pr(Y > (1 + 2\vartheta)\Psi(H, n)) < \exp[-\Omega_{\vartheta}(\Psi(H, n)/\zeta)] = \exp[-\Omega_{\vartheta}(n^2p^{k-1}s)].$$

3.9 Proof of Theorem 3.1.2

Recall here $H = K_k$. Set $r = \lceil 2E\xi_H \rceil = \lceil 2{\binom{n}{k}}p^{(s)} \rceil$. Note that we only need to prove Theorem 3.1.2 for small $p$, for simplicity say $p < n^{-2/(k-1)} \log n$, since above this $f(k, n, p) = n^2p^{k-1} \log(1/p)$ and the theorem is given by the lower bound in (3.5). It will thus be enough to show

**Proposition 3.9.1.** For $n^{-2/(k-1)} \leq p < n^{-2/(k-1)} \log n,$

$$\Pr(\xi_H = r) > \exp[-O(r)]$$
Proof. (This is an easy generalization of the argument for \( k = 3 \) given in [11].) The number of sets \( S \) of \( r \) vertex-disjoint copies of \( H \) in \( K_n \) is

\[
s := \frac{(n)_k}{r!(k!)^r} > \left( \frac{n^k}{r^k k^k} \right)^r.
\]  

(3.53)

For such an \( S \), let \( Q_S \) and \( R_S \) be the events \( \{ G \text{ contains all members of } S \} \) and \( \{ S \text{ is the set of } H \text{'s of } G \} \). We have \( \Pr(Q_S) = p^{r(k)} \) and will show (for any \( S \))

\[
\Pr(R_S|Q_S) = \exp[-O(r)],
\]

(3.54)

whence (using (3.53))

\[
\Pr(\xi_H = r) > \sum_S \Pr(Q_S) \Pr(R_S|Q_S) = sp^{r(k)} \exp[-O(r)]
\]

\[
> \left( \frac{n^k}{r^k k^k} \right)^r \exp[-O(r)] = \exp[-O(r)].
\]

For the proof of (3.54), fix \( S \); let \( W \) be the union of the vertex sets of the copies of \( H \) in \( S \); and for \( i = 0, \ldots, k \), let \( T(i) \) be the set of \( H \)'s (in \( K_n \)) having exactly \( i \) vertices outside \( W \). We have

\[
\Pr(R_S|Q_S) \geq (1 - p)^{|T(0)|} \prod_{i=1}^{k} \left( 1 - p^{(i)} + (k-i) \right)^{|T(i)|}
\]

(3.55)

\[
= \exp[-O(r)].
\]

Here the first inequality is given by Harris’ Inequality [22] (which for our purposes says that for a product probability measure \( \mu \) on \( \{0,1\}^E \) (with \( E \) a finite set) and events \( A_i \subseteq \{0,1\}^E \) that are either all increasing or all decreasing, \( \mu(\cap A_i) \geq \prod \mu(A_i) \)), and for the second we can use, say, \( |T(i)| < n^i (rk)^{k-i} \) for \( 0 \leq i \leq k \). (We omit the easy arithmetic, just noting that all factors but the last (that is, \( i = k \)) in (3.55) are actually much larger than \( \exp[-O(r)] \).)

\[\blacksquare\]

3.10 Concluding Remarks

Of course the big question is, what is the true behavior of the probability (3.1) for general \( H \)? We continue to use \( \xi_H \) for \( \xi_{H}^{n,p} \), and here confine ourselves to \( \eta = 1 \); that
is, we’re interested in \( \Pr(\xi_H > 2\xi_H) \). As usual we don’t ask for more than the order of magnitude of the exponent.

One can show, mainly following the argument of Section 3.9, that for any \( K \subseteq H \)

\[
\Pr(\xi_H \geq 2\xi_H) > \exp[-\Omega_H(\Psi(K, n, p))]
\]  

(3.56)

(where, recall, \( \Psi(K, n, p) = n^\alpha p^\beta \)). As far as we can see, it could be that the truth in (3.1) is always given by the largest of the lower bounds in (3.56) and (3.5). For the latter we (finally) define

\[
M_H(n, p) = \begin{cases} 
n^2p^{\Delta_H} & \text{if } p \geq n^{-1/\Delta_H} \\
\min_{K \subseteq H}(\Psi(K, n, p))^{1/\alpha_K} & \text{if } n^{-1/m_H} \leq p \leq n^{-1/\Delta_H}
\end{cases}
\]  

(3.57)

(where, as usual, \( \alpha^* \) is fractional independence number; see e.g. [26] or [5]). This is not quite the same as the quantity \( M_\ast H(n, p) \) used in [26], but, as shown in their Theorem 1.5, the two agree up to a constant factor; so the difference is irrelevant here.

**Conjecture 3.10.1.** For any \( H \) and \( p > n^{-1/m_H} \),

\[
\Pr(\xi_H \geq 2\xi_H) = \exp[-\Omega_H(\min\{ \min_{K \subseteq H, e_K > 0} \Psi(K, n, p), M_H(n, p)t \})].
\]  

(3.58)

(Recall \( t = \log(1/p) \).) We remark without proof (it is not quite obvious as far as we know) that, for a given \( H \), the set of \( p \) for which the (outer) minimum in (3.58) is \( M_H(n, p)t \) is the interval \( [p_K, 1] \), where \( K \) is a smallest subgraph of \( H \) with \( m_K = m_H \) and \( p_K \) is the unique \( p \) for which \( \Psi(K, n, p) = M_H(n, p) \log(1/p) \).

Conjecture 3.10.1 gives a different perspective on the observation from [26, Section 8.1] that \( H = K_2 \) shows that the lower bound in (3.5) is not always tight. In this case \( M_H(n, p) = n^2p \) for the full range of \( p \) above and, of course, \( \xi_H \) is just \( \text{Bin}(\binom{n}{2}, p) \); so the upper bound in (3.5) is the truth. But in fact (3.56) shows (with a little thought) that the lower bound in (3.5) is not tight for any \( H \) and sufficiently small \( p \) (\( > n^{-1/m_H} \)), since for small enough \( p \) one of the terms \( \Psi(K, n, p) \) in (3.58) is \( o(M_H(n, p)t) \). What’s special about \( K_2 \) is that it is the only (connected) \( H \) for which the best lower bound is never given by (3.5); that is, the minimum in (3.58) is never \( M_H(n, p)t \).
It also seems interesting to estimate

\[ \Pr(\xi_H \geq \gamma E\xi_H) \quad (3.59) \]

when \( \gamma = \gamma(n) = o(1) \). The present results essentially do this for \( H = K_k \) and “generic” \( p \); precisely, Theorem 3.2.3(b) implies (using a mild variant of Proposition 3.2.1)

\[ \Pr(\xi_H > 2\tau\Psi(H, n, p)) < \exp[-\Omega(f(k, n\tau^{1/k}, p))] \quad , (3.60) \]

which, for \( p \) in the range where \( f(k, n\tau^{1/k}, p) = n^2\tau^{2/k}p^{k-1}t \), is (up to the constant in the exponent) the probability of containing a clique of size \( np^{(k-1)/2}(2\tau)^{1/k} \) (provided this is not more than \( \binom{n}{k} \)). Of course the trick that gets Theorem 3.2.3(b) from Theorem 3.2.3(a) is general, so results on Conjecture 3.10.1 give corresponding upper bounds for (3.59); but these bounds will not be tight in general, and at this writing we don’t have a good guess as to the general truth in (3.59).
Chapter 4
Mantel’s Theorem for Random Graphs

4.1 Introduction

Write $t(H)$ (resp. $b(H)$) for the maximum size of a triangle-free (resp. bipartite) subgraph of a graph $H$. Of course $t(H) \geq b(H)$, and Mantel’s Theorem [39] (the first case of Turán’s Theorem [47]) says that equality holds if $H = K_n$. Here we are interested in understanding when equality is likely to hold for a random graph; that is, for what $p = p(n)$ one has

$$t(G_{n,p}) = b(G_{n,p}) \quad w.h.p.$$  (4.1)

(where an event holds with high probability (w.h.p.) if its probability tends to 1 as $n \to \infty$). Note that (4.1) holds for very small $p$, for the silly reason that $G$ is itself likely to be bipartite; but we are really thinking of more interesting values of $p$.

The problem seems to have first been considered by Babai, Simonovits and Spencer [3], who showed (inter alia) that (4.1) holds for $p > 1/2$ (actually for $p > 1/2 - \varepsilon$ for some fixed $\varepsilon > 0$), and asked whether it could be shown to hold for $p > n^{-c}$ for some fixed positive $c$. This was accomplished by Brightwell, Panagiotou and Steger [6] (with $c = 1/250$), who also suggested that $p > n^{-1/2+\varepsilon}$ might be enough. Here we prove the correct result and a little more:

**Theorem 4.1.1.** There is a $C$ such that if $p > C n^{-1/2} \log^{1/2} n$, then w.h.p. every maximum triangle-free subgraph of $G_{n,p}$ is bipartite.

This is best possible (up to the value of $C$), since, as observed in [6], for $p = 0.1 n^{-1/2} \log^{1/2} n$, $G_{n,p}$ will usually contain a 5-cycle of edges not lying in triangles. In fact it’s not hard to see that the probability in (4.1) tends to zero for, say, $p \in [n^{-1}, 0.1 n^{-1/2} \log^{1/2} n]$,
whereas, as noted above, (4.1) again holds for very small $p$. An appealing guess is that, for a given $n$, the probability in (4.1) has just one local minimum; but we have no idea how a proof of this would go, or even any strong conviction that it’s true.

Of course a more general question is, what happens when we replace “triangle” by “$K_r$” (and “bipartite” by “$(r-1)$-partite”)? A natural extension of Theorem 4.1.1 to general $r$ is

**Conjecture 4.1.2.** For any fixed $r$ there is a $C$ such that if

$$ p > C n^{-2/r+1} \log^{2/(r+1)(r-2)} n, $$

then w.h.p. every maximum $K_r$-free subgraph of $G_{n,p}$ is $(r-1)$-partite.

(This is again best possible apart from the value of $C$, basically because for smaller $p$ there are edges not lying in $K_r$’s.) The argument of [6] gives the conclusion of Conjecture 4.1.2 provided $p > n^{-c_r}$ for a sufficiently small $c_r$.

The next section states our two main points, Lemmas 4.2.2 and 4.2.3, and gives the easy derivation of Theorem 4.1.1 from these. The lemmas themselves are proved in Sections 4.4 and 4.5, following some routine treatment of unlikely events in Section 4.3, and we close in Section 4.6 with a few comments on related issues.

**Usage.** We will sometimes think of an $R \subseteq \binom{V}{2}$ as the graph $(V(R), R)$, with $V(R)$ the set of vertices contained in members of $R$; so for example $N_R(x)$ is the set of $R$-neighbors of $x$, $R[W]$ is the subgraph of $R$ induced by $W \subseteq V$, and “$R$ is bipartite” has the obvious meaning.

When speaking of a cut $\Pi = (A, B)$, we will think of $\Pi$ as either the set of edges $\nabla(A, B)$ or as the ordered partition $A \cup B$ of $V$ (so we distinguish $\Pi = (A, B)$ and $\Pi = (B, A)$). Of course $|\Pi|$ means $|\nabla(A, B)|$.

Following common practice, we usually pretend that large numbers are integers, to avoid cluttering the exposition with essentially irrelevant floor and ceiling symbols.
4.2 Outline

We assume from now on that $p > Cn^{-1/2} \log^{1/2} n$ with $C$ a suitably large constant and $n$ large enough to support the arguments below. In slightly more detail: we fix small positive constants $\varepsilon$ and $\eta$ with $\varepsilon >> \eta$, set $\alpha = .8$, and take $C$ large relative to $\varepsilon$. (The most stringent demand on $C$ is that it be somewhat large compared to $\varepsilon^{-5/2}$; see the end of Section 4.4. For $\alpha$, any value in $(2/3, 1)$ would suffice. Apart from this, we will mostly avoid numerical values: no optimization is attempted, and it will be clear in what follows that the constants can be chosen to do what we ask of them.)

Say a cut $(A, B)$ is balanced if $|A| = (1 \pm \eta)n/2$; though we will sometimes speak more generally, all cuts of actual interest below will be balanced.

We will need the following version of a result of Kohayakawa, Łuczak and Rödl [34]. (See [25, Theorem 8.34] and e.g. [25, Proposition 1.12] for the standard fact that the $G_{n,M}$ statement implies the $G_{n,p}$ version.)

**Theorem 4.2.1.** For each $\vartheta > 0$ there is a $K$ such that for $p = p(n) > Kn^{-1/2}$ w.h.p.

each triangle-free subgraph of $G = G_{n,p}$ of size at least $|G|/2$ can be made bipartite by deletion of at most $\vartheta n^2p$ edges.

See Section 4.6 for a little more on Theorem 4.2.1.

For a cut $\Pi = (A, B)$, set $X(\Pi) = \{x \in A : d_B(x) < (1 - 2\varepsilon)np/4\}$ and $T(\Pi) = \{x \in A : d_B(x) < (1 - \varepsilon)np/2\} \supseteq X(\Pi)$, and let $Q(\Pi)$ consist of those pairs $\{x, y\}$ from $A$ which either meet $X(\Pi)$ or satisfy one of

(i) $x, y \in A \setminus T(\Pi)$ and $d_B(x, y) < \alpha np^2/2$;

(ii) $|\{x, y\} \cap T(\Pi)| = 1$ and $d_B(x, y) < \alpha np^2/4$;

(iii) $\{x, y\} \subseteq T(\Pi)$ and $d_B(x, y) < \alpha np^2/8$.

In addition we set $Q_v(\Pi) = \{\{x, y\} \in Q(\Pi) : \{x, y\} \cap X(\Pi) \neq 0\}$ and $Q_e(\Pi) = Q(\Pi) \setminus Q_v(\Pi)$. Note that members of $Q(\Pi)$, while often treated as edges of an auxiliary graph, need not be edges of $G$. 

For a cut $\Pi = (A, B)$ and $F \subseteq G$, let

$$\varphi(F, \Pi) = 2|F[A]| + |F[A, B]|.$$  

**Lemma 4.2.2.** W.h.p.

$$\varphi(F, \Pi) < |\Pi|$$

whenever $\Pi = (A, B)$ is balanced and $F \subseteq G$ is triangle-free with $F \neq \Pi$, $F \cap Q(\Pi) = \emptyset = F[B]$, $|F[A]| < \eta|F[A, B]|$, 

and

$$|N_F(x) \cap B| \geq |N_F(x) \cap A| \ \forall x \in A.$$  (4.3)

**Lemma 4.2.3.** W.h.p.

$$b(G) > |\Pi| + 2|Q|$$  (4.4)

whenever the balanced cut $\Pi = (A, B)$ and $\emptyset \neq Q \subseteq G \cap Q(\Pi)$ satisfy

$$d_Q(x) \leq d_B(x) \ \forall x \in A.$$  (4.5)

Given Lemmas 4.2.2 and 4.2.3 we finish easily as follows. Let $F_0$ be a maximum triangle-free subgraph of $G$, and $\Pi = (A, B)$ a cut maximizing $|F_0[A, B]|$ with (w.l.o.g.) $|F_0[A]| \geq |F_0[B]|$. Since $\Pi$ maximizes $|F_0[A, B]|$, we have (4.3) (with $F_0$ in place of $F$)—otherwise we could move some $x$ from $A$ to $B$ to increase $|F_0[A, B]|$—and Theorem 4.2.1 implies that w.h.p. $F_0$ also satisfies (4.2) (actually with $o(1)$ in place of $\eta$). Moreover $\Pi$ is balanced w.h.p., since (w.h.p.)

$$|\nabla(A, B)| \geq |F_0[A, B]| > (1 - o(1))|F_0| \geq (1 - o(1))|G|/2 > (1 - o(1))n^2p/4$$  (4.6)

and, for example,

$$|\nabla(A, B)| < \begin{cases} 
(1 + o(1))|A||B|p & \text{if } |A|, |B| > n/5 \\
(1 + o(1))\min\{|A|, |B|\}np & \text{otherwise.} 
\end{cases}$$  (4.7)
Here the second inequality in (4.6) is again Theorem 4.2.1, and the third is the standard observation that $b(G) \geq |G|/2$ for any $G$. The last inequality in (4.6) and those in (4.7) are easy consequences of Chernoff’s inequality (Theorem 2.1 below, used via Proposition 2.5 for the second inequality in (4.7)).

Let $F_1 = F_0 \setminus F_0[B]$ and $F = F_1 \setminus Q(\Pi)$. Noting that these modifications introduce no triangles and preserve (4.2) and (4.3), we have, w.h.p.,

$$t(G) = |F_0|$$
$$\leq \varphi(F_1, \Pi)$$
$$= \varphi(F, \Pi) + 2|F_1 \cap Q(\Pi)|$$
$$\leq |\Pi| + 2|F_1 \cap Q(\Pi)|$$
$$\leq b(G).$$

Here (4.8) is given by Lemma 4.2.2 and (4.9) by Lemma 4.2.3 (the latter applied with $Q = F_1 \cap Q(\Pi)$ and (4.5) implied by (4.3) for $F_1$).

This gives (4.1). For the slightly stronger assertion in the theorem, notice that we have strict inequality in (4.8) unless $F = \Pi$ and in (4.9) unless $F_1 \cap Q(\Pi) = \emptyset$. Thus $|F_0| = b(G)$ implies $F_0[A] = F[A] \cup (F_1 \cap Q(\Pi)) = \emptyset$, so also $F_0[B] = \emptyset$ (since we assume $|F_0[A]| \geq |F_0[B]|$).

\[\square\]

4.3 Preliminaries

Here we just dispose of some anomalous events. The next three assertions are easy consequences of Theorem 2.1.

**Proposition 4.3.1.** There is a $K$ such that w.h.p., for every $\kappa > Kp^{-1}\log n$ and $S, T \neq \emptyset$ disjoint subsets of $V$ with $|S| \leq \min\{\kappa, |T|\}$,

$$|\nabla(S, T)| \leq 2|T|\kappa p$$

and

$$|G[S]| \leq |S|\kappa p.$$
Proof. We show (4.10), omitting the similar proof of (4.11). For given \(s, t\) with \(s \leq t\), the number of possibilities for \(S\) and \(T\) of sizes \(s\) and \(t\) respectively \((s \leq t)\) is less than \(\binom{n}{s}\binom{n}{t} < \exp[2t \log n]\). But for a given \(S, T\), since \(\mathbb{E}|\nabla(S, T)| = |S||T|p \leq |T|\kappa p\), Theorem 2.1 gives (say)

\[
\Pr(|\nabla(S, T)| \geq 2|T|\kappa p) < \exp[-|T|\kappa p/3].
\]

The probability that (4.10) fails for some \(\kappa, S, T\) is thus at most

\[
n^2 \sum_{t>0} \exp[(2-K/3)t \log n]
\]

(where the \(n^2\) covers choices for \(s, \kappa \in [n]\)), which is \(o(1)\) if \(K > 12\).

Proposition 4.3.2. There is a \(K\) such that w.h.p. \(|T(\Pi)| < Kp^{-1}\) for every balanced cut \(\Pi\).

Proof. The number of possibilities for \(\Pi = (A, B)\) and a \(T \subseteq A\) of size \(t := \lceil K/p \rceil\) is less than \(\exp_2[n + t \log_2 n]\), while for such a \(\Pi\) and \(T\),

\[
\Pr(T(\Pi) \supseteq T) < \Pr(|\nabla(T, B)| < (1-\varepsilon)tnp/2) < \exp[-ctnp],
\]

with \(c \approx \varepsilon^2/4\) (using \(|B| > (1-\eta)n/2\)). The proposition follows, e.g. with \(K = 4\varepsilon^{-2}\).

Proposition 4.3.3. There is a \(K\) such that w.h.p. for every cut \(\Pi = (A, B)\) and \(x \in A \setminus X(\Pi)\),

\[
d_{Q_e(\Pi)}(x) < K/p. \tag{4.12}
\]

Proof. By Proposition 2.5 it’s enough to show that w.h.p. (4.12) holds whenever (say) \(d(x) \leq (1+\varepsilon)np\). Noting that a violation at \(x\) (and some \(\Pi\)) implies that there are disjoint \(S \subseteq V\) and \(T \subseteq N(x)\) with \(|T| \geq t := (1-2\varepsilon)np/4\), \(|S| = s := \lceil K/p \rceil\) and \(|\nabla(S, T)| < \frac{n}{1-2\varepsilon} s|T|p =: (1-\zeta)s|T|p\), we find that the probability of such a violation with \(d(x) \leq (1+\varepsilon)np\) is at most

\[
n^2 2^{(1+\varepsilon)np} (\frac{n}{s}) \exp[-\zeta^2 stp/2],
\]

which is \(o(1)\) for sufficiently large \(K\) (e.g. \(K = 5000\) is enough).
4.4 Proof of Lemma 4.2.2

We will show that the “w.h.p.” statement in Lemma 4.2.2 holds whenever we have the conclusions of Propositions 2.5, 2.6, 4.3.1 and 4.3.2; so we assume in this section that these conclusions hold for $K$, which we take to be the largest of the $K$’s appearing in these propositions (so $K \approx 4\varepsilon^{-2}$, which is what’s needed in Propositions 2.6 and 4.3.2).

To keep the notation simple, we set, for a given $\Pi = (A, B)$ and $F$,

$$I = F[A], \quad J = F[A, B], \quad L = G[A, B] \setminus J,$$

and write, e.g., $I(x)$ for the set of edges of $I$ containing $x$.

We may assume that, given $\Pi$, $F$ maximizes $\varphi(F, \Pi)$ subject to the conditions of the lemma. Notice that this implies

$$d_I(x) \geq d_L(x)/2 \quad \forall x \in A,$$  \hspace{1cm} (4.13)

since if $x$ violates (4.13) then $F' := (F \setminus I(x)) \cup L(x)$ satisfies the conditions of the lemma (using $F[B] = \emptyset$ to say $F'$ is triangle-free) and has $\varphi(F', \Pi) > \varphi(F, \Pi)$. We will actually show that if (4.13) is added to our other assumptions then $I = \emptyset$, whence $F \subset \Pi$ and $\varphi(F, \Pi) = |F| < |\Pi|$; so we now assume (4.13).

Set $T = T(\Pi) \setminus X(\Pi)$, $S = \{x \in A \setminus T : d_I(x) > \varepsilon np\}$, $R = A \setminus (S \cup T)$, $T_1 = \{x \in T : d_I(x) > \varepsilon np\}$ and $T_2 = T \setminus T_1$. Let

$$M = |\{ (x, y, z) : xy \in I, xz \in L, yz \in G \}|.$$

(Note $xy \in I \Rightarrow x, y \in A$ and then $xz \in L \Rightarrow z \in B$.) Since $F$ is triangle-free, we have

$$\sum_{x \in A} |\nabla(N_I(x), N_L(x))| = M \geq \sum_{x \in A} |\nabla(N_I(x), N_J(x))|. \hspace{1cm} (4.14)$$

So if we set $g(x) = |\nabla(N_I(x), N_L(x))|$ and $f(x) = |\nabla(N_I(x), N_J(x))|$ (for $x \in A$), then (4.14) says

$$\sum_{x \in A} (g(x) - f(x)) \geq 0,$$

whereas we’ll show

$$\sum_{x \in A} (g(x) - f(x)) < 0 \quad \text{unless } I = \emptyset. \hspace{1cm} (4.15)$$
Proof. We first assert that
\[
g(x) - f(x) < \begin{cases} 
(1 + 4\varepsilon)d_I(x)np^2/3 & \text{if } x \in S, \\
(1 + 4\varepsilon)d_I(x)np^2/6 & \text{if } x \in T_1.
\end{cases}
\]  
(4.16)

To see this, rewrite
\[
g(x) - f(x) = |\nabla(N_I(x), N_B(x))| - 2|\nabla(N_I(x), N_J(x))|.  
\]  
(4.17)

For \( x \in S \cup T_1, \) (2.6) (with (4.3)) gives \(|\nabla(N_I(x), N_B(x))| < (1 + \varepsilon)pd_I(x)d_B(x) \) and
\[ |\nabla(N_I(x), N_J(x))| > (1 - \varepsilon)pd_I(x)d_J(x), \]
while
\[ d_J(x) \geq d_B(x)/3 \]
for any \( x \in A \) (since \( d_L(x) + d_J(x) = d_B(x) \) and, according to (4.13) and (4.3), \( d_L(x) \leq 2d_I(x) \leq 2d_J(x) \)). Inserting these bounds in (4.17) and using (quite unnecessarily) \( d_B(x) \leq d(x) - d_I(x) < (1 + o(1) - \varepsilon)np \) (see (2.3)) gives (4.16).

We next consider \( x \in R \cup T_2, \) and rewrite
\[
g(x) - f(x) = 2|\nabla(N_I(x), N_L(x))| - |\nabla(N_I(x), N_B(x))|. \]
(4.18)

We consider the two terms on the right separately, beginning with the second. Recalling that \( I \cap Q(\Pi) = \emptyset \) and setting \( d'_I(x) = |N_I(x) \setminus T|, \) \( d''_I(x) = |N_I(x) \cap T|, \) we have
\[
|\nabla(N_I(x), N_B(x))| \geq \begin{cases} 
\alpha np^2 (d'_I(x)/2 + d''_I(x)/4) & \text{if } x \in R, \\
\alpha np^2 d_I(x)/8 & \text{if } x \in T_2.
\end{cases}
\]  
(4.19)

For the first term on the r.h.s. of (4.18) we have
\[
x \in R \cup T_2 \Rightarrow |\nabla(N_I(x), N_L(x))| < d_I(x) \cdot 4\varepsilon np^2, \]
(4.20)
using (4.10) and the fact that \( x \in R \cup T_2 \) implies \( d_L(x) \leq 2d_I(x) \leq 2\varepsilon np. \) (In more detail: if \( d_L(x) \leq d_I(x) \) then we use (4.10) with \( S = N_L(x), \) \( T = N_I(x) \) and \( \kappa = \varepsilon np; \) otherwise, we take \( S = N_I(x), \) \( T = N_L(x) \) and \( \kappa = \varepsilon np \) to obtain the bound \( d_L(x) \cdot 2\varepsilon np^2 \leq d_I(x) \cdot 4\varepsilon np^2. \))

In particular, for \( x \in T_2 \) we have
\[
g(x) - f(x) \leq d_I(x)np^2(8\varepsilon - \alpha/8) \leq 0. \]
(4.21)
Collecting the information from (4.16) and (4.18)-(4.21), we find that the sum in (4.15) is bounded above by

\[ np^2[(1 + 4\varepsilon)(\sum_{x \in S} \frac{d_I(x)}{3} + \sum_{x \in T_1} \frac{d_I(x)}{6}) + \sum_{x \in R} \{8\varepsilon d_I(x) - \alpha(\frac{d'_I(x)}{2} + \frac{d''_I(x)}{4})\}] \]. (4.22)

So we just need to show that this is negative if \( I \neq \emptyset \), which follows from

\[ \sum_{x \in R} d'_I(x) \geq \frac{9}{2} \sum_{x \in S} d_I(x) \] (4.23)

and

\[ \sum_{x \in R} d''_I(x) \geq \frac{9}{2} \sum_{x \in S} d_I(x) \text{ if } |T_1| \geq \eta|S|. \] (4.24)

(If \( \eta|S| > |T_1| \) then (4.23) is enough and we don’t need the \( d''_I \) terms in (4.22).)

The proofs of (4.23) and (4.24) are similar and we just give the first.

**Proof of (4.23).** We may of course assume \( S \neq \emptyset \). Since \( \sum_{x \in S} d_I(x) = \sum_{x \in R} d'_I(x) + |I[S,T]| + 2|I[S]| \), it’s enough to show

\[ |\nabla(S,T)| + 2|G[S]| \leq \frac{1}{2} \sum_{x \in S} d_I(x). \] (4.25)

Notice that \( |T| < Kp^{-1} \) (see Proposition 4.3.2) and \( |S| < (\eta/\varepsilon)n \) (by (4.2) and (2.6), the latter applied to \( |\nabla(A,B)| \)). Combining these bounds with the conclusions of Proposition 4.3.1 (using \( \kappa = (\eta/\varepsilon)n \) and \( \kappa = Kp^{-1} \log n \) respectively) gives \( |G[S]| \leq |S|(\eta/\varepsilon)np \) and

\[ |\nabla(S,T)| \leq 2 \max\{|S|, |T|\} K \log n \leq \begin{cases} 2K|S| \log n & \text{if } |S| \geq |T|, \\ 2K^2 p^{-1} \log n & \text{if } |S| < |T|. \end{cases} \]

So, noting that \( \sum_{x \in S} d_I(x) > |S|\varepsilon np \) and that \( 2K^2 p^{-1} \log n \) is small relative to \( \varepsilon np \), we have (4.25).
4.5 Proof of Lemma 4.2.3

For $\Pi = (A, B)$, let $\Pi^\ast = (A \setminus X(\Pi), B \cup X(\Pi))$. Propositions 2.5 and 4.3.2 imply that w.h.p.

$$|\Pi^\ast| \geq |\Pi| + \sum_{x \in X(\Pi)} (d(x) - 2d_B(x) - |X(\Pi)|) \geq |\Pi| + |X(\Pi)| np / 2 \quad \text{for every balanced } \Pi. \quad (4.26)$$

If $Q$ and $\Pi$ are as in Lemma 4.2.3 and $|Q \cap Q_v(\Pi)| > (1 + \varepsilon)^{-1}|Q|$ then, since $|Q \cap Q_v(\Pi)| < |X(\Pi)|(1 - 2\varepsilon)np/4$ (by (4.5)), we have

$$|Q| < (1 - \varepsilon - 2\varepsilon^2)|X(\Pi)|np/4,$$

and it follows that

$$b(G) \geq |\Pi^\ast| > |\Pi| + 2|Q|$$

provided (4.26) holds. It is thus enough to show

**Lemma 4.5.1.** There is a $\delta > 0$ such that w.h.p.

$$b(G) > |\Pi| + |Q|\delta np^2$$

for every balanced cut $\Pi$ and $\emptyset \neq Q \subseteq Q_e(\Pi)$.

**Proof.** Set $\gamma = (1 - 2\varepsilon)/4$, $\alpha' = \alpha/(1 - 2\varepsilon)$, and let $\zeta$ be a positive constant satisfying

$$\theta := .9 - 2\zeta/\gamma - \alpha' > 0.$$

By Proposition 4.3.3 it’s enough to prove Lemma 4.5.1 when $d_Q(x) < K/p$ ($K$ as in the proposition) for all $x \in A$. It’s also easy to see that for any such $Q$ and $\tau \in [p, K]$, there is a bipartite $R \subseteq Q$ with

$$d_R(x) \leq \lceil \tau/p \rceil \quad \forall x \quad (4.27)$$

and $|R| \geq \frac{\tau}{2K}|Q|$. (To see this, start with a bipartite $Q' \subseteq Q$ with $|Q'| \geq |Q|/2$. Assigning each edge of $Q'$ weight $\tau/K$ gives total weight at each vertex at most $\lceil \tau/p \rceil$ (actually $\tau/p$ of course, but we want integers), and the Max-flow Min-cut Theorem
then gives the desired $R$. It thus suffices to prove Lemma 4.5.1 with $Q$ replaced by a bipartite $R \subseteq Q_e(\Pi)$ satisfying (4.27), where we set

$$\tau = \max\{\zeta, p\}.$$ 

(We could of course just invoke [6] to handle large $p$, but it seems silly to avoid the few extra lines needed to deal with this easier case.)

For $X, Y$ disjoint subsets of $V$, $f : X \rightarrow \{k \in \mathbb{N} : k \geq \gamma np\}$, and $R \subseteq \{\{x, y\} : x \in X, y \in Y\}$ satisfying (4.27) with $V(R) = X \cup Y$, denote by $E(R, X, Y, f)$ the event that there is a balanced cut $\Sigma = (A, B)$ with $R \subseteq Q_e(\Sigma)$,

$$d_B(x) = f(x) \ \forall x \in X,$$  

and

$$b(G) < |\Sigma| + \partial |R| \gamma np^2.$$ 

We will show

$$\Pr(E(R, X, Y, f)) < \exp[-.001|R|np^2].$$  

(4.29)

This is enough to prove Lemma 4.5.1 (with $R$ in place of $Q$ as discussed above), since the number of possibilities for $(R, X, Y, f)$ with $|R| = t$ is less than $(\binom{t}{2})2^t n^t < \exp[3t \log n]$.

For the proof of (4.29) we think of choosing $G$ in stages:

(i) Choose all edges of $G$ except those in $\nabla(Y, V \setminus X)$.

(ii) Choose all remaining edges of $G$ except those belonging to the sets $\nabla(y, \cup_{xy \in R} N_x)$ for $y \in Y$.

(iii) Choose the remaining edges of $G$.

Let $G'$ be the subgraph of $G$ consisting of the edges chosen in (i) and (ii), and let $(S, T)$ be a balanced cut of $G'$ of maximum size among those satisfying

$$X \cup Y \subseteq S \ \text{and} \ d_T(x) = f(x) \ \forall x \in X.$$  

(Of course if there is no such cut then $E(R, X, Y, f)$ does not occur.) For each $y \in Y$ set $M(y) = (\cup_{xy \in R} N_x) \cap T$ and $F(y) = \sum_{xy \in R} f(x)$. 

If \( \Sigma = (A, B) \) and \( R \subseteq Q_e(\Sigma) \), then
\[
d_B(x, y) < \alpha' \min\{d_B(x), d_B(y)\}p \quad \forall \{x, y\} \in R. \tag{4.30}
\]

Our choice of \((S, T)\) gives
\[
|\Sigma| \leq |G'[S, T]| + \sum_{y \in Y} \sum_{x \in R} d_B(x, y) \\
\leq |G'[S, T]| + \sum_{y \in Y} \sum_{x \in R} \alpha' d_B(x)p \\
= |G'[S, T]| + \alpha' \sum_{y \in Y} F(y) \tag{4.31}
\]
for any balanced cut \( \Sigma = (A, B) \) satisfying \( X \cup Y \subseteq A \), (4.28) and (4.30), while
\[
b(G) \geq |G'[S, T]| + \sum_{y \in Y} |\nabla(y, M(y))| \tag{4.32}
\]

Suppose first that we are in the (main) case \( p < \zeta \) (so \( \tau = \zeta \)). Then w.h.p. (depending only on \( G' \)) we have
\[
|M(y)| \geq \sum_{x \in R} [d_T(x) - \sum \{d_T(x, x') : x \neq x' \in N_R(y)\}] \\
> (1 - 2\zeta/\gamma)F(y), \tag{4.33}
\]
for each \( y \in Y \), since for any \( x \in X, d_T(x) = f(x) \geq \gamma np \) and the inner sum in (4.33) is (w.h.p.) at most
\[
d_R(y) \max \{d(x, x') : x, x' \in V\} < [\zeta/p](1 + o(1))np^2 < 2\zeta np.
\]
So w.h.p. the sum in (4.32) has the distribution Bin\((m, p)\) for some
\[
m > (1 - 2\zeta/\gamma) \sum_{y \in Y} F(y) \geq (1 - 2\zeta/\gamma)|R|\gamma np, \tag{4.34}
\]
and exceeds \(0.9mp\) with probability at least \(1 - e^{-0.005np} > 1 - e^{-0.001|R|np^2}\); and whenever this happens, \( b(G) \) exceeds the r.h.s. of (4.31) by at least
\[
(0.9 - 2\zeta/\gamma - \alpha') \sum_{y \in Y} F(y)p \geq \vartheta|R|\gamma np^2. \tag{4.35}
\]

If \( p \geq \zeta \), then \( R \) is a matching and the inner sum in (4.33) is empty. So we have \( m \geq |R|\gamma np \) in (4.34), and in (4.35) can replace \(0.9 - 2\zeta/\gamma - \alpha'\) by \(0.9 - \alpha'\).
4.6 Concluding Remarks

Of course the big challenge now is to prove Conjecture 4.1.2. This no longer seems out of the question, but certainly appears to require more than a straightforward extension of present ideas.

It would also be interesting to know whether Theorem 4.1.1 can be proved without Theorem 4.2.1. This is not to say that such a proof would necessarily help in proving Conjecture 4.1.2, but, consequences aside, it seems interesting to understand whether this relatively difficult ingredient is really needed, or is just a convenience. While we don’t see at present how to do this, the next chapter does give a simpler proof of Theorem 4.2.1. The extension of Theorem 4.2.1 to larger $r$, suggested in [32, 34], was achieved by Conlon and Gowers in [9] and given a different proof, building on work of Schacht [44], by Samotij in [43].

Finally, for a fixed $n$, let $f(p) = \Pr(t(G_{n,p}) = b(G_{n,p}))$. Note that, though it’s common to speak of the “threshold” for the event $\{t(G_{n,p}) = b(G_{n,p})\}$ (see e.g. [25, 6]), this event is not increasing, and in fact $f(0) = 1 = f(1)$ (trivially and by Mantel’s Theorem respectively). But a natural—and, we think, very interesting (if not silly)—question is

**Question 4.6.1.** Does $f(p)$ have a unique local minimum?
Chapter 5

Stability and Homology

5.1 Introduction

The main results of this chapter are (i) a proof of a first case (Theorem 5.1.2) of a conjecture (Conjecture 5.1.1) of M. Kahle on the homology of the clique complex of the usual (“Erdős-Rényi”) random graph $G_{n,p}$, and (ii) a new proof of a “stability” theorem (Theorem 5.1.4) for triangle-free subgraphs of $G_{n,p}$. We begin with some background.

All our graphs will have the vertex set $V = [n] = \{1, \ldots, n\}$, so we will often fail to distinguish between a graph $H$ and its edge set, and will tend to regard subgraphs of $G$ as subsets of $E(H)$. Recall that a cut of $H$ is $\nabla_H(W, V \setminus W)$, the set of edges of $H$ joining $W$ and $V \setminus W$, for some $W \subseteq V$.

More or less following [14], we set (for a given $H$) $\mathcal{E} = \mathcal{E}(H) = \mathbb{Z}^{E(H)}$ (the edge space of $H$). We regard elements of $\mathcal{E}$ as subgraphs of $H$ in the natural way (namely, identifying a subgraph with its indicator), and write “+” for symmetric difference. The cycle space, $\mathcal{C} = \mathcal{C}(H)$ is the subspace of $\mathcal{E}$ spanned by the cycles, and $\mathcal{C}^\perp := \{K : \langle F, K \rangle = 0 \forall F \in \mathcal{C}\}$ with the usual inner product) is precisely the set of cuts (which, note, includes $\emptyset$). We are particularly interested in the triangle space, $\mathcal{T} = \mathcal{T}(H)$, the subspace of $\mathcal{C}$ spanned by the triangles of $H$. Recall that the clique complex, $X(H)$, of a graph $H$ is the simplicial complex whose faces are the (vertex sets of) cliques of $H$.

A precise conjecture, suggested by M. Kahle ([30]; see also [29]) and proved by him for $\Gamma = \mathbb{Q}$, is

Conjecture 5.1.1. Let $\Gamma$ be either $\mathbb{Z}$ or a field. For each positive integer $k$ and $\varepsilon > 0$, if

$$p > (1 + \varepsilon) \left(1 + k/2)(\log n/n)\right)^{1/(k+1)},$$

then the first case (Theorem 5.1.2) of the conjecture holds.
then w.h.p. $H_k(X(G), \Gamma) = 0$ (where $H_k$ denotes $k$th homology group).

(where an event holds with high probability (w.h.p.) if its probability tends to 1 as $n \to \infty$). We omit topological definitions, since we won’t need them in what follows; see for example [41, 29]. For $k = 0$—with, of course, $H$ replaced by the reduced homology $	ilde{H}$—Conjecture 5.1.1 is more or less the classical result of Erdős and Rényi [16] giving the threshold for connectivity of $G_{n,p}$.

We will prove Conjecture 5.1.1 for $k = 1$ and $\Gamma = \mathbb{Z}_2$, which, being the first unsettled case, has apparently been the subject of some previous efforts. Note that here the conclusion ($H_1(X(G), \mathbb{Z}/2) = 0$) is just $\mathcal{T}(G) = \mathcal{C}(G)$, so that the desired statement is

**Theorem 5.1.2.** If $C > \sqrt{3/2}$ is fixed and $p > C \sqrt{\log n/n}$, then w.h.p. $\mathcal{T}(G) = \mathcal{C}(G)$.

We will actually prove the following even more precise version, in which we set $Q = \{\text{every edge is in a triangle}\}$.

**Theorem 5.1.3.**

$$\max_p \Pr(G \text{ satisfies } Q \text{ and } \mathcal{T}(G) \neq \mathcal{C}(G)) \to 0 \quad (n \to \infty).$$

This gives Theorem 5.1.2, since it’s easy to see (see (5.10)) that for $p$ as in that theorem, w.h.p. every edge of $G$ does lie in a triangle. Note also (see Proposition 5.2.4) that for $p$ much below the lower bound in Theorem 5.1.2, $Q$ is unlikely; so Theorem 5.1.3 is really about $p$ roughly as in Theorem 5.1.2.

As mentioned above, our second main contribution is a new proof of

**Theorem 5.1.4.** For each $\eta > 0$ there is a $C$ such that if $p > C n^{-1/2}$, then w.h.p. each triangle-free subgraph of $G$ of size at least $|G|/2$ can be made bipartite by deletion of at most $\eta n^2 p$ edges.

This seminal result—essentially Theorem 8.34 of [25]—seems due to Kohayakawa et al. [34], though Tomasz Łuczak [38] tells us it was already known (within some small circle) at the time. (Theorem 5.1.4 is a slightly restricted version of the actual result, corresponding to what’s in [25]; see Theorem 5.8.1 below for the full statement.)
Theorem 5.1.4 is a “stability” version of the following “density” theorem, which is essentially due to P. Frankl and V. Rödl [18]. (More precisely, this is a little stronger than what’s stated in [18], but is easily gotten from their proof; see also [23] or [25, Theorem 8.14].) Write $t(H)$ for the maximum size of a triangle-free subgraph of $H$.

**Theorem 5.1.5.** For each $\gamma > 0$ there is a $C$ such that if $p > Cn^{-1/2}$, then w.h.p. $t(G) < (1 + \gamma)|G|/2$.

The relation between Theorems 4.2.1 and 5.1.5 is like that between Turán’s Theorem [47] and the Erdős-Simonovits “stability theorem” [45], which says, roughly, that any $K_r$-free graph with about $(1 - 1/(r-1))n^2$ edges is nearly $(r-1)$-partite. The extension of Theorem 5.1.5 to larger $r$, conjectured in [34], was recently proved by Conlon and Gowers [9] and Schacht [44]; the corresponding extension of Theorem 5.1.4, suggested in [32, 34], was also proved in [9], and in a different way (building on [44]) by Samotij [43].

In contrast to the not-too-difficult Theorem 5.1.5, extant proofs of Theorem 5.1.4 are rather deep. That of [25] uses a sparse version of the Regularity Lemma of E. Szemerédi [46] due to Kohayakawa [32] and Rödl (unpublished; see [32]), together with the triangle case of what’s now called the “KLR Conjecture” of [34]; the proofs of [9] and [43] depend on the “graph removal lemma” [15] (so for Theorem 5.1.4 itself the original “triangle removal lemma” of Ruzsa and Szemerédi [42]). Graph removal, which was originally proved using regularity, has recently been shown by Fox [17] to be, in a precise sense, less difficult than regularity, though possibly still quite difficult. Of course the present regularity-and-removal-free proof gives a much more reasonable dependence of $C$ on $\eta$.

An interest in finding a simpler proof for Theorem 5.1.4—partly motivated by an application of that theorem in [13]—was actually the starting point for the present work, as follows. It’s not too hard to show that, roughly speaking, if $p$ is as in Theorem 5.1.4, then w.h.p. every triangle-free $F \subseteq G$ with $|F| \geq |G|/2$ has even intersection with most triangles of $G$. (This again is essentially from [18], following an idea of Goodman [21]; see also [25, Sec.8.2].) So in thinking about a new proof of Theorem 5.1.4, we
wondered whether some insight might be gained by understanding what happens when
one replaces “most” by “all.” This led to the question addressed in Theorem 5.1.2,
which we realized only later was a known problem.

The rest of the chapter is organized as follows. Section 5.2 consists of various
standardish preliminaries and Section 5.3 collects statements of a few more interesting
lemmas which are proved in Sections 5.4-5.6. The proofs of Theorems 5.1.3 and 5.1.4
are then completed in the last two sections.

Usage. As noted above, all our graphs will have vertex set \( V = [n] \). We use \( v, \ldots, z \)
for vertices, often without explicitly specifying, e.g., “\( x \in V \),” and \( xy \) for the edge more
properly written \( \{x, y\} \). We use \( T(H) \) for the set of triangles of \( H \).

5.2 Preliminaries

We first record some routine large deviation assertions. In Section 5.8 we will need the
following Azuma-Hoeffding type bound. (See e.g. [40] for some context.)

**Lemma 5.2.1.** Let \( X = X(\xi_1, \ldots, \xi_m) \) where the \( \xi \)'s are i.i.d., each with the distri-
bution \( \text{Ber}(p) \), and suppose \( X \) is Lipschitz (that is, changing the value of a single \( \xi_i \)
changes the value of \( X \) by at most 1). Then for any \( t \geq 0 \), each of \( \Pr(X - E X < -t) \)
and \( \Pr(X - E X > t) \) is at most \( \exp[-t^2/(4mp)] \).

**Proof.** We first observe that if the r.v. \( W \) with \( EW = 0 \) satisfies \( \Pr(W = a) = q =
1 - \Pr(W = b) \) for some \( a, b \) with \( |a - b| \leq 1 \), then for any \( \zeta > 0 \),

\[
Ee^{\zeta W} \leq e^{-\zeta q}[1 - q + qe^{\zeta}] \leq e^{\zeta^2 q},
\]  

(5.1)

where the first inequality follows from the convexity of \( e^x \) and the second is an easy
Taylor series calculation.

Set \( X_i = E[X|e_1, \ldots, e_i], Z_i = X_i - X_{i-1} \) (\( i \in [m] \)) and \( Z = \sum Z_i \). Then

\[
\Pr(X - E X > t) = \Pr(e^{\zeta Z} > e^{\zeta t}) < e^{-\zeta t} E e^{\zeta Z}.
\]  

(5.2)
while (5.1) and induction on $m$ (used in (5.3) and (5.4) respectively) give, for any $\zeta > 0$,

$$
Ee^{\zeta Z} = Ee^{\zeta(Z_1 + \ldots + Z_m)} = E[E(e^{\zeta(Z_1 + \ldots + Z_m)}|\xi_1, \ldots, \xi_{m-1})]
$$

$$
= E[e^{\zeta(Z_1 + \ldots + Z_{m-1})}E(e^{\zeta Z_m}|\xi_1, \ldots, \xi_{m-1})]
$$

$$
\leq E[e^{\zeta(Z_1 + \ldots + Z_{m-1})}e^{\zeta^2 q}] 
\leq e^{\zeta^2 mq}. \tag{5.3} \tag{5.4}
$$

Finally, inserting this in (5.2) and taking $\zeta = t/(2mq)$ gives the desired bound.

For the rest of this section we set $G = G_{n,p}$, and assume $p > n^{-1/2}$; so we will only specify larger lower bounds on $p$ (when applicable). Of course many of the statements below hold in more generality, but there seems no point in worrying about this.

For $X, Y$ (not necessarily disjoint) subsets of $V$, set $\zeta(X, Y) = \zeta_G(X, Y) = |\{(x, y) \in X \times Y : xy \in G\}|$.

**Proposition 5.2.2.** For any $\varepsilon > 0$ w.h.p.

$$
\zeta(Y, Z) = (1 \pm \varepsilon)|Y||Z|p \tag{5.5}
$$

for all $Y, Z \subseteq V$ with $|Y||Z| > 8\varepsilon^{-2}p^{-1}n$.

**Proof (sketch).** We may assume $\varepsilon$ is small. It’s easy to see that for a given $Y, Z$, $\zeta(Y, Z)$ can be written as $B(m_1, p) + B(m_2, p)$ with $m_1 + m_2 = |Y||Z| - |Y \cap Z|$. Failure of (5.5) (for $Y, Z$) then requires that at least one of these binomials differ from its mean by at least (essentially) $\varepsilon|Y||Z|p/2$, and the probability of each of these events is bounded by $\exp[-\varepsilon^2|Y||Z|p/[8(1 + \varepsilon/3)]]$, which is $o(2^{-n})$ for $Y, Z$ as in the proposition.

**Proposition 5.2.3.** (a) There is a $K$ such that w.h.p. for all $v$, $S \subseteq N(v)$ and $T = N(v) \setminus S$,

$$
||\nabla(S, T)| - |S||T||p| < Kn^{3/2}p^2 \tag{5.6}
$$
and
\[ |G[S]| < \begin{cases} |S|^2p/2 + Kn^{3/2}p^2 & \text{in general} \\ o(|S|np^2) & \text{if } |S| = o(np) \end{cases} \tag{5.7} \]

(b) There is an \( \alpha > 0 \) such that if \( p > 1.2\sqrt{\log n/n} \) then w.h.p.
\[ |\nabla(S, T)| > \alpha|S|np^2 \tag{5.8} \]
whenever \( v \in V, S \subseteq N(v), T = N(v) \setminus S \) and \( 2 \leq |S| \leq |T| \).

(c) There is a \( K \) so that w.h.p. for all \( v \) and \( S, T \) disjoint subsets of \( N(v) \) with \( |T| > np/3 \) and \( s > K/p \),
\[ |\nabla(S, T)| > 0.9|S||T|p. \tag{5.9} \]

Remark. The 1.2 in (b) is just a convenient choice between 1 and \( \sqrt{3/2} \).

Proof (sketch). In each case, by Proposition 2.5 (see (2.3)), it’s enough to bound the probability that the assertion fails at some \( v \) with \( d(v) < (1 + o(1))np \). We use \( s \) and \( t \) for \( |S| \) and \( |T| \). Having chosen \( v \) and \( \nabla(v) \) of size at most \( m = (1 + o(1))np \), we may bound the number of possibilities for \( (S, T) \) (with given \( s, t \)) by \( \binom{m}{s} < \exp[s \log(em/s)] \) in both (a) and (b), and by (say) \( \exp[2 \max\{s \log(em/s), t \log(em/t)\}] \) in (c).

On the other hand, once we have specified \( S \) and \( T \) (or just \( S \) in the case of the second inequality in (a)), we are simply interested in bounding a deviation probability for some binomial r.v., and the required bounds can be read off from Theorem 2.1.

Finally we should justify the two comments following the statement of Theorem 5.1.3, namely that the property \( Q \) (every edge of \( G \) is in a triangle) holds w.h.p. if \( p \) is as in Theorem 5.1.2 and fails w.h.p. if \( p \) is significantly smaller. The first of these is trivial: if \( X \) is the number of edges of \( G \) not lying in triangles, then
\[ \mu(p) := \mathbb{E}X = \binom{n}{2}p(1 - p^2)^{n-2}, \tag{5.10} \]
which is \( o(1) \) for \( p > \sqrt{(3/2 + \varepsilon)\log n/n} \) (where, here and in the following proposition, \( \varepsilon \) is any positive constant). The second assertion is just a second moment method calculation, whose outcome we record as
Proposition 5.2.4. If \( \mu(p) = \omega(1) \) then \( \Pr(X = 0) = o(1) \) (where \( X \) and \( \mu(p) \) are as in (5.10)); in particular this is true if \( p < \sqrt{(3/2 - \varepsilon) \log n/n} \) with \( \varepsilon \) a positive constant.

Proof. We have \( X = \sum E A_{xy} \) with the sum over edges \( xy \) of \( K_n \) and \( A_{xy} \) the indicator of \( \{xy \in G \text{ and } xy \text{ lies in no triangle of } G\} \). We then observe that for \( x, y, z, w \) distinct,

\[
E A_{xy} A_{zw} < p^2(1 - p^2)^{2(n-4)} \quad \text{and} \quad E A_{xy} A_{xz} < p^2(1 - 2p^2 + p^3)^{n-3},
\]

which with (5.10) (and minor calculations which we omit) gives \( \operatorname{Var}(X)/E^2 X = O(1/\mu(p)) \).

5.3 Main lemmas

We collect here a few main points underlying the proofs of Theorems 5.1.3 and 5.1.4.

Theorem 5.1.3 says that (for any \( p \)) it’s unlikely that \( Q \) holds but \( T(G) \neq C(G) \) (or, equivalently, \( T(G)^\perp \neq C(G)^\perp \)). As shown in Section 5.7, this follows easily from Theorem 5.1.4 once we’ve ruled out “small” members of \( T^\perp(G) \setminus C^\perp(G) \):

Lemma 5.3.1. For \( Q \) as in Theorem 5.1.3 and fixed \( \eta > 0 \),

\[
\max_p \Pr(Q \wedge [\exists F \in T^\perp(G) \setminus C^\perp(G), |F| < (1 - \eta)n^2/p/4]) < o(1). \tag{5.11}
\]

For a graph \( H \) on \([n]\) and \( K \subseteq H \), set

\[
B(K, H) = \{e \in K_n \setminus H : \text{there is no triangle } \{e, f, g\} \text{ with } f, g \in K\}.
\]

In the proof of Theorem 5.1.4 we will choose \( G \) by first choosing a subgraph \( G_0 \sim G_{n, \vartheta p} \) and then placing edges of \( K_n \setminus G_0 \) in \( G \setminus G_0 \) with probability \((1 - \vartheta)p/(1 - \vartheta p)\) (independently). Then specification of \( F_0 = F \cap G_0 \), for a triangle-free \( F \subseteq G \), limits the possibilities for \( F \setminus G_0 \) to subsets of \( B(F_0, G_0) \), and we will want to say this set is small, an assertion provided by the next lemma (which we will apply with \( G, F \) and \( p \) replaced by with \( G_0, F_0 \) and \( \vartheta p \)).

Lemma 5.3.2. For each \( \delta > 0 \) there are \( C \) and \( \varepsilon > 0 \) such that if \( p > Cn^{-1/2} \) then w.h.p. \( |B(F, G)| < (1 + \delta)n^2/4 \) for each \( F \subseteq G \) of size at least \((1 - \varepsilon)n^2p/4\).
Finally we need the following simple deterministic fact, which we couldn’t find in the literature though it seems unlikely to be new. Write $\tau(F)$ for the number of triangles in $F$.

**Lemma 5.3.3.** If $F \subseteq K_n$ satisfies $|F| > (1-\delta)n^2/4$ and $|F \setminus \Pi| > \eta n^2$ for every cut $\Pi$, then $\tau(F) > \frac{1}{12}(\eta - 3\delta - o(1))n^3$.

### 5.4 Proof of Lemma 5.3.1

We need one easy preliminary observation, which will show up again in the proof of Theorem 5.1.3.

**Proposition 5.4.1.** Let $G$ be a graph and $F \subseteq G$, and suppose $F', F''$ are (respectively) minimum and maximum size members of $F + C_\perp(G)$. Then

$$\forall v \ d_{F'}(v) \leq d_{G \setminus F'}(v) \quad \text{and} \quad d_{F''}(v) \geq d_{G \setminus F''}(v).$$

(For example if $F'$ violates the first condition (at $v$), then $F' + \nabla(v) \in F + C_\perp(G)$ is smaller than $F'$.)

We turn to the proof of Lemma 5.3.1, noting that, by Proposition 5.2.4, it’s enough to bound the probability in (5.11) when (say) $p > \frac{1}{2} \sqrt{\log n / n}$, and for this it’s enough to show that the event in (5.11)—that is,

$$Q \land \left[ \exists F \in T_\perp(G) \setminus C_\perp(G), \ |F| < (1 - \eta)n^2p/4 \right] \quad (5.12)$$

—cannot occur if $G$ satisfies the conclusions of Propositions 2.5, 2.6 and 5.2.3. Suppose instead that (these conclusions are satisfied and) (5.12) holds, and let $F$ be a smallest member of $T_\perp(G) \setminus C_\perp(G)$ and $J = G \setminus F$. By Proposition 5.4.1 we have $d_J(v) \geq d_F(v)$ for all $v$.

For disjoint $S, T \subseteq V$, set $\Psi(S, T) = |\nabla(S, T)| - 2|G[S]|$. Since

$$\sum_v |\nabla(N_F(v), N_J(v))| = 2|\{T \in T(G) : |F \cap T| = 2\}| = 2 \sum_v |G[N_F(v)]|,$$

we have

$$\sum_v \Psi(N_F(v), N_J(v)) = 0. \quad (5.13)$$
Let $\varepsilon = \eta/2$ and set $V_1 = \{v : d_F(v) > (1 - \varepsilon)np/2\}$, $V_2 = \{v \in V \setminus V_1 : d_F(v) \geq 2\}$ and $V_3 = V \setminus (V_1 \cup V_2)$. Note that $Q$ (with $F \neq \emptyset$) implies $V_1 \cup V_2 \neq \emptyset$. The conclusions of parts (a) and (b) of Proposition 5.2.3 give, for some fixed positive $\delta$ and $L$,

$$\sum_v \Psi(N_F(v), N_J(v)) \geq \delta \sum_{v \in V_2} d_F(v) np^2 - L |V_1| n^{3/2}p^2$$

$$= np^2 \delta \sum_{v \in V_2} d_F(v) - L |V_1| n^{1/2}. \quad (5.14)$$

(For $v \in V_1$, (5.6) and (5.7) give

$$\Psi(N_F(v), N_J(v)) > (d_F(v) d_J(v) - d_F^2(v)) p - 3K n^{3/2}p^2 \geq -3Kn^{3/2}p^2.$$ A similar discussion gives $\Psi(N_F(v), N_J(v)) > \delta d_F(v) np$ for $v \in V_2$, where for smaller $d_F(v)$ we can use (5.8) and the second bound in (5.7).)

On the other hand, we will show that

$$\sum_{v \in V_2} d_F(v) = \omega(|V_1| n^{1/2}), \quad (5.15)$$

which contradicts (5.13) and completes the proof.

We first observe that (5.9) implies that (a.s.) for every $v \in V_1$,

$$|\{w \in N(v) : \min\{|N(w) \cap N_F(v)|, |N(w) \cap N_G \setminus F(v)|\} < \frac{np^2}{4}\}| < o(np), \quad (5.16)$$

so in particular

$$|N(v) \cap V_3| = o(np). \quad (5.17)$$

(If $z \in N(v) \cap V_3$, then either $z \in N_F(v)$, whence $\nabla(z, N_G \setminus F(v)) \subseteq F$ and (by the definition of $V_3$) $N(z) \cap N_G \setminus F(v) = \emptyset$, or, similarly, $z \in N_G \setminus F(v)$ and $|N(z) \cap N_F(v)| \leq 1$.)

Now $|F| < (1 - \eta)n^2p/4$ implies $|V_1| < (1 - \varepsilon)n$. (In more detail: $(1 - \eta)n^2p/4 > |F| > (1/2)|V_1|(1 - \varepsilon)np/2$ implies $|V_1| < (1 - \eta)n/(1 - \varepsilon) < (1 - \varepsilon)n$.) So by (2.8) we have

$$|\nabla(V_1)| > (1 - o(1))|V_1| \varepsilon np \quad (5.18)$$

which, in view of (5.17) gives

$$|\nabla(V_1, V_2)| > (1 - o(1))|V_1| \varepsilon np. \quad (5.19)$$
On the other hand, we may assume $|\nabla_F(V_1, V_2)| = o(|V_1|np)$ (or we have (5.15)), which gives at least $(1 - o(1))|V_1|\varepsilon np$ pairs $(v, w)$ with

$$v \in V_1, w \in V_2, vw \in G \setminus F \text{ and } |N_F(w) \cap N_F(v)| > np^2/4$$  \hspace{1cm} (5.20)

(since by (5.16) only $o(|V_1|np)$ pairs satisfying the first three conditions are eliminated by the last). This gives $\Omega(|V_1|np \cdot np^2)$ triples $(v, w, z)$ with $v \in V_1, w \in V_2, vw \in G \setminus F$ and $z \in |N_F(w) \cap N_F(v)|$. But since each $(w, z)$ belongs to at most $4np^2$ such triples (see (2.4)), this gives at least $\Omega(|V_1|np)$ edges of $F$ meeting $V_2$, so we have (5.15).

### 5.5 Proof of Lemma 5.3.2

For $F \subseteq G$, set $J(F, G) = \{xy \in E(K_n) : d_F(x, y) \neq 0\}$. It is enough to show that for suitable $C$ and $\varepsilon$, and $p$ as in Lemma 5.3.2, w.h.p.

$$|J(F, G)| > (1 - \delta)n^2/4$$  \hspace{1cm} (5.21)

for each $F \subseteq G$ of size at least $(1 - \varepsilon)n^2p/4$. As usual, what we actually show is that this is (deterministically) true provided $G$ satisfies the conclusions of the Propositions of Section 5.2. We take $\varepsilon = .05\delta$ and $C = 4\varepsilon^{-2}$. Then Proposition 5.2.2 says that w.h.p. (for example, but this is all we use)

$$\zeta(Y, Z) = (1 \pm \varepsilon)|Y||Z|p \hspace{0.5cm} \forall Y, Z \subseteq V \text{ with } |Y| > \varepsilon np \text{ and } |Z| > \varepsilon n/2;$$  \hspace{1cm} (5.22)

so we may assume (5.22) holds in $G$ and proceed deterministically.

Given $F \subseteq G$ set $J = J(F, G)$ and, for $x \in V$,

$$\zeta(x) = \zeta_G(N_F(x), N_J(x)) = |\{(y, z) : xy \in F, xz \in J, yz \in G\}|.$$  \hspace{1cm} (5.23)

Then

$$\zeta(x) \geq \zeta_F((N_F(x), N_J(x)) = \sum_{y \in N_F(x)} (d_F(y) - 1).$$  \hspace{1cm} (5.23)

Heading for a companion upper bound, we say $x$ is **good** (for $F$) if

$$|\{y \in N_F(x) : d_F(y) > \varepsilon np\}| > \varepsilon np$$
and let \( F^* = \{ xy \in F : x, y \text{ are good} \} \). We need a few little observations. First (we assert)

\[
|F \setminus F^*| \leq 2\varepsilon n^2 p. \tag{5.24}
\]

To see this, just notice that an edge of \( F \setminus F^* \) either contains a vertex of \( F \)-degree at most \( \varepsilon np \) or, for some bad \( x \), is one of at most \( \varepsilon np \) edges of \( F \) at \( x \) that do not contain a vertex of \( F \)-degree at most \( \varepsilon np \).

Second, notice that

\[
x \text{ good } \Rightarrow d_J(x) > \varepsilon n/2. \tag{5.25}
\]

For if this fails then there are \( Y, Z \subseteq V \) (namely \( Y = N_F(x), Z = N_J(x) \)) with \( |Y| > \varepsilon np, |Z| \leq \varepsilon n/2 \) and \( \zeta(Y, Z) \geq |Y|\varepsilon np \), which implies a violation (5.22) (at \( Y \) and some (\( \varepsilon n/2 \))-superset of \( Z \)).

Third, again using (5.22), we find that if \( x \) is good (or if just \( d_F(x) > \varepsilon np \) and the conclusion of (5.25) holds) then

\[
\zeta(x) < (1 + \varepsilon)d_F(x)d_J(x)p,
\]

which with (5.23) gives (for good \( x \))

\[
d_J(x) > \left((1 + \varepsilon)pd_F(x)\right)^{-1} \sum_{y \in N_F(x)} (d_F(y) - 1)
\]

\[
> \frac{1 - \varepsilon}{pd_F(x)} \sum_{y \in N_F(x)} d_F(y),
\]

where, since \( x \) is good (and \( p \) is large), passing from \( (1 + \varepsilon)^{-1} \) to \( 1 - \varepsilon \) takes care of the missing “\(-1\)” in the second line.

But then (using (5.24) and our lower bound on \( |F| \) in the last line)

\[
2|J| \geq \sum_{x \text{ good}} d_J(x) > \frac{1 - \varepsilon}{p} \sum_{x \text{ good}} \sum_{y \in N_F(x)} \frac{d_F(y)}{d_F(x)}
\]

\[
> \frac{1 - \varepsilon}{p} \sum_{xy \in F^*} \left[ \frac{d_F(y)}{d_F(x)} + \frac{d_F(x)}{d_F(y)} \right]
\]

\[
> 2(1 - \varepsilon)|F^*|/p
\]

\[
> 2(1 - \varepsilon)[(1 - \varepsilon)n^2p/4 - 2\varepsilon n^2p]/p > (1 - \delta)n^2/2
\]

(so we have (5.21)).
5.6 Proof of Lemma 5.3.3

Suppose $F$ is as in the lemma and denote by $t_i$ the number of triangles of $K_n$ containing exactly $i$ edges of $F$, $i \in \{0, 1, 2, 3\}$ (so $t_3 = \tau(F)$). Writing $X$ for the number of pairs $(e, T)$ with $e \in F$ and $T$ a triangle of $K_n$ containing $e$, we have

$$|F|(n-2) = X = t_1 + 2t_2 + 3t_3, \quad (5.26)$$

and, according to an observation of Goodman [21] (see [25, p.209] for the easy proof),

$$t_1 + t_2 < n^3/8. \quad (5.27)$$

On the other hand,

$$t_1 + t_3 \geq \eta n^3/3, \quad (5.28)$$

since applying the hypothesized lower bound on the $|F \setminus \Pi|$’s to the cuts $\Pi = (N_F(v), V \setminus N_F(v))$ shows that each vertex lies in at least $\eta n^2$ of the triangles counted by $t_1 + t_3$.

Now (5.26) and (5.27) (together with our assumption on $|F|$) imply

$$(1 - \delta)n^2(n-2)/4 < |F|(n-2) = t_1 + 2t_2 + 3t_3$$

$$= 2(t_1 + t_2) - t_1 + 3t_3 < n^3/4 - t_1 + 3t_3,$$

whence

$$t_1 - 3t_3 < (\delta + o(1))n^3, \quad (5.29)$$

and combining this with (5.28) gives $t_3 > \frac{1}{12}(\eta - 3\delta - o(1))n^3$.

5.7 Proof of Theorem 5.1.3

By Proposition 5.2.4 and Lemma 5.3.1, it’s enough to show that for $p > 1.2\sqrt{\log n/n}$ and a fixed $\eta > 0$, it’s unlikely that $T^\perp(G) \setminus C^\perp(G)$ contains an $F$ for which $\min\{|F'| : F' \in F + C^\perp(G)\} > (1 - \eta)n^2p/4$. But if there is such an $F$, then by Proposition 5.4.1 there is one of size at least $|G|/2$, which (assuming (2.6) holds for $S, T$ as in Proposition 2.6(a)) also satisfies (say) $|F \setminus \triangledown(A, B)| > 0.1n^2p$ for each partition $A \cup B$ of $V$ (since, writing $\triangledown$ for $\triangledown(A, B)$, and we have

$$(1 - \eta)n^2p/4 < |F + \triangledown| = 2|F \setminus \triangledown| + |\triangledown| - |F| < 2|F \setminus \triangledown| + o(n^2p).$$
But according to Theorem 5.1.4 the probability that there is such an $F$ is $o(1)$ even for $p > Cn^{-1/2}$ (with $C$ as in the theorem).

## 5.8 Proof of Theorem 5.1.4

As mentioned in Section 5.1, we prove the slightly stronger version of [34]:

**Theorem 5.8.1.** For any $\eta > 0$ there are $\varepsilon > 0$ and $C$ such that if $p > Cn^{-1/2}$ then w.h.p. each triangle-free subgraph of $G$ of size at least $(1-\varepsilon)n^2p/4$ can be made bipartite by deletion of at most $\eta n^2p$ edges.

**Proof.** As suggested in Section 5.3, with $\vartheta$ TBA, we choose $G$ by first choosing a subgraph $G_0 \sim G_{n,\vartheta p}$ and then placing edges of $K_n \setminus G_0$ in $G_1 := G \setminus G_0$ independently, each with probability $q := (1 - \vartheta)p/(1 - \vartheta p)$.

Set $\vartheta = 10^{-6}\eta^2$. According to Theorem 5.1.5 and Lemma 5.3.2 (and (2.2)), we may choose $\varepsilon, C$ so that, with $\gamma := 2\varepsilon/\vartheta$,

$$|G| \sim n^2p/2, \quad |G_0| \sim \vartheta n^2p/2, \quad t(G_1) < (1 + \varepsilon)|G_1|/2 \quad (5.30)$$

$$t(\cdot) \text{ as in Theorem 5.1.5), and}$$

$$[F_0 \subseteq G_0, \quad |F_0| > (1 - \gamma)|G_0|/2] \Rightarrow |B(F_0, G_0)| < (1 + \vartheta)n^2/4 \quad (5.32)$$

(with $B(\cdot, \cdot)$ as in Lemma 5.3.2).

Call $F \subseteq G$ bad if it is triangle-free with $|F| > (1 - \varepsilon)n^2p/4$ and $|F \setminus \Pi| > \eta n^2p$ for every $\Pi$. Denote by $Q$ the event that (5.30)-(5.32) occur. Suppose $Q$ holds and $F \subseteq G$ is bad, and set $F_0 = F \cap G_0$, $F_1 = F \setminus F_0$ and $B = B(F_0, G_0)$. Then

$$|F_0| > (1 - \gamma)|G_0|/2$$

since otherwise, using (5.31) and (5.30), we have

$$|F| = |F_1| + |F_0| < (1 + \varepsilon)|G_1|/2 + (1 - \gamma)|G_0|/2$$

$$< (1 + o(1))[(1 + \varepsilon)(1 - \vartheta) + (1 - \gamma)\vartheta]n^2p/4$$

$$< (1 - \varepsilon)|G|/2,$$
and so (by (5.32))

$$|B| < (1 + \vartheta)n^2/4.$$ \hfill (5.33)

Now according to Lemma 5.3.3, \(B\) must satisfy at least one of

(i) \(|B| < (1 - 0.1\eta)n^2/4\);

(ii) there is a cut \(\Pi\) for which \(|B \setminus \Pi| < 0.9\eta n^2\);

(iii) \(\tau(B) > .04\eta n^3\)

(where the choices of numerical constants are just convenient).

On the other hand, since \(F\) is bad (and \(F_1 \subseteq G \cap B\)), we have:

$$|G \cap B| \geq |F_1| \geq |F| - |G_0| > (1 - 3\vartheta)n^2p/4;$$

$$|G \cap (B \setminus \Pi)| = |(G \cap B) \setminus \Pi| \geq |F_1 \setminus \Pi|$$

$$\geq |F \setminus \Pi| - |G_0| > (\eta - \vartheta)n^2p$$

for every cut \(\Pi\) of \(K_n\); and \(X := (G \cap B) \setminus F_1\) is a set of edges meeting (i.e. containing an edge of) each triangle of \(G \cap B\), with

$$|X| = |G \cap B| - |F_1| \leq |G \cap B| - (1 - 3\vartheta)n^2p/4.$$

Thus if \(Q\) holds and some \(F \subseteq G\) is bad, then there is an \(F_0 \subseteq G_0\) such that \(B = B(F_0, G_0)\) satisfies (5.33) and one of the following is true:

(a) \(|B| < (1 - 0.1\eta)n^2/4\) and \(|G \cap B| > (1 - 3\vartheta)n^2p/4;\)

(b) there is a cut \(\Pi\) for which

$$|B \setminus \Pi| < 0.9\eta n^2 \text{ and } |G \cap (B \setminus \Pi)| > (\eta - \vartheta)n^2p;$$

(c) \(\tau(B) > .04\eta n^3\) and either \(|G \cap B| > (1 + .01\eta)n^2p/4\) or there is some \(X \subseteq G \cap B\) of size at most \(.005\eta n^2p\) meeting all triangles of \(G \cap B\).

Now—perhaps the main point—if \(G_0\) is as in (5.30) (much more than we need here), then the number of possibilities for \(F_0\) (once we have chosen \(G_0\)) is less than \(2^{\vartheta n^2p}\).
it’s enough to show that, for a given $F_0$ (again with $B = B(F_0, G_0)$ satisfying (5.33)),
each of the events (a)-(c) has probability at most $o(2^{-\vartheta n^2 p})$.

For (a), (b) and the event $\{|G \cap B| > (1 + .01 \eta)n^2 p/4\}$ in (c) this is immediate from
Theorem 2.1, which bounds the associated probabilities by expressions $\exp[-f(\eta)n^2 p]$, with the $f(\eta)$’s roughly $.01 \eta^2/8$, $.005 \eta$ and $.0001 \eta^2/8$ respectively. (It may be worth
emphasizing that $B$ is determined by $F_0$; so e.g. in (a) we’re interested in the probability
that $G \cap B$ is large given that $B$ is small. The bound for (b) includes a factor $2^n$ for
the number of possible $\Pi$’s, which makes no difference since $n^2 p = \omega(n)$.)

For the second alternative in (c) it’s convenient to speak in terms of the hypergraph
$H$ whose vertices are the edges of $G' := G \cap B$ and whose edges are the triangles of $G'$.
Let $e_1, \ldots, e_m$ be the edges of $B$ and set $Y = \tau(H)$, the minimum size of a collection
of edges meeting all triangles of $G'$. Since $Y$ is a Lipschitz function of the independent
Ber($q$) indicators $1_{\{e_i \in G'\}}$, Lemma 5.2.1 gives (for $t > 0$)
\[
\Pr(Y < EY - t) < \exp[-t^2/(4mq)].
\] (5.34)

On the other hand, we will show (assuming $\tau(B) > .04 \eta m^3$ as in (c))
\[
EY > .01 \eta m^2 p.
\] (5.35)

This will complete the proof, since (5.34) with $t = .005 \eta m^2 p$ (now just using $m < n^2/2$
and $q < p$) bounds the probability of an $X$ as in (c) by $\exp[-10^{-6} \eta^2 n^2 p] = o(2^{-\vartheta n^2 p})$.

Proof of (5.35). We actually show the stronger
\[
E\nu^*(H) > .01 \eta m^2 p,
\] (5.36)

where $\nu^*(H)$ ($\leq \tau(H)$) is the fractional matching number of $H$ (see e.g. [37]). To see
this, say a triangle $T$ of $B$ is good if it is contained in $G'$ and each of its edges lies in at
most $2nq^2$ triangles of $G'$. Then for any $T \in T(B),$
\[
\Pr(T \text{ is good}) > q^3(1 - 3\Pr(B(n, q^2) > 2nq^2))
\]
\[
> q^3(1 - 3\exp[-nq^2/3]).
\] (5.37)
Define a (random) weighting \( w \) of the triangles of \( G' \) by

\[
w(T) = \begin{cases} 
(2nq^2)^{-1} & \text{if } T \text{ is good,} \\
0 & \text{otherwise.} 
\end{cases}
\]

Then \( w \) is a fractional matching of \( \mathcal{H} \), and we have (using (5.37))

\[
\mathbb{E}\nu^*(H) \geq \tau(B)(1 - 3 \exp[-nq^2/3])q^3(2nq^2)^{-1} > .01\eta n^2 p.
\]
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