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ABSTRACT OF THE DISSERTATION

Inversion-Based Control Tools for High-Speed Precision Tracking/Transition in Emerging

Applications

by HAIMING WANG

Dissertation Director:

Dr. Qingze Zou

This dissertation work is motivated by the challenges in high-speed precision output tracking

and transition in emerging applications, particularly fornonminimum-phase systems. On the

feedforward control side, the stable inversion theory solved the challenging output tracking

problem and achieved exact tracking of a given desired output trajectory for nonminimum-

phase systems (linear and nonlinear). The obtained solution, however, is noncausal and requires

the entire desired trajectory to be known a priori. This noncausality constraint has been allevi-

ated through the development of the preview-based inversion approach. Therefore, the stable

inversion framework provides an effective approach to output tracking of nonminimum-phase

systems. Challenges, however, still exist in the existing stable-inversion theory for continuously

more stringent control requirements. For example, the control problem of nonperiodic tracking-

transition switching with preview for nonminimum-phase systems cannot be satisfactorily ad-

dressed by using the existing techniques. Another challenge is that as a feedforward control

technique, it can be sensitive to the system dynamics uncertainties. Finally, the demanding on-

line computation involved in the preview-based stable-inversion technique hinders the applica-

tion of this approach in the presence of limited computationpower. Therefore, these challenges,

as magnified in applications of high-speed nano-manipulation and nano-fabrication, motivate

the research work of this dissertation. First, the problem of nonperiodic tracking-transition
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switching with preview is considered. In the proposed preview-based optimal output tracking

and transition (POOTT) approach, the optimal desired output trajectory for the transition sec-

tions is designed, and the needed control input is obtained to maintain the smoothness of system

state across all tracking-transition switching instants by using a preview-based stable-inversion

approach. The needed preview time is quantified. Secondly, aB-spline-decomposition (BSD)-

based approach to output tracking with preview is developedfor nonminimum-phase systems,

that not only substantially reduces the dynamics uncertainty effect on tracking performance, but

also minimizes the online demanding computation. The BSD approach is illustrated through

simulation study of a nanomanipulation application using anonminimum-phase piezo actuator

model, and then further demonstrated by a 2D nanomanipulation in experiments using AFM.

Finally, a multi-axis inversion-based iterative control (MAIIC) approach is developed to com-

pensate for the dynamics coupling in multi-axis motion during high-speed nanofabrication. By

using this advanced control technique, the cross-axis dynamics coupling effect on the output

tracking can be compensated for during the iterative learning process. The MAIIC approach

is illustrated through probe-based nanofabricate experiments. The research work of this dis-

sertation addresses the limits and further extends the inversion-based control techniques for

high-speed precision tracking/transition in emerging applications, particularly, the challenges

involved in output tracking with non-periodic tracking-transition switching, accounting for dy-

namics uncertainty and demanding computation requirements for nonminimum-phase systems,

and cross-axis coupling in high-speed multi-axis motion. The experimental part of the work

demonstrates and illustrates the efficacy of the proposed control techniques.
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Chapter 1

Introduction

In the last decade, great efforts have been made in precisionoutput tracking of nonminimum-

phase systems. Fundamental performance limits to achieving precision output tracking with

feedback control technique have been studied and quantified[1, 2]. For minimum-phase sys-

tems, exact output tracking of a given desired trajectory ispossible. With nonminimum-phase

systems, the exact output tracking cannot be achieved by using feedback control alone [1, 2],

because the gain of the feedback controller is governed by the nonminimum-phase unstable zero

dynamics. On the contrary, exact output tracking can be attained by using the stable-inversion

theory [3, 4]. The obtained solution, however, is noncausal—theuniquestable (bounded) con-

trol input (called the inverse input) depends on the entire future desired trajectory, thereby

cannot be implemented to applications where the desired trajectory is generated online (e.g.,

robotics manipulation, or autonomous vehicle guidance). The dependence of the inverse input

on the future desired trajectory has been quantified throughthe development of the preview-

based stable-inversion techniques [5, 6, 7, 8]. Such a quantification enables stable-inversion

techniques to be implemented to achieve precision output tracking with a quantified large

enough preview time. The stable-inversion-based output tracking techniques have been im-

plemented to various applications [5, 6, 9, 10, 11]. Therefore, the stable-inversion framework

provides an effective approach to output tracking of nonminimum-phase systems.

Challenges, however, still exist in the stable-inversion theory for practical implementations.

For example, the control problem of nonperiodic tracking-transition switching with preview for

nonminimum-phase systems has not been considered. Such a control problem arises in many

applications, including 2-D spatial mapping of material properties at nanoscale using scan-

ning probe microscope (SPM) [12], track seeking and following in hard-disk drive read/writing
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operation [13, 14], probe-based nanomanipulation and nanofabrication [15], and robotics ma-

nipulation [16]. In these applications, multiple switching between output tracking and output

transition occur, and the control objectives are two folds:(1) During each tracking section, the

desired trajectory shall be tracked accurately to meet the specific needs of the application; And

(2) during the transition section immediately after, the output shall be rapidly transited, with

no induced post oscillations, to the desired position whereoperation needs to be performed.

The tracking-transition switching are, in general, nonperiodic, and in many applications such

as nanomanipulation [15] and robotics operations [16], a finite preview of future tracking-

transition switching is available for a finite amount of time(i.e., a finite preview).

Another challenge in practical implementation of the stable-inversion approach is that as a

feedforward control technique, it can be sensitive to the uncertainties and variations of system

dynamics [17, 18]. The sensitivity of the inverse input to the system dynamics uncertainty has

been considered previously in [6, 17, 18, 19]. The central idea of [6, 17, 18, 19] is to account

for the dynamics uncertainty during the inverse process, thereby trading-off the tracking perfor-

mance with the precision of the system model (the inverse model, to be specific). The allowable

uncertainty for the inverse input to be effective has been quantified in [17], and the trade-off

between the tracking precision and the model uncertainty and input energy has been formulated

in the LQR optimal control framework in the optimal inversion approach [6, 19], and the min-

imization of the inverse-based feedforward tracking erroragainst model uncertainty (the worst

case) has been considered in the development of the robust inversion approach in [18] for the

single input single output (SISO) LTI system. Such a precision-uncertainty trade-off, however,

might be avoided in applications where the desired trajectory is known a priori or previewed,

provided that the variation of the system dynamics is slow. For example, in AFM systems, the

variation of the system dynamics can be ignored during any particular operation, but becomes

pronounced in day to day operations (due to, for example, thereplacement of AFM cantilever

probe). Therefore, for these slow-varying systems, current work on the stable-inversion theory

needs to be further developed to achieve precision tracking.

Finally, the online computation involved in the preview-based stable-inversion can be de-

manding [8, 20, 21, 22]. Particularly, the convolution of the previewed desired output and the

internal dynamics of the system need to be computed at each sampling instant. Although efforts
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have been made to improve the numerical computation efficiency [20, 21]. The online com-

putation load can be very demanding for high-dimension multi-input multi-output (MIMO)

systems. The demanding online computation involved in the preview-based stable-inversion

technique hinders the application of this approach with limited computation power. There-

fore, efforts are needed to improve the online implementation efficiency of the stable-inversion

techniques.

These challenges, as magnified in applications of high-speed nano-manipulation and nano-

fabrication, motivate the research work of this dissertation.

The rest of this dissertation is organized as follows.

In Chapter 2, an inversion-based approach is developed to achieve optimal tracking-transition

switching with preview for nonminimum-phase linear systems. The optimal desired output tra-

jectory for the transition sections is designed by directlyminimizing the output energy, and

the required control input is obtained by using a preview-based stable-inversion approach. At

tracking-transition switching instants, the smoothness of not only output but system state is

maintained even though discontinuity of the control input occurs switching. Moreover, the re-

quired preview time has been quantified in terms of the stable-inversion theory, and the recently-

developed optimal preview-based inversion approach is incorporated to minimize the amount

of preview time. The proposed approach is demonstrated by implementing it to a nanomanipu-

lation application using a piezoelectric actuator model insimulation.

In Chapter 3, a B-spline-decomposition (BSD) approach to achieve precision output track-

ing with preview is proposed. The desired output trajectoryis decomposed into a finite summa-

tion of desired B-splines basis functions and the corresponding desired input elements achiev-

ing precision output tracking are obtained by using iterative control approach, such as the

recently-developed multi-axis inversion-based control (MAIIC) approach. Then, the control

input is synthesized online by combining the selected inputelements together with chosen pre-

and post-actuation times. The pre- and post-actuation times of the combined input for given

tracking precision is quantified by using the stable-inversion theory. The proposed approach is

illustrated through simulation study of a nanomanipulation application using a nonminimum-

phase piezo actuator model.
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In Chapter 4, the BSD based approach described in Chapter 3 tooutput tracking with pre-

view is utilized to achieve high-speed and large-range nanomanipulation in experiments. This

Chapter demonstrates and evaluates the BSD technique for precision tracking with preview in

experiments. The BSD technique avoids the demanding onlinecomputation when tracking an

online-generated desired trajectory with preview (i.e., the future desired trajectory is known

for a finite amount of preview time), by decomposing the previewed desired trajectory with

a finite number of output elements based on B-splines, and synthesizing the control input by

using the corresponding input elements via the superposition principle. The BSD technique

retains the advantages of the ILC approach described above by using the ILC technique to

construct a library of pairs of input-output elementsa priori, while extending the ILC frame-

work to non-repetitive tracking via online decomposition.The stable-inversion theory [3] is

utilized to quantify the pre- and post-actuation times [23]involved in the input synthesis. The

BSD technique is implemented to track a planar trajectory in2D nanomanipulation. First, a

feedback loop consisting of a proportional-integral (PI) controller followed by a notch filter is

employed to account for mainly the drift and hysteresis effects. Then, by applying the BSD

technique to the closed-loop system, the experimental results show that the precision of output

tracking with preview can be substantially improved over feedback control only, particularly at

high-speed. The effect of the finite post-actuation time on the tracking precision has also been

studied and demonstrated in the experiment. This chapter demonstrates the efficacy of the BSD

technique in high-speed precision tracking of preview in nanopositioning control applications

in practices.

Finally in Chapter 5, the recently-developed multi-axis inversion-based iterative control

(MAIIC) approach is employed, for the first time in experiments, to achieve probe-based high-

speed nanofabrication at large range using AFM. Particularly, the MAIIC technique is utilized

to achieve precision tracking of the desired trajectory in all x-y-z axes simultaneously, arriv-

ing at precision fabrication of the given pattern at high-speed. By using this advanced control

technique, the nonlinear hysteresis and vibrational dynamics effects of the piezotube actuator,

as well as the dynamic coupling effect, can be effectively compensated for during the iterative

learning process without additional steps to learn the cross-coupling effect separately. The pro-

posed approach is illustrated through experiments by implementing it to fabricate two Chinese
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characters pattern via mechanical scratching on a gold-coated silicon sample surface at high

speed. The efficacy of the proposed technique is demonstrated through the experimental results

that precision tracking in all 3-D axes can be achieved in thepresence of pronounced cross-axis

dynamics coupling effect.

Our conclusions are presented in Chapter 6.
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Chapter 2

Inversion-based Optimal Output Tracking-Transition Swit ching

with Preview for Nonminimum-Phase Linear Systems

Abstract

This chapter considers the problem of nonperiodic tracking-transition switching with preview.

Such a control problem exists in applications such as spatial mapping of mechanical property

of materials at nanoscale, robot manipulation, and probe-based nanofabrication. In these ap-

plications, multiple switching between tracking and transition occur, where the output needs to

track desired trajectory during the tracking sections, andrapidly transit to another point dur-

ing the transition sections with no post-transition oscillations. Due to the coupling between the

control of the tracking sections and that of the transition ones, and the potential mismatch of the

boundary system state at the tracking-transition switching instants, these control objectives be-

come challenging, particularly for nonminimum-phase systems. In the proposed approach, (1)

the optimal desired output trajectory for the transition sections is designed through direct min-

imization of the output energy, and (2) the needed control input that maintains the smoothness

of not only the output, but also the system state across all tracking-transition switching instants

is obtained by using a preview-based stable-inversion approach. The needed preview time is

quantified in terms of the system dynamics, and the recently-developed optimal preview-based

inversion approach is incorporated to minimize the amount of preview time. The proposed

approach is illustrated through a nanomanipulation example using a piezoelectrical actuator

dynamics model in simulation.
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2.1 Introduction

We present an inversion-based optimal control approach to solve the control problem of nonpe-

riodic tracking-transition switching with preview for nonminimum-phase linear systems. Such

a control problem arises in many applications, including 2-D spatial mapping of material prop-

erties at nanoscale using scanning probe microscope (SPM) [12], track seeking and following

in hard-disk drive read/writing operation [13, 14], probe-based nanomanipulation and nanofab-

rication [15], and robotics manipulation [16]. In these applications, multiple switching between

output tracking and output transition occur, and the control objectives are twofold: (1) During

each tracking section, to track the desired trajectory accurately to meet the specific needs of the

application; And (2) during the transition section immediately after, the output shall be rapidly

transited, with no induced post oscillations, to the desired position where operation needs to be

performed. The tracking-transition switching are, in general, nonperiodic, and in many appli-

cations such as nanomanipulation [15] and robotics operations [16], a finite preview of future

tracking-transition switching is available for a finite amount of time (i.e., a finite preview). In

this chapter, we propose a stable-inversion approach to achieve the above two control objec-

tives. The proposed approach combines the stable-inversion approach with optimal control

technique to maintain the smoothness of not only the output,but also the system state across

the tracking-transition switching instants, as well as theoutput precision throughout the entire

tracking-transition switching course.

We note that the development of the stable-inversion theory[3, 4] has solved the challeng-

ing problem of exact output tracking for nonminimum-phase systems, and has been extended

recently to achieve other control objectives such as minimal-time regulation [24], efficient nu-

merical computation of the stable-inversion [20], and causal feedforward control for static state

transition through output trajectory design [25]. The entire desired output trajectory, however,

needs to be knowna priori, and no output transition is allowed. The need of pre-specifying the

entire desired trajectory has been alleviated through the development of preview-based stable-

inversion technique [5, 6, 7, 8], thereby, online trajectory design/modification is allowed. The

desired trajectory, however, needs to be sufficiently smooth, and no output transition is allowed.

On the contrary, in the output transition problem, trackingof desired output trajectory outside
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the transition period is not addressed in general—only special cases where either the output out-

side the transition period is constant [24, 25, 26, 27, 28] orthe tracking-transition switching is

periodic (e.g., as in scanning operation) [29] has been considered. Conventionally, the problem

of output transition is converted and solved as a state transition problem—the classical optimal

state transition method (OST, e.g., [30]). The solution of OST involves user chosen boundary

state values, which tends to bead hocand thereby not necessarily optimal since usually output

boundary value instead of the state one is specified. Such anad hocchoice of the boundary

state is avoided in the recently-developed optimal output transition technique (OOT) [26, 29],

where the value of the boundary state value is optimized. Smooth output transition can also

be achieved by using the input-shaping technique [28, 31, 32, 33]. However, tracking of the

desired output trajectory before and after the transition is not addressed, neither is multiple and

nonperiodic tracking-transition switching. Therefore, there is a need to study the problem of

nonperiodic tracking-transition switching with preview for nonminimum-phase systems.

Challenges exist in the problem of nonperiodic tracking-transition with preview for nonminimum-

phase systems. Note that point-to-point output transitionwith minimal oscillations is needed

in many applications. The desired output trajectory obtained from the OST [30] or the OOT

[26, 29] techniques, however, can be highly oscillatory when the system dynamics is lightly-

damped, because both the OST and OOT techniques are based on the minimization of input

energy. As a result, the frequency components of the obtained optimal input tend to concen-

trate around the resonant peak(s) of the system dynamics, leading to an oscillatory desired

output [34]. Although such large output oscillations can bemitigated by modifying the sys-

tem dynamics with a pre-filter [14, 34], it is desirable to directly minimize the output energy

rather than the input energy in the output transition. More importantly, even when such a

smooth desired output trajectory across tracking-transition switching is available, smooth track-

ing of such a desired output trajectory across switching instants may not be achieved, because

smoothness of the system state—not just the output—across the switching instances needs to

be maintained, whereas the desired system state after switching tends to be unknown. Such a

smoothness of system state across switching cannot be archived by using existing approaches

such the OST, the OOT, or the input-shaping techniques [26, 29, 31, 32], resulting in mismatch

of boundary state across switching and post-switching output oscillations. Particularly when
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multiple tracking-transition switching exist and close toeach other, the switching-caused os-

cillations can be amplified and they propagate along the tracking-transition course. Moreover,

for nonminimum-phase systems, as pre-actuation is needed to track a given desired output tra-

jectory [3, 20], the control of tracking sections is coupledwith that of transition sections, i.e.,

the control input for each transition section shall not onlyachieve the required point-to-point

transition, but also “prepare” the system state for the output tracking in the tracking section

next [3], and vise versa. This transition-tracking coupling becomes challenging, because other

than scanning operations [29, 34], usually the tracking-transition switching are nonperiodic,

and the system state at the switching instants are unknown. Therefore, nonperiodic tracking-

transition switching with preview for nonminimum-phase systems cannot be addressed with

existing approaches.

The main contribution of this chapter is the development of an inversion-based approach to

achieve optimal tracking-transition switching with preview for nonminimum-phase linear sys-

tems. In the proposed approach, the tracking-transition switching problem is transformed to

designing the desired output trajectory for the transitionsections first, and then obtaining the

corresponding control input for the trajectory consistingof both tracking and transition sec-

tions. Specifically, the desired output trajectory for the transition sections are designed through

a direct minimization of the output energy instead of the input energy. Such an output min-

imization also guarantees the smoothness of the desired output across the transition-tracking

switching instants, up to one order less than the relative degree of the system. Secondly, the

required control input is obtained through the preview-based approach. It is shown that at

tracking-transition switching instants, smoothness of the entire system state is maintained even

though discontinuity of the control input occurs during switching. It is also shown that the

tracking error caused by the finite preview can be rendered arbitrarily small by having a large

enough preview time, and the preview time to guarantee the tracking precision depends on the

system nonminimum-phase characteristics of the dynamics,thereby can be quantified. Finally,

the recently-developed optimal preview-based stable-inversion method [8] is incorporated into

the proposed approach to reduce the amount of preview time needed for applications where

the amount of preview time is stringent [35]. Therefore, theproposed approach extends the

stable-inversion theory to the nonperiodic output tracking-transition switching with preview
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for nonminimum-phase systems. The proposed approach is illustrated by implementing it to

an nanomanipulation application using a piezoelectric actuator model in simulation. The sim-

ulation results are compared with that obtained by using theinput-shaping [31] along with a

PI-feedback control, to illustrate the efficacy of the proposed approach.

The rest of the chapter is organized as follows. In Section 2.2, the preview-based optimal

output tracking and transition problem is formulated, followed by the proposed inversion-based

solution in Section 2.3. The proposed approach is illustrated through a simulation example in

Section 2.4, where simulation results are presented and discussed. Our conclusions are given

in Section 2.5.

2.2 Problem Formulation: Preview-based Optimal Output Tracking-Transition

Consider the following square LTI system

ẋ = Ax+Bu, y = Cx, (2.1)

with the same number of inputs and outputs,u(·), y(·) ∈ ℜp, andx(·) ∈ ℜn. We assume that

Assumption 1 System (2.1) is controllable, observable, hyperbolic (i.e., has no zeros on the

imaginary axis), and has a well-defined vector relative degreer , [r1, r2, · · · , rp]
T [36].

In the following, without loss of generality, we assign all transition sectionsTk for k ∈ N (N:

the set of natural numbers), to be closed (See Fig. 2.1), i.e.,

Tk = [tk,i, tk,f ], k ∈ N. (2.2)

wheretk,i andtk,f are defined as the initial instant and the final instant for thekth transition

section, respectively. Correspondingly, we assign all tracking sectionsIq for q ∈ N to be open,

i.e.,

Iq = (tq,f , tq+1,i), q ∈ N. (2.3)

As schematically depicted in Fig. 2.1, the above assignmentimplies that the time domain of

real numbers,ℜ, is partitioned into pair-wise disjointed tracking and transition intervals, i.e.,

ℜ = (∪qIq)
⋃

(∪kTk) , and Iq ∩Tk = ∅, for ∀q, k ∈ N. (2.4)
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Such a partition of time ensures that the entire trajectory is a well-defined function of time,

and is partitioned accordingly into the user-defined desired trajectory for the tracking intervals,

ydtr(·), and the to-be-designed output trajectory for the transition intervals,ydtn(·), i.e.,

yd(·) = (∪qydtr,q(·))
⋃

(∪kydtn,k(·)) , (2.5)

whereydtr,q(·) andydtn,k(·) are defined for theqth tracking intervalIq and thekth transition

intervalTk, respectively, andq, k = 1, 2, · · · . Correspondingly, the control inputuff (·) for the

tracking intervals and the transition intervals are denoted asutr(·) andutn(·), respectively,

uff (·) = (∪qutr,q(·))
⋃

(∪kutn,k(·)) , (2.6)

......

yd(t)

 time

 tr
ack

in
g  transition  tr

ackin
g  tracking

 transition  tr
ackin

g

t1,i t1,f t2,i tN−1,f tN,i tN,f tN+1,i

 T p

tc

 tc + T p

 ε

Figure 2.1: The desired output trajectory consisting of tracking sections and transition sections,
where the desired output trajectory is prespecified for the tracking sections only.

Moreover, as discontinuity of the output, the input, or the system state may occur at the

boundary points, we further denote the left-hand limit asf(t −), and the right-hand limit of a

signalf(t) at time instantt asf(t +), as given below

f(t −) = lim
∆t→0

f(t−∆t), f(t +) = lim
∆t→0

f(t+∆t), with ∆t > 0. (2.7)

Similarly, assume that the function is continuously differentiable till the(r − 1)th, then the

left-hand limit and the right-hand limit of therth derivative of the signalf(t), f (r)(t −) and

f (r)(t +), are given by

d(r)f(t −)

dtr
= lim

∆t→0

f (r−1)(t)− f (r−1)(t−∆t)

∆t
,

d(r)f(t +)

dtr
= lim

∆t→0

f (r−1)(t+∆t)− f (r−1)(t)

∆t
,

(2.8)
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In this chapter, unlike the existing work [28, 26], the entire output transitions are not assumed

to be specified/known a priori, neither are all the tracking-transition switching periods. Rather,

we consider the more general scenario where the tracking-transition switching are nonperiodic,

and there exists a finite preview of future desired tracking-transition switching.

Assumption 2 The desired output trajectory is piecewisely-smooth enough, i.e., during any

given tracking interval,Iq for q ∈ N, the desired output trajectory for themth output chan-

nel, ydtr,m(·), is differentiable up to therthm order at all the interior points of the intervalIq.

Moreover, the number of output transition in any finite time interval is finite.

Assumption 3 At any given time instanttc, there exists a finite preview timeTp of future desired

tracking-transition switching consisting ofN number of transitions (N = 0, 1, 2, · · · , and

N < ∞), such that the desired output trajectory after theN th transition is known for any

given time duration ofǫ > 0 (See Fig. 2.1).

Remark 1 The above assumption essentially is to require, that withinthe preview time window,

the boundary conditions for all tracking-transition switching are well-defined. This assumption

is needed to ensure that a nonzero preview time is available at any time instanttc. Otherwise, if

the desired output at the final instant of theN th transition interval,ydtn,N (tN,f ), is unknown,

no desired trajectory, in general, can be found to ensure thesmoothness of the desired output

trajectory across theN th transition-tracking switching. As a result, the desired trajectory for

theN th transition interval becomes un-defined, and the preview time vanishes to zero as the

time instanttc approaches to theN th transition interval (See Fig. 2.1).

Remark 2 Note that such a finite preview of future desired tracking-transition switching (in

Assumption 3) is available in many applications. For example, in nanomanipulation [15] or

robot manipulation [16], if tracking-transition switching occurs during the preview time win-

dow, the purpose of the last previewed transition—the initial part of the operation after that

transition (which, in turn, implies a finite preview of the desired output trajectory), shall be

known—Otherwise the last transition becomes vain.

Remark 3 Assumption 3 also implies that there exists an instant increase of preview time (in

length) when the final instant of the preview window,tc + Tp, approaches to the initial instant
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of a transition interval, i.e., whentc + Tp → tk,i for somek, the length of preview time is

increased by the amount of that transition interval, i.e.,Tp → Tp+(tk,f−tk,i)+ǫ for any given

ǫ > 0. This instant increase of preview time is not a constraint ofthe proposed approach but an

inherent property of preview in tracking-transition switching operation, (See also Remark 2).

Now we are in the position to formally state the preview-based optimal output tracking and

transition (POOTT) problem:

Problem Formulation Let Assumptions 1– 3 be satisfied, then the POOTT problem is to(1)

design the desired output trajectory for each transition interval,ydtn,k(t) for t ∈ Tk and each

k = 1, 2, · · ·N , and (2) obtain the corresponding feedforward control input uff (·), such that

the following outcome are obtained,

O1 The required output transition is achieved, i.e.,

ydtr(tk,i) = ydtn(tk,i), ydtn(tk,f ) = ydtr(tk,f ), for k = 1, 2, · · · , N. (2.9)

O2 During each transition, the energy of the output along with its derivatives up to therth

order are minimized, i.e.,

min
ydtn(·)

(Tk) = min
ydtn(·)

∫ tk,f

tk,i

(HYYdtn(τ))
T Q (HYYdtn(τ)) dτ (2.10)

whereQ ∈ ℜp×p is a semidefinite positive matrix,Ydtn(·) is the vector of the desired

output trajectory and its derivatives up to therth order (during the transition intervals),

Ydtn(t) =
[

ξ1,dtn(t)
T , y

(r1)
1,dtn(t), ξ2,dtn(t)

T , y
(r2)
2,dtn(t)

· · · , ξp,dtn(t)
T , y

(rp)
p,dtn(t)

]T
, with

(2.11)

ξk,dtn(t) =

[

yk,dtn(t), ẏk,dtn(t), · · · ,
drk−1yk,dtn
dtrk−1

]T

(2.12)

andHY ∈ ℜp×m is a block diagonal matrix withm = p+
∑p

k=1 rk,

HY =



















HY,1 0 · · · 0

0 HY,2 · · · 0

...
...

. . .
...

0 0 · · · HY,p



















(2.13)
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with HY,k ∈ ℜ1×(rk+1) for k = 1, 2, · · · , p as

HY,k = [Hk 1] (2.14)

where

[Hk 1] = [−hk,1, −hk,2, · · · , −hk,rk , 1] (2.15)

is the coefficient of a stable polynomial, i.e., the following polymer P(s)

P (s) = srk+1 + hk,1s
rk + ...+ hk,rk−1s+ hk,rk (2.16)

has all its roots on the left open half complex plane.

O3 Provided that there exists an enough (but finite) preview, precision output tracking is

maintained throughout the entire output tracking and transition course, i.e., at any time

instant t, the error relative to the exact tracking input is within any chosen positive number

ǫi > 0,

‖ep,in(t)‖2 , ‖uinv(t)− u∗p(t)‖2 ≤ ǫi, (2.17)

where‖a‖2 is the standard vector 2-norm for vectora ∈ ℜn, uinv(·) denotes the input

that achieves exact tracking of the desired output trajectory, andu∗p(·) denotes the input

solution to the POOTT problem.

Note that in (2.13) and the rest of the chapter, “0” denotes a zero matrix of an appropriate

dimension.

Remark 4 The polynomial of the desired output and its derivatives in (2.10) allows the user to

selectively penalize the energy of the output or its derivatives—through the design of the vectors

Hks. It will become clear immediately later that in the proposed approach, the design of the

vectorsHks under the constraint given by (2.15, 2.16) is utilized to minimize the oscillations of

the output during the transition intervals.

2.3 Stable-Inversion-Based Solution to the POOTT Problem

Next, we present an inversion-based approach to solve the POOTT problem. We start with

transforming system (2.1) to theoutput-trackingform.
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2.3.1 Output-Tracking Form

Under Assumption 1, there exist (i) a state transformation,M : ℜn → ℜn and (ii) an input law

to transform system (2.1) into the output-tracking form. The needed state transformationM is

given by












ξ(t)

ηs(t)

ηu(t)













= Mx(t) =













Mξ

Mη,s

Mη,u













x(t), (2.18)

whereξ(t) = Mξx(t) are the output and its derivatives as in

ξ(t) =
[

ξT1 (t), ξ
T
2 (t), · · · , ξ

T
p (t)

]T
(2.19)

with ξk(t) being defined in (3.36), andηs andηu are the stable and the unstable subspaces of

the internal dynamics, respectively, i.e., the eigenvalues corresponding to the eigenvectors that

span the subspaces of the stateηs or ηu are all on the left open half complex plane and the

right one, respectively. In (2.18), the matricesMξ, Mη,s, andMη,u are partitioned according

to the rows of the output vectorξ, the stable internal dynamicsηs, and the unstable internal

dynamicsηu, respectively. The input needed for the transformation in (2.18), in general, can

be represented as

uinv(t) = Mξξ(t) +Mry
(r)(t) +Msηs(t) +Muηu(t),

= MY Y(t) +Msηs(t) +Muηu(t)

(2.20)

whereY(·) is as defined in (2.11), The above input is called theinverse input, as it determines

the desired input for desired output trajectory (i.e., whenY(·) = Yd(·)). The readers are

referred to [5, 8] for the expressions of the MatricesMY , Ms, Mu in (2.20). By using the

stable-inversion theory, it can be shown [3] that for squaresystems under Assumptions 1, 2,

the bounded solution to the unstable internal dynamicsηu(·) is uniquely determined, so is the

inverse input by (2.20).

Using the state transformation (2.18) and the inverse input(2.20), system (2.1) is transformed

to the following output tracking form

ξ̇(t) = Īupξ(t) +Bξy
(r)(t)

η̇s(t) = Asηs(t) +BsY(t)

η̇u(t) = Auηu(t) +BuY(t)

(2.21)
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where

Īup =



















Iup,1 0 · · · 0

0 Iup,2 · · · 0

...
...

. . .
...

0 0 · · · Iup,p



















,Bξ =



















Bξ,1 0 · · · 0

0 Bξ,2 · · · 0

...
...

. ..
...

0 0 · · · Bξ,p



















Iup,k =





0 Ek

0





rk×rk

, Bξ,k =





0

1





rk×1

(2.22)

whereEk denotes the identity matrix of dimensionk × k, and the eigenvectors ofAs andAu

span the stable and the unstable subspaces of the internal dynamics, respectively. Note that in

the output tracking form (2.21), the output and its derivativesξ is considered as one part of the

state.

2.3.2 Design of the Optimal Output Transition Trajectory Within the Preview

Window

The output tracking form (2.21) reveals that therth derivative of the output acts as the input

to the transformed system dynamics with the output and its (lower thanrth order) derivatives

constitute one part of the system state. Thus, the optimal output design problem (2.10) can

be rendered as an optimal input design problem. Specifically, we design the desired output

transition trajectory through the stabilization of the output subdynamics, followed by the input

energy minimization to the stabilized output subdynamics.

The output subdynamics (2.21) is stabilized by using a static state-feedback control, i.e., by

using the following static state feedback gainHξ,

y(r)(t) = Hξξ(t) + γ(t), (2.23)

the following output subdynamics becomes exponentially stable,

ξ̇(t) = (Iup +BξHξ) ξ(t) +Bξγ(t)

, Âξξ(t) +Bξγ(t).

(2.24)

Note that by (2.22–2.24), it can be verified that after the stabilization, the stabilized subdynam-

ics related to each outputyk is in the controllable canonical form, i.e.,

ξ̇k(t) = Âξ,kξi(t) +Bξ,kγk(t) (2.25)
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where

Âξ,k =





0 Ek−1

Hξ,k



 (2.26)

Thus, the row vectorHξ,k corresponds to the characteristic polymer for the subdynamics

{Âξ,k, Bξ,k}. Particularly, due to the decoupling of the output subdynamics in each the output

channels, each state feedback vectorHξ,k can be designed separately to determine the poles

for the corresponding output subdynamics. Existing techniques including the LQR approach

(e.g., [30]) and the Ackerman’s pole placement technique (e.g., [37]) can be used. Specifically,

to eliminate oscillations in the desired output during the transition intervals, the state feedback

gainHξ,k should be designed so that all the poles of the output subdynamics{Âξ,k, Bξ,k} are

real. The stiffness of the desired output trajectory thereby can be adjusted by the locations of

the poles of{Âξ,k, Bξ,k}.

With the output subdynamics stabilized, the optimal desired transition output trajectory that

satisfiesO1 andO2 can be obtained by solving an optimal state transition problem [30] with

respect to the external input to therth-order derivative of the output,γ(·), i.e., for any given

kth output transition within the preview time window, the optimal desired transition output

trajectory is obtained by solving the following optimal state transition problem,

min
γ(·)

J(Tk, γ) = min
γ(·)

∫ tk,f

tk,i

γT (τ, k)Rγγ(τ, k)dτ, (2.27)

for given boundary desired output and its derivatives for the kth transition, i.e.,ξdtn(tk,i) and

ξdtn(tk,f), respectively (Note that by Assumption 3, the boundary value for each transition in

the preview window is known). In (2.27),Rγ > 0 of compatible dimension is used to adjust

the minimization among different output channels.

Remark 5 Combining (2.23, 2.27) with (2.10–2.15), The cost functionin (2.27) is transformed

to that in the POOTT problem formulation is (2.10–3.36) by settingRγ = Q (2.10), andHξ,k =

Hk in (2.14). Thus, the solution to (2.27) satisfiesO1 andO2.

The solution to the above minimization problem (2.27) can bereadily obtained from the optimal

state transition result (See, e.g., [30]),

γ∗(t, k) = R−1
γ B

T
ξ e

ÂT
ξ
(tk,f−t)G−1(Tk)

[

ξdtr(tk,f)− eÂξ(T1−tk,i)ξdtr(tk,i)
]

= Γ (Tk,G(Tk), ξdtr(tk,f ), ξdtr(tk,i)) , for t ∈ [tk,i, tk,f ].

(2.28)
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whereG(Ttr) is the controllability Grammian,

G(Ttr) =

∫ Ttr

0
eÂξ(Ttr−τ)

BξR
−1
γ B

T
ξ e

ÂT
ξ
(Ttr−τ)dτ. (2.29)

Thus, for thekth output transition, the desired optimal output trajectory and its derivatives,

Ydtn(t) for t ∈ [tk,i, tk,f ], is obtained by using the optimal external input (2.28) to solve the

output subdynamics (2.24), and then the static state-feedback law (2.23),

y
(r)
dtn(t) = Hξξdtn(t) + γ∗(t, k), for t ∈ [tk,i, tk,f ]. (2.30)

Once the desired output for eachkth output transition within the preview time window(k =

1, 2, · · · , N) is specified, the desired tracking-transition output trajectory within the preview

time window can be obtained accordingly. This is summarizedin the following Lemma.

Lemma 1 Let Assumptions (1) to (3) be satisfied, then,

1. The desired optimal output trajectory and its derivatives up to the(r − 1)th , ξd(t), that

satisfy ObjectivesO1 andO2 are given by

ξd(t) =















ξdtr(t), t ∈ Ik

ξdtn(t), t ∈ Tk

(2.31)

and

y
(r)
d (t) =















y
(r)
dtr(t), t ∈ Ik

y
(r)
dtn(t) = Hξξdtn(t) + γ∗(t, k). t ∈ Tk

(2.32)

for k = 1, 2, · · · , N , whereξdtr(t) is the user-specified desired output trajectory for the

tracking intervals, andξdtn(t) is obtained by solving the output subdynamics (2.24) with

the optimal external inputγ∗(t, k) for t ∈ Tk,

γ∗(t, k) = Γ (Tk,G(Tk), ξdtr(tk,f ), ξdtr(tk,i)) , (2.33)

where the functionΓ(·, ·, ·, ·) is as defined in (2.28);

2. At the transition instants, the desired output trajectory is smooth up to the(r − 1)th

derivative, i.e., for eachk = 1, 2, · · · , N ,

ξdtr(t
−
k,i) = ξdtn(t

+
k,i), ξdtn(t

−
k,f) = ξdtr(t

+
k,f ), (2.34)
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The Lemma follows directly from the fact that the output trajectory for each transition interval

is the solution to the optimal state transition of the outputsubdynamics (2.21) for each given

transition intervalTk (k = 1, 2, · · · , N ).

Remark 6 Note that discontinuity can occur at the transition instants in therth derivative of

the desired output,

y
(r)
dtr(t

−
k,i) 6= y

(r)
dtn(t

+
k,i), y

(r)
dtn(t

−
k,f ) 6= y

(r)
dtr(t

+
k,f ). (2.35)

2.3.3 Preview-Based Control Input for the Tracking-Transition Period

Next, we present the second half of the solution to the POOTT problem—the control input that

satisfies ObjectiveO3. We start with obtaining the control input that exactly tracks the above

desired output trajectory with tracking-transition switching when there exists infinite preview

(i.e.,uinv(·) in (3.2)).

Inverse Input For Exact Tracking: Infinite Preview Case

The above optimal desired output trajectory with tracking-transition switching is smooth up to

the rth-order—the relative degree of System (2.1). Thus, by the stable-inversion theory [3],

exact tracking of such a desired trajectory exists for nonminimum-phase systems, provided that

the entire trajectory is known a priori, i.e., infinite preview of the desired trajectory exists. The

corresponding control input (calledthe inverse input) is noncausal and thereby can be applied

to the tracking-transition planning applications such as nanomanufacturing [15, 38], where the

desired trajectories in all tracking intervals along with the desired transitions in all transition

intervals are specified a priori. In addition, the inverse input allows the quantification of the

tracking performance when the preview is finite.

The inverse input for exact output tracking is given by

uinv(t) = MY Yd(t) +Msη
∗
s(t) +Muη

∗
u(t), (2.36)

whereYd(t) is given by (2.31, 2.32), and the stable and the unstable internal dynamics,η∗s(t)

andη∗u(t), respectively, are obtained by using the desired outputYd(t) to solve the stable and
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the unstable internal dynamics (2.21) forward and backwards in time, respectively,

η∗s(t) = eAs(t−t0)η∗s(t0) +

∫ t

t0

eAs(t−τ)BsYd(τ)dτ

η∗u(t) = −

∫ ∞

t
e−Au(τ−t)BuYd(τ)dτ.

(2.37)

wheret0 denotes the beginning time instant of the entire tracking- transition operation, and

η∗s(t0) can be set as the stable part of the internal dynamics att0 (obtained from the system

state att0 through the state-transformation in (2.18)). Note that theintegration in (2.37) must

be partitioned into tracking and transition intervals according to the partition of the desired tra-

jectoryYd(·) in (2.31, 2.32).

Optimal-Preview-Based Inverse Input: Finite Preview Case

Obtaining the preview-based inverse control amounts to solving the unstable part of the internal

dynamics (2.21) in the presence of tracking-transition switching—the stable part of the internal

dynamics,ηs,p(t), is the same as that for the infinite preview scenario, i.e.,

ηs,p(t) = η∗s(t), for ∀t, (2.38)

whereη∗s(t) is given by (2.37). The unstable internal dynamics is solvedwith a finite-preview

of future desired trajectoryTp as,

ηu,p(t) = e−Au(tc+Tp)η̂u(t+ Tp)−

∫ tc+Tp

t
e−Au(τ−t)BuYd(τ)dτ (2.39)

whereη̂u(tc + Tp) is the estimated future boundary value of the unstable internal dynamics

at the end of the preview time window(tc + Tp), i.e., the bounded internal dynamics can be

considered as a boundary-value problem with unknown boundary value [25]. Particularly, in

our previous work of preview-based inversion approach [5, 7], this unknown future boundary

value is set to zero,

η̂u(t+ Tp) = 0 (2.40)

However, an optimal estimation of the boundary condition [8] can be obtained and incorporated

into the proposed approach (See Sec. 2.3.4 later). As in (2.37), the integral in (2.39) needs to be

partitioned into tracking intervals and transition ones according to the partition of the desired
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output trajectory in (2.31, 2.32). Thus, with the preview-based solution to the unstable internal

dynamics (2.39), the preview-based inverse input to the POOTT problem is obtained as

upre(t) = MY Yd(t) +Msηs,p(t) +Muηu,p(t) (2.41)

Next, we show that the above preview-based solution achieves the objectiveO3. The critical

issue is to maintain the smoothness of the internal dynamicsas well as the system state across

all tracking-transition switching instants, even in the presence of discontinuity in therth order

derivative of the desired trajectory (See Remark 6). This issue is addressed in Lemma 2 below.

Lemma 2 Let Assumptions 1—3 be satisfied, and the preview-based optimal output-input tra-

jectory be given by (2.38) to (2.41). Then

1. The stable part of the internal dynamics is continuous at both the initial and the final

instants of each transition interval, i.e.,

ηs(t
−
k,i) = ηs(t

+
i,f ), andηs(t

−
k,f ) = ηs(t

+
k,f ), for k = 1, 2, · · · , N (2.42)

2. Provided that the estimation of the boundary condition ofthe unstable internal dynamics,

η̂u(tc+Tp), is continuous, i.e.,̂ηu(t) ∈ C(ℜ), the preview-based solution to the unstable

internal dynamics (2.39) is continuous at both the initial and the final instants of each

transition interval, i.e.,

ηu(t
−
k,i) = ηu(t

+
k,i), andηu(t

−
k,f ) = ηu(t

+
k,f ), for k = 1, 2, · · · , N (2.43)

3. Smooth state transition is achieved at both the initial and the final transition instants,

xtr(t
−
k,i) = xtn(t

+
k,i), xtr(t

−
k,f) = xtn(t

+
k,f ). (2.44)

Proof Note that the desired output trajectory and its derivativesare bounded, i.e.,Yd(·) ∈

L∞(ℜ), and the stable internal dynamics is integrable for forwardtime flow, i.e.,eAs(·)Bs ∈

L1(ℜ+). Thereby, their convolution—the stable internal dynamics(2.37)—is uniformly con-

tinuous (e.g., [39]) at all time instantt, particularly, at the tracking-transition switching instants.

This shows Result 1. Similarly, the integral part of the preview-based unstable internal dynam-

ics solution in (2.39) is also uniformly continuous at all time instantt. Thus, Result 2 follows
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if the estimated boundary condition is continuous. Note that the continuity of the estimated

boundary valuêu(t) can be maintained by simply settinĝu(t) as be a constant (e.g., zero as

in (2.40)). For Result 3, we note that the obtained preview-based input (2.41) is bounded,

upre(·) ∈ L∞(ℜ), thus the same argument applies to the continuity of the system state across

the transition instants. This completes the proof.

The amount of preview timeTp that guarantees the precision in the preview-based inverse

input can be quantified for given precision in the input.

Lemma 3 Let the Assumptions in Theorem 2 be satisfied, and the future boundary value of the

unstable internal dynamics be set to zero, i.e.,η̂u(tc + Tp) = 0, then for any given precision

in the preview-based inverse inputǫi, there exists a finite preview timeTp < ∞ such that the

required input precision (3.2) can be achieved. Particularly, the required preview time is given

by

T ∗
p ,

1

α
ln

(

K

αǫ

)

, (2.45)

where the positive constantα is the bound of the exponentially-decaying rate of the unstable

internal dynamics,

‖e−Aut‖2 ≤ K1e
−αt, ∀t ≥ 0; (2.46)

and the positive constantK is defined as

K , K1Ky‖Cu‖2‖Bu‖2,

withKy , ‖Yd(·)‖∞ = supt∈ℜ ‖Yd(t)‖2.

Proof The proof follows arguments similar to those in [5] and thereby is omitted.

Remark 7 As discussed in Remark 3, at time instanttc, if the preview time window crosses the

tracking-to-transition switching and enters next transition intervalTN+1, i.e., if tc+Tp ≥ tN,i

andtc + Tp − ǫ < tN,i for any givenǫ > 0, the preview timeTp will be increased instantly by

the amount of the next transition interval, i.e.,Tp = Tp + (tN,f − tN,i). As at the time instant

tc, the desired output trajectory for the next transition interval has been designed by Lemma 3,

such an increase of the preview time will improve the tracking precision.
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Therefore, this chapter extends the preview-based inversion approach to solve the problem of

nonperiodic tracking-transition switching with preview.In applications such as robot manipu-

lation [16] and nanomanufacturing [38], reducing the amount of needed preview time is crucial

because in these applications, the amount of preview time islimited by constraints such as cost,

hardware performance and physical constraints (as in active noise control [35]). The needed

preview time can be reduced by utilizing the knowledge of thepreviewed future desired trajec-

tory to optimally estimate the unknown future boundary value ηu(tc + Tp).

2.3.4 Optimal Estimation of the Unknown Boundary Value of the Unstable In-

ternal Dynamics

By using the optimal preview-based inversion approach [8],the optimal estimation unknown

future boundary value of the unstable internal dynamics canbe obtained by minimizing a linear

quadratic regulation (LQR) cost function that trades off the output tracking error with respect

to the input energy within the preview time window. Note in [8], the optimal preview-based

inversion technique is developed for tracking smooth desired output trajectory. The extension

to the proposed POOTT problem requires accounting for the discontinuity, at the tracking-

transition switching instants, in therth-order derivative of the desired trajectory and that in the

preview-based inverse input (See (2.35)). Concretely, thefollowing cost function with respect

to the boundary value is minimized,

min
B

J(tc,B) = min
B

∫ tc+Tp

tc

‖ξ(τ)− ξd(τ)‖
2
Q + ‖up(τ)‖

2
Rdτ (2.47)

where

B , η̂u(tc + Tp), (2.48)

and

‖M‖W , MTWM,

is the weighted 2-norm of matrixM w.r.t. the semi-positive symmetric weightW ≥ 0. Similar

to the integral in the preview-based solution to the unstable internal dynamics (See (2.39)), the

integral in the above cost function should be partitioned into tracking and transition sections ac-

cording to the partition of the desired trajectory in (2.2–2.6). However, as the desired trajectory
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is bounded up to therth order derivatives, the optimal estimation of the boundary condition

η̂(tc + Tp) in [8] can be extended to the proposed tracking-transition switching scenario.

Theorem 1 [8] Let Assumptions 1 to 3 be satisfied, then the optimal boundary condition for

the unstable internal dynamicŝη∗u(tc + Tp) that minimizes the cost function (2.47) is given by

B
∗ , η̂∗u(tc + Tp) = −I1(Tp)

−1I2(tc, Tp)
T . (2.49)

where

I1(Tp) ,

∫ tc+Tp

tc

Ψx(τ)
TQξΨx(τ) +P

T
Eu

(τ)RPEu(τ)dτ

I2(tc, Tp) ,

∫ tc+Tp

tc

[φx(tc,Yd, τ)− xref (τ)]
T QξΨx(τ) +P(Yd, τ)

TRPEu(τ)dτ

(2.50)

and

Qξ , MT
ξ QMξ

is the modified weight (withMξ given by (2.18)), and the vector functionφx(tc,Yd, t) and the

matrix functionΨx(t) are defined as

φx(tc,Yd, t) , eA(t−tc)x(tc) +

∫ t

tc

eA(t−τ)BP(Yd, τ)dτ

Ψx(t) ,

∫ t

tc

eA(t−τ)BPEu(τ) with (2.51)

P(Yd(·), t) , MY Yd(t) +Msηs(t) +Muη̂u(t)

PEu(t) , Mue
−Au(tc+Tp−t). (2.52)

Remark 8 Note that when computing the optimal boundary value, the reference statexref (t)

in (2.50) is not needed—With the mapping matrixMξ, it is instead converted to the derivatives

of the desired output,ξd(t).

The critical issue to incorporate the above optimal estimation of boundary value in the proposed

approach is to guarantee the continuity of the boundary value across the switching instants (See

Lemma 2 (2)).

Lemma 4 The optimal estimation of the future boundary value of the unstable internal dynam-

ics in (2.49) to (2.52) is continuous with respect to the timeinstanttc.
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Proof The proof amounts to showing that the vector functionI2(tc, Tp) (in (2.50)) is contin-

uous w.r.t.tc (as the matrixI1(Tp) is a constant matrix for given preview time). First, note that

similar to the argument in Lemma 2, we can show that the vectorfunctionsφx(tc,Yd, t) and

Ψx(t) in (2.51) are continuous w.r.t.t. Then, by Lemma 2 (c), the vector functionφx(tc,Yd, t)

is also continuous w.r.t.tc. As a result, the first part of the integral (i.e., the integral of the first

term before “+”) inI2(tc, Tp) is continuous w.r.t.tc. Moreover, note that although disconti-

nuity occurs in the vector functionP(Yd(·), t), this vector is integrable on any given interval

[tc, tc+Tp], therefore the second part of the integralI2(tc, Tp) is absolutely continuous (thereby

continuous) w.r.t.tc (e.g., [39]). This completes the proof.

2.4 Simulation Example: Nanomanipulation

We illustrate the proposed approach by a simulation exampleof using a piezoelectric actuator

model in nanomanipulation.

2.4.1 Nonperiodic Output Tracking-Transition Switching with Preview in Nanoma-

nipulation

Preview-based output tracking with nonperiodic tracking-transition switching is needed in ap-

plications such as nanomanipulation, nanofabrication [15] and robotic operation [16]. In nanoma-

nipulation based on scanning probe microscope (SPM), a micro-machined cantilever probe

driven by a piezoelectric actuator is utilized to manipulate nanoscale subjects both horizontally

and perpendicularly [15], to build integrate circuit usingnanotubes [40], or to conduct surgery

operations on a single live cell [41]. In these operations, precision output tracking is needed to

perform trajectory dependent tasks (e.g., to push a nanotube to a specific location), while swift

transition is needed to reposition the probe to the desired location (e.g., to relocate the probe

to be close to the nanotube where the next operation takes place). Clearly, frequent tracking-

transition switching occur in these operations where multiple tasks are required at multiple

locations. As nanomanipulation usually involves online generated commands by the user (e.g.,

through an imaging based interface) [5], preview-based approach becomes a nature choice to
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address the required output tracking-transition switching, particularly at high-speed. Thus, in

this simulation, a piezoelectric actuator model in nanomanipulation operation was considered.

The dynamics model of the piezo actuator is as follows.

G(s) =
x(s)

ux(s)
= Kx

∏4
q=1(s− zq)

∏6
r=1(s − pr)

(2.53)

where the input is the voltage applied to the piezoelectric actuator (in Volt), and the output is

the displacement of the piezo actuator (in angstromÅ), and the Laplace transform variables is

in rad/ms (to reduce the numerical computation error), and

Kx = 29.28,

zq = 9.274 ± 41.659i, −2.484 ± 30.434i,

pr = −0.188± 31.326i, −0.857 ± 24.570i,−20.263, −15.198

(2.54)

The corresponding frequency response is shown in Fig. 2.2. Note that the above piezo actuator

dynamics model is nonminimum phase with a pair of complex zeros on the right-half-plan.
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Figure 2.2: The frequency response of the piezo actuator mode

2.4.2 Output Tracking Form, Internal Dynamics, and InverseInput

The piezo dynamics model in (3.77) has a relative degree of two. The minimal state-space

representation of the piezoelectric dynamics model (3.77)was obtained by using a balance
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realization, and then, the inversion based input was obtained as,

uinv(t) = [20.3906 − 0.2032 0.0342]Yd(t)

+ [−0.5609 4.5764]ηs(t) + [10.9054 − 20.0614]ηu(t),

(2.55)

where

Yd(t) = [yd(t) ẏd(t) ÿd(t)]
T and

η̇s(t) =





−2.4839 30.4342

−30.4342 −2.4839









ηs,1(t)

ηs,2(t)



+





−8.4186 0.0714 −0.0112

6.3290 −0.1005 0.0155



Yd(t)

η̇u(t) =





9.2736 −41.6586

41.6586 9.2736









ηu,1(t)

ηu,2(t)



+





45.4971 −0.3607 0.0651

−37.0249 0.3158 −0.0579



Yd(t)

(2.56)

The above inverse control input and the internal dynamics were used in output tracking

during both the tracking and the transition sessions. The key was to (1) obtain the optimal

output trajectory for the transition sessions (See Sec. 2.3.2), and (2) determine the preview-

based internal dynamic statesηs andηu in the inverse input (2.55) across the switching instants

(See Sec. 2.3.2).

2.4.3 Implementation of the POOTT Technique

Desired Transition Trajectory Design To implement the proposed technique to the POOTT

problem, we start with designing the optimal desired outputtrajectory for the transition sec-

tions. Note that in experimental applications, only the optimal desired output trajectory for

transition sections within the preview window is designed.However, as the design of the

optimal transition trajectory did not depend on the preview-based input, we designed, in the

simulation, the optimal output transition trajectory for all transition sections at once—however,

at each time instant, only the desired trajectory within thegiven preview time window was used

for control.

To emulate possible tracking scenarios in real nanomanipulation applications, three different

types of trajectories (ramp, sinusoidal, and exponential signals) were incorporated into the
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desired trajectory of the tracking sessions. As shown in Fig. 2.3 (a), the desired trajectory con-

tained a total of six tracking sessions. Then the desired trajectory for the transition sections

were designed according to Eqs. (2.24, 2.28, 2.29). Specifically, the output-related subdynam-

ics (2.21) was stabilized first, by using the standard LQR state-feedback approach [30]. Then,

the optimal desired transition trajectory that guaranteedthe smoothness of the desired output

across the switching instants with minimal vibrations (RequirementsO1 andO2) were ob-

tained by using the optimal state transition method (See (2.28, 2.29). The obtained optimal

output transition trajectory is shown in Fig. 2.3 (a) forQ = diag([1 .001]), andR = [1]. For

comparison,we also chose a different set of Q and R atQ = diag([.001 .001]) andR = [1]

when stabilizing the output subdynamics. The corresponding optimal output transition trajec-

tory is shown in Fig. 2.3 (b).
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Figure 2.3: Comparison of the desired trajectory for the transition sections obtained by using
the LQR technique with different weights.

The simulation results clearly demonstrate that the proposed method guarantee the smooth-

ness of the desired output trajectory across tracking-transition switching instants (See the insert

in Fig. 2.3 (a)). Comparing Fig. 2.3 (a) with Fig. 2.3 (b), it is evident that different stabilization

of the output subdynamics results in different desired output trajectory for transition sessions:

The larger state weight Q relative to the input energy weightR results in less variation in the

transition trajectory. A similar effect can also be obtained by using other stabilization methods

such as pole placement. The desired trajectory in Fig. 2.3 (a) was used in the simulation.

Optimal preview-based inverse inputTo obtain the preview-based inverse input for tracking

the output trajectory with tracking-transition switching, the stable part of the internal dynamics
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was solved first (See Sec. 2.3.3), where the desired outputYd(τ) in (2.56) was specified ac-

cording to Lemma 1 (See (2.31–2.34)), and the initial boundary valueη∗s(t0) was set to zero

(as initially both the system and the output were at zero). Then, the preview-based solution to

the unstable internal dynamics was solved for a given finite-preview time (See (2.39)), where

the unknown future boundary value of the unstable internal dynamics (at the end of the pre-

view time window) was optimally estimated (See Sec. 3.3.2).To ensure the tracking precision,

preview time ofTp = 0.8 ms was used. This preview time was chosen based on the estimated

settling time of the unstable internal dynamics (∼ 1 ms) (See (2.56)).

For comparison, the input shaping technique [31] was also applied to design and track the de-

sired output trajectory during the transition sections. Then a feedback controller consisting of

a notch-filter in serial with a PI controller was used for the output tracking during the track-

ing sections. The desired output transition trajectory wasdesigned by first obtaining the input

shaper, and then convolving the input shaper with the chosendesired reference command signal

for the transition sections [31]. The input shaper was obtained as a series of impulses (Readers

are referred to [31] for details). The reference command signal for the transition sections was

chosen as ramp signals with a flat final period. As the piezo dynamics model consisted of two

vibration modes (i.e., two resonant peaks, See (3.3.1) and Fig. 2.2), the input shaper was de-

signed by solving the vibration and robustness constraints, particularly, the zero vibration and

derivative (ZVD) constraints, for each of these two modes simultaneously [31]. The resulting

input shaperS(t) consisting of five impulses was obtained as

S(t) =
5
∑

i=1

Aiδ(t− τi) (2.57)

where “δ(t)” denotes the impulse function (i.e., Dirac delta function), and the amplitude and

time delay of each impulseδ(t), Ai andτi, are given by




Ai

τi



 =





0.1533 0.3010 0.2749 0.1477 0.1232

0 0.1003 0.1279 0.2006 0.2557



 (2.58)

The obtained reference command signal and the modified command signal convolved with the

input shaper is shown in Fig. 2.4 (a), and the desired trajectory of transition sections obtained

by using the reference command signal and that by using the modified command signal are

compared in Fig. 2.4 (b).
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Figure 2.4: (a) Comparison of the original command (“Original”) with the shaped command
convolved by the input shaper (“Shaped”); and (b) comparison of the system response using
the original command and that by using the shaped command, where the insert zooms-in one
switching instant.

The feedback controller during the tracking sections was designed by using a notch filter to

“cancel” the dominant resonant mode at 24.6 KHz and 31.3 KHz first (See Fig. 2.2). Then a PI

controller was designed for the modified system dynamics (the piezo dynamics model in (3.77)

with the notch filter in front). The parameters of the PI controller atKp = 1, Ki = 40000 were

chosen to achieve small rise time and eliminate the steady-state error of the modified system. In

the simulation, the control input was switched between the input-shaping feedforward control

(for the transition sections) and the PI-notch filter feedback control (for the tracking sections).

The control input at the switching instants was determined by maintaining the continuity of the

system output.

2.4.4 Simulation results and discussion

Output tracking at three different speeds were evaluated inthe simulation, i.e., the desired tra-

jectory shown in Fig. 2.3 (a) were speeded up to obtain the desired trajectory at higher speed.

The output tracking results for the low-speed tracking are compared in Fig. 2.5 for those ob-

tained by using the proposed approach (with a preview time of0.8 ms) in (a), (c), and those

obtained by using the input shaping-PI control in (b), (d). The tracking results obtained by

these two methods for the higher-speed tracking are also compared in Fig. 2.6, where the same

preview time of Tp = 0.8 ms was used. Moreover, we also applied the proposed approach to

track an even higher speed of desired trajectory where multiple tracking-transition switching
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occurred in the preview window of 0.8 ms. The tracking results were shown in Fig. 2.7. As dis-

cussed below, the comparison for the two slower cases clearly demonstrate the superior tracking

performance of the proposed method over the input shaping-PI control method, tracking of this

higher-speed desired trajectory by using the input-shaping PI-control was not conducted.
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Figure 2.5: Comparison of (upper row) the output tracking atrelatively low-speed by using (a,
c) the proposed approach with (b, d) that by using the input shaping-PI control method, and
(lower row) the corresponding tracking errors.

The simulation results show that by using the proposed inversion-based POOTT technique,

precision output tracking can be maintained throughout theentire tracking-transition course. In

the low speed tracking, relatively good tracking can be achieved by using the input-shaping-PI

control except at the switching instants—large oscillations occurred at the switching instants

because only the continuity of the output, not the whole system state, was maintained at the

switching instants. Such large oscillations at switching instants, caused by the mismatch of the

system state, were dramatically reduced by using the proposed technique. Note that as discon-

tinuity occurred at the switching instants in therth derivative of the desired output trajectory,

the tracking error at the switching instants were larger than that at other time instants. How-

ever, the relative RMS tracking errorE2(%) by using the proposed control technique was still

very small (only0.14%), over 70 times smaller than that of using the input shaping-PI control
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Figure 2.6: Comparison of (upper row) the output tracking atmiddle speed by using (a, c) the
proposed approach with (b, d) that by using the input shaping-PI control method and (lower
row) the corresponding tracking errors.

method (9.85%, See Fig. 2.5). Such a precision tracking across all tracking-transition switch-

ing was maintained even when the trajectory became much faster—at middle-speed tracking

and high-speed tracking, the relative RMS tracking errorE2(%) were still very small (about

0.17% and0.28%, See Fig. 2.6, 2.7). Particularly, simulation results showed that almost the

same tracking precision was maintained even when there existed multiple tracking-transition

switching within the preview time window (for the high-speed desired trajectory of 1.68 ms

total time). Whereas the overall output tracking by using the input shaping-PI feedback control

method deteriorated as the trajectory became faster (See Figs. 2.5, 2.6). Therefore, the sim-

ulation results demonstrate that smooth output tracking over nonperiodic tracking-transition

switching can be achieved by using the proposed technique.

Effect of Preview-Time on Output Tracking To demonstrate the effect of the amount of

preview time on the tracking performance of output tracking-transition switching, four differ-

ent preview times (Tp = 0.08 ms, 0.15 ms, 0.3 ms and 0.8 ms) were used in the simulation.

Additionally, to illustrate the efficacy of optimal boundary value estimation [8] to reduce the

amount of preview time, we also compared the output trackingby using the optimal estimation

of the boundary value in the proposed method (calledthe optimal boundary POOTT technique)
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Figure 2.7: The output tracking at high speed by using the proposed approach (a) and the
corresponding tracking errors (b).

with that by using zero boundary value (See (2.40)) in the proposed method (calledthe zero

boundary POOTT technique). The tracking results obtained by using these two methods are

compared in Fig. 2.8 for the preview timeTp = 0.08 and0.15 ms, along with that obtained

with zero preview time. The output tracking results for the other two longer preview times

Tp = 0.3 and0.8 ms are also compared in Fig. 2.9.

The simulation results show that having an enough amount of preview time was critical to

the tracking of nonperiodic output tracking-transition switching with preview. For both the

zero-boundary and the optimal boundary POOTT methods, the tracking error decreased as the

preview time increased. Without preview (Tp = 0 ms), however, tracking error as large as 5

times over the desired output amplitude occurred (See Fig. 2.8 (a)). Such a large tracking error

was dramatically reduced by using preview in the proposed POOTT technique (See Fig. 2.8

(b), (c), (d) and Fig. 2.9). Particularly, with preview timeof 0.8 ms, output tracking error as

small as< 0.4% was achieved by using both the zero-boundary and the optimal-boundary

POOTT methods. Thus, with enough preview time, precision output tracking over nonperiodic

tracking-transition switching can be achieved by using theproposed POOTT technique.

The simulation results also show that the amount of preview time for achieving precision

output tracking can be substantially reduced by using the optimal boundary instead of the zero

boundary POOTT technique. For example, when the preview time was as small asTp = 0.08 ms,

relatively good output tracking over the entire tracking-transition course can still be obtained

by using the optimal-boundary POOTT method (As shown in Fig.2.8 (a), (c), the relative RMS

tracking errorE2(%) was about 1.48%), whereas the output tracking obtained by using the
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Figure 2.8: Comparison of (upper row) the output tracking and (upper row) the tracking error
obtained by using the optimal boundary POOTT method (“Optimal-Boundary”) with those
obtained by using the zero-boundary POOTT method (“Zero-Boundary”) and no-preview for
the preview time of (left column)Tp = 0.08 ms and (right column)Tp = 0.15 ms.

zero-boundary POOTT technique was completed lost (See Fig.2.8 (a), (c)). As the preview

time was increased toTp = 0.3 ms, although the tracking performance of the zero-boundary

POOTT technique was significantly improved, the relative RMS tracking errorE2(%) was still

over 15 times larger than that of using the optimal-boundaryPOOTT method. (See Fig. 2.9

(a), (c)). Therefore, the simulation results demonstrate that the proposed POOTT technique ex-

tends the preview-based stable-inversion approach to precision tracking in nonperiodic output

tracking-transition switching.

2.5 Conclusions

In this chapter, an inversion-based approach to achieve precision tracking in nonperiodic tracking-

transition switching with preview has been proposed. The optimal desired output trajectory for

the transition sections was designed by directly minimizing the output energy, and the required

control input was obtained by using a preview-based stable-inversion approach. The proposed

approach maintained the smoothness of system state across the tracking-transition switching,

and the required preview time has been quantified in terms of the system internal dynamics.
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Figure 2.9: Comparison of (upper row) the output tracking and (upper row) the tracking error
obtained by using the optimal preview inversion method withthose obtained by using the pre-
view inversion method with the preview time of (left column)Tp = 0.3 ms and (right column)
Tp = 0.8 ms.

The preview time was further minimized by incorporating with the recently-developed optimal

preview-based inversion approach. The proposed approach was demonstrated by implementing

it to a nanomanipulation application using a piezoelectricactuator model in simulation.
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Chapter 3

B-Spline-Decomposition-based Output Tracking with Preview for

Nonminimum-Phase Linear Systems

Abstract

In this chapter, a B-spline-decomposition-based approachto output tracking with preview for

nonminimum-phase systems is proposed. It has been shown anddemonstrated through imple-

mentations that when there exists a finite (in time) preview of future desired trajectory, precision

output tracking of nonminimum-phase systems can be achieved by using the preview-based

stable-inversion technique. The performance of this approach, however, can be sensitive to

system dynamics uncertainty. Moreover, the computation involved in the implementation can

be demanding. We propose to address these challenges by integrating the notion of trajectory

decomposition and the iterative learning control technique together. Particularly, the B-splines

are used to construct a library of desired output elements and their corresponding control input

elements a priori, and the ILC techniques such as the recently-developed multi-axis inversion-

based control (MAIIC) approach are used to obtain the control input elements that achieve

precision output tracking of the corresponding desired output elements. Then the previewed

future desired trajectory is decomposed by using the desired output elements, and the control

input is synthesized by using the corresponding input elements with chosen pre- and post- actu-

ation time. The required pre-/post- actuation times are quantified based on the stable-inversion

theory. The use of B-splines substantially reduces the number of output elements in the library,

and the decomposition-synthesis only occurs at time instants specified by the given preview

time and pre-actuation time. The proposed approach is illustrated through simulation study of

a nanomanipulation application using a nonminimum-phase piezo actuator model.
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3.1 Introduction

In this chapter, we propose a B-spline-decomposition-based approach to the problem of out-

put tracking with preview for nonminimum-phase (NMP) linear systems. It is noted that exact

tracking of NMP systems, although cannot be achieved by using feedback control alone [2],

can be attained by using the stable-inversion theory [3]. The obtained solution, however, is

noncausal—theuniquestable (bounded) control input (called the inverse input) depends on

the entire future desired trajectory, thereby cannot be implemented to applications where the

desired trajectory is generated online (e.g., robotics manipulation, or autonomous vehicle guid-

ance). The dependence of the inverse input on the future desired trajectory has been quantified

through the development of the preview-based stable-inversion techniques [7, 8]. Such a quan-

tification enables the stable-inversion techniques to be implemented to achieve precision output

tracking with a quantified large enough preview time, as demonstrated in various applications

[6]. The tracking performance of the preview-based stable-inversion techniques, however, can

be sensitive to the uncertainties and variations of system dynamics [17, 42]. Moreover, the on-

line computation involved in the preview-based stable-inversion can be demanding [8, 21, 22].

Motivated by these challenges in practical implementations, the proposed approach aims to

achieve precision tracking of output trajectory with preview, while accounting for the system

uncertainties and variations, and avoiding heavy online computation demand.

Current approaches to output tracking with preview of NMP systems need to be improved

for practical implementations. The benefits of preview for output tracking of NMP systems

have been well recognized and exploited in various feedback-based approaches, including the

LQ-, the H∞- and theℓ2-optimal preview control [43, 44, 45]. Particularly, the preview mech-

anism has been utilized to alleviate the fundamental performance limits of feedback control to

NMP systems [2]. It is shown that the limit of the tracking error exponentially decays with

the increase of the preview time. The quantification, however, is limited to SISO systems [46],

and special functions only (either step functions, sinusoidal functions, or exponential functions)

[2], and does not lead to the design of the “optimal” feedbackcontroller that attains the lower

limit. Although the tracking performance limit was extended to general functions in [2], the

extension is constrained to SISO systems only with simple zeros, and it is difficult to directly
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quantify the tracking error from the limit bound due to the use of the frequency-dependent

weight function. These limits in feedback-based approaches to output tracking of preview for

NMP systems have been addressed in the preview-based stable-inversion approach [6, 7, 8].

The preview-based stable-inversion technique provides not only a systematic and conceptually

straightforward method to design the feedforward controller, but also an explicit quantification

of the tracking error that exponentially decays as the increase of the preview time (with the

decaying rate governed by the minimum distance of the NM zeros w.r.t. the imaginary axis)

[7, 8]. The practical implementation of the preview-based stable-inversion approach, however,

still faces challenges arising from the system dynamics variations [6, 17] and the demanding

online computation. Specifically, as convolution operation is involved in computing the control

input at each sampling instant [20], it might be challengingto implement the preview-based

stable-inversion approach when the sampling period is stringent. Therefore, there exists a need

to account for these challenges in output tracking with preview of NMP systems for practical

implementations.

These uncertainty and computation related challenges can be avoided by using the iterative

learning control (ILC) techniques [47]. By exploiting the repetitive nature of the operation,

the ILC techniques can compensate for the system dynamics uncertainties–due to either the

nonlinear dynamics on the linear part [47] or the part of dynamics that is difficult to model [47]

and thereby, difficult to address otherwise without compromising the tracking performance.

For example, it has been demonstrated recently in experiments that by using the ILC approach,

precision tracking can be achieved for complex trajectories with power spectrum similar to

a band-limited white-noise and cut-off frequency beyond the dominant resonant frequency of

the system [48]. Also, the iteration mechanism allows the ILC approach to be noncausal—

the entire output tracking from the previous iteration trial can be utilized to determine the

control input in current iteration, thereby achieving exact output tracking of NMP systems

in repetitive applications. Moreover, in ILC framework online computation can be largely

avoided, particularly when the ILC law is updated offline. Two constraints, however, limit the

ILC approach for the output tracking with preview: One, the entire desired trajectory needs to

be know a priori whereas in many applications not the entire but a finite preview of the desired

trajectory is available; Secondly, the operation needs to be repetitive whereas those in output
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tracking with preview are not. Therefore, challenges stillexist to achieve highly-efficient and

precision tracking with preview for NMP systems.

The main contribution of this chapter is the development of atrajectory-decomposition-

based approach to overcome the above challenges in output tracking with preview for NMP

linear systems. The proposed approach utilizes the decomposition concept [49, 50] to enable

the use of ILC techniques for non-repetitive output tracking. Specifically, the desired output

trajectory is decomposed into a finite summation of output elements, and a library consisting

of pairs of desired input-output elements are constructed apriori offline, where the output el-

ements are generated by using uniform B-splines, and the corresponding input elements are

obtained by using ILC techniques. Then, the control input issynthesized online via the super-

imposition principle. To account for the NM zeros and the truncation of the extended B-spline

elements (to decompose the previewed output with nonzero starting and/or end values), a finite

pre- and post-actuation times are needed to implement each input element. The needed pre- and

post-actuation time(s) are quantified based on the stable-inversion theory for the tracking preci-

sion of the original previewed desired trajectory. The advantages of using uniform B-splines lie

in the small size of the library obtained (e.g., merely sevenoutput elements are needed when the

uniform 3rd-degree B-splines are used). The proposed approach is illustrated through a simu-

lation example of nanomanipulation. We note that the notionof library-based decomposition

has been explored before for repetitive operations [49, 50]. The fundamental improvements

of the proposed approach lie in the utilization of B-splines, the tracking of arbitrary trajectory

in non-repetitive operations, and the clarification and quantification of pre- and post- actuation

effect, particularly for nonminimum-phase systems. Thus,the proposed approach extends the

decomposition-based output-tracking approach for more general and broader applications.

3.2 B-spline-Decomposition-Based Approach to Output-Tracking with Preview

In this section, the proposed approach based on the B-splinedecomposition is presented. We

start with formulating the considered output tracking problem.
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3.2.1 Problem formulation

Consider a square linear time invariant (LTI) system described by

ẋ(t) = Ax(t) +Bu(t)

y(t) = Cx(t)

(3.1)

wherex(t) ∈ ℜn is the state,u(t) ∈ ℜq, y(t) ∈ ℜq are the input and the output, respectively.

We assume that

Assumption 4 System (3.1) is controllable and observable, and has a well-defined relative

degreer = [r1, r2, · · · , rq] [36]. Moreover, system (3.1) is stable and hyperbolic (i.e., sys-

tem (3.1) has no zeros on the imaginary axis).

Assumption 5 The desired output trajectory is sufficiently smooth, i.e.,thekth desired output,

for eachk = 1, 2, · · · , q, is differentiable at least up to therthk order. Moreover, a finite preview

of the future desired output trajectory exists for a previewtime ofTp < ∞, i.e., at any time

instanttc, the desired output trajectory is known fort ∈ [tc, tc + Tp].

Definition 1 Output Tracking of Nonminimum-Phase LTI Systems with Preview Let As-

sumptions 4, 5 be satisfied, then for any given desired tracking precisionǫ > 0, the output

tracking of system (4.1) with preview is to obtain the control input upre(·) such that at given

time instant t, the output tracking error is less thanǫ for a large enough preview timeTp, i.e.,

‖eout(t)‖2 , ‖yd(t)− ypre(t)‖2 ≤ ǫ, (3.2)

where‖a‖2 is the standard 2-norm for vectora ∈ ℜn, yd(·) denotes the desired output trajec-

tory, andypre(·) denotes the output tracking trajectory obtained by the preview-based input.

Our goal in solving the above tracking problem is to overcomethe uncertainty and computa-

tion related challenges as discussed in the Introduction, and achieve precision tracking and high

efficiency in implementation. A trajectory-decomposition-based approach is proposed next.

3.2.2 Decomposition-Synthesis-Based Output Tracking Approach

We first present the major three steps involved in the proposed decomposition-based ap-

proach without specifying the underline decomposition method used—the steps remain almost
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the same when other decomposition methods are used: (1) Construct a library consisting of

pairs of desired output elements and their corresponding input elements, during the tracking, at

the decomposition time instants (specified by the chosen pre-actuation time and the available

preview time), (2) decompose the previewed desired output trajectory into a linear combination

of desired output elements, and (3) update the control inputby using the input elements corre-

sponding to the selected desired output elements in step (2)( keep the control input the same

otherwise).

Library of the desired input-output elementsLe

The libraryLe consisting of pairs of desired output elements and the corresponding input ele-

ments is given as

Le = {[ y∗k,i(·), u
∗
k,i(·) ]

∣

∣

∣k = 1, 2, · · · , q; i = 1, 2, · · · , NL} (3.3)

where, for ease of input-synthesis, the desired output elementy∗k,i(·) ∈ ℜq×1 for givenk and

i = 1, 2, · · · , NL has only thekth output channel nonzero,

y∗k,i(·) =
[

0 · · · y∗e,i(·) · · · 0
]T

, with i = 1, 2, · · · , NL, (3.4)

andu∗k,i(·) ∈ ℜq×1 is the corresponding desired input element, i.e.,

u∗k,i(·) = [uk,i,1(·) uk,i,2(·) · · · uk,i,q(·)]
T , with i = 1, 2, · · · , NL. (3.5)

Furthermore, the desired output trajectory elementsy∗e,i(·)s are sufficiently smooth with a com-

pact support starting from time t = 0, i.e., there exists a finite ti < ∞, such that

y∗e,i(t) = 0 for t /∈ [0, ti], and∀i = 1, 2, · · · , NL. (3.6)

Under Assumptions 4 and 5, there exists a unique desired input to achieve exact tracking of

each desired output element—by the stable-inversion theory [3]. As the entire desired output

element is known a priori, iterative learning control approach is ideal to obtain the desired

input elements in practical implementations. Furthermore, for nonminimum phase systems, the

desired input elements are noncausal [3], i.e., to achieve exact tracking of the desired output

element starting from timetc = 0, the corresponding input needs to be applied fromt → −∞
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[26, 23], i.e., an infinite long pre-actuation time of the control input is needed. Similarly, an

infinite long post-actuation time is needed for the exact tracking of each output element—

in order to maintain the necessary state condition when adding two or more input elements

together [26, 23]. Thus in practical implementations, truncation of each desired input element

to a finite pre- and post-actuation times becomes necessary.The effect of such a finite pre- and

post-actuation in the proposed approach is quantified laterin Sec. 4.2.2.

In the following, to simplify the notation, forα ∈ ℜ andx a vector (or matrix),αx denotes

the vector (or matrix) with each entry scaled byα.

Online Desired Trajectory Decomposition

For any given tracking precision, the required pre- and post-actuation time is proportional to the

size of the desired output trajectory [26, 23]. Thus, the pre- and post-actuation time, in general,

can be different for different output channel and/or different decomposition instant (defined

immediately below) as well. Thus, we denote the pre- and post- actuation time at any givenjth

decomposition instant asTpa,j andTpst,j, respectively.

Figure 3.1: The proposed control scheme: The red-vertical lines and the big green arrows de-
note the decomposition instants (i.e., the time instants atwhich the decomposition–synthesis
process occur). At each decomposition instant, the part of the previewed desired output trajec-
tory to be decomposed is marked by the two right ahead adjacent purple-dashed lines, where
Tpa,js for j = 1, 2, · · · denote the corresponding pre-actuation times, andTp is the preview
time.

Definition 2 For given preview timeTp and pre-actuation timeTpa,j, thejth decomposition
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instant, tdec,j, is the time instant at which the previewed desired trajectory yd(t) for t ∈ [tdec,j+

Tpa,j, tdec,j + Tp) is decomposed, and is given by (see Fig. 4.2)

tdec,j = tdec,j−1 + Tp − Tpa,j, for j > 1, (3.7)

andtdec,1 = 0 initially.

Assumption 6 At any decomposition instanttdec,j for j = 1, 2, · · · , the available preview time

Tp is greater than the required pre-actuation timeTpa,j, i.e.,

Tp > Tpa,j ∀j = 1, 2, · · · . (3.8)

We present below the decomposition at thejth decomposition instanttdec,j and conse-

quently, the synthesis and update of the control input between thejth and the(j + 1)th de-

composition instants. The added part of the previewed desired output trajectory, i.e.,yd(t) for

t ∈ [tdec,j + Tpa,j, tdec,j + Tp] (see Fig. 4.2), will be decomposed into (approximated by) a

finite sum of the desired output elements with given desired precisionǫa, i.e., for the previewed

desired output trajectory in thekth channel,yd,k(·) in

yd(·) = [ yd,1(·) yd,2(·) · · · yd,q(·) ]
T , (3.9)

we approximateyd,k(t) for t ∈ [tdec,j + Tpa,j, tdec,j + Tp] by

yd,k(t) ≈

Nd,k
∑

i=1

pk,i y
∗
e,j(t− tdec,j − tsep,k,i) (3.10)

=

Nd,k
∑

i=1

pk,i y
∗
k,j(t− tdec,j − tsep,k,i), (3.11)

such that for any givenj,

(

∫ tdec,j+Tp

tdec,j+Tpa,j

Ey,apox(τ)
2(dτ)

)1/2

≤ ǫa, where

Ey,apox(t) ,

∥

∥

∥

∥

∥

∥

yd(τ)−

q
∑

k=1

Nd,k
∑

i=1

pk,iy
∗
k,j(t− tdec,j − tsep,k,i)

∥

∥

∥

∥

∥

∥

2

(3.12)

wherey∗e,j(·) andy∗k,j(·) are defined in (4.3),pk,is∈ ℜ are constant coefficients, and the posi-

tive constantstsep,k,i ≥ 0 denote any additional shift needed in the decomposition (e.g., when
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the uniform B-splines are used to construct the library, seeSec. 3.2.3 later).

Online Input Synthesis

Based on the decomposition of the previewed desired output in Eq. (3.11), the desired input to

track the added part of the previewed desired output is obtained as a linear combination of the

corresponding input elements from the libraryLe, i.e., the desired inputud(t) to trackyd,k(t)

for t ∈ [tdec,j + Tpa,j, tdec,j + Tp] is synthesized as

ud,j(t) =

q
∑

k=1





Nd,k
∑

i=1

pk,iu
∗
k,i(t− tdec,j − tsep,k,i)



 (3.13)

whereu∗k,i(t) ∈ ℜp×1 is given by (4.4). Note that the tracking of the original desired trajectory

yd(·) is guaranteed by the superimposition property of LTI systems (see (4.2)– (4.4)). Then

for a given required tracking precisionǫ, the corresponding pre-actuation timeTpa,j and post-

actuation timeTpst,j can be determined (discussed later in Sec. 4.2.2), and the truncated control

input for tracking the decomposed part of the previewed desired output trajectory is obtained

as

utrt,j(t) = Wtj,1,tj,2(t)ud,j(t), for tracking

yd,k ∈ [tdec,j + Tpa,j, tdec,j + Tp],

(3.14)

whereWtj,1, tj,2(·) is the window function ( i.e.,Wt1, t2(t) = 1 for t ∈ [t1, t2], andWt1, t2(t) =

0 otherwise) with

tj,1 = tdec,j, tj,2 = tdec,j + tj,max + Tpst,j,

andtj,max is the upper bound of the supports of all the desired output elements involved in the

jth decomposition,

tj,max = sup
k

tk,j. (3.15)

The post-actuation timeTpst,j is needed as truncated B-splines (i.e., with none-zero start-

ing or end value) are used in the approximation, and these truncated B-splines are smoothly

extended and transited to zero to become the desired output elements in the Library (see

Sec. 3.2.4).
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Finally, the control input fort ∈ [tdec,j, tdec,j+1) is updated by

upre,j(t) =







upre,j(t) + utrt,j(t), t = tdec,j

upre,j(t), t ∈ (tdec,j, tdec,j+1)
(3.16)

and the previewed control inputupre,j(t) is applied to the system fort ∈ [tdec,j, tdec,j+1].

Remark 9 The proposed method can also be applied to trajectory planning applications,

where the decomposition of the desired output trajectory and the synthesis of the control in-

put are only needed once.

3.2.3 B-spline-Based Desired Trajectory Decomposition

Next we describe decomposition based on B-splines. Although various function interpolation

techniques can be employed for the decomposition (e.g., seetextbook [51]), B-splines are cho-

sen for their flexibility that results in a small size libraryof input-output elements.

B-spline-Based Trajectory Decomposition

The B-spline-based signal representation and approximation technique has been studied re-

cently for control such as trajectory planning [52] and optimal control [53, 54]. We present

below the construction of B-spline—for completeness—as inRef. [55] by formulating the B-

spline approximation as a LQ-optimal control problem.

With no loss of generality, we consider the decomposition ofthe kth channel desired output

trajectory for timet ∈ I , [0,Td]. By (3.10), the previewed desired output trajectory in the

kth channel can be approximated by

yd,k(t) ≈
m−1
∑

i=−s+1

pk,iBi,s(t) , papx,k(t) (3.17)

whereBi,s(t) are thesth-degree basis functions, andm ≥ s + 2 is the total number of knots

with tis for i = −s+ 1, · · · ,m− 1, chosen as below in the approximation

0 ≤ t−s+1 ≤ t−s+2 ≤ · · · ≤ tm−1 ≤ Td.
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With the knots chosen as above, the B-spline basis functionsare obtained by setting

Bi,0(t) =







1, for ti ≤ t < ti+1,

0, otherwise,
(3.18)

and recursively by

Bi,s(t) =
t− ti

ti+s − ti
Bi,s−1(t) +

ti+s+1 − t

ti+s+1 − ti+1
Bi+1,s−1(t),

i = −s+ 1,−s + 2, · · · ,m− 1.

(3.19)

For given degree and knots number of B-splines, the total number of B-splines used in the

approximationNd,k is then given by

Nd,k = m+ s− 1 ≥ 2s + 1 (3.20)

We assume that there areNB number of sampled desired output values used in the above

approximation, i.e., we select{yd,k(γ1), yd,k(γ2), · · · , ydk(γNB
)} with

0 ≤ γ1 ≤ γ2 · · · ≤ γNB
≤ Td.

Then, the approximation problem in (4.11) can be formulatedas an optimal control problem,

min
Pk∈ℜ

Nd,k

J(γ), where

J(γ) ,

∫

I
λ(p

(2)
apx,k(t))

2dt+

NB
∑

j=1

wj (papx,k(γj)− yd,k(γj))
2 ,

(3.21)

where

Pk = [ pk,−s+1 pk,−s+2 · · · pk,m−1 ]
T ,

γ = { γ1 γ2 · · · γNB
}T ,

(3.22)

andλ > 0 andwj ∈ [0, 1] for ∀j are the weights. The solution to the above optimization

problem is given by

P ∗
k = (λQ+MTWM)−1MTWζy,k (3.23)

where

ζy,k = [ yd,k(γ1) yd,k(γ2) · · · yd,k(γNB
) ]T , (3.24)

W = diag([ w1 w2 · · · wNB
]), (3.25)
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and

Q = [ qkr,kc ] ∈ ℜNd,k×Nd,k , (3.26)

with kr, kc = −s+ 1,−s+ 2, · · · ,m− 1, and

qkr,kc =

∫

I
B

(2)
i,s (t)B

(2)
j,s (t)dt. (3.27)

Furthermore, the matrixM ∈ ℜNB×Nd,k is given by

B =



















B−s+1,s(γ1) B−s+2,s(γ1) · · · Bm−1,s(γ1)

B−s+1,s(γ2) B−s+2,s(γ2) · · · Bm−1,s(γ2)

...
...

...
...

B−s+1,s(γNB
) B−s+2,s(γNB

) · · · Bm−1,s(γNB
)



















(3.28)

Note that in solution (4.14), all the matrices (vectors) except the sampled values of the de-

sired output in (4.15) are knowna priori, as usually the preview timeTp, the degree and the

number of the B-spliness andNd,k, respectively, and the number of sampled values used in

the approximationNB are given. Therefore, the previewed output trajectory can be effectively

decomposed online.

Uniform B-splines The uniform B-splines, obtained when the knots selected areevenly

spaced within the time interval, i.e.,ti+1 − ti = Td/(m − 1) for i = 0, · · · ,m − 2 in (4.5),

possess two features particularly useful to reduce the number of elements in the libraryLe: (1)

The obtained B-splines are nothing but time-shift copies ofeach other, with the shift time given

by the spacing between two successive knots, i.e., the time-shift tsep,j in (3.10) is the same, and

is given by

tsep,k,i = ti+1 − ti =
Td

m− 1
= ∆tsep,j, for i = 0, 1, · · · ,m− 2. (3.29)

(2) The truncation points of the truncated B-spline basis are fixed and uniformly spaced. For

example, for the3rd uniform B-splines, the truncation instants are ats ×∆tsep,j (s = 1, 2, 3)

ahead or behind of the starting or the end instant of the basisfunction, respectively (see

Fig. 4.1). For example, when the3th B-splines are used, the libraryLe only consists of seven

elements of input-output pairs (see Fig. 4.1). Due to these advantages, we assume (the results

below, however, also hold when non-uniform B-splines used with very minor changes):
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Figure 3.2: The desired output elements in the libraryLe generated by using the3rd-degree
uniform B-spline basis function and its truncated version.

Assumption 7 The output elementsy∗e,i for i = 1, 2, · · · , NL in the library Le are generated

from thesth-degree of uniform B-splines withs ≥ rmax + 1, wherermax = maxk rk is the

highest relative degree among all output channels.

In light of Assumption 5, the degree requirement in the aboveAssumption 7 is needed as the

sth-degree B-splines is up tos− 1 order continuously differentiable.

In the following, we denote, respectively, the subset of output elements obtained from un-

truncated B-spline elements, and those of truncated-B-spline elements with extension at the

beginning or at the end, asBo, Bbe, andBfe, respectively.

3.2.4 Output Elements Extension and Input Elements Approximation

To ensure precision tracking, the desired output elements used in the decomposition needs to

be sufficiently smooth [3]. This smoothness requirement implies that the truncated B-splines

cannot be used directly as the desired output elements. Thus, the following output-extension-

input-approximation scheme is proposed to address this issue.
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Output Elements Extension The output elements in the library generated by truncated B-

splines with non-zero starting values, are obtained via extension and smooth transition as fol-

lows: y∗e,i(·) ∈ Bbe are given by

y∗e,i(t) =



































0 t < −3T∗
pa

Te,i(t) t ∈ [−3T∗
pa, −2T∗

pa],

y∗e,i(0) t ∈ (−2T∗
pa, 0),

y∗e,i(t) t ∈ [0, ti]

(3.30)

whereT∗
pa is the maximum pre-actuation time large enough to guaranteethe tracking preci-

sion for all tracking in the given application,Te,i(·) denotes a smooth function to transit the

output elementy∗e,i(t) from 0 to the truncated value aty∗e,i(0) (e.g., an exponential function).

Finally, the above extended and transited output elements are filtered to render the element

y∗e,i(·) around the extension points smooth enough while keeping thefiltering-caused deviation

small enough to meet Assumption 5 (e.g., by using a high-order noncausal low-pass filter).

Similarly, the output elements in the library generated from truncated B-splines with non-

zero ending values, are obtained via extension and smooth transition as follows fort > ti, for

y∗e,i(·) ∈ Bfe,

y∗e,i(t) =



































y∗e,i(t) t ∈ [0, ti),

y∗e,i(ti) t ∈ (ti, ti + 2T∗
pst),

Te,i(t) t ∈ [ti + 2T∗
pst, ti + 3T∗

pst],

0 t > ti + 3T∗
pst

(3.31)

whereT∗
pst is the maximum post-actuation time (quantification ofT

∗
pa andT∗

pst is addressed in

Sec. 4.2.2). As an example, the output elements obtained through the above extension scheme

are plotted in Fig. 4.1 for the3th-degree B-splines case.

Input Elements Approximation As shown by the stable-inversion theory [3] and discussed

immediately in Sec. 4.2.2, the control input element for theabove smoothly-extended output

element exponentially approaches to a constant during the extension period of the output ele-

ments (see Fig. 4.1). Thus, at any givenjth decomposition instant, the input elementu∗k,i(t)

(corresponding to theith output element used in the decomposition of thekth channel of the

desired output) are approximated as a constant for time greater than an half of the extension
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time window, i.e.,

u∗k,i(t) =







u∗k,i(−Tpa,j), for t ∈ [−2Tpa,j, −T
∗
pa],

u∗k,i(tk,i + T
∗
pst), for t ≥ ti + Tpst,j

(3.32)

Offset of the Previewed Output for Decomposition At each decomposition instant, the

previewed desired output to be decomposed is offsetted to start at zero.

3.2.5 Quantification of the Pre- and Post-Actuation Times

Next, we quantify the pre- and post-actuation times. We start the quantification for each

desired output element first, then for tracking after only one decomposition instant, and finally,

for tracking after any given number of decomposition instants. To begin with, we represent

system (3.1) in the output tracking form.

Output Tracking Form [36] Under Assumptions 4, 5, system (3.1) can be transformed

to the following output tracking form through a state transformationΓ : ℜn → ℜn

x(t) = Γ













ξ(t)

ηs(t)

ηu(t)













= [Γξ Γη,s Γη,u]













ξ(t)

ηs(t)

ηu(t)













, (3.33)

along with the inverse control inputuinv(·)

uinv(t) = MY Yd(t) +Msηs(t) +Muηu(t), (3.34)

such that

ξ̇(t) = ξ̇d(t),

η̇s(t) = Asηs(t) +BsYd(t),

η̇u(t) = Auηs(t) +BuYd(t).

(3.35)

where

ξ(t) =

[

y1, ẏ1, · · · ,
dr1−1y1
dtr1−1

, y2, ẏ2, · · · ,
dr2−1y2
dtr2−1

, · · · yp, ẏp, · · · ,
drp−1yp
dtrp−1

]T

(3.36)

is the output and its derivatives, and

Yd(t) =
[

ξd(t) y
(r)
d (t)

]T
. (3.37)
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In (3.35),ηs(·) andηu(·) are the stable and the unstable internal dynamics [36], respectively,

i.e., all the eigenvalues ofAs andAu are on the open left hand side and the open right hand

side of the complex plane, respectively. Particularly, thestable and unstable internal dynamics

are solved by flowing the state forward and backwards in time,respectively, i.e.,

ηs(t) = Ls(0, t,Yk,i(·)),

ηu(t) = Lu(t,∞,Yk,i(·)),
(3.38)

where

Ls(tℓ, tµ, U(·)) ,

∫ tµ

tℓ

eAs(tµ−τ)BsU(τ)dτ

Lu(tℓ, tµ, U(·)) , −

∫ tµ

tℓ

e−Au(τ−tℓ)BuU(τ)dτ

(3.39)

The above (3.38) implies that in general, infinite pre- and post-actuation is needed to achieve

exact tracking of nonminimum-phase systems [26, 23]. Moreover, for systems satisfying As-

sumption 4, the control input to achieve exact tracking of a given desired output trajectory is

unique [3] — regardless of the method used to obtain the desired input elementu∗k,i(·). Thus,

truncation to a finite pre- and post-actuation time is neededwhen using the desired input ele-

ments to synthesize the input (see Sec. 4.2.1 and (4.22)).

The Lemma below quantifies the pre- and post-actuation time for one output element in the

library Le.

Lemma 5 Let Assumptions 4, 5, 6, and 7 be satisfied, and lety∗k,i(·) be any given output

element in the libraryLe as specified by(4.3). Then the error due to a finite pre- and post-

actuation time,Tpa,i andTpst,i respectively, in the tracking ofy∗k,i(·), ‖ey,i(t)‖2, is bounded

as
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‖ey,i(t)‖2 ≤































































































Y
∞
e,i [Ey,i(t, Tpa,i, Tpst,i)+

Ka,se
−(α+λ)Tpa,i−λt

]

, y∗e,i(·) ∈ Bbe

Y
∞
e,iEy,i(t, Tpa,i, Tpst,i), y∗e,i(·) ∈ Bo

Y
∞
e,i

[

Ey,i(t, Tpa,i, Tpst,i) + Λ(Kt,u, K̂t,u, t)

e−βTpst,i
]

, y∗e,i(·) ∈ Bfe

(3.40)

for t ≥ 0, where

Y
∞
e,i , sup

τ
‖Ye,i(τ)‖∞ ,

Ey,i(t, Tpa,i, Tpst,i) ,
{

Ka,ue
−(β+λ)Tpa,i−λt + Λ(Kt,s, K̂t,s, t)e

−αTpst,i

}

(3.41)

with

Λ0(K1,K2, t) ,
(

K1 −K2e
−λt
)

µ(t− tk,i − Tpst,i), (3.42)

µ(t) is the unit step function, and

Ka,s ,
2

α
MAMAs‖Γη,s‖2 ‖Bs‖2 ‖C‖2 ,

Ka,u ,
1

β
MAMAu‖Γη,u‖2 ‖Bu‖2 ‖C‖2 ,

Kt,s ,
1 +MAs

αλ
MAMAs‖Ms‖2 ‖Bs‖2 ‖B‖2 ‖C‖2 ,

K̂t,s , Kt,se
λ(tk,i+Tpst,i),

Kt,u ,
2

βλ
MAMAu‖Mu‖2 ‖Bu‖2 ‖B‖2 ‖C‖2 ,

K̂t,u , Kt,ue
λ(tk,i+Tpst,i),

(3.43)

where the constantsMA, MAu , α andβ satisfy the following Hurwitz matrix inequality.

∥

∥eAt
∥

∥

2
≤ MAe

−λt,
∥

∥eAst
∥

∥

2
≤ MAse

−αt,
∥

∥e−Aut
∥

∥

2
≤ MAue

−βt (3.44)

Proof: We first consider the output elements obtained from un-truncated B-splines, i.e.,

y∗e,i(·) ∈ Bo, and quantify the error due to the finite pre-actuation only—the error due to the

post-actuation is obtained via superimposition. Note thatin this case the input element equals
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to the exact-tracking input for timet > −Tpa,i, and the tracking error is caused by the state

error at time instant−T j
pa,i [26, 23]. Thus, by (4.21), (4.22), the finite-truncation caused error

of the system state at any time instantt ≥ −Tpa,i is given by:

e∗x,i(t) , x∗e,i(t)− xp,i(t) = eA(Tpa,i+t)x∗e,i(−Tpa,i) (3.45)

By (3.33), the state value can be further represented by the output (and its derivatives) and

the internal dynamics. Particularly, for the desired output elements considered in this chapter

(see (4.10)),ξd(t) = 0 andηs(t) = 0 for t ≤ 0. Thus, by (3.33), (3.38),

e∗x,i(t) = eA(Tpa,i+t)Γη,uηu(−Tpa,i)

= eA(Tpa,i+t)Γη,uLu (−Tpa,i,∞, BuYk,i(·))
(3.46)

Thus, the finite pre-actuation-caused tracking error fory∗k,i(·) ∈ Bo can be quantified similarly

as the finite preview-time-caused tracking error, and is omitted.

Figure 3.3: The pre- and post-actuation time,Tpa andTpst for (2) thesth-degree B-spline basis
function, (1) the one truncated at the beginning, and (3) theone truncated at the end.

Secondly, by (3.47), (3.34), and (3.38), asyk,i(t) = 0 for t ≥ tk,i, the finite post-actuation

caused tracking-error for̄e∗k,i(t) t ≥ tk,i + Tpst,i, is, in fact, due to approximating the inverse

input its value at time instanttk,i + Tpst,i, which, in turn, is caused by approximating the

stable internal dynamicsηs(t) with its value attk,i + Tpst,i, i.e., ηs(t) ≈ ηs(ti + Tpst,i) for

t ≥ tk,i + Tpst,i. Thus,

ē∗x,i(t) =

∫ t

tk,i+Tpst,i

eA(t−τ)B ē∗u,i(τ)dτ, and,

ē∗u,i(t) = Ms (ηs(t)− ηs(ti + Tpst,i))

= eAsTpst,i
[

(eAs∆t − 1)ηs(tk,i)
]

(∆t , t− tk,i − Tpst,i)

(3.47)
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where the boundary valuesηs(tk,i) can be further bounded as

‖ηs(ti)‖2 ≤
1

α
‖Bs‖2 sup

τ
‖Yk,i(τ)‖∞, (3.48)

This shows the second formula in (3.40).

Next we consider the output elements obtained from truncated-at-the-beginnthe proof is

obteined to quantify theing B-splines, i.e.,y∗k,i(·) ∈ Bbe. The finite post-actuation caused error

for these elements is the same as that for those from untruncated B-splines. Whereas the finite

pre-actuation-caused state error is given by the sum of the state error at time instanttpa,k,i and

the input error fort ≥ Tpa,i (due to the transition of the extension to zero, see Fig. 4.1), i.e.,

e∗x,i(t) = eA(Tpa,i+t)ex,i(−Tpa,i) +

∫ t

−Tpa,i

eA(t−τ)Beu,k,i(τ)dτ (3.49)

Note that the first error term on the r.h.s. can be bounded the same as that for the un-truncated

B-spline elements. And by (3.34) (3.38), the input error in the above (3.49) comes from the

error of the stable internal dynamicsηs(t) for t ≤ −Tpa,i caused by the replacement of the

constant desired output with the smooth transition to zero,i.e., for t ≥ −Tpa,i

eu,k,i(t) = Mseη,s(t), with

eη,s(t) = eAs(Tpa,i+t)eη,s(−Tpa,i)

= eAs(Tpa,i+t)
[

Ls(−∞,−3Tpa,i,Yd(0)) + Ls(−3Tpa,i,−2Tpa,i,
(

Yd(0)− Ŷd(t)
)]

,

(3.50)

It can be verified that the aboveLs(−∞,−3Tpa,i,Yd(0)) andLs(−3Tpa,i,−2Tpa,i,
(

Yd(0)− Ŷd(t)
)

(as defined in (3.39)) can be quantified similarly as those forthe case ofyk,i(·) ∈ B0. This

shows the first formula in (3.40).

Finally, we consider the output elements obtained from truncated-at-the-end B-splines, i.e.,

y∗k,i(·) ∈ Bfe. Note for these elements the finite pre-actuation caused error is the same as that

of elements from untruncated B-splines, and the post-actuation-caused state error consists of

errors cause by (1) the replacement of a constant desired output with the smooth transition to

zero, and (2) the replacement of the input fort ≥ tk,i + Tpst,i by the constant equaling to the

input value at time instanttk,i + Tpst,i,

eu,i(t) =







Mue
Au(tk,i+Tpst,i−t)eη,u(tk,i + Tpst,i) t ≤ tk,i + Tpst,i

Msēη,s(t) +Mueη,u(tk,i + Tpst,i) t > tk,i + Tpst,i

(3.51)
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where

eη,u(tk,i + Tpst,i) = Lu(tk,i + 3Tpst,i,∞,Y∗
k,i(tk,i))

+ Lu(tk,i + 3Tpst,i, tk,i + 2Tpst,
(

Y
∗
k,i(tk,i)− Ŷ

∗
k,i(t)

)

ēη,s(t) = ηs(t)− ηs(ti + Tpst)

= Ls(tk,i, t,Y
∗
k,i(tk,i))− Ls(tk,i, tk,i + Tpst,i,Y

∗
k,i(tk,i))

(3.52)

Thus, the error termseη,u(tk,i + Tpst,i) andēη,s(t) can be quantified similarly as above. This

finishes the proof.

Next, we consider the tracking error at any givenjth decomposition instant due to the finite

pre- and post-actuation of the synthesized inpututrt(t) obtained from the decomposition of

yd(t) with t ∈ [tdec,j + Tpa,j, tdec,j + Tp). For clarification, for any givenkth (k = 1, 2, · · · q)

output channel we order the output elements by the time they first appear in the decomposition

of the previewed desired output in that channelyd,k(·), and denote, for theith output element,

the pre- and post-actuation times asT j
pa,k,i andT j

pst,k,i, respectively.

Theorem 2 Let conditions in Lemma 5 be satisfied, and at any givenjth decomposition time

instanttdec,j, let the previewed desired outputyd,k(t) for t ∈ [tdec,j + Tpa,k,j, tdec,j + Tp] and

k = 1, 2, · · · , q be given, and be decomposed intoN j
d,k number of desired output elements

generated by thesth-degree B-splines. Then the finite pre- and post-actuation caused output

tracking error can be bounded as

‖ey(t)‖2 =

(

q
∑

k=1

(

‖ey,k(t)‖2
)2

)1/2

, (3.53)

where fork = 1, · · · , q,

‖ey,k(t)‖2 ≤ Ŷ
∞
j,k

{

K1e
−βT j

pa,k,1e−λ(T j
pa,k,1+t)

+

[

Λ1(K2,K3, t)e
−βT j

pst,k,Nd,k + Λ1(K4,K5, t)e
−αT j

pst,k,Nd,k

]}

.
(3.54)

whereΛ1(·, ·, ·) has the same structure asΛ0(·, ·, ·) in (4.27) with the step functionµ(·) re-

placed byµ(t − Tp + T j
pa,k,1 − T j

pst,k,Nd,k
), T j

pa,k,1 andT j
pst,k,Nd,k

are the pre-actuation time

of the first input element and the post-actuation time of the last input element involved in the

decomposition, respectively,

Ŷ
∞
j,k = sup

i
|pk,i|Y

∞
e,i, i = 1, 2, · · · , Nd,k, (3.55)
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withY
∞
e,i given by(3.41), and forj = 1, · · · , 5, Kjs are given by

K1 = (s+ 1)Ka,u, K2 = sKt,u, K3 = sK̂t,u,

K4 = Kt,s

Nj
d,k
∑

i=Nd,k−s+1

e−βΓi +Kt,s

Nd,k−s
∑

i=s+1

e−αΓi + sKt,s,

K5 = Kt,s

Nd,k
∑

i=Nd,k−s+1

e
−βΓi+λ(T

pst,k,N
j
d,k

+Tp−Ωi)

+Kt,s

Nd,k−s
∑

i=s+1

e
−αΓi+λ(Tpst,k,Nd,k

+Tp−Ωi) + sK̂t,s.

(3.56)

whereKa,u, Kt,s, K̂t,s, Kt,u andK̂t,u are given by(3.43), and

Γi , (N j
d,k − i− 1)∆tsep,j, Ωi , (i− 1)∆tsep,j. (3.57)

with∆tsep,i given by(4.7).

Proof By superposition, the proof is obtained to quantify the tracking error caused by finite

pre- and post-actuation time in one output channel, i.e., for any givenk = 1, · · · , q, we consider

the tracking error for

yd,k(·) = [0 · · · yd,0,k(·) · · · 0]T , (3.58)

whereyd,0,k(·) ∈ ℜ denotes the desired output trajectory in thekth channel. Note for theN j
d,k

number of output elements generated by thesth-degree B-splines (employed in decomposing

yd,0,k(·)), s number of output elements generated by the truncated-at-the-beginning B-splines

are involved in decomposingyd,0,k(t) for t ∈ [0,∆tsep,j), ands number of output elements

generated by the truncated-at-the-end B-Splines are involved in decomposingyd,0,k for t ∈

[tk −∆tsep,j, tk], i.e.,

y∗k,i(·) ∈























Bbe, for i = 1, 2, · · · s,

Bo, for i = s+ 1, · · · , N j
d,k − s,

Bfe, for i = N j
d,k − s+ 1, · · · , N j

d,k.

(3.59)

Secondly, for theith output element ordered above, the pre-actuation time ofy∗k,i(·) for i =

s + 1, · · · , N j
d,k and the post-actuation time ofy∗k,i(·) for i = 1, · · · , N j

d,k − s are increased



57

by the separation time between the starting and the final timeinstants with respect to those of

y∗e,s+1(·) andy∗e,Nk−s+1(·), respectively, i.e.,

Tpa,k,i =







Tpa,k,1, i = 1, · · · , s

Tpa,k,1 + Γi, i = s+ 2, · · · , N j
d,k,

Tpst,k,i =







Tpst,k,Nd,k
+Ωi, i = 1, · · · , N j

d,k − s,

Tpst,k,Nd,k
, i = Nd,k − s+ 1, · · ·N j

d,k,

(3.60)

whereΓk andΩk are given in Eq. (3.57), respectively. Finally note that thepreviewed desired

output trajectory to be decomposed always starts from zero,thereby, the weighted sum of the

output elements involved in decomposingyd,k(t) aroundt = 0 equals to zero att = 0,

s
∑

i=1

pk,iy
∗
e,i(t)

∣

∣

∣

∣

∣

t=0

= 0. (3.61)

The above (3.61) implies that for minimum-phase systems, the finite pre-actuation time effect

on the weighted sum of the input elements vanishes. Thus, theproof is completely by applying

the superposition principle along with Eqs. (3.59), (3.60), (3.61) to Lemma (5).

As shown by (3.54), the finite pre- and post-actuation time caused tracking error exponen-

tially depends on the length of the first pre- and the last post-actuation time,Tpa,k,1 andTpst,k,N ,

respectively, and the above Theorem (2) shows that the required pre- and post-actuation times

(for given tracking precision) are ultimately determined by the largest one (among all output

channels) needed, respectively. Thus, at any givenjth decomposition instant the pre- and post-

actuation times,Tpa,j andTpst,j, respectively, are related to those of output elements in the

decomposition by

Tpa,j = max
k

T j
pa,k,1, Tpst,j = max

k
T j
pst,k,Nd,k

, k = 1, 2, · · · , q, (3.62)

and with no loss of generality, we assume

Assumption 8 At any given decomposition instant, the pre- and post-actuation times,T j
pa,k,1

andT j
pst,k,Nd,k

are the same across all output channels.

Finally, we consider the general case where prior to the current time instanttc, there arem

number of decomposition instants.
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Theorem 3 Let conditions in Theorem(2) and Assumption(8) be satisfied, and at the current

time instanttc, there arem number of decomposition instants,tdec,j with j = 1, · · · ,m, and

at eachtdec,j, there areNj number of thesth-degree uniform B-splines based output elements

used in the decomposition. Then the finite pre- and post- actuation caused output tracking error

can be bounded as

‖Ey(t)‖2 =

(

q
∑

k=1

(

‖Ey,k(t)‖2
)2

)1/2

, (3.63)

where fork = 1, · · · , q, andt > m(Tp − T
∗
pa,m),

‖Ey,k(t)‖2 ≤ Ŷ
∞
m,k

{

K̂1e
−(βT∗

pa,m+λt)

+
[

Λ2(mK2, K̂3, t)e
−βT∗

pst,m + Λ2(mK4, K̂5, t)e
−αT∗

pst,m

]}

(3.64)

where forj = 1, 2, · · · ,m,

Ŷ
∞
m,k = maxj Ŷ

∞
j,k, T

∗
pa,m = min

j
{Tpa,j} ,

T
∗
pst,m = minj {Tpst,j} , K̂1 = ETp,TpaK1, and (3.65)

K̂3 = ETp,TpaK3, K̂5 = ETp,TpaK5, with (3.66)

ETp,Tpa = 1−em(Tp−T
∗

pa,m)λ

1−e(Tp−T∗pa,m)λ , (3.67)

andΛ2(·, ·, ·) has the same structure asΛ0(·, ·, ·) in (4.27)with the step functionµ(·) replaced

byµ(t− Tp + Tpa,tot,m − Tpst,k), with

Tpa,tot,m =

m
∑

j=1

Tpa,j,

and Ka,s, Ka,u, Kt,s and Kt,u given by(3.43), andKis for i = 1, 2, 3, 4 defined in (3.56),

respectively.

Proof: Similar to the proof of Theorem 2, we consider the pre- and post-actuation effect on

one output channel, i.e., thekth output channel fork = 1, 2, · · · , q. Note that at the current

time instanttc, the actual effect time of the finite pre-actuation related to thepth decomposition

instant (forp ≤ m) is given by (i.e., replacet in the expression on the right side of (3.54) with

tact,p given below),

tact,p = t− pTp −

p
∑

j=1

Tpa,j−1 (with Tpa,0 = 0.) (3.68)
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By applying the superposition principle to Theorem (2) along with (3.68), the total pre-actuation

caused tracking error is given by

‖Ey(t)‖2 ≤ K1

m
∑

p=1

Ŷ
∞
p,ke

−βT p
pa,k,1e−λ(T p

pa,k,1+tact,p)

≤ Ŷ
∞
m,kK1e

−βT∗

pa−λ(T∗

pa)
m
∑

p=1

e−λ(t−p(Tp+T∗

pa))

(By (4.26), (3.66), and (3.68), and Assumption (8), along with t ≥ m(Tp − T
∗
pa,m))

≤ Ŷ
∞
k K1ETp,Tpae

−(βT∗

pa,m+λt)

(3.69)

Similarly, note that at the current time instanttc, the actual effect time of the post pre-actuation

related to thepth decomposition instant (forp ≤ m), embedded inΛ2(·, ·, ·), is also given

by (3.68) (i.e., replacet on the right side of (4.27) withtact,p in (3.68)). Hence by the superpo-

sition principle again, the total post-actuation caused tracking error can be bounded as

‖Ey(t)‖2 ≤
m
∑

p=1

{

Ŷ
∞
p,k

[

K2 −K3e
−λtact,p

]

e
−αT p

pst,k,Nd,k

+
[

K4 −K5e
−λtact,p

]

e
−βT p

pst,k,Nd,k

}

(3.70)

Thus, the finite post-actuation caused tracking error can bebounded similarly as shown in (3.69),

by applying (3.66) (3.68) to the above (3.70). And the proof is completed by combining with

(3.69).

Quantification for Practical Implementation In practical implementations, although

the input elements for exact tracking of the desired output elements cannot be obtained–due

to, e.g., the presence of inevitable noise and other disturbances effects, the input elements for

precision output tracking can be achieved. As demonstratedin [48, 56], by using the ILC

techniques, the tracking error can be reduced to the noise level. Thus, we consider that a

practically achievable desired input element,uai,k(·), can be obtained such that for every output

elementy∗k,i(·) in the libraryLe, the practically achievable output elementyak,i(·) is different

from the desired one by a known tracking limitǫe, i.e.,

‖yak,i(t)− y∗k,i(t)‖2 ≤ ǫe, for ∀k = 1, · · · , q, andi = 1, · · · , NL. (3.71)

Furthermore, when using the uniform B-spline elements in the decomposition, there are at
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mosts+1 number of elements summed together at any given time instant. Thus, the following

Lemma follows immediately.

Lemma 6 Let conditions in Theorem(2) be satisfied, and the practically achievable desired in-

put element be specified by(4.29). Also, let the pre- and post-actuation timeTpa,1 andTpst,Nk

be as in Theorem(2). Then at any given time instanttc, the tracking error of using the synthe-

sized input is bounded as

‖Ea
y (t)‖2 ≤ ‖Ey(t)‖2 +

(

q
∑

k=1

‖eay,k(t)‖
2
2

)1/2

, with

‖eay,k(t)‖2 ≤
s+1
∑

j=1

|pk,j|ǫe,

(3.72)

wherepk,j are the coefficients of the output elements used in the decomposition of the previewed

desired output in thekth output channel at time instantt.

3.2.6 ILC Approach to Construct the Library Le

The ILC approach is utilized in the proposed technique to obtain the desired input for each

desired output element in the libraryLe. As the entire desired output element is known a priori,

knowledge of the desired output can be fully exploited alongwith the system dynamics in the

ILC framework [57], thereby, allowing the use of noncausality to overcome the nonminimum-

phase constraints on tracking precision [58]. Moreover, the offline construction of the library

allows the utilization of iteration to compensate for the adverse effect of repetitive disturbances,

unmodelled dynamics, and parametric uncertainties. We note that various ILC techniques can

be used for constructing the library [57, 58]–as an illustrative example, below the recently-

developed multi-axis inversion-based control (MAIIC) technique [56] is presented,

Û0(jω) = 0

Ûk(jω) = Ûk−1(jω) + ρ(jω)G−1
I,md(jω)(Ŷd(jω) − Ŷk−1(jω))

(3.73)

whereGI,md is a diagonal matrix with diagonal elements being the model of the diagonal

subsystems of systemG(jω),

GI,md(jω) = diag[ G11,md(jω), G22,md(jω), · · · , Gnn,md(jω) ] , (3.74)
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and

ρ(jω) = diag[ ρ1(jω), ρ2(jω), · · · , ρn(jω) ] (3.75)

is the iteration coefficient matrix with the diagonal element ρp(jω) ∈ ℜ+ for eachp ∈ Z.

In (5.4), Ûk(jω) and Ŷk(jω) denote the input and output of the system in thekth iteration,

respectively,

Ûk(jω) = [û1,k(jω), û2,k(jω), · · · , ûn,k(jω)]
T ,

Ŷk(jω) = [ŷ1,k(jω), ŷ2,k(jω), · · · , ŷn,k(jω)]
T .

(3.76)

It can be shown [56] that the above MAIIC technique can achieve precision output tracking

in repetitive operations when the noise disturbance is small, and the noise effect can be quan-

tified, frequency wise, by the ratio of the noise to the desired output amplitude. The efficacy

of the above MAIIC approach has been demonstrated through experiments in nanopositioning

control [56].

3.3 Nanomanipulation Simulation and Example

In this section, we illustrate the proposed technique by implementing it to an output tracking

simulation for planner nanomanipulation application using two piezotube actuators. We start

with describing precision positioning in nanomanipulation.

3.3.1 Output tracking with preview in nanomanipulation

Preview-based output tracking is needed in nanomanipulation, where a micro-machined can-

tilever probe driven by piezoelectric actuators is utilized to manipulate nanoscale subjects [15],

both horizontally and perpendicularly, to, for example, build integrate circuit using nanotubes

[40] or to conduct surgery operations on single live cell [41]. As nanomanipulation usually in-

volves online-generated commands (e.g., through an imaging based interface), preview-based

approach becomes a nature choice to output tracking, particularly at high-speed. Similar

precision output tracking with preview also exists in areassuch as nanofabrication [15] and

robotic operation [16]. We focus, in the following, onx-y axes precision positioning in planer

nanomanipulation—the use of the proposed approach toz-axis precision positioning is similar.
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The dynamics of the piezoelectric actuator forx- axis (they-axis dynamics is similar)

positioning on an scanning probe microscope (SPM) system can be described by the transfer

function below,

G(s) =
x(s)

ux(s)
= Kx

∏4
q=1(s− zq)

∏6
r=1(s − pr)

(3.77)

where the input and output are the voltage applied to the piezoelectric actuator (in Volt) and the

displacement of the piezo actuator (inµm), respectively, and the Laplace transform variables

is in rad/ms (to reduce the numerical computation error), and

Kx = 29.28,

zq = 0.9274 ± 41.659i, −0.2484 ± 30.434i,

pr = −0.188 ± 31.326i, −0.857 ± 24.570i, −20.26, −15.20.

The above dynamics model is nonminimum-phase with a pair of complex zeros on the right-

half-plan. Note to illustrate the proposed approach, we focused on the compensation for the

linear dynamics only and neglected the hysteresis behaviorof the piezo actuators — The hys-

teresis effect, as being range dependent [10], is negligible when the displacement is small

relative to the full displacement range of the piezo actuator [10].

3.3.2 Implementation of the B-Spline-Decomposition-based Output Tracking

The proposed approach was implemented to a contour trackingtypical in planar nanomanipu-

lation, by following the three steps described in Sec. 4.2.1. The contour to track is shown in

Fig. 3.4 (a), and the corresponding desiredx- andy- axes trajectories are plotted in Fig. 3.4

(b), (c), respectively. To mimic the experimental condition in practical implementations, we

considered that there existed disturbance and/or measurement noise augmented to the control

input and the measured output, respectively. The added input/output noise was generated as a

band-limited white-noise with cut-off frequency at 5 KHz. The amplitude of the noise at∼ ±

0.02µm was similar to that observed in experiments of similar nanopositioning using SPM

[56].

In the following simulation, we assumed that the preview time was 4 ms (i.e., at each

sampling instant, the future desired trajectory was known for 4 ms). Such a preview time,

quantified according to Theorem (4), was enough to ensure precision tracking of the desired
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Figure 3.4: Desired manipulation contour and previewed X-Ydesired trajectories in simulation.

trajectory (i.e., the tracking error was close to the size ofnoise added to the signals).

Library Construction The output elementsy∗k,i(·) for k = 1, 2 and i = 1, · · · , NL were

constructed by using the7th-degree uniform B-splines, resulting in a total ofNL = 15 output

elements. With total knots number chosen atm = 8, the B-splines can be readily obtained

recursively from (4.6), and the output elements for the truncated-at-the-beginning B-splines

(total of 7) and those for the truncated-at-the-end (total of 7) were obtained via extension,

smooth transition to zero, and filtering (See Subsec. 3.2.4). The corresponding input elements

u∗k,i(·) for k = 1, 2 and i = 1, · · · , 15 were obtained by using the MAIIC technique. The

relative tracking error of each output element in 2-norm,E2(%), was very close to the noise

level at∼ 0.5 % (As demonstrated in [56], precision output tracking with tracking error close
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to noise level can be achieved by using the MAIIC technique inexperiments), where

E2(%) =

∥

∥

∥
y∗k,i(·)− yak,i(·)

∥

∥

∥

2

‖y∗k,i(·)‖2
.

Desired Trajectory Decomposition With given previewed desired trajectory (i.e., with

given preview time), the required pre- and post-actuation times can be quantified by Theo-

rem (4) and Lemma (7), which, in turn, can be used to determinethe decomposition instant

by (4.20). As an example, the decomposition instants along with the corresponding decompo-

sition of thex- andy-axes desired trajectories at each instant for the same pre-actuation time

of Tpa,j = 3 ms for∀j are shown in Fig. 3.5. With knots numberm = 8, a total of 15 output

elements were used in the approximation at each decomposition instant. The approximation

error measured in 2-norm was below 0.001 %, over 500 times smaller than the noise size (The

same approximation precision was maintained in the following simulation).
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Figure 3.5: The decomposition of the previewed desired trajectory by using the7th-degree
uniform B-spline elements, where the pre-actuation time was chosen the same as 3 ms for the
total preview time of 4 ms (for the ease of presentation).
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Online Input Synthesis At each time decomposition instanttdec,j, the control input for

tracking the decomposed desired trajectory was synthesized by adding together the input el-

ements corresponding to the output elements employed in theapproximation at that instant

(see Eq. (4.21)), with truncation at the beginning and the end for the chosen pre-actuation time

Tpa,j and post-actuation timeTpst,j, respectively. Then the control input was updated accord-

ing to (4.23).

3.3.3 Simulation results and discussion

To demonstrate the effects of pre-actuation and post-actuation time on the output tracking per-

formance, they-axis output tracking with two different pre-actuation timesTpa,j and two dif-

ferent post-actuation timesTpst,j, Tpa,j = 0.05, 3 ms, andTpst,j = 0.05, 1 ms, respectively,

were investigated in the simulations1. Specifically, they-axis output tracking results are com-

pared in Fig. 3.6 for the pre- actuation time ofTpa,j = 3 ms, and 0.05 ms iny-axis, where the

post-actuation time was kept the same atTpst,j = 1 ms for allj = 1, 2, · · · , 6. The tracking

results obtained with two different post-actuation timesTpst,j = 1 ms and 0.05 ms are also

compared in Fig. 3.7, where the pre-actuation time was kept the same atTpa,j = 3 ms. We also

examined the exponential decaying of the tracking error with the increase of the pre- and post

actuation time (See Theorem (4)), as shown for they-axis in Fig. 3.8.

Also, the manipulation contour tracking results are compared in Fig. 3.9 for the pre-actuation

time ofTpa,j = 3 ms and 0.05 ms and post-actuation time ofTpst,j = 1 ms and 0.05 ms, re-

spectively, where a long enough post-actuation time and pre-actuation time were applied in

both cases. Moreover, the manipulation contour tracking results are compared in Fig. 3.10 for

the pre- and post-actuation timeTpa = 0.05 ms,Tpst = 0.05 ms and the pre- and post-actuation

timeTpa = 3 ms,Tpst = 1 ms.

The simulation results show that by using the proposed trajectory-decomposition-based

output tracking technique, precision output tracking can be maintained throughout the entire

1We realize that pre- and post-actuation time can be chosen differently at each decomposition instant to account
for the change of the desired output amplitude. To simplify the presentation the same pre- and post-actuation times
across all decomposition instant were chosen here



66

0 0.5 1 1.5 2 2.5 3 3.5
−1

−0.5

0

0.5

1

1.5

2
 Pre−actuation time = 0.05 ms

 O
u

tp
u

t 
(µ

m
)

 

 

−3 −2 −1 0 1 2 3
−1

−0.5

0

0.5

1

1.5

2
 Pre−actuation time = 3 ms

 O
u

tp
u

t 
(µ

m
)

 

 

 Desired Trajectory  Output Tracking

−3 −2 −1 0 1 2 3
−0.02

−0.01

0

0.01

0.02

0.03

 E
rr

o
r 

(µ
m

)

 time (ms)

 

 

−0.2

0

0.2

0.4

0.6

0.8

1

 E
rr

o
r 

(µ
m

)

 time (ms)

 

 

0 0.5 1 1.5 2 2.5 3 3.5

Figure 3.6: Comparison of (upper row) the y-axis output tracking and (lower row) the tracking
error obtained by using the proposed technique with pre-actuation time of (left column)Tpa =
3 ms, (right column)Tpa = 0.05 ms. The post-actuation time was the same atTpst = 1 ms for
j = 1 to j = 6.

output tracking. The output tracking performance can be significantly improved as the pre-

actuation time was increased. For example, by using the proposed technique, the relative RMS

tracking errorE2(%) was only 0.54% for y axes when the pre-actuation time was at 3 ms, (see

Fig. 3.6 (a), (c). Note that such a tracking error size was comparable to the size of the noise and

disturbance existing in the control system. On the contrary, when the pre-actuation time became

much shorter atTpa = 0.05 ms, such a good tracking cannot be maintained — the relative RMS

tracking errorE2(%) was about 22.67% for y axis (see Fig. 3.6 (b), (d). Therefore, precision

output tracking can be achieved with a long-enough pre-actuation time.

The simulation results also demonstrated that when the pre-actuation time was fixed, the

tracking error increased as the post-actuation time reduced. When the pre-actuation time was

long enough, the tracking error was small when the post-actuation time was long. The simula-

tion results above showed that a pre-actuation ofTpa = 3 ms was long enough to achieve preci-

sion output tracking. Thus, precision output tracking withnoise level tracking error (E2(%) =

0.62%) was achieved when the post-actuation time was large atTpst = 1 ms (see Fig. 3.7

(a), (c). However, the tracking error increased significantly when the post-actuation time was
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Figure 3.7: Comparison of (upper row) the y-axis output tracking and (lower row) the tracking
error obtained by using the proposed technique with post-actuation time of (left column)Tpst =
1 ms, (right column)Tpst = 0.05 ms. The pre-actuation time was the same atTpa = 3 ms for
j = 1 to j = 6.

reduced toTpst = 0.05 ms (see Fig. 3.7 (b), (d). Therefore, the simulation results demon-

strated that precision output tracking can be achieved (down to the noise level) by choosing a

sufficiently large pre- and post-actuation time in the proposed approach.

Simulation results also illustrated the effects of the desired output size along with the in-

crease of number of decomposition instants on the tracking performance. As shown in both

Fig. 3.6 and Fig. 3.7, the finite pre- or post-actuation time caused tracking error became much

larger in the later half of the tracking than that in the earlier half 2. Such an increase of the

tracking error reflects the combined effect of the desired output size and the number of de-

composition instants — both as been described in Theorem (4). Particularly, the accumulation

of decomposition instants led to a larger constantK̂1 and a larger value ofΛ2(·, ·, ·), result-

ing in a larger finite pre- and post-actuation time caused tracking error (See (4.24)). However,

Theorem (4) (see Eq. (4.24)) also shows that the increase of pre- and post-actuation time even-

tually exponentially dominates these two effects, as evidently shown in Fig. 3.8. Therefore, the

2The decrease of the tracking error near the end of the tracking was due to the vanishing of the nonminimum-
phase zero effect as the entire future trajectory became completely available
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Figure 3.8: The 2-norm of the tracking error vs. pre-actuation time (left column) and post-
actuation time (right column).

simulation results demonstrated the efficacy of the proposed approach in preview-based output

tracking applications.

3.4 Conclusions

In this chapter, a B-spline-decomposition-based approachto output tracking with preview was

proposed. A library consisting of elements of input-outputpairs was constructed offline a pri-

ori to decompose the previewed desired output trajectory and then synthesis the corresponding

control input. Uniform B-splines were used to generate the output elements, where the trun-

cated B-splines with none-zero starting or end value were extended and smoothly transited to

zero via filtering in generating the output elements. The corresponding input elements were ob-

tained offline by, for example, iterative learning control techniques. The effect of finite pre- and

post-actuation time of the synthesized control input on thetracking performance were quanti-

fied by using the stable-inversion theory. The proposed method was illustrated by a planar

nanomanipulation simulation study with two nonminimum-phase piezo actuator models.
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Figure 3.9: Comparison of the manipulation contour tracking using the proposed technique
with (left column) pre-actuation time of (upper row)Tpa = 3 ms and (lower row)Tpa = 0.05
ms, and (right column) post-actuation time of (upper row)Tpst = 1 ms and (lower row)Tpst =
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Chapter 4

B-spline-Decomposition-Based Approach to Multi-Axis Trajectory

Tracking: Nanomanipulation Example

Abstract

In this chapter, a B-spline-decomposition (BSD)-based approach to output tracking with pre-

view is explored to achieve high-speed, large-range nanomanipulation in experiments. When

a finite (in time) preview of the future desired trajectory isavailable, precision output tracking

of nonminimum-phase (NMP) systems can be achieved by using the preview-based stable-

inversion technique. The performance of the preview-basedinversion approach, however, can

be sensitive to uncertainties of system dynamics. Moreover, the computation involved in the

implementation can be demanding. The BSD approach has been developed recently to address

these challenges. In the BSD approach, a library of desired output elements and their corre-

sponding input elements is constructed a priori, then the previewed future desired trajectory is

decomposed into a summation of finite number of output elements, and the control input is syn-

thesized by using the corresponding input elements with chosen pre- and post-actuation times.

The BSD technique utilizes the uniform B-splines to construct the output elements, the ILC

techniques to obtain the input elements, and the stable-inversion theory to quantify the pre-

and post-actuation times. In this work, we demonstrate and evaluate the BSD technique for

precision tracking with preview in experiments, by implementing it to a nanomanipulation ap-

plication using a scanning probe microscope. Particularly, a feedback controller consisting of a

proportional-integral (PI) followed by a notch filter is formed first to account for the hysteresis

and creep effects of the piezo actuator, then the BSD technique is applied to the closed-loop

system to achieve precision tracking at high-speed. The experiments showed that the tracking

speed can be substantially improved by using the BSD technique over using feedback control

alone.
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4.1 Introduction

This chapter is focused on high-speed nanopositioning control in tracking online generated tra-

jectory via a novel B-spline-decomposition-based (BSD) technique [59]. Nanopositioning is

needed in a wide range of applications, from scanning probe microscope (SPM) [60], precision

optics [61], silicon wafer alignment [62], to micro/nano robotics [15]. For example, nanopo-

sitioning of the cantilever probe relative to the sample surface is central to—at nanoscale—

image, measure, manipulate, and pattern the sample using SPM [60]. High-speed nanoposi-

tioning is particularly important as precision nanopositioning at high-speed not only directly

translates and results in improved efficiency and throughput, but more importantly, enables

studies and operations not possible otherwise. For example, high-speed SPM imaging allows,

for the first time, direct observation of locomotion of living cells [63]. High-speed nanoposi-

tioning via hardware innovation (e.g., piezoelectric actuators with higher-bandwidth), however,

tends to be accompanied with increased cost and/or reduced operation range [62]. Therefore,

advanced control techniques are needed to continuously improve high-speed nanopositioning

performance.

Various feedback techniques have been proposed for nanopositioning control. As smart ac-

tuators such as piezoelectric actuators are widely used in nanopositioning applications, nanopo-

sitioning control is often complicated by the hysteresis behavior and drift (creep) effects of

piezo actuators [9]. These adverse effects are coupled withthe vibrational dynamics of the

nanopositioning system along with other disturbances of random behavior (e.g., measurement

noise) [64, 65]. Feedback control approaches [65]–[68] such as robust control and sliding mode

control have been developed to compensate for these effectsof nonlinear and random nature.

The tracking precision of these feedback approaches at high-speed, however, can be limited as

the closed-loop bandwidth, thereby the tracking precisionat high-speed, needs to be traded-off

with the robustness requirement—governed by theBode’s plot[1]. Such a trade-off-caused

bandwidth limit is more pronounced when the sensor noise becomes significant as sensor noise

can be “amplified” by the feedback loop otherwise and result in large output oscillations [69].

Moreover, for non-minimum phase systems, the tracking precision of feedback control sys-

tem is dictated by the non-minimum phase zeros of the system,i.e., exact tracking cannot be
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achieved by feedback control alone [2]. Therefore, challenges exist in feedback control for

high-speed nanopositioning control.

These feedback-related challenges to high-speed nanopositioning control can be largely

alleviated by using feedforward control techniques, as demonstrated by the inversion-based

feedforward control techniques developed recently [6, 9, 60]. By inverting the model of the

vibrational dynamics and/or hysteresis [9], precision tracking of a given desired trajectory can

be achieved by applying the obtained inverse input as a feedforward. The inversion-based

feedforward approach can be quite effective in high-speed precision tracking as the open-loop

bandwidth tends to be larger than the closed-loop one, and the issue of noise amplification can

be largely avoided in feedforward control. Particularly, the inversion-based techniques over-

come the constraints of non-minimum phase zeros imposed on the tracking performance, and

achieve exact tracking for non-minimum phase systems. The efficacy of the inversion-based

approach to high-speed nanopositioning has been illustrated experimentally in SPM imaging

applications [6, 42]. The performance of the inversion-based control, however, can be sen-

sitive to modeling error [17, 42], while it is not practical in practices to correct/update the

model each time when the effect of the system dynamics variation becomes significant. More-

over, for nonminimum-phase systems, the computation load can be demanding when tracking

online-specified desired trajectory [20], as convolution operation is required during the sam-

pling period when obtaining/updating the inverse input online. Thus, there exists a need to

address these constraints of feedforward approach to high-speed nanopositioning control.

These modeling and online-computation related issues in the inversion-based approach can

be largely avoided through the iterative learning control framework of nanopositioning [64, 70,

71]. Particularly, the modeling errors and slow variation of the system dynamics caused by, for

example, parts replacement (e.g., change of cantilever probe in SPM (so that the system dynam-

ics itself remains largely unchanged during the current operation)) can be easily accounted for

via few iterations with no trade-off to tracking precision [64, 70]. The iteration framework also

provides a nature venue to employ noncausality to achieve exact tracking for non-minimum

phase systems, as well as to compensate for both the hysteresis and dynamics effects [64]

during high-speed, large-range nanopositioning applications. The ILC approach, however, is

limited to repetitiveoperations, and cannot be directly implemented to applications where the
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desired trajectory is specified online, such as nanomanipulation or nanofabrication [15]. Thus,

high-speed precision tracking innonrepetitivenanopositioning control still remains as a chal-

lenge.

In this chapter, we propose to address the limits described above for high-speed nanoposi-

tioning by using the recently-developed BSD technique [59]for high-speed precision tracking

of online-specified trajectories, and demonstrate this technique through experiment of trajec-

tory tracking in nanomanipulation application. The BSD technique avoids the demanding on-

line computation when tracking an online-generated desired trajectory with preview (i.e., the

future desired trajectory is known for a finite amount of preview time), by decomposing the

previewed desired trajectory into a finite number of output elements based on B-splines, and

synthesizing the control input by using the corresponding input elements via the superposition

principle. The BSD technique retains the advantages of the ILC approach described above by

using the ILC technique to construct a library of pairs of input-output elementsa priori, while

extending the ILC framework to non-repetitive tracking viaonline decomposition. The stable-

inversion theory [3] is utilized to quantify the pre- and post-actuation times [23] required in

the input synthesis. In this work, the BSD technique is implemented to track a planar trajec-

tory in 2D nanomanipulation. First, a feedback loop consisting of a proportional-integral (PI)

controller followed by a notch filter is employed to account for mainly the drift and hystere-

sis effects. Then, by applying the BSD technique to the closed-loop system, the experimental

results show that the precision of output tracking with preview can be substantially improved

over feedback control alone, particularly at high-speed. The effect of finite post-actuation time

on tracking precision has also been studied and demonstrated in the experiment. Therefore,

this chapter demonstrates the efficacy of the BSD technique for high-speed precision tracking

of preview in nanopositoning control applications in practices.

The rest of the chapter is organized as follows. The BSD technique is described in Sec-

tion 4.2 from practical implementation viewpoint. Then, inSection 4.3, the BSD technique

is applied to the output tracking experiment in nanomanipulation, along with the experimental

results and discussions. Our conclusions are given in Section 4.4.
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4.2 B-spline-Decomposition-Based Approach to Output Tracking with Preview

The BSD approach proposed in [59] aims to overcome two main constraints of the stable-

inversion-based technique to output tracking with preview[6]—sensitive to modeling error,

and demanding online computation—while retaining the advantage of the inversion approach

in achieving precision tracking for NMP systems. Particularly, the BSD approach is developed

for linear time invariant (LTI) systems given by

ẋ(t) = Ax(t) +Bu(t)

y(t) = Cx(t)

(4.1)

wherex(t) ∈ ℜn is the state, andu(t) ∈ ℜq, y(t) ∈ ℜq are the input and output, respectively.

We consider that system (4.1) is controllable and observable, with a well-defined relative

degree (r = [r1, r2, · · · , rq]), and no zeros on the imaginary axis. Moreover, the desired tra-

jectory to track is sufficiently smooth (i.e., thejth desired output, for eachj = 1, 2, · · · , p, is

differentiable at least to therthj order), and can be previewed for a finite timeTp. These condi-

tions are reasonable and can be satisfied in a wide range of tracking applications (including the

nanomanipulation example studied in this chapter).

4.2.1 Decomposition-Synthesis-Based Output Tracking

Next we present the BSD technique from implementation viewpoint—the derivation and anal-

ysis of the technique are omitted (readers are referred to [59] for details). The BSD technique

mainly comprises the following three steps.

Step 1) Construct a Library of desired input-output elementsLe The library is to provide

the output elements for decomposing the previewed desired trajectory, and the corresponding

input elements for synthesizing the input. Specifically, the libraryLe of pairs of B-spline-based

input-output elements is given by

Le = {[ y∗k,i(·), u
∗
k,i(·) ]

∣

∣

∣k = 1, 2, · · · , q; i = 1, 2, · · · , Ne} (4.2)

whereNe is the total number of different base output elements, and for ease of input-synthesis,

the desired output elementsy∗k,i(·) ∈ ℜq×1 for given k and i = 1, 2, · · · , Ne have only the
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kth output channel nonzero, i.e., only one base output element,y∗e,i(·) ∈ ℜ, appears in thekth

output channel,

y∗k,i(·) =
[

0 · · · y∗e,i(·) · · · 0
]T

, with i = 1, 2, · · · , Ne, (4.3)

andu∗k,i(·) ∈ ℜq×1 is the corresponding desired input element,

u∗k,i(·) = [uk,i,1(·) · · · uk,i,q(·)]
T , with i = 1, 2, · · · , Ne. (4.4)

Thus, the total number of input-output elementsNL is given byNL = q × Ne. The base

output elements,y∗e,i(·)s, are generated by using thesth-order uniform B-splines,Bi,s(·) for

i = 1, 2, · · · , Ne, where the uniform B-splinesBi,s(·) can be constructed recursively by setting

Bi,0(t) =







1, for ti ≤ t < ti+1,

0, otherwise,
(4.5)

and then recursively

Bi,s(t) =
t− ti

ti+s − ti
Bi,s−1(t) +

ti+s+1 − t

ti+s+1 − ti+1
Bi+1,s−1(t),

i = −s+ 1,−s + 2, · · · ,m− 1,

(4.6)

where, fort ∈ [0, Td], m > s + 2 is the total number of knots withtis for i = −s + 1,−s +

2, · · · ,m− 1, chosen as below in the decomposition

0 ≤ t−s+1 ≤ t−s+2 ≤ · · · ≤ tm−1 ≤ Td.

Uniform B-splines are obtained when the knots selected are evenly spaced within the time

interval, with shift time given by the spacing between two successive knots as,

tsep,k,i = ti+1 − ti =
Td

m− 1
= ∆tsep,i (4.7)

Thus, uniform B-splines are nothing but time-shift copies of each other, with the shifting time

equaling totsep,k,i. The use of uniform B-splines (instead of non-uniform ones)results in a

small size of library. For example, when using the uniform cubic (3rd-order) splines, only
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seven different B-splines are needed to construct the output elements (i.e.,Ne in Eq. (4.3) =

7), including one base function (shown in Fig. 4.1 (a)) and six truncated B-splines needed to

decompose the beginning (or the end) portion of the previewed desired trajectory, as shown in

Fig. 4.1 (b) to (g). These six output elements are obtained bysmoothly extending and transiting

the six truncated B-splines to zero at the end (or from zero atthe beginning). Specifically, the

output elements in the library generated by the truncated B-splines with non-zero starting values

are obtained via extension and smooth transition as

y∗e,i(t+ 3T ∗
pa) =



































0 t < −3T∗
pa

Te,i(t) t ∈ [−3T∗
pa, −2T∗

pa],

y∗e,i(0) t ∈ (−2T∗
pa, 0),

y∗e,i(t) t ∈ [0, ti],

(4.8)

Similarly, the output elements generated from the truncated B-splines with non-zero ending

values are obtained via extension and smooth transition fort > ti as

y∗e,i(t) =



































y∗e,i(t) t ∈ [0, ti),

y∗e,i(ti) t ∈ (ti, ti + 2T∗
pst),

Te,i(t) t ∈ [ti + 2T∗
pst, ti + 3T∗

pst],

0 t > ti + 3T∗
pst

(4.9)

whereT∗
pa andT∗

pst are the maximum pre- and post-actuation times that are largeenough to

guarantee the needed tracking precision for all tracking inthe given application,Te,i(·) denotes

a smooth function to transit the output elementy∗e,i(t) from 0 to the truncated value aty∗e,i(0).

Quantification of the pre- and post-actuation times is presented in Sec. 4.2.2 later.

Note that the B-spline-based output elements generated above are sufficiently smooth with

a compact support starting at time t = 0, i.e., fori = 1, 2, · · · , Ne,

y∗e,i(t) = 0 for t /∈ [0, ti], with ti < ∞. (4.10)

For each output elementy∗e,i(·), the corresponding input element is obtained in advance by

using the ILC techniques. As the entire output element is known, ILC approach is advanta-

geous in utilizing noncausilty to achieve exact output tracking for NMP systems [48, 47] (i.e.,

precision tracking in practices), and the iteration mechanism to account for modeling errors
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Figure 4.1: The seven ((a) to (g)) output elements generatedby using the cubic uniform B-
splines.

caused by the change of system dynamics, particularly for modeling errors caused by factors

such as the changes of operation condition or parts. As the input obtained previously achieved

precision tracking priori the system dynamics change, onlyfew iterations are needed provided

that the dynamics change is small (as in many applications).Such a compensation for modeling

error with no tracking precision trade-off is more efficientand easier to implement in practices

than updating the system model and using the updated model toredesign the controller—as

needed in many feedback and feedfoward control approaches.Precision tracking achieved by

using the ILC has been well demonstrated in the literature [?], including nano-positioning con-

trol [11, 38, 56]. As an example, the multi-axis inversion based control (MAIIC) technique

used in this work is presented in Sec. 4.3.

Step 2) Decompose the Previewed Desired Trajectory Online At any givenjth decompo-

sition instant (see Fig. 4.2)tdec,j, the desired trajectoryyd(t) for t ∈ [tdec,j+Tpa,j, tdec,j+Tp]

is decomposed as:

yd,k(t) ≈

Nd,k
∑

i=1

pk,iBs,i(t) , papx,k(t), (4.11)

whereTpa,j is the pre-actuation time at thejth decomposition instant, and the coefficients of
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the decomposition,pk,is, are obtained by solving the following quadratic minimization prob-

lem [55],

min
Pk∈ℜ

Nd,k

J(γ), with

J(γ) ,

∫

I
λ(p

(2)
apx,k(t))

2dt+

Nd,k
∑

j=1

wj (papx,k(γj)− yd,k(γj))
2 ,

(4.12)

Pk = [ pk,−s+1 pk,−s+2 · · · pk,m−1 ]
T ,

γ = { γ1 γ2 · · · γNd,k
}T ,

(4.13)

andλ > 0, wj ∈ [0, 1] for ∀j are the weights. The solution is readily obtained as

P ∗
k = (λQ+MTWM)−1MTWζy,k (4.14)

where

ζy,k = [ yd,k(γ1) yd,k(γ2) · · · yd,k(γNd,k
) ]T , (4.15)

W = diag([ w1 w2 · · · wNd,k
]), (4.16)

Q = [qi,j] ∈ ℜNd,k×Nd,k , i, j = 1, 2, · · · , Nd,k, (4.17)

with

qi,j =

∫

Itc

B
(2)
i,s (t)B

(2)
j,s (t)dt. (4.18)

and the matrixM ∈ ℜNd,k×Nd,k is given by

M =



















Bs,1(γ1) Bs,2(γ1) · · · Bs,Nd,k
(γ1)

Bs,1(γ2) Bs,2(γ2) · · · Bs,Nd,k
(γ2)

...
...

...
...

Bs,1(γNd,k
) Bs,2(γNd,k

) · · · Bs,Nd,k
(γNd,k

)



















(4.19)

Note that in solution (4.14), all the matrices (vectors) except the sampled values of the

desired output in (4.15) are knowna priori. Thus, the previewed output trajectory can be

effectively decomposed online.

In the above decomposition, thejth decomposition instant, tdec,j, is the time instant at

which the previewed desired trajectoryyd(t) for t ∈ [tdec,j+Tpa,j, tdec,j+Tp) is decomposed,

and is given by (see Fig. 4.2),
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Figure 4.2: The output decomposition in the BSD technique.

tdec,j = tdec,j−1 + Tp − Tpa,j, for j > 1, (4.20)

andtdec,1 = 0 initially.

Step 3) Synthesize the Input Online Based on the decomposition in Eq. (4.11), the desired

input to track the added part of the previewed desired outputud,k(t), yd,k(t) for t ∈ [tdec,j +

Tpa,j, tdec,j + Tp] and any give output channelk (k = 1, 2, · · · q), is given by

ud,j(t) =

q
∑

k=1





Nd,k
∑

i=1

pk,iu
∗
k,i(t− tdec,j − tsep,k,i)



 (4.21)

whereu∗k,i(t) ∈ ℜp×1 is given by (4.4). Note that the tracking of the original desired trajectory

yd(·) is guaranteed by the superposition property of LTI systems (see (4.2)—(4.4)). Then for

a given required tracking precisionǫ, the corresponding pre-actuation timeTpa,j and post-

actuation timeTpst,j can be determined (discussed later in Sec. 4.2.2), and the truncated control

input to track the decomposed part of the previewed desired output trajectory is obtained as

utrt,j(t) = Wtj,1,tj,2(t)ud,j(t), for tracking

yd,k ∈ [tdec,j + Tpa,j, tdec,j + Tp],

(4.22)

whereWtj,1, tj,2(·) is the window function ( i.e.,Wt1, t2(t) = 1 for t ∈ [t1, t2], andWt1, t2(t) =

0 otherwise) with
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tj,1 = tdec,j, tj,2 = tdec,j + tj,max + Tpst,j,

and tj,max is the upper bound of the supports of all the output elements selected for thejth

decomposition,tj,max = supk tk,j.

Finally, the control input is updated as

upre,j(t) =







upre,j(t) + utrt,j(t), t = tdec,j

upre,j(t), t ∈ (tdec,j, tdec,j+1)
(4.23)

As schematically depicted in Fig. 4.2 (and experimentally demonstrated later in Sec. 4.3), the

decomposition-synthesis operation is only needed at the decomposition instants as specified

by (4.20)—not at every sampling instant.

4.2.2 Quantification of the Pre- and Post-Actuation Times

We present quantification of the pre- and post-actuation times based on the stable-inversion

theory below [59]. As the input to achieve exact tracking fora given desired trajectory isunique

for systems considered in this chapter, the quantification is general—regardless the techniques

employed in obtaining the input elements of the library.

In the next Theorem, the tracking error caused by the finite pre- and post-actuation times

is quantified for any given time instant during the output tracking course, i.e., we consider

that there arem number of decomposition instants priori to the current timeinstanttc, and

the accumulated tracking error caused by the finite pre- and post-actuation times at all them

number of decomposition instants is quantified.

Theorem 4 At any given time instanttc, assume that there arem number of decomposition

instants beforetc, tdec,j with j = 1, · · · ,m, and at eachtdec,j there areNj number ofsth-

degree uniform B-splines based output elements used in the decomposition. Then the finite pre-

and post-actuation caused output tracking error at any timeinstantt ≥ tc can be bounded as

‖Ey(t)‖2 =

(

q
∑

k=1

(

‖Ey,k(t)‖2
)2

)1/2

, (4.24)
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where fork = 1, · · · , q, andt > m(Tp − T
∗
pa,m),

‖Ey,k(t)‖2 ≤ Ŷ
∞
m,k

{

K̂1e
−(βT∗

pa,m+λt)

+
[

Λ1(mK2, K̂3, t)e
−βT∗

pst,m + Λ1(mK4, K̂5, t)e
−αT∗

pst,m

]}

,

(4.25)

and forj = 1, 2, · · · ,m,

Ŷ
∞
m,k = maxj Ŷ

∞
j,k,

T
∗
pa,m = minj {Tpa,j} , T

∗
pst,m = minj {Tpst,j} (4.26)

Λ1(b1, b2, t) ,
(

b1 − b2e
−λt
)

µ(t− tk,i − Tpst,i), (4.27)

with µ(t) the unit step function,Kis, K̂is for i = 1, 2, 3, 4 positive constants (see [59] for the

expressions ofKis andK̂is), and

α < min | −Re(zs,i(Σ)|, β < min |Re(zus,i(Σ))|,

wherezs,i(Σ) andzus,i(Σ) are the minimum phase and nonminimum-phase zeros of system (4.1),

respectively, andRe(z) denotes the real part of a complex number z.

The above Theorem 4 shows that the tracking error caused by the finite pre- and post-

actuation times at all previous decomposition instants, although accumulates along with the

output tracking course, exponentially decays with the increase of the length of pre- and post-

actuation times at each decomposition instant, and thereby, can be rendered arbitrarily small

by having a large enough pre- and post-actuation times at alldecomposition instants (see

Eqs. (4.24), (4.25)). Note in practice, there virtually is no limit on the length of post-actuation

time (the allowable post-actuation time is only limited by the memory size of the control hard-

ware), while the length of the pre-actuation time is limitedby the available preview time. Thus,

we assume, with no loss of generality, that the length of the preview time is larger than the

pre-actuation time throughout the tracking course, i.e.,

Tp ≥ T ∗
pa,m, for m = 1, 2, · · · (4.28)

Note the requirement of large enough preview time in (4.28) is not the constraint of the BSD

technique, but arises from the non-minimum phase nature of the system dynamics [3].
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We further quantify the tracking precision by accounting for noise and other disturbances

existing in practical implementations. We consider that the practically achievable desired input

element,uai,k(·), will track output element in the library,Le, with the tracking error bounded

by a known constantǫe, i.e., for∀k = 1, · · · , q, andi = 1, · · · , NL,

‖yak,i(·)− y∗k,i(·)‖2 ≤ ǫe, (4.29)

whereyak,i(·) is the output obtained by usinguai,k(·), and‖y(·)‖2 is the standard 2-norm of

y(·) : ℜ → ℜ. Furthermore, with the use of uniform B-spline elements, there are at most

s+ 1 number of input elements summed together at any given time instant. Thus, the tracking

precision of the BSD technique in practical implementations can be quantified.

Lemma 7 Let conditions in Theorem(4) be satisfied, and the practically achievable desired in-

put element be specified by(4). Also, let the pre- and post-actuation timesTpa,1 andTpst,Nk
be

as in Theorem(4). Then at any given time instanttc, the tracking error of using the synthesized

input is bounded as

‖Ea
y (t)‖2 ≤ ‖Ey(t)‖2 +

(

q
∑

k=1

‖eay,k(t)‖
2
2

)1/2

, with

‖eay,k(t)‖2 ≤
s+1
∑

j=1

|pk,j|ǫe,

(4.30)

wherepk,j are the coefficients of the output elements used in the decomposition of the previewed

desired output in thekth output channel at time instantt.

4.3 Nanomanipulation Experimental Example

In this section, we implement the BSD technique to the outputtracking involved in nanoma-

nipulation applications in experiment using a SPM system (manufactured by Dimension Icon,

Bruker Inc.). The objective of the experiments is to demonstrate that by using the BSD tech-

nique, precision tracking with preview at much higher speeds than that by using feedback con-

trol alone can be achieved.
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4.3.1 Experiment Scheme

Preview-based output tracking is needed in nanomanipulation, where a micro-machined can-

tilever probe driven by piezoelectric actuators is utilized to manipulate nanoscale subjects, both

horizontally and perpendicularly, for example, to build integrated circuit using nanotubes [40].

As the desired output trajectory during nanomanipulation usually is not pre-specified but online

generated instead (by the user via, e.g., a haptic device), preview-based approach becomes a

nature choice to output tracking, particularly at high-speed. Similar precision output tracking

with preview also exists in areas such as nanofabrication. We focus, in the following, onx-y

axes precision tracking in planar nanomanipulation.

The SPM hardware has been modified so that the PID controller of the SPM system was

by-passed and allx-y-z axes displacement sensors and corresponding driven signals can be

directly accessed. All the control inputs were generated byusing the MATLAB-xPC-target

(Mathworks, Inc.), and sent through a data acquisition system to drive the corresponding piezo-

tube actuators (via a high-voltage amplifier).

Two English letters “RU” were chosen as the desired pattern to track. Output tracking of

three different pattern-tracking rates (1.1 Hz, 11 Hz and 55Hz) and two different pattern sizes

(5 µm and 80µm) were examined in the experiments, where the pattern-tracking rate was de-

fined as the frequency to traverse the whole pattern once, andthe pattern size was the larger

displacement range among thex-, y-axes. The preview time of 0.1s, 0.01s, and 0.002s for the

pattern-tracking rate of 1.1 Hz, 11 Hz, and 55 Hz, respectively, were selected to ensure that the

amount of preview time with respect to the total tracking time (i.e., remained the same the ratio

of the preview time to the total tracking time) remained the same. Such a choice of preview

time reflected that in practical implementations, often it is the length of previewed path or con-

tour, not the length of preview time, that is fixed (for example, the sensor performance). In the

experiment, a different library was constructed for the output tracking of each pattern-tracking

rate, so that the previewed output trajectory can be decomposed by the same number of output

elements (seven output elements) to attain the same decomposition precision at each decompo-

sition instant. Alternatively, a library constructed by using fast-enough output elements (e.g.,
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the fastest library among the three) can be used for the output tracking of all the three pattern-

tracking rates, i.e., a larger number of output elements were involved in the tracking of lower

rates—for the tracking at the pattern-tracking rate of 1.1 Hz and 11 Hz, when using the library

constructed for the pattern-tracking rate of 55 Hz, the number of output elements needed at

each decomposition instant was at 203 and 23, respectively.The desired pattern for the pattern-

tracking rate of 1.1 Hz and pattern size of 5µm, and the corresponding desiredx- andy-axis

trajectories are shown in Fig. 4.3 (a), (b), (c), respectively.
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Figure 4.3: (a) The desired pattern to track in the nanomanipulation experiment, and the cor-
responding (b)x-axis and (c)y-axis desired trajectory, where the colors and types of the line
mark the decomposition instant (beginning point of each line segment) and the portion of the
previewed output trajectory to be decomposed at that instant.

4.3.2 Implementation of the Trajectory-Decomposition-Based Output Tracking

Library Construction

The3rd degree uniform B-splines were used to construct the library, and the total knots number

was chosen atm = 5. To obtain the corresponding input element to track each output element
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in the libraryLe, the MAIIC control technique below was employed [56],

Ûk(jω) = Ûk−1(jω) + ρ(jω)G−1
I,md(jω)(Ŷd(jω) − Ŷk−1(jω)) (4.31)

for k ≥ 1, andÛ0(jω) = 0 initially, whereGI,md is a diagonal matrix with diagonal elements

being the model of the diagonal subsystems of systemG(jω),

GI,md(jω) = diag[ G11,md(jω), G22,md(jω) ] , (4.32)

ρ(jω) = diag[ ρ1(jω), ρ2(jω) ] (4.33)

with ρ1(jω) andρ2(jω) ∈ ℜ+, and,

Ûk(jω) = [û1,k(jω), û2,k(jω)]
T ,

Ŷk(jω) = [ŷ1,k(jω), ŷ2,k(jω)]
T .

(4.34)

To implement the MAIIC technique (to obtain the input elements), the two diagonal subdynam-

ics (x-to-x andy-to-y direction) along with the other two cross-axis coupling dynamics (y-to-x

andx-to-y direction) were experimentally measured, as shown in Fig. 4.4 (a), (b), respectively.

To quantify the dynamics uncertainty, frequency responsesunder different conditions (different

driven input levels, 40 mV, 60 mV, and 80 mV, respectively) were acquired for the frequency

range ofω ∈ [50 4000] Hz for thex- andy-axis, respectively.
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Figure 4.4: Comparison of the frequency responses of the (a)x-axis and (b)y-axis piezo actu-
ator dynamics and the related coupling dynamics.

As shown in Fig. 4.4, both thex-axis and they-axis dynamics were minimum-phase system.

Thus, no pre-actuation time was needed when implementing the BSD technique. Thus, only

the effect of finite post-actuation time was evaluated in theexperiments. Note that as the effect
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of the pre-actuation time isdual to that of the post-actuation time, the effect of the pre-actuation

time on the tracking of nonminimum-phase system can be equally evaluated and appreciated

from the post-actuation time effect demonstrated in the experiment results presented below.

As shown in Fig. 4.4, the cross-axis coupling effects were small between thex-y axes in the

frequency range ofω <700 Hz. Thus, the lateral coupling caused disturbances betweenx- and

y-axis were ignored in the experiments when designing the feedback controller for thex- and

y-axis closed-loop. (Note that the MAIIC technique, however, can account for the coupling-

dynamics without using the cross-coupling dynamics (see Eq. (5.5))). Output tracking of two

of the seven output elements of the libraryLe are shown in Fig. 4.5.
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Figure 4.5: (a, b) Tracking of two of the output elements in the library Le and (c, d) the
corresponding tracking error.

We note that the effect of hysteresis and creep effects of piezo actuators can be pronounced [9],

particularly when the displacement range is large and/or the tracking time is long, i.e., the

piezo actuators cannot be treated as a LTI system. Our experiment results obtained by directly

implementing the BSD technique to thex-y axes piezo actuators showed that the hysteresis

and creep caused tracking errors were significant. Thus, a feedback controller consisting of

a proportional-integral (PI) controller followed by a notch filter was designed and applied to

compensate for the hysteresis and creep effects. Particularly, the following notch filter was

applied to account for the main resonant frequency of thex-axis andy-axis piezo actuators
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(around 750 Hz), respectively,

GNx(s) =
s− 2π(−69.5 + 4633.3j)

s− 2π(−1977.9 + 4532j)
×

s− 2π(−69.5 − 4633.3j)

s− 2π(−1977.9 − 4532j)
,

GNy(s) =
s− 2π(−74.0 + 4934.3j)

s− 2π(−2229.3 + 5107.9j)
×

s− 2π(−74.0 − 4934.3j)

s− 2π(−2229.3 − 5107.9j)
.

(4.35)

and the following PI controllers were implemented for thex- andy-axes feedback control loop,

respectively,

Gcx(s) = 0.5−
4000

s
, Gcy(s) = 0.5 −

4000

s
(4.36)

where the gain of the PI controller were experimentally tuned. The Bode-plots of the closed-

loop system (consisting of the PI-Notch filter controller) for thex-axis and that for they-axis

are shown in Figs. 4.6 and 4.7, respectively.
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Figure 4.6: The Bode-plot of thex-axis closed-loop feedback control system consisting of the
PI-Notch-filter controller.

Once the PI-Notch-filter feedback loop was formed, the BSD approach was applied to the

closed-loop system in the pattern tracking with preview (see Fig. 4.8).

Desired Trajectory Decomposition

At each decomposition instant, the output elements in the Library (obtained in 4.3.2) were used

to decompose the previewed desired trajectory. Particularly, five equispaced knots were used in
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Figure 4.8: Block diagram of the implementation of the BSD technique on a PI-Notch-Filter
feedback system.

decomposing each previewed desired trajectory. Thex-y axes desired trajectories for the En-

glish letters (See Fig. 4.3 (b), (c)) were decomposed by using the 7 different output elements.

The relative RMS error of the decomposition was below0.001%, over 500 times smaller than

the measured noise level.

Online Input Synthesis

At each decomposition instant, the control input for tracking the decomposed desired trajectory

was synthesized by adding together the input elements corresponding to the output elements

employed in the decomposition at that instant (see Eq. (4.21)), and truncated with the chosen

post-actuation time. To simplify the presentation, the same post-actuation times across all
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decomposition instants were used in the experiments. Two different post-actuation times (Tpst

= 1 ms andTpst = 50 ms) were used in the experiments to demonstrate and evaluate the effect

of the finite post-actuation time on the tracking performance. Finally, the control input was

updated according to Eq. (4.23).

4.3.3 Experimental Tracking Results and Discussion

First, to demonstrate the compensation for the hysteresis and creep effects, the BSD techniques

was applied to thex-axis output tracking with and without the PI-notch-filter feedback, respec-

tively. The tracking results for the pattern tracking rate of 11 Hz are compared in Fig. 4.9.
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Figure 4.9:x-axis output tracking (a) without and (b) with the PI-Notch filter.

Then, to evaluate and demonstrate the efficacy of the BSD technique over feedback control

alone, the BSD technique was applied to the PI-notch-filter feedback system of thex axis and

y-axis, respectively, with a long enough post actuation time(Tpst = 50 ms). For comparison, the

desired “RU” pattern was also tracked by using the PI feedback control alone, i.e., the desired

trajectory ofx-axis and that ofy-axis was applied as the input to the respective PI-feedback

closed-loop directly, respectively.

The tracking results of both thex-axis and they-axis obtained by using the above two meth-

ods were acquired and compared. In Figs. 4.10 and 4.11, the lateralx-y axes and composed

“RU” pattern tracking results obtained by using the two methods are compared for the three

pattern tracking rates, respectively. The tracking error by using the two control methods are

also compared in Table 4.1 in 2-norm and infinity-norm. Furthermore, in order to demonstrate

the compensation effects for the drift and system nonlinearity, the tracking results for the lateral
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x-y axes and composed RU pattern at at large size (80µm) by using the two methods were also

compared in Figs. 4.12 and 4.13 and Table 4.2.
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Figure 4.10: Comparison of thex-axis (5µm) output tracking results obtained by using the
BSD technique with those by using the PI control method at (a1) 1.1 Hz, (a2) 11 Hz, and (a3)
55 Hz, and comparison of the corresponding tracking errors at (b1) 1.1 Hz, (b2) 11Hz, and (b3)
55Hz, respectively.

Thex-axis tracking results of pattern size 5µm obtained with the two chosen post-actuation

timesTpst,j = 1 ms and 50 ms are compared in Fig. 4.14. Moreover, the tracking of the “RU”

pattern are also compared in Fig. 4.15 for the post-actuation times ofTpst,j = 1 ms and 50 ms,

respectively.

The experimental results show that by using the BSD technique, precision output tracking
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Table 4.1: Comparison ofx-axis output tracking error by using the BSD and the PI feed-
back methods, whereE2(%) andE∞(%) denote the in 2-norm errorE2(%) and infinity-norm
E∞(%).

5µm
1.1 Hz 11 Hz 55 Hz

BSD PI BSD PI BSD PI
E2(%) 0.354 1.881 1.111 17.109 1.783 56.371
E∞(%) 1.485 4.362 3.037 34.997 3.865 72.707

Table 4.2: Comparison ofX-axis output tracking error by using the BSD and the PI feed-
back methods, whereE2(%) andE∞(%) denote the in 2-norm errorE2(%) and infinity-norm
E∞(%).

80µm
1.1 Hz 11 Hz 55 Hz

BSD PI BSD PI BSD PI
E2(%) 0.431 1.256 3.164 12.387 9.654 54.944
E∞(%) 1.301 3.559 10.488 26.003 18.713 67.684

can be maintained throughout the entire output tracking course. Although when the pattern-

tracking rate was low (1.1 Hz), relatively good tracking canbe obtained by using the feedback

control alone, the tracking precision of using the BSD technique was substantially higher than

that of using feedback alone (see Fig. 4.10 (a1), (b1)). Thex-axis relative RMS tracking error

E2(%) of the BSD technique at0.35% was over 5 times smaller than that of using the feedback

alone at1.88%. Even when the pattern-tracking rate became much higher at 55 Hz, almost the

same tracking precision (withE2(%) < 2%) can still be maintained by using the BSD tech-

nique, whereas the output tracking using PI feedback control was completed lost (see Fig. 4.10

(a3), (b3)). For example, thex-axis relative tracking error of the BSD technique in 2-normwas

over 30 times smaller than that of the feedback alone. The improvement achieved by using

the BSD technique over feedback alone was more evident in the“RU” pattern generated (see

Fig. 4.11), particularly when the tracking rate (speed) washigh (see Fig. 4.11 (a3), (b3) for

the pattern-tracking rate of 55 Hz). Therefore, the experimental results demonstrate the supe-

rior tracking performance of the BSD technique over feedback, particularly during high-speed

tracking.

The experimental results also demonstrated that the efficacy of the BSD technique in achiev-

ing high-speed precision trajectory tracking during large-range nanopositioning application.

When the pattern size became much larger at 80µm, the tracking performance of the BSD

technique can be maintained as that during the small size tracking (e.g. 5µm)—at the pattern
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tracking rate of 11 Hz, the relative RMS tracking errorE2(%) in x axis was about3.16% for

80µm pattern size, comparable to that at the pattern size of 5µm at1.11% (see Fig. 4.10 (a2),

(b2) and 4.12 (a2), (b2)). We note that the tracking error increased as the pattern tracking rate

increased (See Fig. 4.12 and Table 4.2), even though the sametracking precision of the output

elements was maintained (as that in the 5µm pattern size). Such an increase of the tracking

error reflected the hysteresis and other random effects–As the displacement range increased

by 16 times, the hysteresis effect was much more pronounced,and as a result, the closed-loop

feedback control system was less “linear”. However, the tracking performance was still sub-

stantially improved by using the BSD technique over feedback alone: The tracking error (in

E2(%)) at the pattern tracking rate of 55 Hz was 6 times smaller thanthat by using feedback

alone (as shown Fig. 4.12 and Table 4.2). Therefore, our experiments showed that by using

the BSD technique along with feedback, both hysteresis and creep effects can be effectively

compensated for in large-range, high-speed nanomanipulation applications.

The effect of the post-actuation time on the tracking performance is also evident from the

experimental results. The tracking error was small when thepost-actuation time was long

enough. As shown in Figs. 4.10 to 4.13, precision tracking was maintained at all three pattern

tracking rates when the post-actuation time was large atTpst = 50 ms, whereas the output track-

ing error increased substantially when the post-actuationtime was shortened toTpst = 1 ms (see

Fig. 4.14 (a), (c) and Fig. 4.15 (a), (c)). Therefore, by thedual effect of the post-actuation time

for minimum-phase systems to that of the pre-actuation timefor nonminimum-phase systems,

the experimental results demonstrated that precision output tracking of nonminimum-phase

systems can be achieved by using the BSD technique with a sufficiently large pre-actuation

time.

4.4 Conclusions

In this chapter, a B-spline-decomposition-based (BSD) control approach was implemented to

achieve precision output tracking in high-speed nanomanipulation. A PI-notch-filter feedback

controller was employed to compensate for the hysteresis and creep effects and improved the
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linearity of the control system, and then the BSD technique was utilized to enhance the track-

ing performance. The experimental results demonstrated that by using the BSD technique, the

tracking precision during high-speed output tracking can be substantially improved over feed-

back control alone, even in the presence of significant hysteresis effect. The effect of finite

post-actuation time on the tracking performance was also investigated and illustrated in the

experiments.
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Figure 4.11: Comparison of the RU pattern (5µm) tracking results obtained by using BSD
method with those by using the PI control method at (a1) 1.1 Hz, (a2) 11 Hz, and (a3) 55 Hz,
and comparison of the corresponding tracking errors at (b1)1.1 Hz, (b2) 11 Hz, and (b3) 55
Hz, respectively.
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Chapter 5

High-speed Probe-based Nanofabrication via an Iterative Control

Approach for Multi-axis Precision Tracking

Abstract

In this chapter, the multi-axis inversion-based iterativecontrol (MAIIC) approach is utilized to

achieve high-speed, large-range probe-based nanofabrication. Probe-based nanofabrication has

attracted great interests recently. This technique, however, is still limited by its low throughput,

due to the challenges in compensating for the existing adverse effects. These adverse effects

include the nonlinear hysteresis as well as the vibrationaldynamics of piezoactuators used to

position the probe in 3-D axes, and the dynamics coupling in multi-axis motion during high-

speed nanofabrication. The main contribution of this chapter is the utilization of the recently

developed multi-axis inversion-based iterative control (MAIIC) technique to overcome these

challenges in probe-based nanofabrication. By using this advanced control technique, precision

position control of the probe with respect to the sample substrate can be achieved during high-

speed, large-range multi-axis nanofabrication. Particularly, the cross-axis dynamics coupling

effect on the output tracking can be compensated for during the iterative learning process with

no additional steps to learn the cross-coupling effect separately. The proposed approach is

illustrated through experiments by implementing it to fabricate two Chinese characters pattern

via mechanical scratching on a gold-coated silicon sample surface at high speed. The efficacy of

the proposed technique is demonstrated through the experimental results that precision tracking

in all 3-D axes can be achieved in the presence of pronounced cross-axis dynamics coupling

effect.
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5.1 Introduction

This chapter illustrates and demonstrates the multi-axis inversion-based iterative control (MAIIC)

approach to achieve high speed and large range in probe-based nanofabrication. Currently, one

of the main challenges in probe-based nanofabrication technology is its low throughput. Efforts

to increase the throughput of probe-based nanofabricationcan be categorized into two groups—

the parallel-probe approach and the increase of operation speed [72, 73, 74]. For parallel-probe

approach, the increase of system complexity inevitably results in issues related to the increase

of the cost, the uniformity and the robustness. Moreover, the throughput of the parallel system

is eventually limited by the low-speed operation [64]. On the other hand, large positioning er-

rors can be generated during high-speed, large-range fabrication, and the cross-axis dynamics

coupling of piezoactuators can become large, resulting in large fabrication distortions as well.

The contribution of this chapter is the utilization of a recently developed multi-axis inversion-

based iterative control (MAIIC) approach [56] to compensate for the adverse hardware effects,

arriving at high-speed probe-based nanofabrication.

Precision positioning during high-speed large-range motion is very critical in probe-based

nanofabrication (PBN). Probe-based fabrication of nanoscale structures and devices is very

promising because of the low cost and significant technical potential [62]. Although the un-

derline mechanisms in various PBN methods can be different [56, 64, 72, 73, 74, 75], these

methods all require precision positioning of the probe relative to the sample and thereby, are

confronted by the same challenge in maintaining precision (probe-to-sample) positioning dur-

ing high-speed, large-range operation. Large (probe-to-sample) positioning errors not only lead

to large defects in the fabricated structures or devices, but also result in damage of the probe

(when the sample is hard), the sample (when the sample is soft), or both. Moreover, unlike

the motion control in other probe-based nano-applications(such as SPM imaging) where one

axis motion is substantially slower than that in other axes,the motion control in PBN can be

very demanding in allx-y-z 3-D axes. Positioning errors in different axes can be accumulated

and induce large distortions in the fabricated structure/device. Additional fabrication distortion

is generated due to the cross-axis dynamics coupling of the piezo-actuators when the fabrica-

tion speed is high and/or the operation range is large. Therefore, it is essential to maintain the
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precision positioning of the probe relative to the sample inall x-y-z axes during high-speed,

large-size nanofabrication.

It is a challenge to maintain precision probe-sample positioning during high-speed, large

range probe-based nanofabrication operations. Although nano- to atomic- level positioning

precision can be achieved with the use of piezo-actuators, the vibration dynamics of the piezo-

actuators can be excited during high-speed operations, resulting in large vibration-induced po-

sitioning errors. Moreover, when the displacement range becomes large, the effect of nonlinear

hysteresis of piezo-actuators becomes pronounced, resulting in large positioning errors as well.

During high-speed, large-range probe-based nanofabrication, these two effects are coupled and

lead to even larger positioning errors [9, 62, 64, 75, 76]. Additional fabrication distortion can

also be produced due to the cross-axis dynamics coupling between piezo-actuators in different

axes when the fabrication speed is high and/or the operationrange is large [11]. Therefore,

control techniques are needed to effectively account for all these adverse effects to achieve

high-speed probe-based nanofabrication with no loss of fabrication quality.

Advanced control techniques such as the inversion-based iterative control (IIC) techniques

[9, 11, 34] can be utilized to achieve precision positioningduring high-speed, large-range PBN

operations. The IIC approach is ideal for PBN operations where the desired trajectory is usu-

ally specified a priori and the environment tends to be well maintained. These conditions allow

the noncausality gained from the repetitive nature of the operation to be fully exploited in the

IIC framework, particularly for nonminimum-phase systemssuch as the piezoactuators used in

PBN applications [48]. It has been shown recently that the IIC approach can compensate for

both hysteresis and dynamics effects of piezoactuators [9]. The multi-axis IIC (MAIIC) tech-

nique utilized in this chapter further extends the IIC approach [11] from single-axis positioning

to multi-axis positioning. Such an extension of the MAIIC technique eliminates the additional

procedure to identify and compensate for the coupling-caused positioning error separately that

is needed in the previous work of using the IIC technique first[11, 77, 78]. The efficacy of the

MAIIC algorithm for precision positioning has been demonstrated through experiments [56].

Therefore, it is advantageous to utilize iterative controltechniques such as MIIC in probe-based

nanofabrication.

The main contribution of this chapter is the implementationof the MAIIC technique to
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the probe-based nanofabrication using SPM. Particularly,the MAIIC technique is utilized to

achieve precision tracking of the desired trajectory in allx-y-z axes simultaneously, arriving at

precision fabrication of the given pattern at high-speed. Particularly, two Chinese characteris-

tics (”Na Mi”, meaning nanometer) were fabricated via mechanical scratching on a gold-coated

silicon sample as an illustrative example. The experimental results show that the desired pat-

tern can be accurately fabricated by using the proposed approach at high-speed (∼ 1.3 mm/s)

and over a relatively large fabrication size (∼ 55 µm by∼ 55 µm), thereby, demonstrating the

efficacy of the proposed approach for high-speed large-range PBN applications.

5.2 MAIIC approach to probe-based nanofabrication

In this section, the MAIIC control technique [56] is presented for PBN applications.

5.2.1 Cross-axis Coupling Effect on PBN Applications

The central idea of PBN technique is the precision positioning of a micro-machined probe is

precisely on (or closely above) the same surface during the motion (see Fig. 5.1) to locally

induce surface modification along the path, resulting in nanoscale features on the sample sur-

face (such as lines or dots). Such a surface modification can be achieved, for example, through

mechanical scratching followed by an etching process [79, 80], or, through thermal effects as

exemplified in the IBM Millipede system [81]. Alternatively, probe-based nanofabrication can

also be achieved by introducing external effects such as electrical fields [82], laser beams [83],

and chemical compounds (via probe coating) [84].

We note that cross-axis dynamics-coupling effect generally exists in multi-axis motion con-

trol, including nanopositioning control [85, 11, 77] in PBNapplications. Such cross-axis cou-

pling arises due to factors such as the inevitable misalignment (albeit small) between the two

lateralx- andy-axes, and/or the “bowing” effect between the lateral and the vertical axes (when

piezoelectrical tube actuators are used) [77]. Such cross coupling effect becomes more pro-

nounced during high-speed motion as the resonance of the actuators can be excited. In PBN
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applications, the cross-axis dynamics coupling effect directly results in distortions in the fabri-

cated patterns/devices— the lateralx-y coupling results in shape distortions, and the lateral-to-

vertical coupling results in the depth and width irregularities. The effect of cross-axes coupling

becomes even more serious when fabricating 3-D nano-structures, as the motions in allx-y-z

axes can be complicated and high-speed. Therefore, the cross-axis coupling effect needs to be

compensated for in PBN process.

5.2.2 Multi-axis Inversion based Iterative Control (MAIIC ) Technique

The MAIIC approach [56] provides a straightforward and effective framework to compensate

for the cross-axis dynamics coupling effect during high-speed PBN process. The cross-axis

coupling effect can be compensated for by modeling the PBN system as a multi-input-multi-

output (MIMO) system, and then design a MIMO controller accordingly by using, for example,

the robust-control theory [86]. Such an approach, however,can be challenging to implement as

the complexity of the controller can increase rapidly with the increase of the order of the system.

Moreover, the performance of the general MIMO controller tocompensate for the coupling

effect is also limited by the inevitable compromise betweenthe performance and the robustness

upon dynamics uncertainties of the system [87]. Such a robustness-performance trade-off in

cross-coupling compensation is avoided in [77, 78] — as the operation of PBN is repetitive,

the coupling-caused motion is also, however, to remove the dynamics-coupling effect during

high-speed PBN applications, the coupling-caused motion needs to be identified separately and

tracked through an additional iteration process (in addition to the iteration process to track the

desired trajectory). Such additional process is eliminated by using the MAIIC approach.

Next, we model the dynamics of a PBN system as a multi-input-multi-output (MIMO)

system in the transfer function form,G(jω) : C → C
n×n,

Ŷ (jω) = G(jω)Û (jω), (5.1)
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with the number of inputs equals to the number of outputs, i.e.,

G(jω) =



















G11(jω) G12(jω) · · · G1n(jω)

G21(jω) G22(jω) · · ·
...

· · · · · ·
. . .

...

Gn1(jω) · · · · · · Gnn(jω)



















(5.2)

and

Ŷ (jω) = [ ŷ1(jω), ŷ2(jω), · · · , ŷn(jω) ]
T ,

Û(jω) = [ û1(jω), û2(jω), · · · , ûn(jω) ]
T ,

(5.3)

Then, the MAIIC law is given in frequency domain as follows,

Û0(jω) = 0

Ûk(jω) = Ûk−1(jω) + ρ(jω)G−1
I,k(jω)(Ŷd(jω) − Ŷk−1(jω))

(5.4)

for k = 1, 2, · · · , whereG−1
I,m(jω) is a diagonal matrix with the diagonal elements being the

model of the diagonal subsystems of systemG(jω),

GI,m(jω) = diag[ G11,m(jω), G22,m(jω), · · · , Gnn,m(jω) ] , (5.5)

and

ρ(jω) = diag[ ρ1(jω), ρ2(jω), · · · , ρn(jω) ] (5.6)

is the frequency-dependent iteration coefficient matrix where the diagonal elementρp(jω) ∈

ℜ+ for eachp = 1, 2, · · · , n. In (5.4), Ûk(jω) andŶk(jω) denote the input and the output of

the system in thekth iteration, respectively (see Fig. 5.1),

Ŷk(jω) = [ŷ1,k(jω), ŷ2,k(jω), · · · , ŷn,k(jω)]
T ,

Ûk(jω) = [û1,k(jω), û2,k(jω), · · · , ûn,k(jω)]
T .

(5.7)

5.2.3 Design of the MAIIC Law

The design of the MAIIC law (5.4) involves the selection of the iterative coefficient matrix

ρ(jω) (5.6) to guarantee the convergence of the iteration processat given frequencyω, and
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Figure 5.1: The block diagram of the MAIIC law for thei th-axis output.

consequently, identify and quantify the frequency range over which the convergence can be

guaranteed.

For the ease of description, we describe the selection of theiterative coefficient matrixρ in

terms of each axisp (p = 1, 2, · · · , n). Specifically, the iterative coefficientρp for thep-axis

should be chosen as:

ρp(jω) ∈







( 0, κp(jω) ] , ω ∈ ΩT

{0}, Otherwise.
(5.8)

whereΩT is the intersection of the “tractable” frequency setωp of each axis (i.e., over which

the convergence of the MAIIC algorithm can be guaranteed), i.e.,

ΩT =

n
⋂

p=1

Ωp (5.9)

with the “tractable” setΩp given by

Ωp , {ω | Cp,sup(jω) < 1, and

∠∆θpp,sup(jω) < arccos (Cp,sup(jω))} ,
(5.10)
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and the upper bound of the iterative coefficient,κp(jω) is

κp(jω) =
2

∆rpp,sup(jω)

cos∆θpp,sup(jω)−Cp,sup(jω)

1−Cp,inf(jω)2
. (5.11)

where∆rpp,sup(jω), ∆θpp,sup(jω), Cp,sup(jω), andCp,inf(jω) are the constants that quantify

the dynamics uncertainty and the cross-axis coupling effect in eachp-axis, respectively,

∆rpp,sup(jω) , sup
r,k∈N

{∣

∣

∣

∣

Gpp,r(jω)

Gpp,k(jω)

∣

∣

∣

∣

}

∆θpp,sup(jω) , sup
r,k∈N

{∣

∣

∣

∣

∠

(

Gpp,r(jω)

Gpp,k(jω)

)∣

∣

∣

∣

} (5.12)

and correspondingly, the infimum for the magnitude difference among the models is given by

∆rpq,inf(jω) ,
1

∆rpq,sup(jω)
(5.13)

With the above definitions, it is reasonable to assume that the “true” system dynamics uncer-

tainty can be bounded as

∆rpq,inf(jω) ≤ |∆Gpq(jω)| ≤ ∆rpq,sup(jω),

|∠∆Gpq(jω)| ≤ ∆θpq,sup(jω).

(5.14)

Accordingly, the bound (5.14) implies that the total cross-axis coupling dynamics effect on the

pth axis can be bounded as

Cp,inf(jω) ≤ Cp(jω) ≤ Cp,sup(jω), (5.15)

where,

Cp,inf(jω) , ∆rpp,inf(jω)

n
∑

q=1,

q 6=p

∆rpq,inf(jω) inf
Spq , Spp

|Gpq,r(jω)|

|Gpp,k(jω)|

Cp,sup(jω) , ∆rpp,sup(jω)

n
∑

q=1,

q 6=p

∆rpq,sup(jω) sup
Spq , Spp

|Gpq,r(jω)|

|Gpp,k(jω)|

(5.16)

whereGpp,r(jω) andGpp,k(jω) denote two acceptable models of the subdynamicsGpp(jω)

obtained in two different modeling processes.

Note that the model of the subdynamicsGpq(jω) (see Eq. (5.2)) can be obtained through

experiments, for example, by applying input to thep-axis input only and measuring the output

response of theq-axis, and the obtained dynamics model can be different in different modeling
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processes. The variation of the dynamics model for PBN system is caused by several issues.

Due to the nonlinear hysteresis behavior existing in the piezoelectric actuators used in PBN sys-

tems, the subdynamics modelGpq,k(jω) varies under different measurement conditions (e.g.,

with different input amplitudes and/or different offset ofthe initial position), i.e., the hysteresis

effect on the vibrational dynamics of the piezoactuators isconsidered as the variation to the fre-

quency response of the linear time invariant dynamics model. Additional, the dynamics of the

PBN system can also vary due to the operations, the changes ofenvironment conditions, and

other disturbances such as noises. Therefore, the constants given by Eq. (5.11) are introduced

to account for these issues in the MAIIC framework.

5.3 Experimental Example

We illustrate the implementation of the MAIIC approach to probe-based nanofabrication through

experiments. It is demonstrated that by using the MAIIC approach, high-speed nanofabrication

of large size can be achieved. We start with briefly describing the nanofabrication process based

on mechanical scratching.

5.3.1 PBN Experiment via Mechanical Scratching

The experiments were carried out under ambient conditions on a SPM system (Dimension

3100, Veeco Instruments Inc.) with a rectangular-shape cantilever coated with wear-resistant

material. The nominal stiffness of the probe is 40 N/m (stiffer probes like the stainless steel

cantilever with diamond tip can be used to further reduce wear and increase the smoothness

of the fabricated pattern). By applying a relatively large loading force to the SPM probe on

the sample surface, and dragging the probe to track the desired geometry path, patterns of

nanoscale features can be fabricated. The fabricated pattern can be examined by imaging the

sample surface using the same SPM system with a substantially lower loading force.

The SPM system utilized in this chapter uses piezotube actuators to position the SPM probe

with respect to the sample in allx-y-z axes. All the control inputs were generated by using

MATLAB-xPC-target (Mathworks, Inc.), and sent through a data acquisition card to drive the
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high-voltage amplifiers for the corresponding piezotube actuators. In the following experi-

ments, two Chinese characters “Na Mi” (meaning “nanometer”) were chosen as the desired

pattern to be fabricated. During the fabrication process, the z-axis feedback control of the SPM

system was turned off, and the vertical position of thez-axis piezo actuator was controlled by

applying the feedforward input obtained from the MAIIC technique to track the desiredz-axis

trajectory. The fabrication of the chosen Chinese characters required the up-and-down vertical

motion of the probe. Thus, such an experiment evaluated the MAIIC algorithm for fabricating

3-D structures. The desired pattern (size:∼ 55 µm by∼ 55 µm) and the corresponding de-

sired trajectories forz, x, andy axes are shown in Fig. 5.2 (a), (b), (c), and (d), respectively.

Particularly, an isosceles trapezoidal wave was chosen as the desiredz-axis waveform. The use

of the isosceles trapezoidal wave rather than square wave was to reduce the oscillations after

the up-down transitions (Fig. 5.2 (b)).
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Figure 5.2: The desired trajectories of the Chinese characters pattern: (a) the entire trajectory,
(b) thez-axis trajectory, (c) thex-axis trajectory, and (d) they-axis trajectory.

5.3.2 SPM Dynamics Modeling and Uncertainty Quantification

The three diagonal subdynamics of the SPM system inG11(jω), G22(jω), andG33(jω) (i.e.,

the dynamics from thex-, y-, andz- axis input to the correspondingx-, y-, andz- axis output,

respectively), were experimentally measured along with the six cross-axis coupling dynamics

(the coupling dynamics iny-to-x, z-to-x, x-to-y, z-to-y, x-to-z andy-to-z directions). For
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example, the diagonal subdynamics for the lateralx-axis measured by applying the input to the

x-axis piezo actuator only, and measuring the correspondingoutput of the three axes, respec-

tively, by using a dynamic signal analyzer (DSA, Hewlett Packard 356653A). The dynamics

uncertainty was also experimentally quantified by measuring the frequency responses under

different driven input levels (20 mV, 40 mV, and 60 mV), as shown in Fig. 5.3, 5.4, and 5.5

for the frequency range ofω ∈ [0, 3] KHz andω ∈ [0, 5] KHz for the lateral axes and the

vertical axis, respectively. Then the supremum and the infimum of the magnitude uncertainty

and the phase uncertainty were estimated according to (5.12), and the upper bound of the iter-

ation coefficient for each axis (κx(jω), κy(jω), κz(jω)) were quantified according to (5.11).

The obtained upper bounds of the iteration coefficients forx, y andz axes and the iteration

coefficients used in the experiments are shown in Fig. 5.6.
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Figure 5.3: Comparison of the frequency responses of thex-axis piezo actuator dynamics and
the related coupling dynamics.

Experimental results show that significant cross-axis coupling effect exists in the piezo

actuators used in this experiment. The lateral to verticalx-y-to-z coupling effects were pro-

nounced. Particularly, the gain of thex-to-z coupling dynamics in low frequency range was

substantially larger (about 10 times) than the gain of othercross-axis coupling dynamics (see
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Figure 5.4: Comparison of the frequency responses of they-axis piezo actuator dynamics and
the related coupling dynamics.

Figs. 5.3 to 5.5). As a result, the lateral to vertical coupling caused displacement was expected

to be more pronounced than other coupling disturbance. Sucha relatively large coupling effect

might be caused by the slightly misalignment of thez-axis displacement sensor. Moreover, the

vertical to lateral coupling effect can be ignored, and the cross-axis coupling effects were small

among all three axes in the low frequency range (forω <∼ 655 Hz). Therefore, the coupling

effect can be safely ignored in usual low-speed SPM operations. In this experiment, the lateral

trajectories for the desired Chinese character pattern were relatively slow compared to the cou-

pling dynamics betweenx- andy-axes (i.e., the significant frequency components of the lateral

trajectory were substantially lower than the resonant peaks of the lateral coupling dynamics

around 800 Hz). Thus, the lateral coupling caused disturbances betweenx- andy-axes were

expected to be small and negligible in the experiments (as verified by our experimental results).

Thus, the experiment results presented next are focused on the compensation for the lateral to

vertical coupling effect.



111

10
2

10
3

−60

−40

−20

0

20

M
ag

n
it

u
d

e
(d

b
)

Frequency (Hz)

10
2

10
3

−2000

−1500

−1000

−500

0

500

P
h

as
e

(d
e

g
re

e
)

Frequency (Hz)

 

 

G
zz

G
xz

G
yz

Figure 5.5: Comparison of the frequency responses of thez-axis piezo actuator dynamics and
the related coupling dynamics.

5.3.3 Experimental Tracking Results and Discussion

In the experiments, the MAIIC technique was applied to achieve precision tracking in allx-y-z

axes simultaneously, and then, the converged inputs were used to fabricate the pattern by apply-

ing a large load force (∼ 22µN) to the cantilever. For comparison, we also used the DC-gain

method and the MIIC method [48] to fabricate the two Chinese characters. When using the DC-

gain method, the control input was generated by scaling the desired output with the DC-gain

of the piezo-actuator—The DC-gain method did not account for the hysteresis, the vibration

dynamics effects in each axis positioning, as well as the cross-axis coupling effects. The hys-

teresis and the vibration effects in each axis positioning were compensated by using the MIIC

technique, where the control input for each axis was obtained by applying the MIIC technique

to the tracking of each axis individually, and then then applying the control inputs of the three

axes simultaneously during the fabrication process. The cross-axis dynamics coupling effect,

however, was not compensated for by the MIIC technique. Therefore, the patterns fabricated

by using these two methods demonstrated the above adverse effects on the fabrication quality.

The experimental tracking results by using the above three methods in allx-y-z axes were
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acquired and compared. Three different fabrication rates (0.4 Hz, 1.6 Hz, and 8 Hz) were tested

in the experiment, where the fabrication rate was defined as the rate to finish the fabrication

of the entire pattern once. The corresponding average lateral speed for the three fabrication

rates were at∼0.065 mm/sec,∼0.26 mm/sec, and∼1.3 mm/sec, respectively. At these three

fabrication rates, the correspondingz-axis waveform frequency was around at 4, 16, and 80 Hz,

respectively. In Figs. 5.7, 5.8, and 5.9, the lateralx-axis,y-axis and the verticalz-axis tracking

results obtained by using the three methods are compared forthe low and the high fabrication

rates (0.065 mm/sec. and 1.3 mm/sec.) respectively.

The tracking performance was also evaluated by quantifyingthe relative RMS tracking error

and the relative maximum tracking error, where the relativemaximum tracking errorEM (%),

and the relative RMS tracking errorERMS(%) are defined as

EM (%) , ‖xd(·) − xk(·)‖∞ × 100 ,

ERMS(%) ,
ERMS

‖xd(·)‖2
× 100 .

(5.17)

Discussion

The experimental results demonstrate that precision positioning in lateralx-y axes motion can

be achieved by using the MAIIC algorithm during large-range, high-speed nanofabrication. As

the lateral displacement range was large (∼ 55 µm), the hysteresis effect was pronounced,

and large positioning errors were generated. As shown in Fig. 5.7 (a) and (c), with the DC-

gain method, the hysteresis-caused relative maximum errorEM (%) was over10% of the total

displacement range when the fabrication rate was slow (4 Hz). Such a large positioning error

was substantially reduced by using the MAIIC algorithm — therelative RMS errorERMS(%)

and the relative maximum errorEM (%) were reduced to0.99% and1.88%, respectively. As

the fabrication rate was increased to 16 Hz, the vibrationaldynamics effect was augmented to

the hysteresis effect, resulting in even larger tracking errors. However, precision tracking was

still maintained when using the MAIIC approach —ERMS(%) andEM (%) were only1.14%

and2.30%, respectively (see Fig. 5.7 (b), (d)). Since the lateral to lateral and vertical to lateral

coupling effects can be ignored, precision tracking is alsoobtained by using MIIC technique

for x-axis. We note that for nanofabrication application, precision tracking inx andy axes are

equally crucial, because even if the tracking error in each individual axis is small, a relatively
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large distortion can still be generated in the final fabricated pattern. Such an “amplification”

of the positioning error is caused by the superposition of the errors in different axes. In the

experiment, precision tracking iny axis was also achieved by using the MAIIC technique. The

simultaneous precision tracking in bothx andy axes leaded to the precision fabrication of the

continuous Chinese characters pattern.

When fabricating the Chinese characters pattern, the frequency of the isosceles trapezoidal

wave was much higher (20 times higher) than that in the lateral x-y axes. As a result, large probe

oscillations in the verticalz-axis not only increased the roughness of the sample surface, but can

also further damaged the probe, the sample, or both. By usingthe MAIIC algorithm, however,

even at the fabrication rate of 25 Hz, precision verticalz-axis tracking was still achieved — the

ERMS(%) was only2% of that by using the MAIIC method. Thus, the MAIIC algorithm can

effectively account for adverse effects during high-speed, large-size nanofabrication in both

lateral and vertical directions.

The experimental results also showed that coupling-causeddisturbance in multi-axis motion

can also be effectively removed by using the proposed methodin see Sec. 5.2. Comparingz-

axis tracking performance using MAIIC with using the MIIC technique (in Fig. 5.9), we can

see that thex-y-to-z coupling effect was substantial. The coupling-causedz-axis displacement

was∼40% of the (original) desired trajectory when the lateralx-y axes displacement was

large (∼ 55 µm) and the velocity was at high-speed (1.3 mm/sec). Such a large coupling-

caused disturbance was augmented to the vibrational dynamics effect when all 3-D inputs were

applied simultaneously during the nanofabrication of the Chinese characters, resulting in much

larger tracking error (than that if there were no coupling effect). This is evident by comparing

with the DC-gain and the MIIC tracking results in Fig. 5.9. Large coupling-caused disturbance

was eliminated by using the proposed MAIIC technique. In addition, precision tracking of the

original z-axis desired trajectory was achieved during the 3-D nanofabrication. Note that in

Fig. 5.9, the small oscillations at the top and the bottom of the isosceles waves were generated

as the SPM cantilever needed to be pulled out and pushed onto the sample surface during the

fabrication. Therefore, the experimental results demonstrate that the proposed approach can

achieve high-speed precision positioning in 3-D probe-based nanofabrication at large-size.
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5.3.4 Nanofabrication Results and Discussion

Next, the converged MAIIC inputs for all thex-y-z axes were applied to thex, y, andz axes

respectively at the same time (thez-axis feedback control was turned off), and the Chinese

characters pattern was fabricated. Then the fabricated sample area was imaged immediately

afterwards on the same SPM. The SPM images of the fabricated patterns obtained by using the

MAIIC technique are compared with those obtained by using the MIIC and DC-gain methods

(applied to all 3-D axes) in Fig. 5.10 for the three fabrication rates (0.065 mm/s, 0.26 mm/s

and 1.3 mm/s). We also examined the indentation depth through the cross-section plot shown

in Fig. 5.11 — the indentation depth was∼20 nm.

The experimental results demonstrated the efficacy of the proposed approach in achieving 3-

D precision positioning during high-speed probe-based nanofabrication. When the fabrication

rate was at 0.065 mm/s, the distortions caused by nonlinear hysteresis, vibrational dynamics

effects and cross-axis dynamics coupling were already pronounced. As shown in Fig. 5.10 (a2)

and (a3), the Chinese characters in the pattern obtained by using the MIIC method and the DC-

gain methods were curved (rather than straight) and varied in length and depth. However, such

large fabrication errors in the Chinese characters were significantly reduced by using the MAIIC

method: the Chinese characters were uniform in length and width, close to the desired ones (see

Fig. 5.10 (a1)). When the rate was increased to 0.26 mm/s and 1.3 mm/s, the hysteresis and

dynamics caused pattern distortions became much more severe. As shown in Fig. 5.10 (b2,

b3, c2, c3), the Chinese characters were more curved and largely varied in length and depth.

Such large pattern distortions were reduced substantiallyby using the proposed method. As a

result, the Chinese characters patterns were close to the desired one (see Fig. 5.10 (b1), (c1)).

The experimental results demonstrate that the MAIIC approach can be effectively utilized for

high-speed nanofabrication of large-size 3-D patterns.

5.4 Conclusions

In this chapter, a multi-axis inversion-based iterative control (MAIIC) approach to achieve

probe-based high-speed nanofabrication at large range is proposed. It was shown that the

implementation of the MAIIC technique to SPM probe-based nanofabrication can effectively
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compensate for the nonlinear hysteresis and vibrational dynamics effects of the piezotube actu-

ator as well as the dynamic coupling effect, thereby improving the fabrication throughput. The

approach is illustrated by implementing it to fabricate a Chinese character pattern via mechan-

ical scratching on a gold-coated silicon sample surface. The experimental results show that

Chinese character pattern of∼ 55 µm size can be accurately fabricated at an average line speed

as high as 1.3 mm/s. The experimental results demonstrated that precision position control can

be achieved in high-speed large-range multi-axes nanofabrication.
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Figure 5.7: Comparison of the lateralx tracking results obtained by using the MAIIC, MIIC
and DC-gain methods with the original desired trajectory at(a) low speed, (b) high speed, and
comparison of the corresponding tracking errors at (c) low speed, (d) high speed, respectively.
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Figure 5.8: Comparison of the lateraly tracking results obtained by using the MAIIC, MIIC
and DC-gain methods with the original desired trajectory at(a) low speed, (b) high speed, and
comparison of the corresponding tracking errors at (c) low speed, (d) high speed, respectively.
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Figure 5.9: Comparison of the verticalz tracking results obtained by using the MAIIC, MIIC
and DC-gain methods with the original desired trajectory at(a) low speed, (b) high speed, and
comparison of the corresponding tracking errors at (c) low speed, (d) high speed, respectively
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Chapter 6

Conclusion

In this dissertation, a suite of inversion-based control tools have been developed for high-speed

precision output tracking/transition in challenging applications in practices. The main contri-

butions of this dissertation are as follows,

1. A preview-based optimal output tracking-transition (POOTT) control approach has been

developed to achieve precision tracking in nonperiodic tracking-transition switching with

preview. During the transition sections, the optimal desired output trajectory was de-

signed by directly minimizing the output energy, and the required control input for track-

ing and transition sections was obtained by using a preview-based stable-inversion ap-

proach. The POOTT approach maintained the smoothness of system state across the

tracking-transition switching, and minimized the output energy. Also, the required pre-

view time has been quantified in terms of the system internal dynamics. The preview time

was further minimized by incorporating with the recently-developed optimal preview-

based inversion approach. The POOTT approach was demonstrated by implementing it

to a nanomanipulation application using a piezoelectric actuator model in simulation.

2. A B-spline-decomposition-based (BSD) control approachto achieve precision output

tracking with finite pre- and post-actuation times has been proposed. The BSD tech-

nique avoids the system dynamics uncertainties and demanding online computation by

decomposing the previewed desired trajectory into a finite number of output elements

based on B-splines, obtaining the corresponding desired input elements by using iterative

learning control approach, and synthesizing the control input by using the corresponding

input elements via the superposition principle. Furthermore, the pre-actuation and post-

actuation times of the combined input for given tracking precision was quantified by
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using the stable-inversion theory. The BSD control method was demonstrated and illus-

trated by a nanomanipulation simulation study with a nonminimum-phase piezo actuator

model. Furthermore, the BSD control approach was also implemented to achieve preci-

sion tracking of online generated desired trajectory for high-speed nanomanipulation in

experiments. Specifically, the BSD technique was implemented along with a PI-notch-

filter feedback. The experimental results demonstrated that by using the BSD technique,

the tracking precision during high-speed output tracking can be substantially improved

over feedback control only, even in the presence of significant hysteresis effect. The ef-

fect of finite post-actuation time on the tracking performance was also investigated in the

experiments.

3. A multi-axis inversion-based iterative control (MAIIC)approach was utilized to achieve

probe-based high-speed nanofabrication at large range in SPM. The implementation of

the MAIIC technique to SPM probe-based nanofabrication caneffectively compensate

for the nonlinear hysteresis and vibrational dynamics effects of the piezotube actuator as

well as the dynamic coupling effect, thereby improving the fabrication throughput. The

approach has been illustrated by implementing it to fabricate a Chinese character pattern

via mechanical scratching on a gold-coated silicon sample surface. The experimental

results showed that the large-range Chinese character pattern can be accurately fabri-

cated at a high-speed. Therefore, the experimental resultsdemonstrated that by using the

MAIIC approach, precision position control can be achievedin high-speed large-range

multi-axes nanofabrication.

The most promising area of future research on high-speed precision output tracking/transition

based on inversion-based control tools is the study of that in the nonlinear case. Because of the

large nonlinear hysteresis effect of piezotube actuators,particularly for large range displace-

ment, future work would extend the proposed POOTT and BSD approach from linear time

invariant (LTI) case to nonlinear case.
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