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Applications
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Dissertation Director:

Dr. Qingze Zou

This dissertation work is motivated by the challenges irhkggeed precision output tracking
and transition in emerging applications, particularly frmnminimum-phase systems. On the
feedforward control side, the stable inversion theory etlthe challenging output tracking
problem and achieved exact tracking of a given desired outpjectory for nonminimum-
phase systems (linear and nonlinear). The obtained so]utawever, is noncausal and requires
the entire desired trajectory to be known a priori. This rausality constraint has been allevi-
ated through the development of the preview-based inveigiproach. Therefore, the stable
inversion framework provides an effective approach to outracking of nonminimum-phase
systems. Challenges, however, still exist in the existtagle-inversion theory for continuously
more stringent control requirements. For example, therobptoblem of nonperiodic tracking-
transition switching with preview for nonminimum-phasestgms cannot be satisfactorily ad-
dressed by using the existing techniques. Another challénghat as a feedforward control
technique, it can be sensitive to the system dynamics wiotes. Finally, the demanding on-
line computation involved in the preview-based stablesigion technique hinders the applica-
tion of this approach in the presence of limited computagiower. Therefore, these challenges,
as magnified in applications of high-speed nano-manimragind nano-fabrication, motivate

the research work of this dissertation. First, the probldmamperiodic tracking-transition



switching with preview is considered. In the proposed mevbased optimal output tracking
and transition (POOTT) approach, the optimal desired dutpiectory for the transition sec-
tions is designed, and the needed control input is obtamethintain the smoothness of system
state across all tracking-transition switching instatsising a preview-based stable-inversion
approach. The needed preview time is quantified. Secon@ysgline-decomposition (BSD)-
based approach to output tracking with preview is develdpedonminimum-phase systems,
that not only substantially reduces the dynamics unceytaiffiect on tracking performance, but
also minimizes the online demanding computation. The BS@ragzh is illustrated through
simulation study of a nanomanipulation application usimgaminimum-phase piezo actuator
model, and then further demonstrated by a 2D nanomanipuolati experiments using AFM.
Finally, a multi-axis inversion-based iterative contlAIIC) approach is developed to com-
pensate for the dynamics coupling in multi-axis motion dgiigh-speed nanofabrication. By
using this advanced control technique, the cross-axismigzacoupling effect on the output
tracking can be compensated for during the iterative legrprocess. The MAIIC approach
is illustrated through probe-based nanofabricate exmgrima The research work of this dis-
sertation addresses the limits and further extends thesiorebased control techniques for
high-speed precision tracking/transition in emergingligppons, particularly, the challenges
involved in output tracking with non-periodic trackingsition switching, accounting for dy-
namics uncertainty and demanding computation requiresrfenhonminimum-phase systems,
and cross-axis coupling in high-speed multi-axis motiote Experimental part of the work

demonstrates and illustrates the efficacy of the proposetiatdechniques.
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Chapter 1

Introduction

In the last decade, great efforts have been made in preasitput tracking of nonminimum-
phase systems. Fundamental performance limits to achigngcision output tracking with
feedback control technique have been studied and quanffj&t]. For minimum-phase sys-
tems, exact output tracking of a given desired trajectopoissible. With nonminimum-phase
systems, the exact output tracking cannot be achieved bg @isedback control alone [1, 2],
because the gain of the feedback controller is governeddoyahminimum-phase unstable zero
dynamics. On the contrary, exact output tracking can bénatiieby using the stable-inversion
theory [3, 4]. The obtained solution, however, is noncaudhé uniquestable (bounded) con-
trol input (called the inverse input) depends on the entiteirE desired trajectory, thereby
cannot be implemented to applications where the desirgectaay is generated online (e.g.,
robotics manipulation, or autonomous vehicle guidancée dependence of the inverse input
on the future desired trajectory has been quantified thrabighdevelopment of the preview-
based stable-inversion techniques [5, 6, 7, 8]. Such a ificatibn enables stable-inversion
techniques to be implemented to achieve precision outaigkimg with a quantified large
enough preview time. The stable-inversion-based outpking techniques have been im-
plemented to various applications [5, 6, 9, 10, 11]. Thamsfthe stable-inversion framework
provides an effective approach to output tracking of nommimm-phase systems.

Challenges, however, still exist in the stable-inverstwgory for practical implementations.
For example, the control problem of nonperiodic trackirapsition switching with preview for
nonminimum-phase systems has not been considered. Suctral ggoblem arises in many
applications, including 2-D spatial mapping of materiabgerties at nanoscale using scan-

ning probe microscope (SPM) [12], track seeking and foltayin hard-disk drive read/writing



operation [13, 14], probe-based nanomanipulation andfabrication [15], and robotics ma-
nipulation [16]. In these applications, multiple switchibetween output tracking and output
transition occur, and the control objectives are two fold3:During each tracking section, the
desired trajectory shall be tracked accurately to meetgheiic needs of the application; And
(2) during the transition section immediately after, thépoti shall be rapidly transited, with
no induced post oscillations, to the desired position wlogreration needs to be performed.
The tracking-transition switching are, in general, nofguiic, and in many applications such
as nanomanipulation [15] and robotics operations [16], gefipreview of future tracking-
transition switching is available for a finite amount of tifae., a finite preview).

Another challenge in practical implementation of the stahl/ersion approach is that as a
feedforward control technique, it can be sensitive to theettainties and variations of system
dynamics [17, 18]. The sensitivity of the inverse input te #ystem dynamics uncertainty has
been considered previously in [6, 17, 18, 19]. The centreidf [6, 17, 18, 19] is to account
for the dynamics uncertainty during the inverse processethy trading-off the tracking perfor-
mance with the precision of the system model (the inverseammbe specific). The allowable
uncertainty for the inverse input to be effective has beamtified in [17], and the trade-off
between the tracking precision and the model uncertairdyirgout energy has been formulated
in the LQR optimal control framework in the optimal invensiapproach [6, 19], and the min-
imization of the inverse-based feedforward tracking eagainst model uncertainty (the worst
case) has been considered in the development of the rolmessiion approach in [18] for the
single input single output (SISO) LTI system. Such a preaigincertainty trade-off, however,
might be avoided in applications where the desired trajgagknown a priori or previewed,
provided that the variation of the system dynamics is slaw.dxample, in AFM systems, the
variation of the system dynamics can be ignored during anycpéar operation, but becomes
pronounced in day to day operations (due to, for exampleghlacement of AFM cantilever
probe). Therefore, for these slow-varying systems, ctitm@nk on the stable-inversion theory
needs to be further developed to achieve precision tracking

Finally, the online computation involved in the previewsbd stable-inversion can be de-
manding [8, 20, 21, 22]. Particularly, the convolution of fhreviewed desired output and the

internal dynamics of the system need to be computed at eagtiiag instant. Although efforts



have been made to improve the numerical computation eftigig20, 21]. The online com-
putation load can be very demanding for high-dimension iAmyttut multi-output (MIMO)
systems. The demanding online computation involved in tiegipw-based stable-inversion
technique hinders the application of this approach withtéch computation power. There-
fore, efforts are needed to improve the online implememtiagificiency of the stable-inversion
techniques.

These challenges, as magnified in applications of highespagao-manipulation and nano-
fabrication, motivate the research work of this dissestati

The rest of this dissertation is organized as follows.

In Chapter 2, an inversion-based approach is developedhienacoptimal tracking-transition
switching with preview for nonminimum-phase linear syssefhe optimal desired output tra-
jectory for the transition sections is designed by direatiynimizing the output energy, and
the required control input is obtained by using a previewedastable-inversion approach. At
tracking-transition switching instants, the smoothneflsaad only output but system state is
maintained even though discontinuity of the control inpeturs switching. Moreover, the re-
quired preview time has been quantified in terms of the stimbkrsion theory, and the recently-
developed optimal preview-based inversion approach isrpurated to minimize the amount
of preview time. The proposed approach is demonstrated pleimenting it to a nanomanipu-
lation application using a piezoelectric actuator modedimulation.

In Chapter 3, a B-spline-decomposition (BSD) approach hiexe precision output track-
ing with preview is proposed. The desired output trajeciedecomposed into a finite summa-
tion of desired B-splines basis functions and the corregipgndesired input elements achiev-
ing precision output tracking are obtained by using iteeattontrol approach, such as the
recently-developed multi-axis inversion-based contMA[(C) approach. Then, the control
input is synthesized online by combining the selected imfrrnents together with chosen pre-
and post-actuation times. The pre- and post-actuationstiofi¢che combined input for given
tracking precision is quantified by using the stable-ineersheory. The proposed approach is
illustrated through simulation study of a nanomanipulatapplication using a nonminimum-

phase piezo actuator model.



In Chapter 4, the BSD based approach described in Chapteo@pat tracking with pre-
view is utilized to achieve high-speed and large-range memipulation in experiments. This
Chapter demonstrates and evaluates the BSD techniqueeftision tracking with preview in
experiments. The BSD technique avoids the demanding ootingutation when tracking an
online-generated desired trajectory with preview (ilbe future desired trajectory is known
for a finite amount of preview time), by decomposing the prexad desired trajectory with
a finite number of output elements based on B-splines, anithasizing the control input by
using the corresponding input elements via the superpasfiinciple. The BSD technique
retains the advantages of the ILC approach described abowsibg the ILC technique to
construct a library of pairs of input-output elemeatgriori, while extending the ILC frame-
work to non-repetitive tracking via online decompositiofihe stable-inversion theory [3] is
utilized to quantify the pre- and post-actuation times [@8blved in the input synthesis. The
BSD technique is implemented to track a planar trajector@@nnanomanipulation. First, a
feedback loop consisting of a proportional-integral (Rihtzoller followed by a notch filter is
employed to account for mainly the drift and hysteresisatéfe Then, by applying the BSD
technique to the closed-loop system, the experimentaltseshow that the precision of output
tracking with preview can be substantially improved ovexdigack control only, particularly at
high-speed. The effect of the finite post-actuation timehenttacking precision has also been
studied and demonstrated in the experiment. This chapteodistrates the efficacy of the BSD
technique in high-speed precision tracking of preview inamositioning control applications
in practices.

Finally in Chapter 5, the recently-developed multi-axigeirsion-based iterative control
(MAIIC) approach is employed, for the first time in experint®ro achieve probe-based high-
speed nanofabrication at large range using AFM. Partilpuldre MAIIC technique is utilized
to achieve precision tracking of the desired trajectorylincay-z axes simultaneously, arriv-
ing at precision fabrication of the given pattern at higlkeegh By using this advanced control
technique, the nonlinear hysteresis and vibrational dycseffects of the piezotube actuator,
as well as the dynamic coupling effect, can be effectivelpgensated for during the iterative
learning process without additional steps to learn theseoosipling effect separately. The pro-

posed approach is illustrated through experiments by imefding it to fabricate two Chinese



characters pattern via mechanical scratching on a goltedaglicon sample surface at high

speed. The efficacy of the proposed technique is demorgtiateugh the experimental results

that precision tracking in all 3-D axes can be achieved irptesence of pronounced cross-axis
dynamics coupling effect.

Our conclusions are presented in Chapter 6.



Chapter 2

Inversion-based Optimal Output Tracking-Transition Swit ching
with Preview for Nonminimum-Phase Linear Systems

Abstract

This chapter considers the problem of nonperiodic trackiagsition switching with preview.
Such a control problem exists in applications such as dpatgping of mechanical property
of materials at nanoscale, robot manipulation, and prased nanofabrication. In these ap-
plications, multiple switching between tracking and titilos occur, where the output needs to
track desired trajectory during the tracking sections, amidly transit to another point dur-
ing the transition sections with no post-transition oatitins. Due to the coupling between the
control of the tracking sections and that of the transitinasy and the potential mismatch of the
boundary system state at the tracking-transition switgiistants, these control objectives be-
come challenging, particularly for nonminimum-phase eys. In the proposed approach, (1)
the optimal desired output trajectory for the transitiootems is designed through direct min-
imization of the output energy, and (2) the needed contmltithat maintains the smoothness
of not only the output, but also the system state acrossaakimg-transition switching instants
is obtained by using a preview-based stable-inversioncgmbr. The needed preview time is
guantified in terms of the system dynamics, and the receleyeloped optimal preview-based
inversion approach is incorporated to minimize the amodrgreview time. The proposed
approach is illustrated through a nanomanipulation examping a piezoelectrical actuator

dynamics model in simulation.



2.1 Introduction

We present an inversion-based optimal control approacblve she control problem of nonpe-
riodic tracking-transition switching with preview for noinimum-phase linear systems. Such
a control problem arises in many applications, including &patial mapping of material prop-
erties at nanoscale using scanning probe microscope (SE))tfack seeking and following
in hard-disk drive read/writing operation [13, 14], prab&sed nanomanipulation and nanofab-
rication [15], and robotics manipulation [16]. In these gadions, multiple switching between
output tracking and output transition occur, and the cémbectives are twofold: (1) During
each tracking section, to track the desired trajectory rately to meet the specific needs of the
application; And (2) during the transition section immeelia after, the output shall be rapidly
transited, with no induced post oscillations, to the delspesition where operation needs to be
performed. The tracking-transition switching are, in gahenonperiodic, and in many appli-
cations such as nanomanipulation [15] and robotics omerail6], a finite preview of future
tracking-transition switching is available for a finite ammb of time (i.e., a finite preview). In
this chapter, we propose a stable-inversion approach teweckhe above two control objec-
tives. The proposed approach combines the stable-inveegiproach with optimal control
technique to maintain the smoothness of not only the outpuitalso the system state across
the tracking-transition switching instants, as well asdbhgut precision throughout the entire
tracking-transition switching course.

We note that the development of the stable-inversion th§&ry] has solved the challeng-
ing problem of exact output tracking for nonminimum-phagsteams, and has been extended
recently to achieve other control objectives such as mihtimee regulation [24], efficient nu-
merical computation of the stable-inversion [20], and ehteedforward control for static state
transition through output trajectory design [25]. The entiesired output trajectory, however,
needs to be knowa priori, and no output transition is allowed. The need of pre-spexjfthe
entire desired trajectory has been alleviated through ¢veldpment of preview-based stable-
inversion technique [5, 6, 7, 8], thereby, online trajegtdesign/modification is allowed. The
desired trajectory, however, needs to be sufficiently smaotd no output transition is allowed.

On the contrary, in the output transition problem, trackifigiesired output trajectory outside



the transition period is not addressed in general—onlyiapeases where either the output out-
side the transition period is constant [24, 25, 26, 27, 28hertracking-transition switching is
periodic (e.g., as in scanning operation) [29] has beenideresd. Conventionally, the problem
of output transition is converted and solved as a stateitr@m@roblem—the classical optimal
state transition method (OST, e.g., [30]). The solution &TOnvolves user chosen boundary
state values, which tends to bd hocand thereby not necessarily optimal since usually output
boundary value instead of the state one is specified. Sueld drocchoice of the boundary
state is avoided in the recently-developed optimal outrautsition technique (OOT) [26, 29],
where the value of the boundary state value is optimized. dimoutput transition can also
be achieved by using the input-shaping technique [28, 3133R However, tracking of the
desired output trajectory before and after the transitomoit addressed, neither is multiple and
nonperiodic tracking-transition switching. Thereforeere is a need to study the problem of
nonperiodic tracking-transition switching with previear honminimum-phase systems.
Challenges exist in the problem of nonperiodic trackiramsition with preview for nonminimum-
phase systems. Note that point-to-point output transitidh minimal oscillations is needed
in many applications. The desired output trajectory ola@ifrom the OST [30] or the OOT
[26, 29] techniques, however, can be highly oscillatory whee system dynamics is lightly-
damped, because both the OST and OOT techniques are based mintmization of input
energy. As a result, the frequency components of the olitaipéimal input tend to concen-
trate around the resonant peak(s) of the system dynamimgdinte to an oscillatory desired
output [34]. Although such large output oscillations cannfiigated by modifying the sys-
tem dynamics with a pre-filter [14, 34], it is desirable toedity minimize the output energy
rather than the input energy in the output transition. Mangartantly, even when such a
smooth desired output trajectory across tracking-tremmsgwitching is available, smooth track-
ing of such a desired output trajectory across switchingaitts may not be achieved, because
smoothness of the system state—not just the output—adnessatitching instances needs to
be maintained, whereas the desired system state aftethsvgttends to be unknown. Such a
smoothness of system state across switching cannot beeddhy using existing approaches
such the OST, the OQT, or the input-shaping techniques R&2, 32], resulting in mismatch

of boundary state across switching and post-switchingututpcillations. Particularly when



multiple tracking-transition switching exist and closeeach other, the switching-caused os-
cillations can be amplified and they propagate along théitngetransition course. Moreover,
for nonminimum-phase systems, as pre-actuation is needegick a given desired output tra-
jectory [3, 20], the control of tracking sections is coupleith that of transition sections, i.e.,
the control input for each transition section shall not cathieve the required point-to-point
transition, but also “prepare” the system state for the wiutacking in the tracking section
next [3], and vise versa. This transition-tracking couplecomes challenging, because other
than scanning operations [29, 34], usually the trackiagsition switching are nonperiodic,
and the system state at the switching instants are unknoWwarefore, nonperiodic tracking-
transition switching with preview for nonminimum-phasestgms cannot be addressed with
existing approaches.

The main contribution of this chapter is the developmentrofreersion-based approach to
achieve optimal tracking-transition switching with prewifor nonminimum-phase linear sys-
tems. In the proposed approach, the tracking-transitioitcking problem is transformed to
designing the desired output trajectory for the transigentions first, and then obtaining the
corresponding control input for the trajectory consistofgooth tracking and transition sec-
tions. Specifically, the desired output trajectory for ttamsition sections are designed through
a direct minimization of the output energy instead of theuingnergy. Such an output min-
imization also guarantees the smoothness of the desirgditoaitross the transition-tracking
switching instants, up to one order less than the relatiggegeof the system. Secondly, the
required control input is obtained through the previewedapproach. It is shown that at
tracking-transition switching instants, smoothness efghtire system state is maintained even
though discontinuity of the control input occurs during ®ling. It is also shown that the
tracking error caused by the finite preview can be rendereitkarly small by having a large
enough preview time, and the preview time to guarantee #uitrg precision depends on the
system nonminimum-phase characteristics of the dynanhiesgby can be quantified. Finally,
the recently-developed optimal preview-based stablergion method [8] is incorporated into
the proposed approach to reduce the amount of preview tiradedefor applications where
the amount of preview time is stringent [35]. Therefore, heposed approach extends the

stable-inversion theory to the nonperiodic output tragiimnsition switching with preview
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for nonminimum-phase systems. The proposed approachussrdted by implementing it to
an nanomanipulation application using a piezoelectrinator model in simulation. The sim-
ulation results are compared with that obtained by usingripet-shaping [31] along with a
Pl-feedback control, to illustrate the efficacy of the preguab approach.

The rest of the chapter is organized as follows. In Secti@ the preview-based optimal
output tracking and transition problem is formulated,daléd by the proposed inversion-based
solution in Section 2.3. The proposed approach is illustfahrough a simulation example in
Section 2.4, where simulation results are presented acdstied. Our conclusions are given

in Section 2.5.

2.2 Problem Formulation: Preview-based Optimal Output Tracking-Transition
Consider the following square LTI system

& = Az + Bu, y=Cuz, (2.2)
with the same number of inputs and output§), y(-) € R?, andz(-) € R". We assume that

Assumption 1 System (2.1) is controllable, observable, hyperbolic,(has no zeros on the

imaginary axis), and has a well-defined vector relative degr= [ry, 2, -+, 7] [36].

In the following, without loss of generality, we assign a#irisition section§';, for £ € N (N:

the set of natural numbers), to be closed (See Fig. 2.1), i.e.
T = [tk7i> tk7f], ke N. (2.2)

wheret, ; andty ; are defined as the initial instant and the final instant foritfetransition
section, respectively. Correspondingly, we assign atkiray sectiond,, for ¢ € N to be open,
ie.,

Iq = (tq,f> tq—i—l,i)a g e N. (2.3)

As schematically depicted in Fig. 2.1, the above assignrmeplies that the time domain of

real numbersR, is partitioned into pair-wise disjointed tracking andsdion intervals, i.e.,

R = (Ugdg) | J(UxTx), and I, N'Ty =0, for Vg,k € N, (2.4)



11

Such a partition of time ensures that the entire trajectorywell-defined function of time,
and is partitioned accordingly into the user-defined dddirgectory for the tracking intervals,

yarr(+), and the to-be-designed output trajectory for the tramsittervalsy ., (), i.€.,

va(-) = (Ugyarra()) | (Untiaens (), (2.5)

whereyg, 4(-) andyg, 1 (-) are defined for thgt" tracking intervall, and thek!” transition
interval T}, respectively, and, k = 1,2, - - - . Correspondingly, the control input;¢(-) for the

tracking intervals and the transition intervals are dem@i®u,. (-) andu, (-), respectively,

urf(+) = (Ugtierg(-)) U (Urttin,e(+)) (2.6)
L yd(t)
| Tp | te+Tp
L I
| |
| <iﬂ
|
/\ / \ |
| 0, & X |
INS s A S O
C S/x. C 4 | N
'”(T %, | @ %% a%’?‘/o ,é'o&:
| |
| |
Ty, 13F; o IN-1f i InF tN+1,i  time

Figure 2.1: The desired output trajectory consisting afitireg sections and transition sections,
where the desired output trajectory is prespecified fortheking sections only.

Moreover, as discontinuity of the output, the input, or thistem state may occur at the
boundary points, we further denote the left-hand limitfés—), and the right-hand limit of a

signal f(t) at time instant as f (¢ *), as given below

fE7) = Jim f(t—At), f(t7)= lim ft+Af), with At > 0. 2.7)

Similarly, assume that the function is continuously difetiable till the(r — 1)”‘, then the
left-hand limit and the right-hand limit of the'" derivative of the signaf (), f)(t —) and
f@)(t +), are given by

d0fE0) L FOO) — FO - A

dtr = A0 At ’ 2.8)
dOfEt) U+ Ay = feD() '
———~ = lim ,

dtr At—0 At
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In this chapter, unlike the existing work [28, 26], the emtiutput transitions are not assumed
to be specified/known a priori, neither are all the trackiramsition switching periods. Rather,
we consider the more general scenario where the trackamgitron switching are nonperiodic,

and there exists a finite preview of future desired trackmagsition switching.

Assumption 2 The desired output trajectory is piecewisely-smooth ehpug., during any
given tracking intervall, for ¢ € N, the desired output trajectory for the'” output chan-
nel, yaurm(+), is differentiable up to the’” order at all the interior points of the intervdl,.

Moreover, the number of output transition in any finite timeival is finite.

Assumption 3 Atany given time instarit, there exists a finite preview tirfi§ of future desired
tracking-transition switching consisting @f number of transitions/{ = 0,1,2,---, and
N < o0), such that the desired output trajectory after thé" transition is known for any

given time duration of > 0 (See Fig. 2.1).

Remark 1 The above assumption essentially is to require, that witierpreview time window,
the boundary conditions for all tracking-transition switag are well-defined. This assumption
is needed to ensure that a nonzero preview time is availaldewtime instant.. Otherwise, if
the desired output at the final instant of th&” transition interval,yg.,. v (tn, £), IS unknown,
no desired trajectory, in general, can be found to ensurestheothness of the desired output
trajectory across theV'" transition-tracking switching. As a result, the desiredjéctory for
the N*” transition interval becomes un-defined, and the previewe tianishes to zero as the

time instantt. approaches to th&*" transition interval (See Fig. 2.1).

Remark 2 Note that such a finite preview of future desired trackiragition switching (in
Assumption 3) is available in many applications. For exampi nanomanipulation [15] or
robot manipulation [16], if tracking-transition switchinoccurs during the preview time win-
dow, the purpose of the last previewed transition—theahjiart of the operation after that
transition (which, in turn, implies a finite preview of thestted output trajectory), shall be

known—Otherwise the last transition becomes vain.

Remark 3 Assumption 3 also implies that there exists an instant as@eof preview time (in

length) when the final instant of the preview windéwy- 7},, approaches to the initial instant
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of a transition interval, i.e., whet,. + T, — t;; for somek, the length of preview time is
increased by the amount of that transition interval, ilg,,— T}, + (tx, r — tx;) +e€ for any given
e > 0. This instant increase of preview time is not a constrairthefproposed approach but an

inherent property of preview in tracking-transition swhiicg operation, (See also Remark 2).

Now we are in the position to formally state the preview-lolagptimal output tracking and
transition (POOTT) problem:
Problem Formulation Let Assumptions 1- 3 be satisfied, then the POOTT problem(ik)to
design the desired output trajectory for each transitiverv@l, y.,, »(t) for t € T}, and each
k =1,2,--- N, and (2) obtain the corresponding feedforward control inpy (-), such that

the following outcome are obtained,

O1 The required output transition is achieved, i.e.,
Yarr (thi) = Yan i)y Yan(te,r) = Yaer(trp), fork=1,2,--- N, (2.9)

©2 During each transition, the energy of the output along witderivatives up to the'”

order are minimized, i.e.,

th s
min (7;) = min / (Hy Y (7))" Q (HyY g (7)) dr (2.10)

ydtn(') ydtn(') th,i
where@ € RP*P is a semidefinite positive matriX{,(-) is the vector of the desired

output trajectory and its derivatives up to tié order (during the transition intervals),

Yan(t) = €1 437100, Eo.an (O, 550, ()

o) T (2.11)
T ép,dtn(t)T> yp,gm(t)] 5 with
. My
Ek,din(t) = [Z/k,dtn(t)a Yk,den(t), =+ #] (2.12)
andHy € RP*™ is a block diagonal matrix withn = p + >"7_, 7,
HY,l 0 0
0 HY2 - 0

Hy S . (2.13)
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with Hy € R>*0s+) for k =1,2,---, p as
Hy) = [Hy 1] (2.14)

where

[Hy 1] =[~hp1, —hig, 5 —hgpr,, 1] (2.15)

is the coefficient of a stable polynomial, i.e., the follogipolymer P(s)
P(s) = s 4 hyy8™ 4 o+ By 15+ Py (2.16)

has all its roots on the left open half complex plane.

O3 Provided that there exists an enough (but finite) previewgipion output tracking is
maintained throughout the entire output tracking and ttanscourse, i.e., at any time
instant t, the error relative to the exact tracking inputiigim any chosen positive number
€; > 0,

llep,in(t)]]2 = | wino () — u;(t)H2 < &, (2.17)
where||al|2 is the standard vector 2-norm for vectore R”, u;y,(-) denotes the input
that achieves exact tracking of the desired output trajgcémdu,(-) denotes the input

solution to the POOTT problem.

Note that in (2.13) and the rest of the chaptd), tlenotes a zero matrix of an appropriate

dimension.

Remark 4 The polynomial of the desired output and its derivativeia@) allows the user to
selectively penalize the energy of the output or its dekreat—through the design of the vectors
H;s. It will become clear immediately later that in the propshsgproach, the design of the
vectorsH ;s under the constraint given by (2.15, 2.16) is utilized tnimize the oscillations of

the output during the transition intervals.

2.3 Stable-Inversion-Based Solution to the POOTT Problem

Next, we present an inversion-based approach to solve tl@TP@roblem. We start with

transforming system (2.1) to tlmutput-trackingform.
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2.3.1 Output-Tracking Form

Under Assumption 1, there exist (i) a state transformatidn, " — R" and (ii) an input law

to transform system (2.1) into the output-tracking formeTeeded state transformatidnh is

given by
§(t) M
ns(t) | =Maz(t)=| M, | (), (2.18)
1u(t) My

where{(t) = Mex(t) are the output and its derivatives as in

et) = [T @), @), -, L))" (2.19)

with & (t) being defined in (3.36), angl andn,, are the stable and the unstable subspaces of
the internal dynamics, respectively, i.e., the eigenabkaresponding to the eigenvectors that
span the subspaces of the stateor n,, are all on the left open half complex plane and the
right one, respectively. In (2.18), the matrick&, M, s, and M, , are partitioned according

to the rows of the output vectdy, the stable internal dynamieg, and the unstable internal
dynamicsn,, respectively. The input needed for the transformatior?id§), in general, can

be represented as

Uino(t) = Me&(t) + My () + Mns () + M (1),
(2.20)
= My Y (t) + Mn;(t) + Mynu(t)

whereY(-) is as defined in (2.11), The above input is calleditiverse inputas it determines
the desired input for desired output trajectory (i.e., whgn) = Y,(-)). The readers are
referred to [5, 8] for the expressions of the Matrides-, M, M, in (2.20). By using the
stable-inversion theory, it can be shown [3] that for squeystems under Assumptions 1, 2,
the bounded solution to the unstable internal dynamjgs) is uniquely determined, so is the
inverse input by (2.20).

Using the state transformation (2.18) and the inverse i(th@D), system (2.1) is transformed

to the following output tracking form
£(t) = Lp&(t) + Bey " (1)
ns(t) = Ans(t) + BsY(¢) (2.21)

nu(t) = Aunu(t) + BuY(t)
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where
L1 0 0 Bey O 0
_ 0 I,p2 0 0 Be¢po 0
Iup = h aB§ - .
0 0 - Ly 0 0 - By
0 E; 0
Lipk = , Bep = (2.22)
0 1
Tk XTk rEpx1

where E;, denotes the identity matrix of dimensiénx k, and the eigenvectors of, and A,
span the stable and the unstable subspaces of the intemahabys, respectively. Note that in
the output tracking form (2.21), the output and its derxegk is considered as one part of the

state.

2.3.2 Design of the Optimal Output Transition Trajectory Within the Preview
Window

The output tracking form (2.21) reveals that tH& derivative of the output acts as the input
to the transformed system dynamics with the output andatset than-*" order) derivatives
constitute one part of the system state. Thus, the optimubulesign problem (2.10) can
be rendered as an optimal input design problem. Specifioallydesign the desired output
transition trajectory through the stabilization of theputtsubdynamics, followed by the input
energy minimization to the stabilized output subdynamics.

The output subdynamics (2.21) is stabilized by using acsttite-feedback control, i.e., by

using the following static state feedback géig,
Y () = He (1) + (), (2.23)
the following output subdynamics becomes exponentialiplst
£(t) = (Lup + BeHe) &(t) + Bey (1)

£ Ag(t) + Ber (1)
Note that by (2.22—2.24), it can be verified that after thbikzation, the stabilized subdynam-

(2.24)

ics related to each outpyt, is in the controllable canonical form, i.e.,

Ee(t) = Ag k&i(t) + Bepi(t) (2.25)
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where

(2.26)

Thus, the row vectorfl, ;, corresponds to the characteristic polymer for the subdyecgam
{A&k, Be . }. Particularly, due to the decoupling of the output subdyicarim each the output
channels, each state feedback vedir, can be designed separately to determine the poles
for the corresponding output subdynamics. Existing temines including the LQR approach
(e.g., [30]) and the Ackerman’s pole placement techniqug,(B87]) can be used. Specifically,
to eliminate oscillations in the desired output during ffamsition intervals, the state feedback
gain H¢ ;. should be designed so that all the poles of the output sumiycsa{A&k, Be )} are
real. The stiffness of the desired output trajectory themen be adjusted by the locations of
the poles of{ A 1., Be 1.}

With the output subdynamics stabilized, the optimal déstransition output trajectory that
satisfiesO1 and 02 can be obtained by solving an optimal state transition pmbl30] with
respect to the external input to th&-order derivative of the outputy(-), i.e., for any given
k" output transition within the preview time window, the opéihdesired transition output

trajectory is obtained by solving the following optimaltstéransition problem,

te, f
m(il)n J (T, y) = min/ I (7, k) Ryy(7, k)dr, (2.27)

v YO Sy
for given boundary desired output and its derivatives ferittt transition, i.e.£an (tr,;) and
Ean (tr, ), respectively (Note that by Assumption 3, the boundary edtur each transition in
the preview window is known). In (2.27), > 0 of compatible dimension is used to adjust

the minimization among different output channels.

Remark 5 Combining (2.23, 2.27) with (2.10-2.15), The cost fundiiof2.27) is transformed
to that in the POOTT problem formulation is (2.10-3.36) kyisg R, = @ (2.10), andH , =
Hy in (2.14). Thus, the solution to (2.27) satisfies and O2.

The solution to the above minimization problem (2.27) cargaglily obtained from the optimal

state transition result (See, e.g., [30]),

Yt k) = R§1B?€A5T(tk’f_t)g_l(Tk) Earr (tie f) — €AE(T1_t’“’i)§dtr(tk,i) (2.26)

=T (T, G(Tk), Eatr (th ), Eaer (ti i), fOrt € [tis, ti f]-
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whereG(T;,) is the controllability Grammian,
Tt'r ~ AT
G(Tw) = / eAeTr=TI B, RTIBT e T gy, (2.29)
0

Thus, for thek'" output transition, the desired optimal output trajectonyl és derivatives,
Yan(t) for t € [ty i, ti, r], iS Obtained by using the optimal external input (2.28) tivesdhe
output subdynamics (2.24), and then the static state-&sxdlaw (2.23),

Y0 (1) = Heban(t) +~7(t, k), fort € [ty trf). (2.30)

Once the desired output for eagH output transition within the preview time windopk =
1,2,--- ,N) is specified, the desired tracking-transition output ti@jey within the preview

time window can be obtained accordingly. This is summarindtie following Lemma.
Lemma 1 Let Assumptions (1) to (3) be satisfied, then,

1. The desired optimal output trajectory and its derivagivg to the(r — 1) , £,(t), that
satisfy Objective®), and O, are given by

(), I
(1) = Ear(t), tE€Iy (2.31)

Ean(t), teTy

and
(r)
r ydtr(t)> tel
yc(lQL(t) = Helan(t) +7*(t, k). te€ Ty
fork =1,2,--- , N, where¢y,.(t) is the user-specified desired output trajectory for the

tracking intervals, and ., (¢) is obtained by solving the output subdynamics (2.24) with

the optimal external input* (¢, k) for t € Ty,
’7* (t7 k) =T (Tk7 g(Tk)7 gdtr (tk’,f)> gdtr (tk,z)) 5 (233)
where the functiod'(-, -, -, -) is as defined in (2.28);

2. At the transition instants, the desired output trajegt smooth up to thér — 1)

derivative, i.e., foreactk = 1,2,--- , N,

édtr(tkji) = édtn(t]:i)v édtn(tkjf) = gdtr(t]:f% (234)
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The Lemma follows directly from the fact that the outputeécpry for each transition interval
is the solution to the optimal state transition of the oumuitdynamics (2.21) for each given

transition intervall'y, (k = 1,2,--- , N).

Remark 6 Note that discontinuity can occur at the transition instait ther‘" derivative of

the desired output,
yc(lg(tka) # yégzl(tkﬁ% y((izzl(tkjf) # y((i?«(tk-f_f) (2.35)

2.3.3 Preview-Based Control Input for the Tracking-Transition Period

Next, we present the second half of the solution to the POQ®dBlem—the control input that
satisfies Objectiv€)s;. We start with obtaining the control input that exactly ks¢the above

desired output trajectory with tracking-transition swittg when there exists infinite preview

(.., uins () in (3.2)).

Inverse Input For Exact Tracking: Infinite Preview Case

The above optimal desired output trajectory with trackiramsition switching is smooth up to
the ¢"-order—the relative degree of System (2.1). Thus, by thelestaversion theory [3],
exact tracking of such a desired trajectory exists for noimiim-phase systems, provided that
the entire trajectory is known a priori, i.e., infinite prewi of the desired trajectory exists. The
corresponding control input (callgbe inverse inpytis noncausal and thereby can be applied
to the tracking-transition planning applications such @samanufacturing [15, 38], where the
desired trajectories in all tracking intervals along witle tdesired transitions in all transition
intervals are specified a priori. In addition, the inversguinallows the quantification of the
tracking performance when the preview is finite.

The inverse input for exact output tracking is given by
Uiny (t) = My Yq(t) + Mgnj (t) + My (t), (2.36)

whereY,(t) is given by (2.31, 2.32), and the stable and the unstablenaitelynamicsy?(t)

andn; (t), respectively, are obtained by using the desired oduifyit) to solve the stable and
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the unstable internal dynamics (2.21) forward and backsvardime, respectively,
t
ni(8) = e (1) + / e BY o(7)dr
~ to (2.37)
() = — / AT B LY () dr.
t

wheret, denotes the beginning time instant of the entire trackingnsition operation, and
n%(tp) can be set as the stable part of the internal dynamicg @btained from the system
state atty through the state-transformation in (2.18)). Note thatitibegration in (2.37) must

be partitioned into tracking and transition intervals adawg to the partition of the desired tra-

jectoryYy(-) in (2.31, 2.32).

Optimal-Preview-Based Inverse Input: Finite Preview Case
Obtaining the preview-based inverse control amounts tarepthe unstable part of the internal
dynamics (2.21) in the presence of tracking-transitiortchimg—the stable part of the internal

dynamicsy; ,(t), is the same as that for the infinite preview scenario, i.e.,
Nsp(t) = m5(t), for Vi, (2.38)

wheren?(t) is given by (2.37). The unstable internal dynamics is solwvét a finite-preview
of future desired trajectory,, as,
te+Tp

Nup(t) = e~ et T)f (t 4 T,) — / e~ DB, Yy (r)dr (2.39)
t

wheren, (t. + T},) is the estimated future boundary value of the unstableriatettynamics

at the end of the preview time windo@,. + 7},), i.e., the bounded internal dynamics can be
considered as a boundary-value problem with unknown baynddue [25]. Particularly, in
our previous work of preview-based inversion approach [5this unknown future boundary
value is set to zero,

Nu(t+T,) =0 (2.40)

However, an optimal estimation of the boundary conditigrc be obtained and incorporated
into the proposed approach (See Sec. 2.3.4 later). As if)(2I® integral in (2.39) needs to be

partitioned into tracking intervals and transition onesaading to the partition of the desired
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output trajectory in (2.31, 2.32). Thus, with the previeased solution to the unstable internal

dynamics (2.39), the preview-based inverse input to the PD@oblem is obtained as
Upre(t) = My Yq(t) + Mgns p(t) + Munu,p(t) (2.41)

Next, we show that the above preview-based solution achithe objectivea?3. The critical
issue is to maintain the smoothness of the internal dynaasiagell as the system state across
all tracking-transition switching instants, even in thegence of discontinuity in theé” order

derivative of the desired trajectory (See Remark 6). Ttisads addressed in Lemma 2 below.

Lemma 2 Let Assumptions 1—3 be satisfied, and the preview-basadamiutput-input tra-

jectory be given by (2.38) to (2.41). Then

1. The stable part of the internal dynamics is continuousath tihe initial and the final

instants of each transition interval, i.e.,

ns(tis) = ms(t ), andns () = ns(ty), fork=1,2,--- N (2.42)

)

2. Provided that the estimation of the boundary conditiothefunstable internal dynamics,
u(te+1)), is continuous, i.eq, (t) € C(R), the preview-based solution to the unstable
internal dynamics (2.39) is continuous at both the initiadathe final instants of each

transition interval, i.e.,
nu(tk}) = Uu(tk—;)a andnu(t];f) = Uu(tk—j_f)a fork=1,2--- N (2.43)
3. Smooth state transition is achieved at both the initiad #re final transition instants,
Tir(ty ;) = xm(t,:z-), Tir(ty ;) = wtn(t]:f)' (2.44)

Proof Note that the desired output trajectory and its derivataesbounded, i.eY,(-) €
L>®(R), and the stable internal dynamics is integrable for forwtare flow, i.e.,e?<() B, €
LY(®1). Thereby, their convolution—the stable internal dynanf®:87)—is uniformly con-
tinuous (e.g., [39]) at all time instantparticularly, at the tracking-transition switching iasts.
This shows Result 1. Similarly, the integral part of the jwevbased unstable internal dynam-

ics solution in (2.39) is also uniformly continuous at athé instantt. Thus, Result 2 follows
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if the estimated boundary condition is continuous. Note tha continuity of the estimated
boundary valuei(t) can be maintained by simply settirig¢) as be a constant (e.g., zero as
in (2.40)). For Result 3, we note that the obtained previesed input (2.41) is bounded,
Upre(-) € L*°(R), thus the same argument applies to the continuity of theesystate across
the transition instants. This completes the proof. |

The amount of preview tim&), that guarantees the precision in the preview-based inverse

input can be quantified for given precision in the input.

Lemma 3 Let the Assumptions in Theorem 2 be satisfied, and the futuredary value of the
unstable internal dynamics be set to zero, iig(t. + 7,,) = 0, then for any given precision
in the preview-based inverse inpyt there exists a finite preview tin¥g, < oo such that the

required input precision (3.2) can be achieved. Particlylathe required preview time is given

by

1 (K
ﬁé—m<—>, (2.45)

[0 (673
where the positive constantis the bound of the exponentially-decaying rate of the unista
internal dynamics,

le=4ut|ly < Kye™®, Vit >0; (2.46)

and the positive constarit is defined as
K £ K1 Ky|Cyll2||Bull2,
with Ky 2 [[Ya(-)lleo = supseg [[Ya(t) (2.
Proof The proof follows arguments similar to those in [5] and tihgres omitted. MW

Remark 7 As discussed in Remark 3, at time instanif the preview time window crosses the
tracking-to-transition switching and enters next tramsitinterval T 1, i.e., ift. + T, > tn;
andt. + T, — e < tn, for any givene > 0, the preview timd), will be increased instantly by
the amount of the next transition interval, i.€), = T, + (tn 5 — tn,i). As at the time instant
t., the desired output trajectory for the next transition i has been designed by Lemma 3,

such an increase of the preview time will improve the traghirecision.
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Therefore, this chapter extends the preview-based imregiproach to solve the problem of
nonperiodic tracking-transition switching with previelm. applications such as robot manipu-
lation [16] and nanomanufacturing [38], reducing the amiaiimeeded preview time is crucial
because in these applications, the amount of preview titimaited by constraints such as cost,
hardware performance and physical constraints (as ineantise control [35]). The needed
preview time can be reduced by utilizing the knowledge ofteviewed future desired trajec-

tory to optimally estimate the unknown future boundary eaju(t. + 7).

2.3.4 Optimal Estimation of the Unknown Boundary Value of the Unstable In-

ternal Dynamics

By using the optimal preview-based inversion approachtf@},optimal estimation unknown
future boundary value of the unstable internal dynamicsbeapbtained by minimizing a linear
qguadratic regulation (LQR) cost function that trades off dutput tracking error with respect
to the input energy within the preview time window. Note i, [Bie optimal preview-based
inversion technique is developed for tracking smooth @esautput trajectory. The extension
to the proposed POOTT problem requires accounting for teeodtinuity, at the tracking-
transition switching instants, in thé”"-order derivative of the desired trajectory and that in the
preview-based inverse input (See (2.35)). Concretelyfa@ving cost function with respect

to the boundary value is minimized,

tetT
min J(t,B) =i [ 16(7) — €l + up () (2.47)
te
where
B £ 7y (t. + 1), (2.48)
and

|M||w £ MTW M,

is the weighted 2-norm of matrix/ w.r.t. the semi-positive symmetric weight > 0. Similar
to the integral in the preview-based solution to the unstaitbrnal dynamics (See (2.39)), the
integral in the above cost function should be partitionéd fracking and transition sections ac-

cording to the partition of the desired trajectory in (2.5)2However, as the desired trajectory
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is bounded up to the'” order derivatives, the optimal estimation of the boundaydition

I(tc + 1)) in [8] can be extended to the proposed tracking-transitiitching scenario.

Theorem 1 [8] Let Assumptions 1 to 3 be satisfied, then the optimal bagndondition for

the unstable internal dynamieg(t. + 1},) that minimizes the cost function (2.47) is given by

B* £ 5 (te + Tp) = —T1(Tp) ' To(te, Tp) " (2.49)

where

tc—l—Tp

)2 / )T Qe (r) + P (1) RPp, (7)dr
ot (2.50)
To(te, Ty) 2 / (s (tes Yo, 7) — 2res (7)]T QeWa(r) + P(Ya,7)T RP, (7)dr

te

and

Q¢ £ M{ QM
is the modified weight (with/, given by (2.18)), and the vector functign(t., Y4, t) and the

matrix functionV,(¢) are defined as

t
Gulte, Yart) & e a(t) + / AT BP (Y, ) dr
te

S
8
—
o~
N—

>

t
/ AT BPL (1) with (2.51)

le

P(Yd(')’ t) = MYYd(t) + Msns(t) + Muf]u(t)

Pg, (1) 2 Mye Aultetht) (2.52)

Remark 8 Note that when computing the optimal boundary value, thereete state:,. s (t)
in (2.50) is not needed—With the mapping matvl, it is instead converted to the derivatives

of the desired output,(¢).

The critical issue to incorporate the above optimal esiionatf boundary value in the proposed
approach is to guarantee the continuity of the boundaryevatuoss the switching instants (See

Lemma 2 (2)).

Lemma 4 The optimal estimation of the future boundary value of th&ale internal dynam-

ics in (2.49) to (2.52) is continuous with respect to the tingtantz,.
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Proof  The proof amounts to showing that the vector functig(¥., 7},) (in (2.50)) is contin-
uous w.r.t.t. (as the matrixZ, (7, is a constant matrix for given preview time). First, notettha
similar to the argument in Lemma 2, we can show that the vdatwtions ¢, (¢., Y4,t) and
U, (t) in (2.51) are continuous w.rt. Then, by Lemma 2 (c), the vector functien (t., Y4, t)

is also continuous w.r.t.. As a result, the first part of the integral (i.e., the intégfahe first
term before “+") inZy(t.,T},) is continuous w.r.t.t.. Moreover, note that although disconti-
nuity occurs in the vector functioR(Y(-), t), this vector is integrable on any given interval
[te, te+T)), therefore the second part of the integfa(t., T},) is absolutely continuous (thereby

continuous) w.r.tz. (e.g., [39]). This completes the proof. |

2.4 Simulation Example: Nanomanipulation

We illustrate the proposed approach by a simulation exawfplsing a piezoelectric actuator

model in nanomanipulation.

2.4.1 Nonperiodic Output Tracking-Transition Switching with Preview in Nanoma-

nipulation

Preview-based output tracking with nonperiodic trackiramsition switching is needed in ap-
plications such as nanomanipulation, nanofabricatiohdh# robotic operation [16]. In nanoma-
nipulation based on scanning probe microscope (SPM), aomiachined cantilever probe
driven by a piezoelectric actuator is utilized to manipeladnoscale subjects both horizontally
and perpendicularly [15], to build integrate circuit usimgnotubes [40], or to conduct surgery
operations on a single live cell [41]. In these operatiomegigion output tracking is needed to
perform trajectory dependent tasks (e.g., to push a naedtué specific location), while swift
transition is needed to reposition the probe to the deswedtion (e.g., to relocate the probe
to be close to the nanotube where the next operation takes)pl€learly, frequent tracking-
transition switching occur in these operations where plglttasks are required at multiple
locations. As hanomanipulation usually involves onlineerated commands by the user (e.g.,

through an imaging based interface) [5], preview-basedagmh becomes a nature choice to
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address the required output tracking-transition switghparticularly at high-speed. Thus, in
this simulation, a piezoelectric actuator model in nandpudation operation was considered.
The dynamics model of the piezo actuator is as follows.

o) = r(s) H2:1(3_Zq)
Gls) = Ug () = Kot (s —pr)

r=1

(2.53)

where the input is the voltage applied to the piezoelecttaaor (in Volt), and the output is
the displacement of the piezo actuator (in angstﬁm)rand the Laplace transform variablés
in rad/ms (to reduce the numerical computation error), and
K, = 29.28,
2y = 9.274 4 41.659i, —2.484 + 30.4344, (2.54)

pr = —0.188 £ 31.326¢, —0.857 £ 24.5707, —20.263, —15.198

The corresponding frequency response is shown in Fig. 2% that the above piezo actuator

dynamics model is nonminimum phase with a pair of complerzen the right-half-plan.
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Figure 2.2: The frequency response of the piezo actuatoemod

2.4.2 Output Tracking Form, Internal Dynamics, and InverseInput

The piezo dynamics model in (3.77) has a relative degree of thhe minimal state-space

representation of the piezoelectric dynamics model (3Wwa$ obtained by using a balance
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realization, and then, the inversion based input was obdaas,

Uino (t) = [20.3906  — 0.2032  0.0342]Y4(t)

(2.55)
+ [-0.5609 4.5764]n4(t) 4+ [10.9054 — 20.0614]n, (t),
where
Ya(t) = [ya(t) 9a(t) #a(t)" and
) [ —2.4839  30.4342 ns1(t) —8.4186 0.0714 —0.0112
ns(t) = + Ya(t)
i —30.4342 —2.4839 ns,2(t) 6.3290 —0.1005 0.0155
) [ 9.2736 —41.6586 N1 (%) 45.4971 —0.3607 0.0651
i 41.6586  9.2736 Mu,2(t) —-37.0249 0.3158 —0.0579
(2.56)

The above inverse control input and the internal dynamicewsed in output tracking
during both the tracking and the transition sessions. Tlyewks to (1) obtain the optimal
output trajectory for the transition sessions (See Sec2R.and (2) determine the preview-
based internal dynamic statesandn, in the inverse input (2.55) across the switching instants

(See Sec. 2.3.2).

2.4.3 Implementation of the POOTT Technique

Desired Transition Trajectory Design To implement the proposed technique to the POOTT
problem, we start with designing the optimal desired outmjectory for the transition sec-
tions. Note that in experimental applications, only theimpt desired output trajectory for
transition sections within the preview window is designadowever, as the design of the
optimal transition trajectory did not depend on the previmged input, we designed, in the
simulation, the optimal output transition trajectory fdlrteansition sections at once—however,
at each time instant, only the desired trajectory withingiven preview time window was used
for control.

To emulate possible tracking scenarios in real nanomaatipul applications, three different

types of trajectories (ramp, sinusoidal, and exponentgiads) were incorporated into the
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desired trajectory of the tracking sessions. As shown inEM@j(a), the desired trajectory con-
tained a total of six tracking sessions. Then the desirgdctiay for the transition sections
were designed according to Egs. (2.24, 2.28, 2.29). Spaktyfithe output-related subdynam-
ics (2.21) was stabilized first, by using the standard LQRedeedback approach [30]. Then,
the optimal desired transition trajectory that guarantiredsmoothness of the desired output
across the switching instants with minimal vibrations (RegmentsO1 and O2) were ob-
tained by using the optimal state transition method (Se28(2.29). The obtained optimal
output transition trajectory is shown in Fig. 2.3 (a) far= diag([1 .001]), andR = [1]. For
comparison,we also chose a different set of Q and R at diag([.001 .001]) and R = [1]
when stabilizing the output subdynamics. The correspandistimal output transition trajec-

tory is shown in Fig. 2.3 (b).

Q=diag([10.001]), R=[1] Q =diag([.01.001]), R=[1]
@ 15 (
1.5
1 — \
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-1 K 092 63 66 69 -1 l‘;
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time (ms) time (ms)
== Tracking — Transition‘

Figure 2.3: Comparison of the desired trajectory for thadition sections obtained by using
the LQR technique with different weights.

The simulation results clearly demonstrate that the pregosethod guarantee the smooth-
ness of the desired output trajectory across trackingsitian switching instants (See the insert
in Fig. 2.3 (a)). Comparing Fig. 2.3 (a) with Fig. 2.3 (b) dtdavident that different stabilization
of the output subdynamics results in different desired wuti@jectory for transition sessions:
The larger state weight Q relative to the input energy welylnesults in less variation in the
transition trajectory. A similar effect can also be obtalfy using other stabilization methods
such as pole placement. The desired trajectory in Fig. 2. 84a used in the simulation.
Optimal preview-based inverse inputTo obtain the preview-based inverse input for tracking

the output trajectory with tracking-transition switchjige stable part of the internal dynamics
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was solved first (See Sec. 2.3.3), where the desired oitput) in (2.56) was specified ac-
cording to Lemma 1 (See (2.31-2.34)), and the initial boandalue n’(to) was set to zero
(as initially both the system and the output were at zerognTlthe preview-based solution to
the unstable internal dynamics was solved for a given fipigsdew time (See (2.39)), where
the unknown future boundary value of the unstable intergabkdhics (at the end of the pre-
view time window) was optimally estimated (See Sec. 3.3[@)ensure the tracking precision,
preview time of7}, = 0.8 ms was used. This preview time was chosen based on tiatest
settling time of the unstable internal dynamies I ms) (See (2.56)).

For comparison, the input shaping technique [31] was alptieapto design and track the de-
sired output trajectory during the transition sectionseh feedback controller consisting of
a notch-filter in serial with a PI controller was used for théput tracking during the track-
ing sections. The desired output transition trajectory designed by first obtaining the input
shaper, and then convolving the input shaper with the chdesined reference command signal
for the transition sections [31]. The input shaper was olketias a series of impulses (Readers
are referred to [31] for details). The reference commandadifpr the transition sections was
chosen as ramp signals with a flat final period. As the piezauhjts model consisted of two
vibration modes (i.e., two resonant peaks, See (3.3.1) and2R2), the input shaper was de-
signed by solving the vibration and robustness constrgiaticularly, the zero vibration and
derivative (ZVD) constraints, for each of these two modesuianeously [31]. The resulting

input shapelS(t) consisting of five impulses was obtained as

5
S(t) =Y Ais(t—m) (2.57)
i=1
where 9(¢)” denotes the impulse function (i.e., Dirac delta functjced the amplitude and

time delay of each impuls&t), A; andr;, are given by

A; 0.1533 0.3010 0.2749 0.1477 0.1232
= (2.58)
T 0 0.1003  0.1279  0.2006  0.2557
The obtained reference command signal and the modified coohsignal convolved with the
input shaper is shown in Fig. 2.4 (a), and the desired t@jgedf transition sections obtained
by using the reference command signal and that by using trdifiesb command signal are

compared in Fig. 2.4 (b).
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Figure 2.4: (a) Comparison of the original command (“Oréadjih with the shaped command
convolved by the input shaper (“Shaped”); and (b) comparisiothe system response using
the original command and that by using the shaped commanetevthe insert zooms-in one
switching instant.

The feedback controller during the tracking sections wasyed by using a notch filter to
“cancel” the dominant resonant mode at 24.6 KHz and 31.3 Kidz(fsee Fig. 2.2). Then a PI
controller was designed for the modified system dynamiesfibzo dynamics model in (3.77)
with the notch filter in front). The parameters of the Pl colr atK, = 1, K; = 40000 were
chosen to achieve small rise time and eliminate the stetadg-srror of the modified system. In
the simulation, the control input was switched between tipait-shaping feedforward control
(for the transition sections) and the PI-notch filter feaxdbeontrol (for the tracking sections).
The control input at the switching instants was determinethhintaining the continuity of the

system output.

2.4.4 Simulation results and discussion

Output tracking at three different speeds were evaluatégeisimulation, i.e., the desired tra-
jectory shown in Fig. 2.3 (a) were speeded up to obtain theedkajectory at higher speed.
The output tracking results for the low-speed tracking amgared in Fig. 2.5 for those ob-
tained by using the proposed approach (with a preview timg &ims) in (a), (c), and those
obtained by using the input shaping-PI control in (b), (dheTracking results obtained by
these two methods for the higher-speed tracking are alspaxad in Fig. 2.6, where the same
preview time of 7}, = 0.8 ms was used. Moreover, we also applied the proposedagipto

track an even higher speed of desired trajectory where phailtiacking-transition switching
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occurred in the preview window of 0.8 ms. The tracking reswiere shown in Fig. 2.7. As dis-
cussed below, the comparison for the two slower casesgléamonstrate the superior tracking
performance of the proposed method over the input shagicg+Rrol method, tracking of this

higher-speed desired trajectory by using the input-stgapircontrol was not conducted.

Optimal—preview Input shaping method
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Figure 2.5: Comparison of (upper row) the output trackingekdtively low-speed by using (a,
c) the proposed approach with (b, d) that by using the inpapisig-PI control method, and
(lower row) the corresponding tracking errors.

The simulation results show that by using the proposed simetbased POOTT technique,
precision output tracking can be maintained throughouettiee tracking-transition course. In
the low speed tracking, relatively good tracking can beead by using the input-shaping-Pl
control except at the switching instants—Ilarge oscillai@ccurred at the switching instants
because only the continuity of the output, not the wholeesysstate, was maintained at the
switching instants. Such large oscillations at switchimgtants, caused by the mismatch of the
system state, were dramatically reduced by using the peapeshnique. Note that as discon-
tinuity occurred at the switching instants in thé derivative of the desired output trajectory,
the tracking error at the switching instants were largen ttieat at other time instants. How-
ever, the relative RMS tracking erréi; (%) by using the proposed control technique was still

very small (only0.14%), over 70 times smaller than that of using the input shagihgentrol
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Figure 2.6: Comparison of (upper row) the output trackinghaidle speed by using (a, c) the
proposed approach with (b, d) that by using the input shaBingontrol method and (lower
row) the corresponding tracking errors.

method 0.85%, See Fig. 2.5). Such a precision tracking across all trgekiansition switch-
ing was maintained even when the trajectory became mucarfast middle-speed tracking
and high-speed tracking, the relative RMS tracking effe(%) were still very small (about
0.17% and0.28%, See Fig. 2.6, 2.7). Particularly, simulation results shdwhat almost the
same tracking precision was maintained even when theréedxmsultiple tracking-transition
switching within the preview time window (for the high-spledesired trajectory of 1.68 ms
total time). Whereas the overall output tracking by usirgittput shaping-PI1 feedback control
method deteriorated as the trajectory became faster ($e Eb, 2.6). Therefore, the sim-
ulation results demonstrate that smooth output trackirgy oonperiodic tracking-transition
switching can be achieved by using the proposed technique.

Effect of Preview-Time on Output Tracking To demonstrate the effect of the amount of
preview time on the tracking performance of output trackirmgsition switching, four differ-
ent preview times’{;, = 0.08 ms, 0.15 ms, 0.3 ms and 0.8 ms) were used in the simulatio
Additionally, to illustrate the efficacy of optimal boungavalue estimation [8] to reduce the
amount of preview time, we also compared the output trackingsing the optimal estimation

of the boundary value in the proposed method (catedoptimal boundary POOTT technique
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Figure 2.7: The output tracking at high speed by using thegsed approach (a) and the
corresponding tracking errors (b).

with that by using zero boundary value (See (2.40)) in the@ased method (callethe zero
boundary POOTT techniqgle The tracking results obtained by using these two metheogls a
compared in Fig. 2.8 for the preview tin¥g, = 0.08 and0.15 ms, along with that obtained
with zero preview time. The output tracking results for thibeo two longer preview times
T, = 0.3 and0.8 ms are also compared in Fig. 2.9.

The simulation results show that having an enough amountefigw time was critical to
the tracking of nonperiodic output tracking-transitioniteWwing with preview. For both the
zero-boundary and the optimal boundary POOTT methodsrdleking error decreased as the
preview time increased. Without previeW,(= 0 ms), however, tracking error as large as 5
times over the desired output amplitude occurred (See BBga?). Such a large tracking error
was dramatically reduced by using preview in the propose@®PDtechnique (See Fig. 2.8
(b), (c), (d) and Fig. 2.9). Particularly, with preview tino€ 0.8 ms, output tracking error as
small as< 0.4% was achieved by using both the zero-boundary and the opbmaidary
POOTT methods. Thus, with enough preview time, precisidputuracking over nonperiodic

tracking-transition switching can be achieved by usingpittposed POOTT technique.

The simulation results also show that the amount of previewe for achieving precision
output tracking can be substantially reduced by using thiengpp boundary instead of the zero
boundary POOTT technique. For example, when the previeewas as small &5, = 0.08 ms,
relatively good output tracking over the entire trackingasition course can still be obtained
by using the optimal-boundary POOTT method (As shown in Ei§.(a), (c), the relative RMS

tracking errorE, (%) was about 1.48), whereas the output tracking obtained by using the
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Figure 2.8: Comparison of (upper row) the output tracking @rpper row) the tracking error
obtained by using the optimal boundary POOTT method (“OgtiBoundary”) with those
obtained by using the zero-boundary POOTT method (“Zerar8ary”) and no-preview for
the preview time of (left column]J}, = 0.08 ms and (right columri), = 0.15 ms.

zero-boundary POOTT technique was completed lost (See2Bga), (c)). As the preview
time was increased t6, = 0.3 ms, although the tracking performance of the zero-tapn
POOTT technique was significantly improved, the relativeRivhcking errot&z (%) was still
over 15 times larger than that of using the optimal-bound®OTT method. (See Fig. 2.9
(a), (c)). Therefore, the simulation results demonstizée the proposed POOTT technique ex-
tends the preview-based stable-inversion approach taspyedracking in nonperiodic output

tracking-transition switching.

2.5 Conclusions

In this chapter, an inversion-based approach to achiewespye tracking in nonperiodic tracking-
transition switching with preview has been proposed. Therag desired output trajectory for
the transition sections was designed by directly miningizime output energy, and the required
control input was obtained by using a preview-based stakrsion approach. The proposed
approach maintained the smoothness of system state abeof®dtking-transition switching,

and the required preview time has been quantified in termbeobystem internal dynamics.
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Figure 2.9: Comparison of (upper row) the output trackind @mpper row) the tracking error
obtained by using the optimal preview inversion method whitbse obtained by using the pre-
view inversion method with the preview time of (left colunifj) = 0.3 ms and (right column)

T, =0.8ms.

The preview time was further minimized by incorporatinghatiie recently-developed optimal

preview-based inversion approach. The proposed approaski@monstrated by implementing

it to a nanomanipulation application using a piezoele@dtuator model in simulation.
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Chapter 3

B-Spline-Decomposition-based Output Tracking with Prevew for
Nonminimum-Phase Linear Systems

Abstract

In this chapter, a B-spline-decomposition-based appré@acutput tracking with preview for

nonminimum-phase systems is proposed. It has been showteamohstrated through imple-
mentations that when there exists a finite (in time) previtfutore desired trajectory, precision
output tracking of nonminimum-phase systems can be adtibyeusing the preview-based
stable-inversion technique. The performance of this agrpohowever, can be sensitive to
system dynamics uncertainty. Moreover, the computatisahed in the implementation can

be demanding. We propose to address these challenges gsatirig the notion of trajectory

decomposition and the iterative learning control techaithgether. Particularly, the B-splines
are used to construct a library of desired output elemerttghair corresponding control input
elements a priori, and the ILC techniques such as the rgedetleloped multi-axis inversion-

based control (MAIIC) approach are used to obtain the cbinfmt elements that achieve
precision output tracking of the corresponding desiregpauelements. Then the previewed
future desired trajectory is decomposed by using the desieput elements, and the control
input is synthesized by using the corresponding input etesn&ith chosen pre- and post- actu-
ation time. The required pre-/post- actuation times aratjiied based on the stable-inversion
theory. The use of B-splines substantially reduces the enmwitoutput elements in the library,
and the decomposition-synthesis only occurs at time itstgpecified by the given preview
time and pre-actuation time. The proposed approach idréitesl through simulation study of

a nanomanipulation application using a nonminimum-phaezopactuator model.
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3.1 Introduction

In this chapter, we propose a B-spline-decompositiondbaggroach to the problem of out-
put tracking with preview for nonminimum-phase (NMP) linsgstems. It is noted that exact
tracking of NMP systems, although cannot be achieved bygusiedback control alone [2],
can be attained by using the stable-inversion theory [3]e @btained solution, however, is
noncausal—thainique stable (bounded) control input (called the inverse inpafpehds on
the entire future desired trajectory, thereby cannot bdadmpnted to applications where the
desired trajectory is generated online (e.g., roboticsipudation, or autonomous vehicle guid-
ance). The dependence of the inverse input on the futureedesajectory has been quantified
through the development of the preview-based stablesivetechniques [7, 8]. Such a quan-
tification enables the stable-inversion techniques to lamented to achieve precision output
tracking with a quantified large enough preview time, as destrated in various applications
[6]. The tracking performance of the preview-based stéblersion techniques, however, can
be sensitive to the uncertainties and variations of systgmamics [17, 42]. Moreover, the on-
line computation involved in the preview-based stablesision can be demanding [8, 21, 22].
Motivated by these challenges in practical implementatiadghe proposed approach aims to
achieve precision tracking of output trajectory with pesvj while accounting for the system
uncertainties and variations, and avoiding heavy onlimepatation demand.

Current approaches to output tracking with preview of NMBtess need to be improved
for practical implementations. The benefits of preview fatpuit tracking of NMP systems
have been well recognized and exploited in various feedbaskd approaches, including the
LQ-, the H- and thels-optimal preview control [43, 44, 45]. Particularly, theepiew mech-
anism has been utilized to alleviate the fundamental pedioce limits of feedback control to
NMP systems [2]. It is shown that the limit of the trackingagrexponentially decays with
the increase of the preview time. The quantification, howesdimited to SISO systems [46],
and special functions only (either step functions, simdeldunctions, or exponential functions)
[2], and does not lead to the design of the “optimal” feedbemhtroller that attains the lower
limit. Although the tracking performance limit was extedd® general functions in [2], the

extension is constrained to SISO systems only with simpleszeand it is difficult to directly
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quantify the tracking error from the limit bound due to thes s the frequency-dependent
weight function. These limits in feedback-based approatbeutput tracking of preview for
NMP systems have been addressed in the preview-based-istedaigion approach [6, 7, 8].
The preview-based stable-inversion technique providésmly a systematic and conceptually
straightforward method to design the feedforward cordgrpbut also an explicit quantification
of the tracking error that exponentially decays as the smxeof the preview time (with the
decaying rate governed by the minimum distance of the NMszerat. the imaginary axis)
[7, 8]. The practical implementation of the preview-basttbke-inversion approach, however,
still faces challenges arising from the system dynamicitians [6, 17] and the demanding
online computation. Specifically, as convolution opemai®involved in computing the control
input at each sampling instant [20], it might be challengiogmplement the preview-based
stable-inversion approach when the sampling period isgetrit. Therefore, there exists a need
to account for these challenges in output tracking with iesgwof NMP systems for practical
implementations.

These uncertainty and computation related challengeseamdided by using the iterative
learning control (ILC) techniques [47]. By exploiting thepetitive nature of the operation,
the ILC techniques can compensate for the system dynamuertainties—due to either the
nonlinear dynamics on the linear part [47] or the part of dayita that is difficult to model [47]
and thereby, difficult to address otherwise without compsimg the tracking performance.
For example, it has been demonstrated recently in expetintieait by using the ILC approach,
precision tracking can be achieved for complex trajectoviéth power spectrum similar to
a band-limited white-noise and cut-off frequency beyors dominant resonant frequency of
the system [48]. Also, the iteration mechanism allows th€ Hpproach to be noncausal—
the entire output tracking from the previous iterationltdan be utilized to determine the
control input in current iteration, thereby achieving exauatput tracking of NMP systems
in repetitive applications. Moreover, in ILC framework @ computation can be largely
avoided, particularly when the ILC law is updated offline. dleonstraints, however, limit the
ILC approach for the output tracking with preview: One, tinéire desired trajectory needs to
be know a priori whereas in many applications not the entitealfinite preview of the desired

trajectory is available; Secondly, the operation needstoepetitive whereas those in output
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tracking with preview are not. Therefore, challenges stilst to achieve highly-efficient and
precision tracking with preview for NMP systems.

The main contribution of this chapter is the development tfagectory-decomposition-
based approach to overcome the above challenges in oufiplirty with preview for NMP
linear systems. The proposed approach utilizes the decgitigpoconcept [49, 50] to enable
the use of ILC techniques for non-repetitive output tragkifspecifically, the desired output
trajectory is decomposed into a finite summation of outpeineints, and a library consisting
of pairs of desired input-output elements are constructpdaai offline, where the output el-
ements are generated by using uniform B-splines, and threspmnding input elements are
obtained by using ILC technigues. Then, the control inpslisthesized online via the super-
imposition principle. To account for the NM zeros and thentation of the extended B-spline
elements (to decompose the previewed output with nonzartirg and/or end values), a finite
pre- and post-actuation times are needed to implement spahélement. The needed pre- and
post-actuation time(s) are quantified based on the stalggion theory for the tracking preci-
sion of the original previewed desired trajectory. The atlages of using uniform B-splines lie
in the small size of the library obtained (e.g., merely semagtput elements are needed when the
uniform 3"¢-degree B-splines are used). The proposed approach isalies through a simu-
lation example of nanomanipulation. We note that the notiblibrary-based decomposition
has been explored before for repetitive operations [49, Fble fundamental improvements
of the proposed approach lie in the utilization of B-spliné® tracking of arbitrary trajectory
in non-repetitive operations, and the clarification andngifiaation of pre- and post- actuation
effect, particularly for nonminimum-phase systems. Thiig,proposed approach extends the

decomposition-based output-tracking approach for moneigé and broader applications.

3.2 B-spline-Decomposition-Based Approach to Output-Treking with Preview

In this section, the proposed approach based on the B-gpdice@mposition is presented. We

start with formulating the considered output tracking peofn
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3.2.1 Problem formulation

Consider a square linear time invariant (LTI) system déscliby
#(t) = Az(t) + Bu(t)

y(t) = Cult)

wherex(t) € R"™ is the stateu(t) € R?, y(t) € R? are the input and the output, respectively.

(3.1)

We assume that

Assumption 4 System (3.1) is controllable and observable, and has a defihed relative
degreer = [ry,72,---,r4| [36]. Moreover, system (3.1) is stable and hyperbolic (isys-

tem (3.1) has no zeros on the imaginary axis).

Assumption 5 The desired output trajectory is sufficiently smooth, tree k" desired output,
foreachk = 1,2,--- ¢, is differentiable at least up to théf order. Moreover, a finite preview
of the future desired output trajectory exists for a previawe of 7, < oo, i.e., at any time

instantt., the desired output trajectory is known foe [t., t. + T}].

Definition 1 Output Tracking of Nonminimum-Phase LTI Systems with Reevi Let As-
sumptions 4, 5 be satisfied, then for any given desired tmgckrecisione > 0, the output
tracking of system (4.1) with preview is to obtain the cdnitiput w,,.(-) such that at given

time instant t, the output tracking error is less thafor a large enough preview tinig,, i.e.,

lleout (t)ll2 = a(t) = ypre(t)ll2 < €, 3.2)

where||a||2 is the standard 2-norm for vectar € R", y4(-) denotes the desired output trajec-

tory, andy,,.(-) denotes the output tracking trajectory obtained by the ipsbased input.

Our goal in solving the above tracking problem is to overcdinesuncertainty and computa-
tion related challenges as discussed in the Introductiuthaahieve precision tracking and high

efficiency in implementation. A trajectory-decompositioased approach is proposed next.

3.2.2 Decomposition-Synthesis-Based Output Tracking Appach

We first present the major three steps involved in the prapakeeomposition-based ap-

proach without specifying the underline decompositiontrodtused—the steps remain almost
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the same when other decomposition methods are used: (1}rGcina library consisting of
pairs of desired output elements and their correspondingt imlements, during the tracking, at
the decomposition time instants (specified by the chosemgretion time and the available
preview time), (2) decompose the previewed desired outpjgdtory into a linear combination
of desired output elements, and (3) update the control ibpuising the input elements corre-
sponding to the selected desired output elements in stgpké)p the control input the same

otherwise).

Library of the desired input-output elements L,
The library L. consisting of pairs of desired output elements and the sporeding input ele-

ments is given as

L= {[yz,i(')’ uz,z()] k=1,2---,q 1 =1,2,--- 7NL} (33)

where, for ease of input-synthesis, the desired outputenepr;j,i(-) € R7*! for given k and

i=1,2,---, Nz has only thek*" output channel nonzero,

yri() =10 yr,() 0], withi =1,2,---, Ny, (3.4)

andu} .(-) € ®7*! is the corresponding desired input element, i.e.,

() = [ugin () upio() - ()", withi =1,2,--- Ny (3.5)

Furthermore, the desired output trajectory eIemgggs-)s are sufficiently smooth with a com-

pact support starting from time t = 0, i.e., there exists adihi< co, such that
Yy, (t) =0fort ¢ [0, t;], andVi = 1,2,--- , N. (3.6)

Under Assumptions 4 and 5, there exists a unique desired iopehieve exact tracking of
each desired output element—by the stable-inversion yH&pr As the entire desired output
element is known a priori, iterative learning control agmio is ideal to obtain the desired
input elements in practical implementations. Furthermfimenonminimum phase systems, the
desired input elements are noncausal [3], i.e., to achirsetdracking of the desired output

element starting from time. = 0, the corresponding input needs to be applied from —oco
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[26, 23], i.e., an infinite long pre-actuation time of the wohinput is needed. Similarly, an
infinite long post-actuation time is needed for the exaatkiry of each output element—
in order to maintain the necessary state condition whenngdlvo or more input elements
together [26, 23]. Thus in practical implementations, tation of each desired input element
to a finite pre- and post-actuation times becomes necesdageffect of such a finite pre- and
post-actuation in the proposed approach is quantifiedilatgec. 4.2.2.

In the following, to simplify the notation, far € & andx a vector (or matrix)oxz denotes

the vector (or matrix) with each entry scaleddy

Online Desired Trajectory Decomposition

For any given tracking precision, the required pre- and-posiation time is proportional to the
size of the desired output trajectory [26, 23]. Thus, the anel post-actuation time, in general,
can be different for different output channel and/or défdr decomposition instant (defined
immediately below) as well. Thus, we denote the pre- and pastiation time at any giveji”

decomposition instant &8, ; and T, ;, respectively.

Yq A

Tpa,l Tpa,2 E Tpa,3 : """ Tpa,i—l Tpa,i E
ti] 0/ t]  ts] | taecia] ! [taeci’ 1

¥ : Decomposition Instant

Figure 3.1: The proposed control scheme: The red-verticas land the big green arrows de-
note the decomposition instants (i.e., the time instantghath the decomposition—synthesis
process occur). At each decomposition instant, the paheopteviewed desired output trajec-
tory to be decomposed is marked by the two right ahead adjaceple-dashed lines, where
Tpajs forj = 1,2,--- denote the corresponding pre-actuation times, Bni the preview
time.

Definition 2 For given preview timé), and pre-actuation timé',,, ;, the j** decomposition
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instant, ¢4, ;, is the time instant at which the previewed desired trajgci(¢) for ¢t € [tgec j+

Tpa,js tdee,j + 1) is decomposed, and is given by (see Fig. 4.2)
tdec,j = 75dec,j—1 + Tp - Tpa,ja for ] > 17 (37)

andt g1 = 0 initially.

Assumption 6 At any decomposition instahyf.. ; for j = 1,2, -- -, the available preview time

T, is greater than the required pre-actuation tirfig, ;, i.e.,
Tp > Tpay; Vji=1,2,---. (3.8)

We present below the decomposition at gié decomposition instanty.. ; and conse-
quently, the synthesis and update of the control input betviee;** and the(j + 1) de-
composition instants. The added part of the previewed el@siutput trajectory, i.ey,(t) for
t € [tdec,j + Tpa,js tdec; + Tp) (see Fig. 4.2), will be decomposed into (approximated by) a
finite sum of the desired output elements with given desiredipione,, i.e., for the previewed

desired output trajectory in tHé" channely, x(-) in

Ya() = [ya1() vaz() - yaq() ], (3.9)

we approximateyy . (t) for t € [tgecj + Tpa,js tdec,; + Tp] DY

Na, i
Z Pki y:,j(t - tdec,j - tsep,k:,i) (310)
=1

N,k
- Z DPk.i yz,j(t - ZL/dec,j - tsep,k,i)7 (311)
i=1

Q

Ya,k(t)

such that for any giver,

t ) 1/2
dec,j+Tp
</ Ey,apox(T)Q(dT)> < e, Where
t

dec,j""’]rpa‘,j
- (3.12)
Ey,apom(t) £ yd(T) - Z Z pk,iy]z,j(t - tdec,j - tsep,k:,i)
k=1 i=1

2
wherey;,j(-) andy,’;j(-) are defined in (4.3} ;s € i are constant coefficients, and the posi-

tive constants,.,, . ; > 0 denote any additional shift needed in the decompositian,(@hen
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the uniform B-splines are used to construct the library,%ee 3.2.3 later).

Online Input Synthesis

Based on the decomposition of the previewed desired outiddyi (3.11), the desired input to
track the added part of the previewed desired output is mddaas a linear combination of the
corresponding input elements from the libraty, i.e., the desired inpui,(t) to trackyg(t)

fort € [tdgec,; + Tpa,js tdec,j + Tp] is Synthesized as

q Ng 1
Ud, 5 (t) = Z Z pk,iuz,i (t - tdec,j - tsep,k,i) (313)
k=1 =1

whereuy, (1) € RP<1is given by (4.4). Note that the tracking of the original deditrajectory
yq(+) is guaranteed by the superimposition property of LTI syst¢see (4.2)— (4.4)). Then
for a given required tracking precisienthe corresponding pre-actuation tiffig, ; and post-
actuation timeT,,; ; can be determined (discussed later in Sec. 4.2.2), andutheatied control
input for tracking the decomposed part of the previewedrddsbutput trajectory is obtained

as

Ugre (1) = We, 10 (H)ug j(t), for tracking
’ e (3.14)

Yak € [tdec,j + Tpayjs tdee; + Tpl,
whereW. | +.,(-) is the window function (i.elV;,, +,(t) = 1fort € [t1, to], andWy, 4, (t) =
0 otherwise) with
tj1 = tdec,j, tj2 = tdecj + tjmax + Tpst,j,
andt; max IS the upper bound of the supports of all the desired outumehts involved in the

4t decomposition,

tj max = Supty ;. (3.15)
k

The post-actuation tim&,,,; ; is needed as truncated B-splines (i.e., with none-zero- star
ing or end value) are used in the approximation, and thesedtad B-splines are smoothly
extended and transited to zero to become the desired ougmeets in the Library (see

Sec. 3.2.4).
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Finally, the control input fo¥ € [tgec j, tdec,j+1) iS updated by

Upre,j(t) + Ugre 5 (T), t = tdec,j
upreg(t) = 4 red®) ¥ et el (3.16)

upre,j(t)a te (tdec,j> 75dec,j—|—1)

and the previewed control inpuy,,.. ;(t) is applied to the system fare [tgec j, tdec,j+1)-

Remark 9 The proposed method can also be applied to trajectory ptanrpplications,
where the decomposition of the desired output trajectony e synthesis of the control in-

put are only needed once.

3.2.3 B-spline-Based Desired Trajectory Decomposition

Next we describe decomposition based on B-splines. Althawagious function interpolation
technigues can be employed for the decomposition (e.gtestmok [51]), B-splines are cho-

sen for their flexibility that results in a small size librasf/input-output elements.

B-spline-Based Trajectory Decomposition

The B-spline-based signal representation and approxamagichnique has been studied re-
cently for control such as trajectory planning [52] and wyati control [53, 54]. We present
below the construction of B-spline—for completeness—aRéh [55] by formulating the B-

spline approximation as a LQ-optimal control problem.

With no loss of generality, we consider the decompositiothefk!” channel desired output
trajectory for timet € I = [0, T4]. By (3.10), the previewed desired output trajectory in the
k' channel can be approximated by
m—1
yd,k(t) ~ Z pk,iBi,s(t) £ papm,k(t) (317)
i=—s+1
where B, 4(t) are thes'"-degree basis functions, amd > s + 2 is the total number of knots

with ¢;sfori = —s+1,--- ;m — 1, chosen as below in the approximation

0<t g1 <tgro<-or <ty < Ty
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With the knots chosen as above, the B-spline basis functicmsbtained by setting

1, fort; <t <tiiq,
Bio(t) = ' a (3.18)
0, otherwise

and recursively by

t—t;

t; 1—t
Bis—1(t) + LBiH,s—l(t)’

Bis(t): tir. —t t: —t
i+s 7 i+s+1 i+1 (319)

t=—s+1,—-s54+2,.--- m—1.

For given degree and knots number of B-splines, the totalbmurof B-splines used in the

approximationNg j, is then given by
Ngp=m+s—-1>2s+1 (3.20)

We assume that there arég number of sampled desired output values used in the above

approximation, i.e., we sele¢y, r(v1), yax(72), -+, Yd, (Yvg)} with
0<m <7 <y <Ta
Then, the approximation problem in (4.11) can be formulagdn optimal control problem,

min J(vy), where

PkE%Nd’k
N5 (3.21)
2
J(y) 2 / AP, (002t + 3 05 (Pape () — var(1))?,
I =

where

Pi=[Ph—st1 Pk —st2 "~ Phm1]’,
(3.22)
y={v2 s},

andX > 0 andw; € [0, 1] for V;j are the weights. The solution to the above optimization
problem is given by

Pf=(\Q+M"WM) ' MTW, 4 (3.23)
where

Coe = [Ya k(1) Yar(v2) - yar(vng) 1 (3.24)

W:dlag([w1 wy - wNB]), (325)
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and

Q = [ ar, i, | € RNar>Nak, (3.26)
with k., k.= —s+1,—s+2,--- ,m —1,and
By b = / B2 (1B (t)dt. (3.27)
I

Furthermore, the matrix/ € RV5*Nak is given by

B—s+1,s(71) B—s+2,8(71) T Bm—l,s(’Yl)
h B_sg,s(’m) B—s-i-?,S(’Y?) : Bm—llvs(’Y?) (3.28)
L B_s—i-l,s(’yNB) B—S+2,S(7NB) T Bm_LS(/}/NB) i

Note that in solution (4.14), all the matrices (vectors)aptcthe sampled values of the de-
sired output in (4.15) are knowa priori, as usually the preview timé,, the degree and the
number of the B-splines and NV, ;, respectively, and the number of sampled values used in
the approximationVg are given. Therefore, the previewed output trajectory aaffectively
decomposed online.

Uniform B-splines  The uniform B-splines, obtained when the knots selectedewenly
spaced within the time interval, i.¢;,,1 —t; = Tyq/(m — 1) fori =0,--- ,m — 2in (4.5),
possess two features particularly useful to reduce the ruofielements in the librarg.: (1)
The obtained B-splines are nothing but time-shift copiesamh other, with the shift time given
by the spacing between two successive knots, i.e., theghniet,,,, ; in (3.10) is the same, and
is given by

Ty
m—1

tsep,k,i =tiy1 — b = = Atsep,ja fori=0,1,--- ,m — 2. (329)

(2) The truncation points of the truncated B-spline bastsfixed and uniformly spaced. For
example, for thed™@ uniform B-splines, the truncation instants ares at Atgepi (s =1,2,3)
ahead or behind of the starting or the end instant of the Hasigtion, respectively (see
Fig. 4.1). For example, when ti%" B-splines are used, the librag, only consists of seven
elements of input-output pairs (see Fig. 4.1). Due to thdsargages, we assume (the results

below, however, also hold when non-uniform B-splines usiél wery minor changes):
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Library composed with 3rd - order B—spline basis elements
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Figure 3.2: The desired output elements in the librdrygenerated by using th&¢-degree
uniform B-spline basis function and its truncated version.

Assumption 7 The output elementg’ ; for i = 1,2,--- , Ny, in the library L. are generated
from thest"-degree of uniform B-splines with > r. + 1, Wherer,,,, = maxy ry is the

highest relative degree among all output channels.

In light of Assumption 5, the degree requirement in the ab&ssumption 7 is needed as the
sth-degree B-splines is up to— 1 order continuously differentiable.

In the following, we denote, respectively, the subset opatielements obtained from un-
truncated B-spline elements, and those of truncated-Besglements with extension at the

beginning or at the end, &, B;., andB ., respectively.

3.2.4 Output Elements Extension and Input Elements Approxnation

To ensure precision tracking, the desired output elemesgd in the decomposition needs to
be sufficiently smooth [3]. This smoothness requirementlissghat the truncated B-splines
cannot be used directly as the desired output elements., THeufollowing output-extension-

input-approximation scheme is proposed to address this.iss
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Output Elements Extension The output elements in the library generated by truncated B-
splines with non-zero starting values, are obtained viaresibn and smooth transition as fol-

lows: y:,i(-) € By are given by

0 t < —3T%,

Teilt te |-3T:,, —2T;,],

Yo i(t) = () 3T 2 (3.30)
y:,z(o) te (_2T;av 0)7

yeit)  telo, t]

where T, is the maximum pre-actuation time large enough to guarahieeracking preci-

sion for all tracking in the given applicatiofT, ;(-) denotes a smooth function to transit the
output elemeny; ,(¢) from 0 to the truncated value gt ,(0) (e.g., an exponential function).
Finally, the above extended and transited output elemeantdiltered to render the element
y’;i(~) around the extension points smooth enough while keepinfjlttieng-caused deviation
small enough to meet Assumption 5 (e.g., by using a highrordecausal low-pass filter).
Similarly, the output elements in the library generatednfiouncated B-splines with non-
zero ending values, are obtained via extension and smauthition as follows fot > t;, for
Ye.i() € Be,
Yz (1) t €0, ti),

)

yr(t; te(t;, t; +2T%,,),
ye(t) = el i i 2
7-e,i(t) te [ti + 2T;st7 ti + 3T;st]7

0 t > t; + 3%,

(3.31)

whereT;; is the maximum post-actuation time (quantificatioriiyf, andT;,, is addressed in
Sec. 4.2.2). As an example, the output elements obtainedghrthe above extension scheme

are plotted in Fig. 4.1 for tha""-degree B-splines case.

Input Elements Approximation  As shown by the stable-inversion theory [3] and discussed
immediately in Sec. 4.2.2, the control input element for dbeve smoothly-extended output
element exponentially approaches to a constant duringxtemsion period of the output ele-
ments (see Fig. 4.1). Thus, at any givéf decomposition instant, the input elemeq;i(t)
(corresponding to thé" output element used in the decomposition of ie channel of the

desired output) are approximated as a constant for timaegrédaan an half of the extension
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time window, i.e.,

Wt (=T ), fort € [~2Tya ;s —T%,],
ujpi(t) = { kil = Tpas) =2 Tpagy Tl (3.32)

uzz(tm + Thet)s fort > t; + Tpe,j
Offset of the Previewed Output for Decomposition At each decomposition instant, the

previewed desired output to be decomposed is offsettecibattzero.

3.2.5 Quantification of the Pre- and Post-Actuation Times

Next, we quantify the pre- and post-actuation times. We $ter quantification for each
desired output element first, then for tracking after onlg decomposition instant, and finally,
for tracking after any given number of decomposition inttanTo begin with, we represent
system (3.1) in the output tracking form.

Output Tracking Form [36] Under Assumptions 4, 5, system (3.1) can be transformed

to the following output tracking form through a state tramsfationI” : R — R”

10 0
() =T | ny() | = D¢ T Toal | ma(t) | - (3.33)
n(t) na(t)

along with the inverse control inpu;,,,(-)

Uino(t) = My Yq(t) + Mgns(t) + My, (t), (3.34)
such that
£(t) = &alt),
ns(t) = Asns(t) + BsYa(t), (3.35)
Thu(t) = Auns(t) + BuYa(t).
where
- d" "ty . d2 Ly, ) drr—ly T
g(t) =Y Y1, - deri—17 Y2, Y2, -, Wa"'ypv Ypy =7 dtTp—lp (336)

is the output and its derivatives, and

Yat) = &) 40 (3:37)
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In (3.35),7s(-) andn,(-) are the stable and the unstable internal dynamics [36]eotisply,
i.e., all the eigenvalues i, and A,, are on the open left hand side and the open right hand
side of the complex plane, respectively. Particularly,stadble and unstable internal dynamics

are solved by flowing the state forward and backwards in trespectively, i.e.,

Us(t) = ﬁS(O’ t, Yk,i('))’

Uu(t) = ﬁu(t’ o0, Yk,i('))’

(3.38)

where

t
Lot t, U()) 2 / " A=) B U (7)dr
te

(3.39)
t
Lolteta U() 2 — / " A=) B U (r)dr

te
The above (3.38) implies that in general, infinite pre- anstya@tuation is needed to achieve
exact tracking of nonminimum-phase systems [26, 23]. Magdor systems satisfying As-
sumption 4, the control input to achieve exact tracking ofvamy desired output trajectory is
unique [3] — regardless of the method used to obtain the e &iput elemenu;i(-). Thus,
truncation to a finite pre- and post-actuation time is neetleen using the desired input ele-
ments to synthesize the input (see Sec. 4.2.1 and (4.22)).
The Lemma below quantifies the pre- and post-actuation tonerie output element in the

library L.

Lemma5 Let Assumptions 4, 5, 6, and 7 be satisfied, anot/;jg(') be any given output

element in the libraryC, as specified by4.3). Then the error due to a finite pre- and post-

actuation time,T},,,; and 7;,s;; respectively, in the tracking af; ;(-), [leyi(t)|l,, is bounded

as
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Y25 (€t Tpasis Tpst,i)+
]Ca7se_(a+)\)Tpavi_>\t:| ? y:vl(') G Bbe
ley.illy < Y€t Thais Tpst.i), y:i () € B, (3.40)
Yg?i [gy,i(ta Tpa,i, Tpst,i) + A(Ict,ua Iét,ua t)
e_BTpst,i] , y:;l() & Bfe
fort > 0, where
Y25 = sup [[Yei ()]l »
T (3.41)
5y,i(tana,i7Tpst,i) L {Ica’ue_(ﬁ‘i‘)\)Tpa,i—)\t + A(]Ct,s, ]€t787t)e—0£Tpst,i}
with
Ao(Kq, Ka,t) & (Kl - Kze_’\t> p(t = trs — Thsti), (3.42)
w(t) is the unit step function, and
A 2
Ka.s = —MaMa, |Tysll2 [ Bsllz [Cll2
1
K:a,u £ BMAMAu”anuH2 HBuH2 HC”2 )
1+ Mgy
/Ct,s £ 7)\8MAMASHMs||2 ||BS||2 ||BH2 HCHZ )
o (3.43)

~ A ) "
lCt,S =2 ,Ct’seA(tk,z'i‘Tpst,z),

2
A
Kiu = )

> A . .
ICt,u = K:t,ueA(tk’ri_TpSt’Z)v

MM, [Muyll2 [[Bully 1Bl 1€, »

where the constantd/ 4, M 4,, o and 3 satisfy the following Hurwitz matrix inequality.

e I I R X

%), < Mae, et

Proof: We first consider the output elements obtained from unetted B-splines, i.e.,
y;i(-) € B,, and quantify the error due to the finite pre-actuation ortlye-error due to the

post-actuation is obtained via superimposition. Note if#tis case the input element equals
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to the exact-tracking input for time > —T7,, ;, and the tracking error is caused by the state
error at time instanPTgM [26, 23]. Thus, by (4.21), (4.22), the finite-truncation sed error

of the system state at any time instant —7,,, ; is given by:

ek (1) 2 al (1) — xp (1) = eATpaitpr (T 0) (3.45)

Tt e, e,

By (3.33), the state value can be further represented by ukgub(and its derivatives) and
the internal dynamics. Particularly, for the desired ougdaments considered in this chapter

(see (4.10))¢4(t) = 0 andns(t) = 0 for t < 0. Thus, by (3.33), (3.38),

et (t) = eA(Tpa’i—l—t)Fn,unu(_Tpa,i)

T,

(3.46)
= eA(Tpa’i—l—t)Fn,uﬁu (_Tpa,ia 0, Bqu,z())
Thus, the finite pre-actuation-caused tracking erroryggl(-) € B, can be quantified similarly
as the finite preview-time-caused tracking error, and istehi

A A A

Casel Case 2 Case 3

. Tga, Tpa, Tpa Tpst, ,Tpa Tpst,  Tpa Tpst Tpst Thst.

D v N 0
I il 1y 1y I I I 3
> >

>

0 0 0

Figure 3.3: The pre- and post-actuation tirifig, and7),; for (2) thes"-degree B-spline basis
function, (1) the one truncated at the beginning, and (3pbtieetruncated at the end.

Secondly, by (3.47), (3.34), and (3.38),1as(t) = 0 for ¢t > ¢;;, the finite post-actuation
caused tracking-error fca;*m(t) t >ty + Tpets, 1S, in fact, due to approximating the inverse
input its value at time instant, ; + 7)., Which, in turn, is caused by approximating the
stable internal dynamicsg(¢) with its value atty ; + Tpsti, €., 15(t) = 1s(t; + Tpet,i) for
t >t + Tpsts- Thus,

t

e ,(t) = /t M= B e (r)dr, and,

i
kit Tpst,i

& i(t) = My (ns(t) — ms(ti + Tpst,i) (3.47)

_ eAsTpst,i [(eAsAt _ 1)"73 (th)] (At A t— tk,i _ Tpst,i)
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where the boundary valueg(tx ;) can be further bounded as

1
Ins(ti)ll2 < —[1Bsll2 sup [Yei(7)lloc, (3.48)

This shows the second formula in (3.40).

Next we consider the output elements obtained from trudeatehe-beginnthe proof is
obteined to quantify theing B-splines, i.g,’;’i(-) € By.. The finite post-actuation caused error
for these elements is the same as that for those from untedh&asplines. Whereas the finite
pre-actuation-caused state error is given by the sum oftétte srror at time instart,, . ; and

the input error fort > T,,, ; (due to the transition of the extension to zero, see Fig, #€l)

¢
ey i(t) = eATraitDe, (T ) + / M=) Bey, 1,i(7)dr (3.49)
_Tpa,i

Note that the first error term on the r.h.s. can be boundedatme ss that for the un-truncated
B-spline elements. And by (3.34) (3.38), the input errorhia above (3.49) comes from the
error of the stable internal dynamiegg(¢) for t < —T,,, caused by the replacement of the

constant desired output with the smooth transition to zZexq,fort > —7),,;
uk,i(t) = Msey s(t), with
ens(t) = ettty (~Th )
= ATt t0) [ £ (=00, ~8Tai, Yal0)) + Lo(=3Tpais ~2Tpais (Ya(0) = Va(t)) |

(3.50)

It can be verified that the aboy& (—oc, —3Tpa.i, Y4(0)) andL(—3Tpa.i, —2Tpai, (Yd(o) — Yd(t)>
(as defined in (3.39)) can be quantified similarly as thosaHercase ofy; ;(-) € By. This
shows the first formula in (3.40).

Finally, we consider the output elements obtained fromdated-at-the-end B-splines, i.e.,
Yi:(*) € Bye. Note for these elements the finite pre-actuation caused isrthe same as that
of elements from untruncated B-splines, and the post-totuaaused state error consists of
errors cause by (1) the replacement of a constant desirgdtowtith the smooth transition to
zero, and (2) the replacement of the inputfor t;; + 7)., by the constant equaling to the

input value at time instart, ; + T 4,

MueAu(tk’H_TpSt’i_t) €nu (tk,z’ + Tpst,i) t < tk,i + Tpst,i
eu,i(t) = (3.51)

Msén,s(t) + Muen,u(tk,i + Tpst,i) t> tk,i + Tpst,i
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where
€nu (tk,z’ + Tpst,i) = £u (tlc,i + 3Tpst,i> 00, Yz,i(tk,i))

+ Lo (tri + 3Tpstisthi + 2T psts ( ki(thi) — Y;i(t))
(3.52)

En,s(t) = ms(t) — ms(ti + Tpst)
= Ls(trirt, Yy i(tei)) — Ls(tristei + Tpstiir Y i (tk.i)

Thus, the error terms, ,, (tx; + Tpsts) @ande,, s(t) can be quantified similarly as above. This
finishes the proof. [ |
Next, we consider the tracking error at any givéf decomposition instant due to the finite
pre- and post-actuation of the synthesized inpyit(¢) obtained from the decomposition of
ya(t) wWith t € [tagecj + Tpaj, tdee,j + Tp). For clarification, for any givert" (k=1,2,---q)
output channel we order the output elements by the time thstyafppear in the decomposition
of the previewed desired output in that chanpegl (-), and denote, for thé” output element,

the pre- and post-actuation times@% ki and7’

Dst ki TESPectively.

Theorem 2 Let conditions in Lemma 5 be satisfied, and at any gijférdecomposition time
instantt g ;, let the previewed desired outpyt ;. (t) for ¢ € [taee,; + Tpa,k,js tdec,j + Tp) @and

k =1,2,---,q be given, and be decomposed inmik number of desired output elements
generated by the**-degree B-splines. Then the finite pre- and post-actuatarsed output
tracking error can be bounded as

q 1/2
lley(£)]l, = (Z ey k(t) ) : (3.53)

k=1
where fork =1,--- ,q,

leyx(®lla < Y55 {Kre™rarse Gaat
o (3.54)

ot
i [AI(K2’K3>t)€ petkolak 4+ A1 (Ke, Ks, t)e anSt’kﬁNdyk} }

where A (-, -, ) has the same structure ag(-,-,) in (4.27) with the step functionu(-) re-
placed byu(t — T, + T okl Tgst KNy L) Tpa poandTl . N, are the pre-actuation time
of the first input element and the post-actuation time ofa:malhput element involved in the

decomposition, respectively,

Y5, = sup [pra Y, =12, Nug, (3.55)
(3

)
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with Y25 given by(3.41) and forj = 1,--- ,5, K;s are given by

Ky = (54 D)Kau, Ko=5Kiu, Ksz=5Ks,,

Nk Nops
K4 = ,Ct,s Z e_BFi + ]Ct78 Z e—OlFZ‘ + SlCt,S’
i=Ng,p—s+1 imatl
N, —BLi+NT i +Tp—%) (3.56)
K5 = ’Ct,s Z e pst.k.Nj o
i=Ng,p—s+1
Ng,x—s
+ ’Ct,s Z e_OCFi"l')\(Tpst,k,Nd’k+TP—Q,L-) n skjt’s‘
i=s+1
wherek, ., Ki s, Kty Kt and Ky, are given by(3.43) and
Pi £ (Né,k — 17— 1)Atsep7j7 Q’L £ ('l — ]‘)AtsepJ- (357)

with At ; given by(4.7).

Proof By superposition, the proof is obtained to quantify the kiag error caused by finite
pre- and post-actuation time in one output channel, i.earfg givenk = 1, - - - , ¢, we consider

the tracking error for

Yar(-) =10 - yaor() - 07, (3.58)

wherey, o x(-) € R denotes the desired output trajectory in ke channel. Note for thé\fik
number of output elements generated by dffedegree B-splines (employed in decomposing
va,0,k(-)), s number of output elements generated by the truncatededtehinning B-splines
are involved in decomposing, o 1 (t) for t € [0, At,p ;), ands number of output elements
generated by the truncated-at-the-end B-Splines areviestloh decomposingq o for t €

[tk — Atsep,j7 tk], i.e.,

By, fori=1,2,---s,
Yei() €9 B, fori=s+1,--- NI, —s, (3.59)

Bs, fori=NJ, —s+1,---,NJ,.

Secondly, for the®” output element ordered above, the pre-actuation timg of-) for i =

s+1,---, N7, and the post-actuation time of ,(-) fori = 1,---,NJ, — s are increased
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by the separation time between the starting and the finalitistants with respect to those of

Yo s11() andy;Nk_SH(-), respectively, i.e.,

Tpa,k,l» 1= 17"' S
Tha,k,i = .
Tpa,k,1+ri7 Z:S+27'” 7chl7k7
(3.60)
- J
T Tpst,k,Ndi +Qi7 1= 17"' 7Nd,k_87
pst,k,i —

c J
Tpst k,Ng s i=Ngp—s+1,--- Ny,

wherel', and(2, are given in Eq. (3.57), respectively. Finally note that pheviewed desired
output trajectory to be decomposed always starts from tleeseby, the weighted sum of the

output elements involved in decomposingy (t) aroundt = 0 equals to zero at= 0,

> prayiit)| =0 (3.61)
i=1 t=0

The above (3.61) implies that for minimum-phase systenesfittite pre-actuation time effect
on the weighted sum of the input elements vanishes. Thuprtitd is completely by applying
the superposition principle along with Egs. (3.59), (3,§8)61) to Lemma (5). |

As shown by (3.54), the finite pre- and post-actuation timesed tracking error exponen-
tially depends on the length of the first pre- and the lastpostation time7,, 5.1 andT},s; i v,
respectively, and the above Theorem (2) shows that therashpre- and post-actuation times
(for given tracking precision) are ultimately determinedtbe largest one (among all output
channels) needed, respectively. Thus, at any gj¥edecomposition instant the pre- and post-
actuation timesT,, ; and T, ;, respectively, are related to those of output elementsen th

decomposition by

_ J _ J -
Tpaj = m,?XTpa,k,l’ Tpst; = max T,k vy o k=12---,q, (3.62)

and with no loss of generality, we assume

Assumption 8 At any given decomposition instant, the pre- and post—alit:l:uatimes,TIZan’1

and 7"’

pst,k,N,,, are the same across all output channels.

Finally, we consider the general case where prior to theeatitime instant.., there aren

number of decomposition instants.
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Theorem 3 Let conditions in Theorerf?) and Assumptioii8) be satisfied, and at the current
time instantt., there arem number of decomposition instantg,. ; with j = 1,--- ,m, and

at eacht g ;, there areN; number of thest"-degree uniform B-splines based output elements
used in the decomposition. Then the finite pre- and postatotucaused output tracking error

can be bounded as
q

1/2
1Ey(@)ll, = (Z (& ,k(t)||2)2> ; (3.63)

k=1
where fork = 1,--- ,q, andt > m(T, — T, ).

pa7m

1By w0l < Ty {Rie™(FTremt)

(3.64)
+ [Az(mKQ, K3, t)e PTostm 4 Ag(mKy, Ks, t)e—ﬂzst,m] }
where forj =1,2,--- ,m,

Yﬁ,k = max; Yﬁ, T;a,m = rnjln {Tpa,j} ,
Tpstm = ming {Tpst 5}, K = Er, 1,,Ki, and (3.65)
Kg = ETP,TPQK& ]K5 = ETp7TpaK57 with (366)

_ m(Tp=T}q m)A

BT, Tyn = Sttt (3.67)

andAs(-, -, -) has the same structure &g (-, -, -) in (4.27)with the step functiop(-) replaced

by,u(t — Tp + Tpa,tot,m — Tpst,k)1 with
m
Tpa,tot,m = Z Tpa,ja
j=1

and Ko s, Kou, Kes and Ky, given by(3.43), andK;s fori = 1,2,3,4 defined in (3.56),

respectively.

Proof: Similar to the proof of Theorem 2, we consider the pre- amgt4agtuation effect on
one output channel, i.e., tié" output channel fok: = 1,2,--- ,q. Note that at the current
time instant.., the actual effect time of the finite pre-actuation relatethep'” decomposition
instant (forp < m) is given by (i.e., replacein the expression on the right side of (3.54) with
tact,p given below),

p
tactp =t —PTp— Y _ Tpaj-1  (With Tpeo = 0.) (3.68)
j=1
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By applying the superposition principle to Theorem (2) glarith (3.68), the total pre-actuation

caused tracking error is given by

m
”Ey(t)Hz <K; Z Y;kae—ﬁTfa,k,le—A(Tfa,k,l-i-tact,p)
p=1

m
< V% Ky T NT0) S M (=P T30)

p=1
(By (4.26), (3.66), and (3.68), and Assumption (8), alonthwi> m(T;, — T}, ,,))
< YEOKIETP,TPGG_(ﬁT;“’m-FM)
(3.69)

Similarly, note that at the current time instaptthe actual effect time of the post pre-actuation
related to thep'” decomposition instant (fop < m), embedded iMs(-,-,-), is also given
by (3.68) (i.e., replaceon the right side of (4.27) with,.; , in (3.68)). Hence by the superpo-

sition principle again, the total post-actuation causadking error can be bounded as

m
> _ P
1B, <3 {Y;?k iy Ko o] T
p:1 (3.70)

_pp
+ |:K4 o K5€_)\t(wt’p:| e 6Tpst,k,Nd7k }

Thus, the finite post-actuation caused tracking error cdoobaded similarly as shown in (3.69),
by applying (3.66) (3.68) to the above (3.70). And the preafompleted by combining with
(3.69). n
Quantification for Practical Implementation  In practical implementations, although
the input elements for exact tracking of the desired outfprrents cannot be obtained—due
to, e.g., the presence of inevitable noise and other dishads effects, the input elements for
precision output tracking can be achieved. As demonstriamidd8, 56], by using the ILC
techniques, the tracking error can be reduced to the noigd I€rhus, we consider that a
practically achievable desired input elemarj‘;k('), can be obtained such that for every output
elementy;;’i(-) in the library L., the practically achievable output elem@m.(-) is different

from the desired one by a known tracking limit i.e.,
Hyg,i(t) - yliz(t)HQ < €e) for Vk = 17 4, andi = 17 e 7NL' (371)

Furthermore, when using the uniform B-spline elements endhcomposition, there are at
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mosts + 1 number of elements summed together at any given time instans, the following

Lemma follows immediately.

Lemma 6 Let conditions in Theoretf2) be satisfied, and the practically achievable desired in-
put element be specified (4.29) Also, let the pre- and post-actuation tirfig, ; and T, w,
be as in Theoren2). Then at any given time instaty, the tracking error of using the synthe-

sized input is bounded as

q 1/2
£y Oz < [[1E,@)]2 + (Z HeZ,k(t)H%> ,  Wwith
k=1

s+1

leg k(2 < D Ipwjlee,

Jj=1

(3.72)

wherep;, ; are the coefficients of the output elements used in the dexsinon of the previewed

desired output in thé'” output channel at time instant

3.2.6 ILC Approach to Construct the Library L.

The ILC approach is utilized in the proposed technique t@iobthe desired input for each
desired output element in the librafg. As the entire desired output element is known a priori,
knowledge of the desired output can be fully exploited alaiitp the system dynamics in the
ILC framework [57], thereby, allowing the use of noncauyald overcome the nonminimum-
phase constraints on tracking precision [58]. Moreover,dffline construction of the library
allows the utilization of iteration to compensate for theerde effect of repetitive disturbances,
unmodelled dynamics, and parametric uncertainties. We thait various ILC techniques can
be used for constructing the library [57, 58]-as an illusteaexample, below the recently-

developed multi-axis inversion-based control (MAIIC)hamue [56] is presented,

o) = 0
oldw) (3.73)

A

Uk (jw) = Up-1(jw) + p(jw)G] 1, g (i) (Ya(jw) — Vi1 (jw))
where Gy ,,q is a diagonal matrix with diagonal elements being the modéhe diagonal

subsystems of systetH(jw),

Gl,md(jw) = dlag[ Gll,md(jw)7 G22,md(jw)a T, Gnn,md(jw) ] ) (374)
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and
p(jw) = diag| p1(jw), p2(jw), -, pn(jw) | (3.75)

is the iteration coefficient matrix with the diagonal elemgp(jw) € R* for eachp € Z.
In (5.4), Uk(jw) and Yk(jw) denote the input and output of the system in k& iteration,
respectively,

Uk (jw) = [t 1 (jw), G k(w), - i i(jw)]",
(3.76)
Vi(jw) = [14(w)s Gor(iw)s -+ 5 Gui(Gw)]”

It can be shown [56] that the above MAIIC technique can acghmecision output tracking
in repetitive operations when the noise disturbance islsarad the noise effect can be quan-
tified, frequency wise, by the ratio of the noise to the desoetput amplitude. The efficacy
of the above MAIIC approach has been demonstrated througgriexents in nanopositioning

control [56].

3.3 Nanomanipulation Simulation and Example

In this section, we illustrate the proposed technique byl@menting it to an output tracking
simulation for planner nanomanipulation application gsiwo piezotube actuators. We start

with describing precision positioning in nanomanipulatio

3.3.1 Output tracking with preview in nanomanipulation

Preview-based output tracking is needed in nanomanipualatthere a micro-machined can-
tilever probe driven by piezoelectric actuators is utilize manipulate nanoscale subjects [15],
both horizontally and perpendicularly, to, for exampleildintegrate circuit using nanotubes
[40] or to conduct surgery operations on single live cell][44s nanomanipulation usually in-
volves online-generated commands (e.g., through an irgdwased interface), preview-based
approach becomes a nature choice to output tracking, plantic at high-speed. Similar
precision output tracking with preview also exists in arsash as nanofabrication [15] and
robotic operation [16]. We focus, in the following, ary axes precision positioning in planer

nanomanipulation—the use of the proposed approagkeixis precision positioning is similar.
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The dynamics of the piezoelectric actuator feraxis (they-axis dynamics is similar)
positioning on an scanning probe microscope (SPM) systenbealescribed by the transfer

function below,

4
Gis) = 2 _ ngl(s_zq) (3.77)

Ug(8) xHrzl(S —Dr)

where the input and output are the voltage applied to thepleztric actuator (in Volt) and the

displacement of the piezo actuator {im), respectively, and the Laplace transform variable

is in rad/ms (to reduce the numerical computation erroig, an

K, = 29.28,
24 = 0.9274 + 41.659i, —0.2484 + 30.434i,
pr = —0.188 + 31.326i, —0.857 & 24.570i, —20.26, —15.20.

The above dynamics model is nonminimum-phase with a paipofplex zeros on the right-

half-plan. Note to illustrate the proposed approach, weiged on the compensation for the
linear dynamics only and neglected the hysteresis behaVibie piezo actuators — The hys-
teresis effect, as being range dependent [10], is negligidien the displacement is small

relative to the full displacement range of the piezo actugito].

3.3.2 Implementation of the B-Spline-Decomposition-baseOutput Tracking

The proposed approach was implemented to a contour tratiinzal in planar nanomanipu-
lation, by following the three steps described in Sec. 4.Z1e contour to track is shown in
Fig. 3.4 (a), and the corresponding desiredandy- axes trajectories are plotted in Fig. 3.4
(b), (c), respectively. To mimic the experimental conditio practical implementations, we
considered that there existed disturbance and/or measuatamise augmented to the control
input and the measured output, respectively. The added/aytput noise was generated as a
band-limited white-noise with cut-off frequency at 5 KHzh&amplitude of the noise at +
0.02 um was similar to that observed in experiments of similar pas@ioning using SPM
[56].

In the following simulation, we assumed that the previewetimas 4 ms (i.e., at each
sampling instant, the future desired trajectory was knoam4f ms). Such a preview time,

guantified according to Theorem (4), was enough to ensumspa tracking of the desired
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Figure 3.4: Desired manipulation contour and previewed de¥ired trajectories in simulation.

trajectory (i.e., the tracking error was close to the sizrai$e added to the signals).

Library Construction The output elementg,’;ﬂ.(-) fork = 1,2 andi = 1,---, N, were

constructed by using thg"-degree uniform B-splines, resulting in a total§f, = 15 output

elements. With total knots number chosemat= 8, the B-splines can be readily obtained
recursively from (4.6), and the output elements for the dated-at-the-beginning B-splines
(total of 7) and those for the truncated-at-the-end (tofaf)owere obtained via extension,
smooth transition to zero, and filtering (See Subsec. 3.2 corresponding input elements
“Z,i(‘) for k = 1,2 andi = 1,---,15 were obtained by using the MAIIC technique. The
relative tracking error of each output element in 2-nofth(%), was very close to the noise

level at~ 0.5 % (As demonstrated in [56], precision output trackinghviiacking error close
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to noise level can be achieved by using the MAIIC techniquexperiments), where

Desired Trajectory Decomposition With given previewed desired trajectory (i.e., with

y]:,z() - yZ,i(‘)Hz
195,52

Ey(%) =

given preview time), the required pre- and post-actuatiores can be quantified by Theo-
rem (4) and Lemma (7), which, in turn, can be used to deteriaalecomposition instant
by (4.20). As an example, the decomposition instants aldtiytive corresponding decompo-
sition of thexz- andy-axes desired trajectories at each instant for the samagboation time

of T,,,; = 3 ms forV;j are shown in Fig. 3.5. With knots number = 8, a total of 15 output

elements were used in the approximation at each deconpogitstant. The approximation
error measured in 2-norm was below 0.001 %, over 500 timefiesntlzan the noise size (The

same approximation precision was maintained in the folgvgimulation).

X—axis trajectory decomposition

Output (um)

Output (um)

time (ms)

Figure 3.5: The decomposition of the previewed desireddtajy by using ther**-degree
uniform B-spline elements, where the pre-actuation time @fesen the same as 3 ms for the
total preview time of 4 ms (for the ease of presentation).
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Online Input Synthesis At each time decomposition instahy... ;, the control input for
tracking the decomposed desired trajectory was synthiesiyeadding together the input el-
ements corresponding to the output elements employed imgheoximation at that instant
(see Eg. (4.21)), with truncation at the beginning and tlefenthe chosen pre-actuation time
T,a,; and post-actuation tim#&,; ;, respectively. Then the control input was updated accord-

ing to (4.23).

3.3.3 Simulation results and discussion

To demonstrate the effects of pre-actuation and post-datutime on the output tracking per-
formance, thg/-axis output tracking with two different pre-actuation &8s, ; and two dif-
ferent post-actuation times,; ;, T,,; = 0.05, 3 ms, andl,,; ; = 0.05, 1 ms, respectively,
were investigated in the simulatiohsSpecifically, they-axis output tracking results are com-
pared in Fig. 3.6 for the pre- actuation timef, ; = 3 ms, and 0.05 ms ig-axis, where the
post-actuation time was kept the samelg); ; = 1 ms for allj = 1,2,---, 6. The tracking
results obtained with two different post-actuation tinfgs; ; = 1 ms and 0.05 ms are also
compared in Fig. 3.7, where the pre-actuation time was kepsame &f',,, ; = 3 ms. We also
examined the exponential decaying of the tracking erroh die increase of the pre- and post
actuation time (See Theorem (4)), as shown fortfaxis in Fig. 3.8.

Also, the manipulation contour tracking results are coragam Fig. 3.9 for the pre-actuation
time of Tp, ; = 3 ms and 0.05 ms and post-actuation timelgf; ; = 1 ms and 0.05 ms, re-
spectively, where a long enough post-actuation time anehgigation time were applied in
both cases. Moreover, the manipulation contour trackisglte are compared in Fig. 3.10 for
the pre- and post-actuation tirfig, = 0.05 ms;T,,;; = 0.05 ms and the pre- and post-actuation
timeT,, =3 ms, T, =1 ms.

The simulation results show that by using the proposeddi@jg-decomposition-based

output tracking technique, precision output tracking camtaintained throughout the entire

1We realize that pre- and post-actuation time can be chosdiemetitly at each decomposition instant to account
for the change of the desired output amplitude. To simplify presentation the same pre- and post-actuation times
across all decomposition instant were chosen here
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Figure 3.6: Comparison of (upper row) the y-axis outputkiag and (lower row) the tracking
error obtained by using the proposed technique with preation time of (left column);,, =

3 ms, (right column);,, = 0.05 ms. The post-actuation time was the samig,at= 1 ms for
j=1t0j =6.

output tracking. The output tracking performance can baifsogntly improved as the pre-
actuation time was increased. For example, by using theopemptechnique, the relative RMS
tracking errorE, (%) was only 0.5% for y axes when the pre-actuation time was at 3 ms, (see
Fig. 3.6 (), (c). Note that such a tracking error size waspamable to the size of the noise and
disturbance existing in the control system. On the contsaingn the pre-actuation time became
much shorter a,, = 0.05 ms, such a good tracking cannot be maintained — thieveeRMS
tracking errorEy (%) was about 22.6% for y axis (see Fig. 3.6 (b), (d). Therefore, precision
output tracking can be achieved with a long-enough preagiciu time.

The simulation results also demonstrated that when thegiteation time was fixed, the
tracking error increased as the post-actuation time retludéhen the pre-actuation time was
long enough, the tracking error was small when the postadictutime was long. The simula-
tion results above showed that a pre-actuatioi,gf= 3 ms was long enough to achieve preci-
sion output tracking. Thus, precision output tracking withse level tracking errorHy (%) =
0.62%) was achieved when the post-actuation time was largé,at= 1 ms (see Fig. 3.7

(a), (c). However, the tracking error increased signifiyawhen the post-actuation time was
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Figure 3.7: Comparison of (upper row) the y-axis outputkiag and (lower row) the tracking
error obtained by using the proposed technique with pasiaéion time of (left columny,s; =

1 ms, (right column)l},;; = 0.05 ms. The pre-actuation time was the sanig,at= 3 ms for
j=1t0j=6.

reduced tal,,; = 0.05 ms (see Fig. 3.7 (b), (d). Therefore, the simulatiomltesiemon-
strated that precision output tracking can be achieved ridovthe noise level) by choosing a
sufficiently large pre- and post-actuation time in the psmgbapproach.

Simulation results also illustrated the effects of the esoutput size along with the in-
crease of number of decomposition instants on the trackamfppmance. As shown in both
Fig. 3.6 and Fig. 3.7, the finite pre- or post-actuation tirmesed tracking error became much
larger in the later half of the tracking than that in the earhialf?. Such an increase of the
tracking error reflects the combined effect of the desiregbwtusize and the number of de-
composition instants — both as been described in TheorenP@tjicularly, the accumulation
of decomposition instants led to a larger constintand a larger value ohs(-,-, ), result-
ing in a larger finite pre- and post-actuation time causetking error (See (4.24)). However,
Theorem (4) (see Eq. (4.24)) also shows that the increaseofpd post-actuation time even-

tually exponentially dominates these two effects, as eMlgeshown in Fig. 3.8. Therefore, the

2The decrease of the tracking error near the end of the traakirs due to the vanishing of the nonminimum-
phase zero effect as the entire future trajectory becameletaly available
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simulation results demonstrated the efficacy of the prapap@roach in preview-based output

tracking applications.

3.4 Conclusions

In this chapter, a B-spline-decomposition-based apprtaoutput tracking with preview was

proposed. A library consisting of elements of input-outpairs was constructed offline a pri-
ori to decompose the previewed desired output trajectotytiaen synthesis the corresponding
control input. Uniform B-splines were used to generate thigput elements, where the trun-
cated B-splines with none-zero starting or end value wetenebed and smoothly transited to
zero via filtering in generating the output elements. Theesponding input elements were ob-
tained offline by, for example, iterative learning contemhniques. The effect of finite pre- and
post-actuation time of the synthesized control input onttheking performance were quanti-
fied by using the stable-inversion theory. The proposed otetiias illustrated by a planar

nanomanipulation simulation study with two nonminimurapé piezo actuator models.
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Chapter 4

B-spline-Decomposition-Based Approach to Multi-Axis Trgectory
Tracking: Nanomanipulation Example

Abstract

In this chapter, a B-spline-decomposition (BSD)-based@ggh to output tracking with pre-
view is explored to achieve high-speed, large-range nanigmkation in experiments. When
a finite (in time) preview of the future desired trajectonaiailable, precision output tracking
of nonminimum-phase (NMP) systems can be achieved by ubiegteview-based stable-
inversion technique. The performance of the preview-basegtsion approach, however, can
be sensitive to uncertainties of system dynamics. Moredkercomputation involved in the
implementation can be demanding. The BSD approach has lesetogded recently to address
these challenges. In the BSD approach, a library of desiutgub elements and their corre-
sponding input elements is constructed a priori, then teeigwed future desired trajectory is
decomposed into a summation of finite number of output elémand the control input is syn-
thesized by using the corresponding input elements witlsem@re- and post-actuation times.
The BSD technique utilizes the uniform B-splines to corwttthe output elements, the ILC
techniques to obtain the input elements, and the stabégsion theory to quantify the pre-
and post-actuation times. In this work, we demonstrate amtliate the BSD technique for
precision tracking with preview in experiments, by implerieg it to a nanomanipulation ap-
plication using a scanning probe microscope. Particylarfgedback controller consisting of a
proportional-integral (PI) followed by a notch filter is foed first to account for the hysteresis
and creep effects of the piezo actuator, then the BSD teaghrigjapplied to the closed-loop
system to achieve precision tracking at high-speed. Therarpnts showed that the tracking
speed can be substantially improved by using the BSD teabniger using feedback control

alone.
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4.1 Introduction

This chapter is focused on high-speed nanopositioning@dnttracking online generated tra-
jectory via a novel B-spline-decomposition-based (BSBhiique [59]. Nanopositioning is

needed in a wide range of applications, from scanning prdbeostope (SPM) [60], precision

optics [61], silicon wafer alignment [62], to micro/nandoatics [15]. For example, nanopo-
sitioning of the cantilever probe relative to the sampldaag is central to—at nanoscale—
image, measure, manipulate, and pattern the sample usikg[&H. High-speed nanoposi-

tioning is particularly important as precision nanopasiihg at high-speed not only directly
translates and results in improved efficiency and throughlput more importantly, enables
studies and operations not possible otherwise. For exarmigle-speed SPM imaging allows,
for the first time, direct observation of locomotion of ligircells [63]. High-speed nanoposi-
tioning via hardware innovation (e.g., piezoelectric atbus with higher-bandwidth), however,
tends to be accompanied with increased cost and/or redysdtin range [62]. Therefore,
advanced control techniques are needed to continuouslgoiphigh-speed nanopaositioning
performance.

Various feedback techniques have been proposed for natiopiyg) control. As smart ac-
tuators such as piezoelectric actuators are widely useahopositioning applications, nanopo-
sitioning control is often complicated by the hysteresibdwor and drift (creep) effects of
piezo actuators [9]. These adverse effects are coupledthaétivibrational dynamics of the
nanopositioning system along with other disturbances mdoen behavior (e.g., measurement
noise) [64, 65]. Feedback control approaches [65]-[681 sisarobust control and sliding mode
control have been developed to compensate for these effentmlinear and random nature.
The tracking precision of these feedback approaches atdmghd, however, can be limited as
the closed-loop bandwidth, thereby the tracking precisiomgh-speed, needs to be traded-off
with the robustness requirement—governed byBlogle’s plot[1]. Such a trade-off-caused
bandwidth limit is more pronounced when the sensor noiserbes significant as sensor noise
can be “amplified” by the feedback loop otherwise and resullhige output oscillations [69].
Moreover, for non-minimum phase systems, the trackingigiat of feedback control sys-

tem is dictated by the non-minimum phase zeros of the systemegexact tracking cannot be
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achieved by feedback control alone [2]. Therefore, chghsnexist in feedback control for
high-speed nanopositioning control.

These feedback-related challenges to high-speed natioposy control can be largely
alleviated by using feedforward control techniques, asaletmated by the inversion-based
feedforward control techniques developed recently [6,09, By inverting the model of the
vibrational dynamics and/or hysteresis [9], precisiorkiiag of a given desired trajectory can
be achieved by applying the obtained inverse input as a desdfd. The inversion-based
feedforward approach can be quite effective in high-speedigion tracking as the open-loop
bandwidth tends to be larger than the closed-loop one, anidshie of noise amplification can
be largely avoided in feedforward control. Particularlye tinversion-based techniques over-
come the constraints of non-minimum phase zeros imposeteotracking performance, and
achieve exact tracking for non-minimum phase systems. Thwmey of the inversion-based
approach to high-speed nanopositioning has been illestraxperimentally in SPM imaging
applications [6, 42]. The performance of the inversionelasontrol, however, can be sen-
sitive to modeling error [17, 42], while it is not practical practices to correct/update the
model each time when the effect of the system dynamics i@misecomes significant. More-
over, for nonminimum-phase systems, the computation leaadbe demanding when tracking
online-specified desired trajectory [20], as convolutigemtion is required during the sam-
pling period when obtaining/updating the inverse inputiranl Thus, there exists a need to
address these constraints of feedforward approach todighd nanopositioning control.

These modeling and online-computation related issuesimtlersion-based approach can
be largely avoided through the iterative learning contrairfework of nanopositioning [64, 70,
71]. Patrticularly, the modeling errors and slow variatidthe system dynamics caused by, for
example, parts replacement (e.g., change of cantileveeproSPM (so that the system dynam-
ics itself remains largely unchanged during the currentatm)) can be easily accounted for
via few iterations with no trade-off to tracking precisid@¥| 70]. The iteration framework also
provides a nature venue to employ noncausality to achiemetdracking for non-minimum
phase systems, as well as to compensate for both the hystares dynamics effects [64]
during high-speed, large-range nanopositioning appdioat The ILC approach, however, is

limited to repetitiveoperations, and cannot be directly implemented to apmicatwhere the
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desired trajectory is specified online, such as nanomaatipual or nanofabrication [15]. Thus,
high-speed precision tracking imonrepetitivenanopositioning control still remains as a chal-
lenge.

In this chapter, we propose to address the limits describedeafor high-speed nanoposi-
tioning by using the recently-developed BSD technique [68high-speed precision tracking
of online-specified trajectories, and demonstrate thikriggie through experiment of trajec-
tory tracking in nanomanipulation application. The BSDhigique avoids the demanding on-
line computation when tracking an online-generated deédnaectory with preview (i.e., the
future desired trajectory is known for a finite amount of peevtime), by decomposing the
previewed desired trajectory into a finite number of outgatments based on B-splines, and
synthesizing the control input by using the correspondimmii elements via the superposition
principle. The BSD technique retains the advantages ofltBeapproach described above by
using the ILC technique to construct a library of pairs ofuiiputput elementa priori, while
extending the ILC framework to non-repetitive tracking widine decomposition. The stable-
inversion theory [3] is utilized to quantify the pre- and pastuation times [23] required in
the input synthesis. In this work, the BSD technique is immated to track a planar trajec-
tory in 2D nanomanipulation. First, a feedback loop coirgisof a proportional-integral (PI)
controller followed by a notch filter is employed to account mainly the drift and hystere-
sis effects. Then, by applying the BSD technique to the ddsep system, the experimental
results show that the precision of output tracking with pravcan be substantially improved
over feedback control alone, particularly at high-speduk @ffect of finite post-actuation time
on tracking precision has also been studied and demorttiratine experiment. Therefore,
this chapter demonstrates the efficacy of the BSD technigukigh-speed precision tracking
of preview in nanopositoning control applications in pices.

The rest of the chapter is organized as follows. The BSD igalenis described in Sec-
tion 4.2 from practical implementation viewpoint. Then,Section 4.3, the BSD technique
is applied to the output tracking experiment in nanomasaifiorh, along with the experimental

results and discussions. Our conclusions are given in@edt#.
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4.2 B-spline-Decomposition-Based Approach to Output Traking with Preview

The BSD approach proposed in [59] aims to overcome two mamstcaints of the stable-
inversion-based technique to output tracking with prevjéjv—sensitive to modeling error,
and demanding online computation—while retaining the athge of the inversion approach
in achieving precision tracking for NMP systems. Partidylahe BSD approach is developed

for linear time invariant (LTI) systems given by
#(t) = Az(t) + Bu(t)

y(t) = Cu(t)

(4.1)

wherez(t) € R" is the state, and(t) € R, y(t) € R are the input and output, respectively.
We consider that system (4.1) is controllable and obseeyabith a well-defined relative
degree { = [r1,ro,--- ,74]), and no zeros on the imaginary axis. Moreover, the desieed t
jectory to track is sufficiently smooth (i.e., th& desired output, for each= 1,2,--- ,p, is
differentiable at least to th@h order), and can be previewed for a finite tiffig These condi-
tions are reasonable and can be satisfied in a wide rangeckingsapplications (including the

nanomanipulation example studied in this chapter).

4.2.1 Decomposition-Synthesis-Based Output Tracking

Next we present the BSD technique from implementation vaatp—the derivation and anal-
ysis of the technique are omitted (readers are referreddoff® details). The BSD technique

mainly comprises the following three steps.

Step 1) Construct a Library of desired input-output elemens £,  The library is to provide
the output elements for decomposing the previewed degiagettory, and the corresponding
input elements for synthesizing the input. Specificallg, lthrary £, of pairs of B-spline-based

input-output elements is given by

L= {[yz,i(')7 UZ,Z()] k=1,2,---,¢ i=12,-- aNe} (42)

wherelN, is the total number of different base output elements, anddee of input-synthesis,

the desired output eIemeng/g’i(-) € R9*! for givenk andi = 1,2,--- , N, have only the
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k*" output channel nonzero, i.e., only one base output elerygm,) € R, appears in thé!"

output channel,

y;:‘,z() = [O o y:,l() o 'O}Ta with ¢ = 1727 e 7N€7 (43)

anduy ,;(-) € <1 is the corresponding desired input element,

we i () = lugia () - i), withi =1,2,--- | N,. (4.4)

Thus, the total number of input-output elemenfs is given by N;, = ¢ x N.. The base
output elementsy; ,(-)s, are generated by using tké-order uniform B-splinesp; s(-) for

i=1,2,---, N, where the uniform B-splineB; ,(-) can be constructed recursively by setting

1, for t, <t < tit1,
Bio(t) = (4.5)
0, otherwise

and then recursively

t—t;

_ ligs+1 —t B
tits — s

B (1)

, Bis_1(t)+ it1,5-1(1),

Litsy1 — it (4.6)
t=—-s+1,-s+2,--- ,m—1,

where, fort € [0, Ty4], m > s + 2 is the total number of knots withs fori = —s + 1, —s +

2,--- ,m — 1, chosen as below in the decomposition
0<t 541 <t_s2<- <ty <Ty

Uniform B-splines are obtained when the knots selected aealg spaced within the time

interval, with shift time given by the spacing between twocassive knots as,

Ty
m—1

tsep,k,i = ti—i—l —t; = = AZL/sep,i (47)

Thus, uniform B-splines are nothing but time-shift copiégach other, with the shifting time
equaling tot., ;. The use of uniform B-splines (instead of non-uniform omespults in a

small size of library. For example, when using the unifornbicu3"%-order) splines, only
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seven different B-splines are needed to construct the betpments (i.e.)N. in Eq. (4.3) =

7), including one base function (shown in Fig. 4.1 (a)) andtsincated B-splines needed to
decompose the beginning (or the end) portion of the prevdedesired trajectory, as shown in
Fig. 4.1 (b) to (g). These six output elements are obtaineshiyothly extending and transiting
the six truncated B-splines to zero at the end (or from zetheabeginning). Specifically, the
output elements in the library generated by the truncatsgiBes with non-zero starting values

are obtained via extension and smooth transition as

0 t < —3T%,
Te.i(t) t € [-3T5,, —2T3,],

Yelt +3T5,) = g g (4.8)
y;z(o) te (_2T;a7 0)7

L y:,z(t) te [07 tl]a
Similarly, the output elements generated from the trumt&esplines with non-zero ending

values are obtained via extension and smooth transition fot; as

yeut)  telo, t),

* (t; t e ti,ti-l-QT*s s
ye,z( ) ( p t) (49)

7'e,i(t) te [ti + 2T;st7 ti + 3T;st]a

0 t > t; + 3T,

whereT;, and T, are the maximum pre- and post-actuation times that are Emgagh to
guarantee the needed tracking precision for all trackirtheérgiven application7 ;(-) denotes
a smooth function to transit the output elemghf(¢) from O to the truncated value gf ;(0).
Quantification of the pre- and post-actuation times is preskin Sec. 4.2.2 later.

Note that the B-spline-based output elements generatea ave sufficiently smooth with

a compact support starting at timet =0, i.e.,fet 1,2, --- , N,
y;i(t) =0fort ¢ [0, t;], with ¢; < occ. (4.10)

For each output elemeggi(-), the corresponding input element is obtained in advance by
using the ILC techniques. As the entire output element isMkndLC approach is advanta-
geous in utilizing noncausilty to achieve exact outputkiag for NMP systems [48, 47] (i.e.,

precision tracking in practices), and the iteration medrarto account for modeling errors
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Library composed with 3rd - order B—spline basis elements
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Figure 4.1: The seven ((a) to (g)) output elements genetageasing the cubic uniform B-
splines.

caused by the change of system dynamics, particularly fatefirtg errors caused by factors
such as the changes of operation condition or parts. As the obtained previously achieved
precision tracking priori the system dynamics change, tlyiterations are needed provided
that the dynamics change is small (as in many applicati@®s}h a compensation for modeling
error with no tracking precision trade-off is more efficiamid easier to implement in practices
than updating the system model and using the updated modeté&sign the controller—as
needed in many feedback and feedfoward control approaétresision tracking achieved by
using the ILC has been well demonstrated in the literatdfgrjcluding nano-positioning con-
trol [11, 38, 56]. As an example, the multi-axis inversiorsé&a control (MAIIC) technique

used in this work is presented in Sec. 4.3.

Step 2) Decompose the Previewed Desired Trajectory Online At any given;** decompo-
sition instant (see Fig. 4.2).. ;, the desired trajectory,(t) for t € [taec,; + Tpaj, tdec,; +1p)

is decomposed as:
Ng x

yd,k(t) ~ Zpk,iBs,i(t) £ papm,k(t)7 (411)
=1

whereT,, ; is the pre-actuation time at th&" decomposition instant, and the coefficients of
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the decompositiony;, ;s, are obtained by solving the following quadratic minimiaatprob-

lem [55],
min J(y), with
PkemNd’k
Na,k (4.12)
2
J(y) £ /IA(pflp)x,k(t)th + > W Papak(17) — var(13))?
j=1

Pi=[Ph—st1 Pk —st2 "~ Phm—1]’,

(4.13)
v={"" * " YNgx }T’
and\ > 0, w; € [0, 1] for V5 are the weights. The solution is readily obtained as
Pf=(\Q+M"WM) ' MTW¢, 4 (4.14)
where
G = [war(n) var(2) - yar(mna) 1" (4.15)
W = diag([wy w2 -+ wn,, ), (4.16)
Q = [qZJ] S %Nd’kXNd’h Z?] = 1727 tee 7Nd,k7 (417)
with
Gij = / B (H)BY) (t)dt. (4.18)
I,
and the matrix\/ € RNax*Nak is given by
Bsi(m1)  Bs2(n) 0 Bsng,(n)
N Bs,ll(’Y2) B572'(72) Bs,Nd:k(’Yz) (4.19)
i Bs,l(/yNd,k) B372(/7Nd,k) stNd,k(’yNd,k) i

Note that in solution (4.14), all the matrices (vectors)aptcthe sampled values of the
desired output in (4.15) are knowan priori. Thus, the previewed output trajectory can be
effectively decomposed online.

In the above decomposition, th&* decomposition instant tdec,j» IS the time instant at
which the previewed desired trajectayy(t) for t € [taecj +Tpa,j» tdec,; +71p) IS decomposed,

and is given by (see Fig. 4.2),
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Vg A
Tpa,1 Tpa,2 E Tpa3 AL Tpa,i-1: h}i
tl O t2 E t3 : tdec,i—l E tdec'ij ?
LT : ' To !

¥ : Decomposition Instant

Figure 4.2: The output decomposition in the BSD technique.

tdec,j = tdec,j—l + Tp — TpaJ, fOI’j > 1, (420)
andtge.,1 = 0 initially.

Step 3) Synthesize the Input Online Based on the decomposition in Eq. (4.11), the desired
input to track the added part of the previewed desired outputt), yq i (t) for ¢ € [tge.; +

Tpa,j» taee,j + Tp) and any give output channel(k = 1,2, - - - ¢), is given by

q Ng 1
Ud,j (t) = Z pk,iuz,i (t - tdec,j - tsep,k,i) (421)

k=1 \ i=1
whereuy, ;(t) € RP<1is given by (4.4). Note that the tracking of the original deditrajectory
ya(+) is guaranteed by the superposition property of LTI systeses (4.2)—(4.4)). Then for
a given required tracking precisian the corresponding pre-actuation tirfig, ; and post-
actuation timeT,,; ; can be determined (discussed later in Sec. 4.2.2), andutheatied control

input to track the decomposed part of the previewed desigulibtrajectory is obtained as

Utrt,j(t) = W50 (H)ua(t), for tracking (4.22)

yd,k € [tdec,j + Tpa,j7 tdec,j + Tp]7
whereW, , ., (-) is the window function (i.elV;, +,(t) = Lfort € [t1, tao], andWy, 4, (t) =

0 otherwise) with
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75j,1 = tdec,ja tj,? = tdec,j + 75j,max + Tpst,ja

andt; may iS the upper bound of the supports of all the output elemesiected for thej'
decompositiont; ax = supy, tx. ;-

Finally, the control input is updated as

Upre,j(t) + Utrt j(E), T = ldec,j
IORS - (4.23)
upre,j(t); te (tdec,j7 tdec,j—l—l)
As schematically depicted in Fig. 4.2 (and experimentadiyndnstrated later in Sec. 4.3), the
decomposition-synthesis operation is only needed at thendgosition instants as specified

by (4.20)—not at every sampling instant.

4.2.2 Quantification of the Pre- and Post-Actuation Times

We present quantification of the pre- and post-actuatiorditmased on the stable-inversion
theory below [59]. As the input to achieve exact trackingdgiven desired trajectory isique

for systems considered in this chapter, the quantificasareneral—regardless the techniques
employed in obtaining the input elements of the library.

In the next Theorem, the tracking error caused by the finike @nd post-actuation times
is quantified for any given time instant during the outputkiag course, i.e., we consider
that there aren number of decomposition instants priori to the current timstantt., and
the accumulated tracking error caused by the finite pre- asttgctuation times at all the

number of decomposition instants is quantified.

Theorem 4 At any given time instant., assume that there ame number of decomposition
instants beforé., tq..; with j = 1,--- ,m, and at each .. ; there are/N; number ofsth-
degree uniform B-splines based output elements used irett@position. Then the finite pre-

and post-actuation caused output tracking error at any tingtantt > ¢, can be bounded as

q 1/2
1By ()], = (Z | Ey s ) : (4.24)
k=1



81

where fork = 1,--- ,q, andt > m(T, — T3, ).

pa7m

1By k)], < Yooy {Kle—w?r;a,mm)

(4.25)
+ |:A1 (mKQ, Kg’ t)e_BT;st,m + Al (mK4, K5’ t)e—a’ll‘;st’m} } ’
andforj =1,2,--- ,m,
Yﬁfk = max; Yﬁ,
T = ming {Tpa i}, T = ming {Tpt j} (4.26)
A1 (b1, bo,t) = <b1 - 526_’“> p(t = thi — Tpst,i), (4.27)

with y(¢) the unit step functionk;;s, KK;s fori = 1,2, 3,4 positive constants (see [59] for the

expressions dK;s andK;s), and

a < min| — Re(z;(X)|, £ < min|Re(zys:(X2))|,

wherez; ;(X) andz,s ;(X) are the minimum phase and nonminimum-phase zeros of systBimn (

respectively, andre(z) denotes the real part of a complex number z.

The above Theorem 4 shows that the tracking error causedebfirtite pre- and post-
actuation times at all previous decomposition instanthioagh accumulates along with the
output tracking course, exponentially decays with thedase of the length of pre- and post-
actuation times at each decomposition instant, and thecetoybe rendered arbitrarily small
by having a large enough pre- and post-actuation times adegibmposition instants (see
Eqgs. (4.24), (4.25)). Note in practice, there virtually slimit on the length of post-actuation
time (the allowable post-actuation time is only limited hg tmemory size of the control hard-
ware), while the length of the pre-actuation time is limitgcthe available preview time. Thus,
we assume, with no loss of generality, that the length of tiegipw time is larger than the

pre-actuation time throughout the tracking course, i.e.,
Ty > Tpom, for m=1,2... (4.28)

Note the requirement of large enough preview time in (4.88)dt the constraint of the BSD

technique, but arises from the non-minimum phase natuteecfystem dynamics [3].
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We further quantify the tracking precision by accountingrioise and other disturbances
existing in practical implementations. We consider thatphactically achievable desired input
element,ugfk(-), will track output element in the librang., with the tracking error bounded

by a known constart,, i.e., forvk =1,--- ,¢q, andi =1,--- , N,

195,:() = Y Cll2 < ee, (4.29)

wherey .(-) is the output obtained by using’, (), and||y(-)||2 is the standard 2-norm of
y(-) : ® — R. Furthermore, with the use of uniform B-spline elementgre¢hare at most
s + 1 number of input elements summed together at any given tistanh Thus, the tracking

precision of the BSD technique in practical implementatioan be quantified.

Lemma 7 Let conditions in Theoretf#) be satisfied, and the practically achievable desired in-
put element be specified (). Also, let the pre- and post-actuation tiniBg, ; and T\, v, be
as in Theoreng4). Then at any given time instaty, the tracking error of using the synthesized

input is bounded as

q 1/2
£y @)z < 1By @)z + (Z Hez,k(t)\@> , Wwith
k=1

s+1

leg ()2 < Ipkjlee,
j=1

(4.30)

wherepy, ; are the coefficients of the output elements used in the dexsitiop of the previewed

desired output in thé'” output channel at time instant

4.3 Nanomanipulation Experimental Example

In this section, we implement the BSD technique to the outaaking involved in hanoma-

nipulation applications in experiment using a SPM systeranfactured by Dimension Icon,
Bruker Inc.). The objective of the experiments is to dem@tstthat by using the BSD tech-
nigue, precision tracking with preview at much higher sjgetbdn that by using feedback con-

trol alone can be achieved.
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4.3.1 Experiment Scheme

Preview-based output tracking is needed in nanomanipulatvhere a micro-machined can-
tilever probe driven by piezoelectric actuators is utiize manipulate nanoscale subjects, both
horizontally and perpendicularly, for example, to builteigrated circuit using nanotubes [40].
As the desired output trajectory during nanomanipulatisurally is not pre-specified but online
generated instead (by the user via, e.g., a haptic devioeyiegv-based approach becomes a
nature choice to output tracking, particularly at highegheSimilar precision output tracking
with preview also exists in areas such as nanofabricatioa.fatls, in the following, or-y
axes precision tracking in planar nanomanipulation.

The SPM hardware has been modified so that the PID contrdlldgrecsSPM system was
by-passed and alt-y-z axes displacement sensors and corresponding driven sigaal be
directly accessed. All the control inputs were generatedidigig the MATLAB-xPC-target
(Mathworks, Inc.), and sent through a data acquisitionesygb drive the corresponding piezo-
tube actuators (via a high-voltage amplifier).

Two English letters “RU” were chosen as the desired patietnaick. Output tracking of
three different pattern-tracking rates (1.1 Hz, 11 Hz andigband two different pattern sizes
(5 pm and 80um) were examined in the experiments, where the patterkitrgcate was de-
fined as the frequency to traverse the whole pattern oncethenpattern size was the larger
displacement range among the y-axes. The preview time of 0.1s, 0.01s, and 0.002s for the
pattern-tracking rate of 1.1 Hz, 11 Hz, and 55 Hz, respéegtiveere selected to ensure that the
amount of preview time with respect to the total trackingdtitne., remained the same the ratio
of the preview time to the total tracking time) remained thene. Such a choice of preview
time reflected that in practical implementations, oftews ihie length of previewed path or con-
tour, not the length of preview time, that is fixed (for examphe sensor performance). In the
experiment, a different library was constructed for thepatitracking of each pattern-tracking
rate, so that the previewed output trajectory can be decsetpby the same number of output
elements (seven output elements) to attain the same desdiopgrecision at each decompo-

sition instant. Alternatively, a library constructed byingsfast-enough output elements (e.qg.,
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the fastest library among the three) can be used for the btrgaking of all the three pattern-
tracking rates, i.e., a larger number of output element&wesolved in the tracking of lower
rates—for the tracking at the pattern-tracking rate of 1zlaHd 11 Hz, when using the library
constructed for the pattern-tracking rate of 55 Hz, the nemdd output elements needed at
each decomposition instant was at 203 and 23, respectivieéydesired pattern for the pattern-
tracking rate of 1.1 Hz and pattern size ofiB, and the corresponding desiredandy-axis
trajectories are shown in Fig. 4.3 (a), (b), (c), respebtive
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Figure 4.3: (a) The desired pattern to track in the nanongation experiment, and the cor-
responding (b)-axis and (c)y-axis desired trajectory, where the colors and types ofittee |
mark the decomposition instant (beginning point of eack isgment) and the portion of the
previewed output trajectory to be decomposed at that ihstan

4.3.2 Implementation of the Trajectory-Decomposition-Baed Output Tracking

Library Construction

The3" degree uniform B-splines were used to construct the lipearg the total knots number

was chosen at = 5. To obtain the corresponding input element to track eacpuiglement
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in the library L., the MAIIC control technique below was employed [56],
Uk (jw) = Up-1(jw) + p(jw) G g () (Ya(jw) — Vi1 (jw)) (4.31)

fork > 1, andf]o(jw) = O initially, where G ,,,4 is a diagonal matrix with diagonal elements

being the model of the diagonal subsystems of sysi&rw),
Gl,md(jw) = dlag[ Gll,md(jw)a G22,md(jw) ] ) (432)

p(jw) = diag[ p1(jw), p2(jw) | (4.33)

with p; (jw) andps(jw) € R, and,

Ui (jw) = [tk (jw), tok(jw)]",
(4.34)

Vi(jw) = [51,5(jw), Gok(jw)]”.

To implement the MAIIC technique (to obtain the input eletsgrthe two diagonal subdynam-
ics (z-to-x andy-to-y direction) along with the other two cross-axis coupling ayrics {/-to-z
andzx-to-y direction) were experimentally measured, as shown in Eg(&), (b), respectively.
To quantify the dynamics uncertainty, frequency responsegr different conditions (different
driven input levels, 40 mV, 60 mV, and 80 mV, respectively)eacquired for the frequency

range ofw € [50 4000] Hz for ther- andy-axis, respectively.

Amplitude(dB)

-1000 Tty 3

Phase(degrees)

2000/ [ — Gy ----G —G

Frequency(Hz) Frequency(Hz)

Figure 4.4: Comparison of the frequency responses of the-éx)s and (b)y-axis piezo actu-
ator dynamics and the related coupling dynamics.

As shown in Fig. 4.4, both the-axis and thej-axis dynamics were minimum-phase system.
Thus, no pre-actuation time was needed when implemented@ 8D technique. Thus, only

the effect of finite post-actuation time was evaluated inetkigeriments. Note that as the effect
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of the pre-actuation time gualto that of the post-actuation time, the effect of the pretaiibn
time on the tracking of nonminimum-phase system can be Buenluated and appreciated
from the post-actuation time effect demonstrated in theegrpent results presented below.
As shown in Fig. 4.4, the cross-axis coupling effects weralsbetween the:-y axes in the
frequency range ab <700 Hz. Thus, the lateral coupling caused disturbancesdestw and
y-axis were ignored in the experiments when designing thaleek controller for the:- and
y-axis closed-loop. (Note that the MAIIC technique, howewam account for the coupling-
dynamics without using the cross-coupling dynamics (seq%§))). Output tracking of two

of the seven output elements of the libratyare shown in Fig. 4.5.
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Figure 4.5: (a, b) Tracking of two of the output elements ia tibrary £. and (c, d) the
corresponding tracking error.

We note that the effect of hysteresis and creep effects mb@etuators can be pronounced [9],
particularly when the displacement range is large and/erttacking time is long, i.e., the
piezo actuators cannot be treated as a LTI system. Our expetriresults obtained by directly
implementing the BSD technique to they axes piezo actuators showed that the hysteresis
and creep caused tracking errors were significant. Thusedb&ek controller consisting of
a proportional-integral (PI) controller followed by a nbttilter was designed and applied to
compensate for the hysteresis and creep effects. Partycutae following notch filter was

applied to account for the main resonant frequency ofitfexis andy-axis piezo actuators
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(around 750 Hz), respectively,

G (s) = s —2m(—69.5 + 4633.35) 5= 27(—69.5 — 4633.3))

‘ s —2m(—1977.9 + 45325) = s — 2w (—1977.9 — 45325)’

G (5) = s —2m(—=74.0 +4934.35) o 5= 27(—74.0 — 4934.3j) '
Y s —2m(—2229.3 + 5107.95) s — 27(—2229.3 — 5107.95)

(4.35)

and the following PI controllers were implemented for fh@ndy-axes feedback control loop,

respectively,

4000 4000
Geo(5) = 05— ==, Ge,(s) =05~

(4.36)

S

where the gain of the PI controller were experimentally tun€he Bode-plots of the closed-
loop system (consisting of the PI-Notch filter controlles} the z-axis and that for the-axis

are shown in Figs. 4.6 and 4.7, respectively.
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Figure 4.6: The Bode-plot of the-axis closed-loop feedback control system consisting @f th
PI-Notch-filter controller.
Once the PI-Notch-filter feedback loop was formed, the BSpr@gch was applied to the

closed-loop system in the pattern tracking with previeve (Sig. 4.8).

Desired Trajectory Decomposition
At each decompoasition instant, the output elements in theaky (obtained in 4.3.2) were used

to decompose the previewed desired trajectory. Partigufare equispaced knots were used in
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Figure 4.7: The Bode-plot of thg-axis closed-loop feedback control system consisting ®f th
PI-Notch-filter controller.
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Figure 4.8: Block diagram of the implementation of the BSEht@que on a PI-Notch-Filter
feedback system.

decomposing each previewed desired trajectory. i-hyeaxes desired trajectories for the En-
glish letters (See Fig. 4.3 (b), (c)) were decomposed bygusia 7 different output elements.
The relative RMS error of the decomposition was belb@d1%, over 500 times smaller than

the measured noise level.

Online Input Synthesis

At each decomposition instant, the control input for tragkihe decomposed desired trajectory
was synthesized by adding together the input elementsspamneling to the output elements

employed in the decomposition at that instant (see Eq. Y$#.afhd truncated with the chosen

post-actuation time. To simplify the presentation, the sgust-actuation times across all
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decomposition instants were used in the experiments. THereint post-actuation time§(,;
= 1 ms andl},s; = 50 ms) were used in the experiments to demonstrate anda¢wahe effect
of the finite post-actuation time on the tracking performean€inally, the control input was

updated according to Eq. (4.23).

4.3.3 Experimental Tracking Results and Discussion

First, to demonstrate the compensation for the hysteradis@ep effects, the BSD techniques
was applied to the-axis output tracking with and without the PI-notch-filteetlback, respec-

tively. The tracking results for the pattern tracking ratd b Hz are compared in Fig. 4.9.

X tracking results w/o PI-Notch (b) X tracking results with PI-Notch

0
=1
-2
0 0.02 0.04 006 0.08 0 002 0.04 006 0.08
time (s) time (s)
‘ — Desired Trajectory  ---- Output Tracking ‘

Figure 4.9:z-axis output tracking (a) without and (b) with the PI-Notdketi.

Then, to evaluate and demonstrate the efficacy of the BSigpod over feedback control
alone, the BSD technique was applied to the PIl-notch-fikedback system of theaxis and
y-axis, respectively, with a long enough post actuation ()¢ = 50 ms). For comparison, the
desired “RU” pattern was also tracked by using the PI feeklicaatrol alone, i.e., the desired
trajectory ofz-axis and that ofj-axis was applied as the input to the respective Pl-feedback
closed-loop directly, respectively.

The tracking results of both theaxis and they-axis obtained by using the above two meth-
ods were acquired and compared. In Figs. 4.10 and 4.11, téralla-y axes and composed
“RU” pattern tracking results obtained by using the two neehare compared for the three
pattern tracking rates, respectively. The tracking ergousing the two control methods are
also compared in Table 4.1 in 2-norm and infinity-norm. Femore, in order to demonstrate

the compensation effects for the drift and system nonlihedne tracking results for the lateral
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x-y axes and composed RU pattern at at large size:(8Pby using the two methods were also

compared in Figs. 4.12 and 4.13 and Table 4.2.
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Figure 4.10: Comparison of the-axis (5um) output tracking results obtained by using the
BSD technique with those by using the Pl control method gt {allHz, (a2) 11 Hz, and (a3)

55 Hz, and comparison of the corresponding tracking eroftsla 1.1 Hz, (b2) 11Hz, and (b3)
55Hz, respectively.

Thez-axis tracking results of pattern size.m obtained with the two chosen post-actuation

timesT,s ; =1 ms and 50 ms are compared in Fig. 4.14. Moreover, the trgaki the “RU”

pattern are also compared in Fig. 4.15 for the post-actuditioes of7),,; ; = 1 ms and 50 ms,

respectively.

The experimental results show that by using the BSD teclenigrecision output tracking
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Table 4.1: Comparison af-axis output tracking error by using the BSD and the PI feed-
back methods, wherB, (%) and E, (%) denote the in 2-norm errdr (%) and infinity-norm
E(%).

1.1Hz 11Hz 55 Hz
BSD Pl BSD Pl BSD Pl
E5(%) | 0.354| 1.881| 1.111| 17.109| 1.783| 56.371
E. (%) | 1.485| 4.362| 3.037 | 34.997| 3.865| 72.707

Sum

Table 4.2: Comparison oK -axis output tracking error by using the BSD and the PI feed-
back methods, wherB, (%) and E (%) denote the in 2-norm errdty (%) and infinity-norm
Ew(%).

1.1Hz 11 Hz 55 Hz
BSD Pl BSD Pl BSD Pl
Ey(%) | 0.431| 1.256| 3.164 | 12.387| 9.654 | 54.944
E (%) | 1.301| 3.559| 10.488| 26.003| 18.713| 67.684

80um

can be maintained throughout the entire output trackingssuAlthough when the pattern-
tracking rate was low (1.1 Hz), relatively good tracking ¢tenobtained by using the feedback
control alone, the tracking precision of using the BSD tegphe was substantially higher than
that of using feedback alone (see Fig. 4.10 (al), (b1)). #hgis relative RMS tracking error
E» (%) of the BSD technique &t35% was over 5 times smaller than that of using the feedback
alone at1.88%. Even when the pattern-tracking rate became much highds liz5almost the
same tracking precision (with';(%) < 2%) can still be maintained by using the BSD tech-
nique, whereas the output tracking using PI feedback clowtae completed lost (see Fig. 4.10
(a3), (b3)). For example, theaxis relative tracking error of the BSD technique in 2-navas
over 30 times smaller than that of the feedback alone. Theawmement achieved by using
the BSD technique over feedback alone was more evident ifRbé pattern generated (see
Fig. 4.11), particularly when the tracking rate (speed) wigh (see Fig. 4.11 (a3), (b3) for
the pattern-tracking rate of 55 Hz). Therefore, the expenital results demonstrate the supe-
rior tracking performance of the BSD technique over feelpparticularly during high-speed
tracking.

The experimental results also demonstrated that the gffafahe BSD technigue in achiev-
ing high-speed precision trajectory tracking during largege nanopositioning application.
When the pattern size became much larger au8( the tracking performance of the BSD

technique can be maintained as that during the small sizkitigr(e.g. 5um)—at the pattern
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tracking rate of 11 Hz, the relative RMS tracking er#y(%) in = axis was abou8.16% for

80 um pattern size, comparable to that at the pattern sizewh&t1.11% (see Fig. 4.10 (a2),
(b2) and 4.12 (a2), (b2)). We note that the tracking errordased as the pattern tracking rate
increased (See Fig. 4.12 and Table 4.2), even though thetsackeng precision of the output
elements was maintained (as that in therb pattern size). Such an increase of the tracking
error reflected the hysteresis and other random effectshéslisplacement range increased
by 16 times, the hysteresis effect was much more pronourscetas a result, the closed-loop
feedback control system was less “linear”. However, thekirey performance was still sub-
stantially improved by using the BSD technique over feelllalone: The tracking error (in
E»(%)) at the pattern tracking rate of 55 Hz was 6 times smaller thahby using feedback
alone (as shown Fig. 4.12 and Table 4.2). Therefore, ourrierpats showed that by using
the BSD technique along with feedback, both hysteresis aeepceffects can be effectively
compensated for in large-range, high-speed nanomanipulapplications.

The effect of the post-actuation time on the tracking penfamce is also evident from the
experimental results. The tracking error was small whenpib&t-actuation time was long
enough. As shown in Figs. 4.10 to 4.13, precision tracking maintained at all three pattern
tracking rates when the post-actuation time was large at= 50 ms, whereas the output track-
ing error increased substantially when the post-actuditioa was shortened @,s; = 1 ms (see
Fig. 4.14 (a), (c) and Fig. 4.15 (a), (c)). Therefore, bydual effect of the post-actuation time
for minimum-phase systems to that of the pre-actuation fan@eonminimum-phase systems,
the experimental results demonstrated that precisionubutpcking of nonminimum-phase
systems can be achieved by using the BSD technique with &isuffy large pre-actuation

time.

4.4 Conclusions

In this chapter, a B-spline-decomposition-based (BSDjrobapproach was implemented to
achieve precision output tracking in high-speed nanomaatiion. A Pl-notch-filter feedback

controller was employed to compensate for the hysteresicaep effects and improved the
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linearity of the control system, and then the BSD technigas wtilized to enhance the track-
ing performance. The experimental results demonstragdthusing the BSD technique, the
tracking precision during high-speed output tracking carstbstantially improved over feed-
back control alone, even in the presence of significant hysite effect. The effect of finite
post-actuation time on the tracking performance was algestigated and illustrated in the

experiments.
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Figure 4.11: Comparison of the RU pattern ) tracking results obtained by using BSD
method with those by using the PI control method at (al) 1.1(&2) 11 Hz, and (a3) 55 Hz,

and comparison of the corresponding tracking errors at bl Hz, (b2) 11 Hz, and (b3) 55
Hz, respectively.
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Hz, respectively.
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Figure 4.14: Comparison of (upper row) tii@xis output tracking and (lower row) the tracking

error obtained by using the proposed technique with pdsiation time of (left columnjl},,;
=1 ms and (right columnj,.; = 50 ms.
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RU pattern tracking (Pattern-tracking rate: 55 Hz)
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Chapter 5

High-speed Probe-based Nanofabrication via an Iterative @ntrol
Approach for Multi-axis Precision Tracking

Abstract

In this chapter, the multi-axis inversion-based iterativatrol (MAIIC) approach is utilized to
achieve high-speed, large-range probe-based nanofadmnicBrobe-based nanofabrication has
attracted great interests recently. This technique, hewevstill limited by its low throughput,
due to the challenges in compensating for the existing adveffects. These adverse effects
include the nonlinear hysteresis as well as the vibratidgabmics of piezoactuators used to
position the probe in 3-D axes, and the dynamics coupling tiftiraxis motion during high-
speed nanofabrication. The main contribution of this chiajst the utilization of the recently
developed multi-axis inversion-based iterative contMA(IC) technique to overcome these
challenges in probe-based nanofabrication. By using thiareced control technique, precision
position control of the probe with respect to the sample satescan be achieved during high-
speed, large-range multi-axis nanofabrication. Pasitylthe cross-axis dynamics coupling
effect on the output tracking can be compensated for duhiagtérative learning process with
no additional steps to learn the cross-coupling effect regply. The proposed approach is
illustrated through experiments by implementing it to felte two Chinese characters pattern
via mechanical scratching on a gold-coated silicon sampface at high speed. The efficacy of
the proposed technique is demonstrated through the expetahresults that precision tracking
in all 3-D axes can be achieved in the presence of pronounoed-axis dynamics coupling

effect.
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5.1 Introduction

This chapter illustrates and demonstrates the multi-axirsion-based iterative control (MAIIC)
approach to achieve high speed and large range in probe-hasefabrication. Currently, one
of the main challenges in probe-based nanofabricatiomtgdoby is its low throughput. Efforts
to increase the throughput of probe-based nanofabricatinibe categorized into two groups—
the parallel-probe approach and the increase of opergtieedy72, 73, 74]. For parallel-probe
approach, the increase of system complexity inevitablyltesn issues related to the increase
of the cost, the uniformity and the robustness. Moreoverthihoughput of the parallel system
is eventually limited by the low-speed operation [64]. Oa dther hand, large positioning er-
rors can be generated during high-speed, large-rangecddibri, and the cross-axis dynamics
coupling of piezoactuators can become large, resultingriel fabrication distortions as well.
The contribution of this chapter is the utilization of a nettg developed multi-axis inversion-
based iterative control (MAIIC) approach [56] to comperdat the adverse hardware effects,
arriving at high-speed probe-based nanofabrication.

Precision positioning during high-speed large-range omoi very critical in probe-based
nanofabrication (PBN). Probe-based fabrication of naaesstructures and devices is very
promising because of the low cost and significant techniogriial [62]. Although the un-
derline mechanisms in various PBN methods can be diffefsht 4, 72, 73, 74, 75], these
methods all require precision positioning of the probetiedato the sample and thereby, are
confronted by the same challenge in maintaining precigmabe-to-sample) positioning dur-
ing high-speed, large-range operation. Large (probextopde) positioning errors not only lead
to large defects in the fabricated structures or devicesalso result in damage of the probe
(when the sample is hard), the sample (when the sample s sofboth. Moreover, unlike
the motion control in other probe-based nano-applicat{sash as SPM imaging) where one
axis motion is substantially slower than that in other axles,motion control in PBN can be
very demanding in alt-y-z 3-D axes. Positioning errors in different axes can be actated
and induce large distortions in the fabricated structenafk. Additional fabrication distortion
is generated due to the cross-axis dynamics coupling ofitmmctuators when the fabrica-

tion speed is high and/or the operation range is large. Térexgt is essential to maintain the
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precision positioning of the probe relative to the samplalinc-y-z axes during high-speed,
large-size nanofabrication.

It is a challenge to maintain precision probe-sample pmsitg during high-speed, large
range probe-based nanofabrication operations. Althowagtonto atomic- level positioning
precision can be achieved with the use of piezo-actuatoesyibration dynamics of the piezo-
actuators can be excited during high-speed operationdtirgsin large vibration-induced po-
sitioning errors. Moreover, when the displacement rangeines large, the effect of nonlinear
hysteresis of piezo-actuators becomes pronounced,irgsintlarge positioning errors as well.
During high-speed, large-range probe-based nanofaimticahese two effects are coupled and
lead to even larger positioning errors [9, 62, 64, 75, 76]difidnal fabrication distortion can
also be produced due to the cross-axis dynamics couplingekeet piezo-actuators in different
axes when the fabrication speed is high and/or the operadioge is large [11]. Therefore,
control techniques are needed to effectively account fothake adverse effects to achieve
high-speed probe-based nanofabrication with no loss oicition quality.

Advanced control techniques such as the inversion-basedtiite control (IIC) techniques
[9, 11, 34] can be utilized to achieve precision positioriluging high-speed, large-range PBN
operations. The IIC approach is ideal for PBN operationsreviige desired trajectory is usu-
ally specified a priori and the environment tends to be welhtained. These conditions allow
the noncausality gained from the repetitive nature of theraion to be fully exploited in the
[IC framework, particularly for nonminimum-phase systesush as the piezoactuators used in
PBN applications [48]. It has been shown recently that tRedpproach can compensate for
both hysteresis and dynamics effects of piezoactuatorsTl® multi-axis 11IC (MAIIC) tech-
nique utilized in this chapter further extends the 1IC ajgigto[11] from single-axis positioning
to multi-axis positioning. Such an extension of the MAIICheique eliminates the additional
procedure to identify and compensate for the couplingegysitioning error separately that
is needed in the previous work of using the IIC technique [first 77, 78]. The efficacy of the
MAIIC algorithm for precision positioning has been demoatgtd through experiments [56].
Therefore, it is advantageous to utilize iterative conteohniques such as MIIC in probe-based
nanofabrication.

The main contribution of this chapter is the implementatidrthe MAIIC technique to
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the probe-based nanofabrication using SPM. Particuldre,MAIIC technique is utilized to
achieve precision tracking of the desired trajectory incajtz axes simultaneously, arriving at
precision fabrication of the given pattern at high-speeatti€ularly, two Chinese characteris-
tics ("Na Mi”, meaning nanometer) were fabricated via metbtal scratching on a gold-coated
silicon sample as an illustrative example. The experimeptults show that the desired pat-
tern can be accurately fabricated by using the proposedagiprat high-speed-( 1.3 mm/s)
and over a relatively large fabrication size 65 um by ~ 55 um), thereby, demonstrating the

efficacy of the proposed approach for high-speed largeer&@®)N applications.

5.2 MAIIC approach to probe-based nanofabrication

In this section, the MAIIC control technique [56] is pressshfor PBN applications.

5.2.1 Cross-axis Coupling Effect on PBN Applications

The central idea of PBN technique is the precision positigrof a micro-machined probe is
precisely on (or closely above) the same surface during tbigom (see Fig. 5.1) to locally
induce surface modification along the path, resulting inosaale features on the sample sur-
face (such as lines or dots). Such a surface modification eathieved, for example, through
mechanical scratching followed by an etching process [@08,@, through thermal effects as
exemplified in the IBM Millipede system [81]. Alternativelgrobe-based nanofabrication can
also be achieved by introducing external effects such atriglal fields [82], laser beams [83],
and chemical compounds (via probe coating) [84].

We note that cross-axis dynamics-coupling effect geneexiists in multi-axis motion con-
trol, including nanopositioning control [85, 11, 77] in PBigplications. Such cross-axis cou-
pling arises due to factors such as the inevitable misalegrirtelbeit small) between the two
lateralz- andy-axes, and/or the “bowing” effect between the lateral aed/trtical axes (when
piezoelectrical tube actuators are used) [77]. Such crogpling effect becomes more pro-

nounced during high-speed motion as the resonance of thatact can be excited. In PBN
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applications, the cross-axis dynamics coupling effe@diy results in distortions in the fabri-
cated patterns/devices— the latera) coupling results in shape distortions, and the lateral-to-
vertical coupling results in the depth and width irregulas. The effect of cross-axes coupling
becomes even more serious when fabricating 3-D nano-stag;tas the motions in alty-z
axes can be complicated and high-speed. Therefore, the-akis coupling effect needs to be

compensated for in PBN process.

5.2.2 Multi-axis Inversion based Iterative Control (MAIIC ) Technique

The MAIIC approach [56] provides a straightforward and efifee framework to compensate
for the cross-axis dynamics coupling effect during higbesp PBN process. The cross-axis
coupling effect can be compensated for by modeling the PBItesy as a multi-input-multi-
output (MIMO) system, and then design a MIMO controller adaagly by using, for example,
the robust-control theory [86]. Such an approach, howeasrbe challenging to implement as
the complexity of the controller can increase rapidly with increase of the order of the system.
Moreover, the performance of the general MIMO controllecctmmpensate for the coupling
effect is also limited by the inevitable compromise betwdenperformance and the robustness
upon dynamics uncertainties of the system [87]. Such a tobas-performance trade-off in
cross-coupling compensation is avoided in [77, 78] — as theration of PBN is repetitive,
the coupling-caused motion is also, however, to remove ¥yimamics-coupling effect during
high-speed PBN applications, the coupling-caused mo&aus to be identified separately and
tracked through an additional iteration process (in additd the iteration process to track the
desired trajectory). Such additional process is elimhétgusing the MAIIC approach.

Next, we model the dynamics of a PBN system as a multi-inpuitirautput (MIMO)

system in the transfer function forr@;(jw) : C — C™*",

A

Y(jw) = G(jw)U(jw), (5.1)
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with the number of inputs equals to the number of outputs, i.e

Gun(jw) Gu2(jw) -+ Gu(jw)
. Go1(jw) Goa(jw) --- :
G(jw) = . _ (5.2)
_Gnl(jw) Gm(jw)_
and
Y(jw) = [§10w), §2(w), -+, dnliw) IT
(5.3)
U(jw) = [ (jw), @2(jw), -, dn(iw)]",
Then, the MAIIC law is given in frequency domain as follows,
Uo(jw) =0
A A A A (5.4)
Un(jw) = Uk—1(jw) + p(jw) G, (jw) (Ya(jw) — Vi1 (jw))
fork=1,2,---, whereGZin(jw) is a diagonal matrix with the diagonal elements being the
model of the diagonal subsystems of sys@fjw),
Gl,m(jw) = dlag[ Gll,m(jw)> G22,m(jw)v R Gnn,m(]w) ] 9 (5-5)
and

is the frequency-dependent iteration coefficient matrixesehthe diagonal elemept,(jw) €
RT for eachp = 1,2,--- ,n. In (5.4),Us(jw) andY;(jw) denote the input and the output of

the system in thé'" iteration, respectively (see Fig. 5.1),

Yi(jw) = [516(jw), Gok(iw), -, Gnk(iw)]”,
(5.7)

A

Up(jw) = [in k(jw), tok(jw), -, dnr(jw)]”

5.2.3 Design of the MAIIC Law

The design of the MAIIC law (5.4) involves the selection oé titerative coefficient matrix

p(jw) (5.6) to guarantee the convergence of the iteration proaegs/en frequency, and
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Figure 5.1: The block diagram of the MAIIC law for thié"-axis output.

consequently, identify and quantify the frequency ranger avhich the convergence can be
guaranteed.

For the ease of description, we describe the selection afdtaive coefficient matrix in
terms of each axip (p = 1,2,--- ,n). Specifically, the iterative coefficient, for the p-axis

should be chosen as:

mwm{“hmwm vt (5.8)
{0}, Otherwise.

where()r is the intersection of the “tractable” frequency sgtof each axis (i.e., over which

the convergence of the MAIIC algorithm can be guaranteesl), i
Qr =9 (5.9)
with the “tractable” sef, given by

QP = {w ’ Cp,sup(jw) < 1, and (5 10)
LAy sup(jw) < arccos (Cpgup(jw))},
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and the upper bound of the iterative coefficiety(jw) is

2 08 Abpp sup(jw) — Cp sup(w)
Arpp sup(Jw) 1- Cp,inf(jw)2

kp(jw) = (5.11)

whereAr,, sup(Jw), Abpp sup(jw), Cpsup(jw), andC,, ju¢(jw) are the constants that quantify

the dynamics uncertainty and the cross-axis coupling eifiegachp-axis, respectively,

. G T(Jw)‘}
Arpp sup(jw) 2 su {‘L
e, p(] ) r,kepN Gpp,k(]w)

(

Aepp7sup(jCU) 2 sup {‘4 <M> ‘}

r,keN Gppk(jw)

(5.12)

and correspondingly, the infimum for the magnitude diffeeeamong the models is given by

a 1

—_— (5.13)
Arpg,sup(Jw)

Arpg,int(Jw)

With the above definitions, it is reasonable to assume tleatithe” system dynamics uncer-

tainty can be bounded as

Arpgint(jw) < [AGp(jw)| < Arpg sup(iw),
(5.14)

|4Aqu (jw)| < Aepq,sup(jw)-

Accordingly, the bound (5.14) implies that the total crazss coupling dynamics effect on the

pth axis can be bounded as

Cpint(jw) < Cp(jw) < Cp,sup(jw)a (5.15)
where,

n .
. . . . |Gpg.r(jw)|
C,inf(jw) = Arpp ins(jw Arpging(jw) inf 2T
pind ) & Ay () 3 Arpgiani) G

q#p

n .
. . . |Gpg,r (jw)|
Copsup(jw) = Arppsup(jw) D Arpgsup(jw) sup ZF——5
p,sup pp,sup Z pq,sup Spas Spp |Gpp,k(]w)|

(5.16)

q=1,

q#p
whereG,,, - (jw) andGp, (jw) denote two acceptable models of the subdynar6igs(jw)
obtained in two different modeling processes.
Note that the model of the subdynamiGs,(jw) (see Eq. (5.2)) can be obtained through
experiments, for example, by applying input to ghhaxis input only and measuring the output

response of the-axis, and the obtained dynamics model can be differentfiardint modeling
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processes. The variation of the dynamics model for PBN systecaused by several issues.
Due to the nonlinear hysteresis behavior existing in theqa&ectric actuators used in PBN sys-
tems, the subdynamics mode},, 1 (jw) varies under different measurement conditions (e.g.,
with different input amplitudes and/or different offsettbé initial position), i.e., the hysteresis
effect on the vibrational dynamics of the piezoactuatoroissidered as the variation to the fre-
guency response of the linear time invariant dynamics maaldlitional, the dynamics of the
PBN system can also vary due to the operations, the changas/iobnment conditions, and
other disturbances such as noises. Therefore, the camsfiaah by Eq. (5.11) are introduced

to account for these issues in the MAIIC framework.

5.3 Experimental Example

We illustrate the implementation of the MAIIC approach tolpe-based nanofabrication through
experiments. It is demonstrated that by using the MAIIC apph, high-speed nanofabrication
of large size can be achieved. We start with briefly desagitive nanofabrication process based

on mechanical scratching.

5.3.1 PBN Experiment via Mechanical Scratching

The experiments were carried out under ambient conditions &PM system (Dimension
3100, Veeco Instruments Inc.) with a rectangular-shapéleaer coated with wear-resistant
material. The nominal stiffness of the probe is 40 N/m (stifbrobes like the stainless steel
cantilever with diamond tip can be used to further reducervaed increase the smoothness
of the fabricated pattern). By applying a relatively largading force to the SPM probe on
the sample surface, and dragging the probe to track theedeg&gometry path, patterns of
nanoscale features can be fabricated. The fabricatedpatie be examined by imaging the
sample surface using the same SPM system with a substatdiatr loading force.

The SPM system utilized in this chapter uses piezotube @etie position the SPM probe
with respect to the sample in atty-z axes. All the control inputs were generated by using

MATLAB-xPC-target (Mathworks, Inc.), and sent through dadacquisition card to drive the
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high-voltage amplifiers for the corresponding piezotubmiaors. In the following experi-
ments, two Chinese characters “Na Mi” (meaning “nanomgteére chosen as the desired
pattern to be fabricated. During the fabrication procdssztaxis feedback control of the SPM
system was turned off, and the vertical position of th&xis piezo actuator was controlled by
applying the feedforward input obtained from the MAIIC ta@jue to track the desiredaxis
trajectory. The fabrication of the chosen Chinese characegjuired the up-and-down vertical
motion of the probe. Thus, such an experiment evaluated tkB@/algorithm for fabricating
3-D structures. The desired pattern (size:55 pm by ~ 55 pm) and the corresponding de-
sired trajectories fok, x, andy axes are shown in Fig. 5.2 (a), (b), (¢), and (d), respegtivel
Particularly, an isosceles trapezoidal wave was chosdreagesired:-axis waveform. The use
of the isosceles trapezoidal wave rather than square wasd¢onaduce the oscillations after

the up-down transitions (Fig. 5.2 (b)).
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Figure 5.2: The desired trajectories of the Chinese cheragattern: (a) the entire trajectory,
(b) thez-axis trajectory, (c) the-axis trajectory, and (d) thg-axis trajectory.

5.3.2 SPM Dynamics Modeling and Uncertainty Quantification

The three diagonal subdynamics of the SPM syste;in(jw), Go2(jw), andGss (jw) (i.e.,
the dynamics from the-, y-, andz- axis input to the corresponding, y-, andz- axis output,
respectively), were experimentally measured along wighsitt cross-axis coupling dynamics

(the coupling dynamics ig-to-z, z-to-z, x-to-y, z-to-y, z-to-z andy-to-z directions). For
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example, the diagonal subdynamics for the laterakis measured by applying the input to the
z-axis piezo actuator only, and measuring the correspongirtigut of the three axes, respec-
tively, by using a dynamic signal analyzer (DSA, Hewlett liRad 356653A). The dynamics
uncertainty was also experimentally quantified by meagutite frequency responses under
different driven input levels (20 mV, 40 mV, and 60 mV), aswhan Fig. 5.3, 5.4, and 5.5
for the frequency range @b € [0,3] KHz andw € [0,5] KHz for the lateral axes and the
vertical axis, respectively. Then the supremum and the unfinof the magnitude uncertainty
and the phase uncertainty were estimated according to)(&a@ the upper bound of the iter-
ation coefficient for each axis:{ (jw), ky(jw), k.(jw)) were quantified according to (5.11).
The obtained upper bounds of the iteration coefficientsrfoy and z axes and the iteration

coefficients used in the experiments are shown in Fig. 5.6.
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Figure 5.3: Comparison of the frequency responses ofthgis piezo actuator dynamics and
the related coupling dynamics.

Experimental results show that significant cross-axis logpeffect exists in the piezo
actuators used in this experiment. The lateral to verticgito-z coupling effects were pro-
nounced. Particularly, the gain of theto-z coupling dynamics in low frequency range was

substantially larger (about 10 times) than the gain of otness-axis coupling dynamics (see
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Figure 5.4: Comparison of the frequency responses ofteis piezo actuator dynamics and
the related coupling dynamics.

Figs. 5.3 t0 5.5). As a result, the lateral to vertical coupicaused displacement was expected
to be more pronounced than other coupling disturbance. Suelatively large coupling effect
might be caused by the slightly misalignment of thaxis displacement sensor. Moreover, the
vertical to lateral coupling effect can be ignored, and tloss-axis coupling effects were small
among all three axes in the low frequency range {for.~ 655 Hz). Therefore, the coupling
effect can be safely ignored in usual low-speed SPM opémstilm this experiment, the lateral
trajectories for the desired Chinese character pattere vedmtively slow compared to the cou-
pling dynamics between- andy-axes (i.e., the significant frequency components of tlexdht
trajectory were substantially lower than the resonant pedkhe lateral coupling dynamics
around 800 Hz). Thus, the lateral coupling caused distadmbetween:- andy-axes were
expected to be small and negligible in the experiments (aatby our experimental results).
Thus, the experiment results presented next are focusdiearotnpensation for the lateral to

vertical coupling effect.
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Figure 5.5: Comparison of the frequency responses of{fes piezo actuator dynamics and
the related coupling dynamics.

5.3.3 Experimental Tracking Results and Discussion

In the experiments, the MAIIC technique was applied to aghj@ecision tracking in alt-y-z
axes simultaneously, and then, the converged inputs wetetagabricate the pattern by apply-
ing a large load force~ 22 1;N) to the cantilever. For comparison, we also used the D@-gai
method and the MIIC method [48] to fabricate the two Chindsmracters. When using the DC-
gain method, the control input was generated by scaling ¢isgetl output with the DC-gain
of the piezo-actuator—The DC-gain method did not accountte hysteresis, the vibration
dynamics effects in each axis positioning, as well as thessexis coupling effects. The hys-
teresis and the vibration effects in each axis positioniegencompensated by using the MIIC
technique, where the control input for each axis was obtbinyeapplying the MIIC technique
to the tracking of each axis individually, and then then gimgl the control inputs of the three
axes simultaneously during the fabrication process. Thsseaxis dynamics coupling effect,
however, was not compensated for by the MIIC technique. &fbeg, the patterns fabricated
by using these two methods demonstrated the above advéstsein the fabrication quality.

The experimental tracking results by using the above threthoals in allz-y-z axes were
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acquired and compared. Three different fabrication r&iesHz, 1.6 Hz, and 8 Hz) were tested
in the experiment, where the fabrication rate was definedha@sdte to finish the fabrication
of the entire pattern once. The corresponding averagealagpeed for the three fabrication
rates were at-0.065 mm/sec;-0.26 mm/sec, ané-1.3 mm/sec, respectively. At these three
fabrication rates, the correspondingxis waveform frequency was around at 4, 16, and 80 Hz,
respectively. In Figs. 5.7, 5.8, and 5.9, the lateralxis, y-axis and the vertical-axis tracking
results obtained by using the three methods are compardldefdow and the high fabrication
rates (0.065 mm/sec. and 1.3 mm/sec.) respectively.

The tracking performance was also evaluated by quantifyiagelative RMS tracking error
and the relative maximum tracking error, where the relatiaximum tracking errof,; (%),

and the relative RMS tracking erréiz s (%) are defined as

En(%) = ||lza(-) — 2x()]leo x 100,

Erms

za()ll2

(5.17)

Erus(%) £ x 100 .

Discussion

The experimental results demonstrate that precisioniposig in lateralz-y axes motion can
be achieved by using the MAIIC algorithm during large-ranggh-speed nanofabrication. As
the lateral displacement range was large §5 pm), the hysteresis effect was pronounced,
and large positioning errors were generated. As shown inFig(a) and (c), with the DC-
gain method, the hysteresis-caused relative maximum &kxai%) was overl0% of the total
displacement range when the fabrication rate was slow (4 Hagh a large positioning error
was substantially reduced by using the MAIIC algorithm —tblative RMS errotEgass (%)
and the relative maximum errdt,; (%) were reduced t0.99% and1.88%, respectively. As
the fabrication rate was increased to 16 Hz, the vibratidgabmics effect was augmented to
the hysteresis effect, resulting in even larger trackingrer However, precision tracking was
still maintained when using the MAIIC approach £x;5(%) and Eyy (%) were only1.14%
and2.30%, respectively (see Fig. 5.7 (b), (d)). Since the laterahterl and vertical to lateral
coupling effects can be ignored, precision tracking is alstained by using MIIC technique
for z-axis. We note that for nanofabrication application, psiEei tracking inc andy axes are

equally crucial, because even if the tracking error in eadividual axis is small, a relatively
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large distortion can still be generated in the final fabadapattern. Such an “amplification”
of the positioning error is caused by the superposition efdtrors in different axes. In the
experiment, precision tracking gnaxis was also achieved by using the MAIIC technique. The
simultaneous precision tracking in bathandy axes leaded to the precision fabrication of the
continuous Chinese characters pattern.

When fabricating the Chinese characters pattern, the érexyuof the isosceles trapezoidal
wave was much higher (20 times higher) than that in the lategeaxes. As aresult, large probe
oscillations in the verticat-axis not only increased the roughness of the sample sulifatean
also further damaged the probe, the sample, or both. By dseylAIIC algorithm, however,
even at the fabrication rate of 25 Hz, precision verticalxis tracking was still achieved — the
Erns(%) was only2% of that by using the MAIIC method. Thus, the MAIIC algorithrarc
effectively account for adverse effects during high-spdadye-size nanofabrication in both
lateral and vertical directions.

The experimental results also showed that coupling-cadistarbance in multi-axis motion
can also be effectively removed by using the proposed mdthede Sec. 5.2. Comparing
axis tracking performance using MAIIC with using the MIIGkmigue (in Fig. 5.9), we can
see that the-y-to-z coupling effect was substantial. The coupling-causexis displacement
was ~40% of the (original) desired trajectory when the latesal; axes displacement was
large (~ 55 um) and the velocity was at high-speed (1.3 mm/sec). Suchge lkeoupling-
caused disturbance was augmented to the vibrational dgsaffect when all 3-D inputs were
applied simultaneously during the nanofabrication of thén€se characters, resulting in much
larger tracking error (than that if there were no couplinige). This is evident by comparing
with the DC-gain and the MIIC tracking results in Fig. 5.9rg@ coupling-caused disturbance
was eliminated by using the proposed MAIIC technique. Inithait precision tracking of the
original z-axis desired trajectory was achieved during the 3-D ndmifation. Note that in
Fig. 5.9, the small oscillations at the top and the bottonhefisosceles waves were generated
as the SPM cantilever needed to be pulled out and pushedtmsample surface during the
fabrication. Therefore, the experimental results denratestthat the proposed approach can

achieve high-speed precision positioning in 3-D probeelamnofabrication at large-size.
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5.3.4 Nanofabrication Results and Discussion

Next, the converged MAIIC inputs for all the-y-z axes were applied to the y, andz axes
respectively at the same time (theaxis feedback control was turned off), and the Chinese
characters pattern was fabricated. Then the fabricateglsaanea was imaged immediately
afterwards on the same SPM. The SPM images of the fabricatéelps obtained by using the
MAIIC technique are compared with those obtained by usirgMiC and DC-gain methods
(applied to all 3-D axes) in Fig. 5.10 for the three fabricatrates (0.065 mm/s, 0.26 mm/s
and 1.3 mm/s). We also examined the indentation depth thrtuegcross-section plot shown
in Fig. 5.11 — the indentation depth wa20 nm.

The experimental results demonstrated the efficacy of ihyggsed approach in achieving 3-
D precision positioning during high-speed probe-basedfadmication. When the fabrication
rate was at 0.065 mm/s, the distortions caused by nonlingstetesis, vibrational dynamics
effects and cross-axis dynamics coupling were alreadyquioced. As shown in Fig. 5.10 (a2)
and (a3), the Chinese characters in the pattern obtainediby the MIIC method and the DC-
gain methods were curved (rather than straight) and vamiéehigth and depth. However, such
large fabrication errors in the Chinese characters wergfgigntly reduced by using the MAIIC
method: the Chinese characters were uniform in length adthwélose to the desired ones (see
Fig. 5.10 (al)). When the rate was increased to 0.26 mm/s @&hchih/s, the hysteresis and
dynamics caused pattern distortions became much moreesedarshown in Fig. 5.10 (b2,
b3, c2, c3), the Chinese characters were more curved argljlargried in length and depth.
Such large pattern distortions were reduced substanbgllysing the proposed method. As a
result, the Chinese characters patterns were close to fired®ne (see Fig. 5.10 (bl), (cl)).
The experimental results demonstrate that the MAIIC apgir@an be effectively utilized for

high-speed nanofabrication of large-size 3-D patterns.

5.4 Conclusions

In this chapter, a multi-axis inversion-based iterativaton (MAIIC) approach to achieve
probe-based high-speed nanofabrication at large rangeopoged. It was shown that the

implementation of the MAIIC technique to SPM probe-basedaf@brication can effectively
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compensate for the nonlinear hysteresis and vibrationauycs effects of the piezotube actu-
ator as well as the dynamic coupling effect, thereby imprgthe fabrication throughput. The
approach is illustrated by implementing it to fabricate anéke character pattern via mechan-
ical scratching on a gold-coated silicon sample surfacee &tperimental results show that
Chinese character pattern-f55 ;m size can be accurately fabricated at an average line speed
as high as 1.3 mm/s. The experimental results demonstizégrecision position control can

be achieved in high-speed large-range multi-axes nario&ion.
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Chapter 6

Conclusion

In this dissertation, a suite of inversion-based controladave been developed for high-speed
precision output tracking/transition in challenging apations in practices. The main contri-

butions of this dissertation are as follows,

1. A preview-based optimal output tracking-transition (PI) control approach has been
developed to achieve precision tracking in nonperiodickirag-transition switching with
preview. During the transition sections, the optimal dsbioutput trajectory was de-
signed by directly minimizing the output energy, and theuresl control input for track-
ing and transition sections was obtained by using a prebiased stable-inversion ap-
proach. The POOTT approach maintained the smoothness teinsystate across the
tracking-transition switching, and minimized the outpoeryy. Also, the required pre-
view time has been quantified in terms of the system interyrauhics. The preview time
was further minimized by incorporating with the recentivdloped optimal preview-
based inversion approach. The POOTT approach was demedsinaimplementing it

to a nanomanipulation application using a piezoelectrinaor model in simulation.

2. A B-spline-decomposition-based (BSD) control approsxlachieve precision output
tracking with finite pre- and post-actuation times has beepgsed. The BSD tech-
nigue avoids the system dynamics uncertainties and demgodiine computation by
decomposing the previewed desired trajectory into a finilaler of output elements
based on B-splines, obtaining the corresponding desipd glements by using iterative
learning control approach, and synthesizing the contmltitry using the corresponding
input elements via the superposition principle. Furtheemthe pre-actuation and post-

actuation times of the combined input for given trackingcmi®n was quantified by
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using the stable-inversion theory. The BSD control methad demonstrated and illus-
trated by a nanomanipulation simulation study with a nommim-phase piezo actuator
model. Furthermore, the BSD control approach was also imgieed to achieve preci-
sion tracking of online generated desired trajectory fghkspeed nanomanipulation in
experiments. Specifically, the BSD technique was impleetkatong with a Pl-notch-

filter feedback. The experimental results demonstratetdothasing the BSD technique,
the tracking precision during high-speed output trackiag be substantially improved
over feedback control only, even in the presence of sigmifibgsteresis effect. The ef-
fect of finite post-actuation time on the tracking performmmwas also investigated in the

experiments.

3. A multi-axis inversion-based iterative control (MAIlI@pproach was utilized to achieve
probe-based high-speed nanofabrication at large rang@hh. $he implementation of
the MAIIC technigue to SPM probe-based nanofabrication effectively compensate
for the nonlinear hysteresis and vibrational dynamicsot$fef the piezotube actuator as
well as the dynamic coupling effect, thereby improving thbrication throughput. The
approach has been illustrated by implementing it to fakegieaChinese character pattern
via mechanical scratching on a gold-coated silicon sammiface. The experimental
results showed that the large-range Chinese charactermpain be accurately fabri-
cated at a high-speed. Therefore, the experimental refeit®nstrated that by using the
MAIIC approach, precision position control can be achieiretigh-speed large-range

multi-axes nanofabrication.

The most promising area of future research on high-speeikfiye output tracking/transition
based on inversion-based control tools is the study of thétted nonlinear case. Because of the
large nonlinear hysteresis effect of piezotube actuajmsjcularly for large range displace-
ment, future work would extend the proposed POOTT and BSDoagh from linear time

invariant (LTI) case to nonlinear case.
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