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ABSTRACT OF THE DISSERTATION 
 

Functional Organization of the Bed Nucleus of the Stria Terminalis 

By Frank Nagy  

Dissertation Director: Prof. Denis Paré 

This thesis examined the functional organization of the bed nucleus of the 

stria terminalis (BNST), a poorly known brain region. Two series of experiments 

were performed. First, in anesthetized rats, we compared antidromic response 

latencies in anterior BNST (BNSTa) and central amygdala (CeA) neurons to 

brainstem stimuli. The frequency distribution of latencies was unimodal in BNSTa 

neurons (~10 ms) and bimodal in CeA cells (~10 and ~30 ms). After stria 

terminalis (ST) lesions, only short-latency antidromic responses were observed. 

Since BNST and CeA share excitatory basolateral amygdala (BL) inputs, 

lengthening the path of CeA axons might allow synchronization of BNSTa and 

CeA impulses to brainstem when activated by BL inputs. Consistent with this, the 

latency difference between CeA and BNSTa neurons to BL stimuli approximated 

that seen between the antidromic responses of BNSTa cells and CeA neurons 

with long-conduction times. These results point to a hitherto unsuspected level of 

temporal coordination between CeA and BNSTa neurons, supporting the idea of 

shared functions. 

Second, in behaving rats, we recorded BNST neurons in anterolateral 

(BNST-AL) and anteromedial (BNST-AM) regions under spontaneous conditions 

	
  
ii 



and during auditory fear conditioning. The firing rates of BNST- AL and AM 

neurons were highest in paradoxical sleep, lowest during slow-wave sleep and 

intermediate during wakefulness. During habituation, most neurons were 

unresponsive to the conditioned stimulus (CS). After fear conditioning, many 

BNST-AL neurons developed inhibitory responses to the CS whereas in BNST- 

AM, neurons with positive CS responses prevailed. The behavior of BNST-AM 

and AL neurons during contextual fear paralleled their CS responsiveness: 

BNST-AM neurons fired at higher rates during contextual freezing than 

movement whereas BNST-AL cells did the opposite. However, in contrast with 

cued fear where similar proportions of BNST- AM and AL neurons were CS 

responsive, many more BNST-AM than AL neurons showed differential activity in 

relation to contextual freezing. These findings point to regional differences in the 

activity of BNST-AL and AM in relation to learned fear, raising the possibility that 

they exert opposite influences on fear output networks. The stronger recruitment 

of BNST-AM neurons during contextual relative to cued fear may account for 

BNST’s selective involvement in the former. 
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The studies presented in Chapters IV and V are the result of a 

collaboration between myself and Darrell Haufler. A portion of this work is to be 

published in Learning and Memory. 
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CHAPTER I 
	
  
	
  
	
  

INTRODUCTION 
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Hazardous, life-threatening events have always been a part of the world 

we live in. The dangers they contain may be real or perceived and present 

varying levels of threat to one’s life. In the face of such conditions, an organism's 

survival depends on its ability learn the relationships between aversive events 

and the environmental stimuli that predict them. Emotions play a key role in this 

process by enhancing memory for these threats and the environments in which 

they occur. Indeed, the level of emotional arousal experienced can often predict 

how well an event will be remembered (McGaugh 2004). This key trait reveals an 

important function of the brain, namely the ability to prioritize incoming 

information with respect to the value it holds for survival. Emotions can 

subsequently rally immediate defense responses and help drive behaviors such 

as fight, flight and freezing. Taken together, these qualities have allowed fear to 

so serve as an important adaptive behavioral system essential to the survival of 

organisms throughout the animal kingdom. The occurrence of life-threatening, 

traumatic events can trigger the extreme end of this behavioral spectrum. These 

events may generate maladaptive responses in which fear becomes excessive, 

uncontrollable, and continues for an extended period after the threat has passed. 

These conditions may lead to anxiety disorders such as post-traumatic stress 

disorder. The mechanisms underlying fear learning and responses to fear are the 

subject of intense scientific scrutiny. 

1.1) Historical background 
	
  
	
  

In his book, The Expression of the Emotions in Man and Animals, Darwin 
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was one of the first to examine the role of emotions as they are translated into 

characteristic behavioral responses (Darwin 1872). In the process, he noted that 

many such behaviors are similarly expressed in various species, including 

humans. Darwin concluded that during the course of evolution, organisms 

acquired optimal response strategies that promote survival in the face of 

threatening stimuli. Such stimuli can induce a constellation of behavioral 

responses such as characteristic facial expressions, fight, flight and freezing. 

They also trigger autonomic and neuroendocrine system activity. These findings 

were the first to suggest that human emotion could be investigated through 

observations of animal behavior. The rise of experimental brain research in the 

19th century focused on emotion as a key topic in this emergent field. With the 

help of Darwin's work, early scientists based their animal studies on the 

assumption that emotional circuits are conserved across species. Therefore, the 

study of non-human mammals might reveal key insights into the design and 

function of human emotional systems (reviewed by LeDoux 1987). 

In subsequent years, observational experiments continued to discover the 

neurological underpinnings of fearful emotions. These studies initially focused on 

examining the effects of localized brain damage on emotional behavior. In an 

early study for instance, Brown & Schafer (1888) reported significant deficits in 

the emotional responses of monkeys with large temporal lobe lesions. Fifty years 

later, Kluver & Bucy elaborated on this effect. In an effort to understand the brain 

regions responsible for hallucinatory behavior under mescaline, they excised the 

medial temporal lobe of monkeys. The outcome of these surgeries was a 
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profound and unexpected effect on behavior. Among the cluster of behavioral 

changes exhibited following large temporal lobe lesions, monkeys were not able 

to recognize the emotional significance of objects nor the signals exchanged 

during social interactions (Kluver & Bucy, 1937). Subjects were also greatly 

muted in their own expression of fear and became tame. These behavioral 

effects became known as the Kluver-Bucy syndrome. Some twenty years later, 

Weiskrantz replicated the loss of fear in monkeys with Kluver-Bucy syndrome 

through more restricted lesions confined to the amygdala (Weiskrantz 1956). 

Weiskrantz singled out the amygdala as the structure responsible for associating 

affect with the sensory representation of an object. Research in this period also 

greatly benefited from the emergence and widespread use of behavioral models 

of emotional learning such a classical fear conditioning (Kellicut & Schwarzbaum 

1963, Blanchard & Blanchard 1972, Kapp et al., 1979). The use of targeted 

lesions, emergent behavioral paradigms, and early electrical and chemical 

stimulation techniques (Maclean & Delgado 1953) served to create some of the 

initial conceptual models of limbic system architecture that underpin fear 

learning. These results lead researchers to agree that the amygdala serves as 

the hub of emotional processing in the brain. 

	
  
	
  
	
  
1.2.1) Pavlovian fear conditioning 
	
  

In the years since these seminal publications, many more studies have 

shown that the amygdala plays a key role in linking aversive stimuli to defensive 

behaviors (reviewed by Davis 2000; LeDoux 1998, 2000; Maren 2001, Paré 
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2004). The use of lesion techniques and the later advent of modern 

electrophysiological recording techniques contributed greatly to this 

understanding. However, perhaps the single greatest tool in the study of fear was 

the introduction of a behavioral paradigm called Pavlovian fear conditioning. 

Developed by Ivan Pavlov in the early 1900's (Pavlov & Anrep 1927), 

Pavlovian (or classical) conditioning is perhaps the best known behavioral 

paradigm used to study learning and memory across a variety of brain systems 

and species (Krasne & Glanzman 1995, Holland & Gallagher 1999, Thompson & 

Krupa 1994). The past 30 years has seen a modified version of this behavioral 

model, known as Pavlovian fear conditioning, used to study the neurocircuitry 

supporting learned fear. In this variant, subjects are habituated to training and 

testing contexts and then presented with an innocuous conditioned stimulus (CS) 

– typically a tone, which is paired to an aversive unconditioned stimulus (US) – 

usually a footshock. The US reflexively activates an unconditioned response 

(UR). Even a single CS-US pairing is enough to form an associative memory 

between the two stimuli. The fear conditioning behavioral paradigm is 

summarized in Figure 1.1. 
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Fig. 1.1 Associative fear conditioning summary using tone-shock CS-US respectively (Adapted 
from Johannson et al. 2012). On Day 1, the subject is habituated to the conditioning chamber. On 
Day 2, a CS tone is presented and co-terminates with a short shock. Day 3 the CS tone is 
presented alone, in the absence of a shock. The grid floor is replaced with a peppermint coated 
flat floor to functionally change the environment. This is meant to allow the animal to freeze only 
to associate the CS and not the chamber to the fearful stimulus. 
	
  
	
  

Once the memory is established, subsequent presentations of the CS 

alone evoke conditioned fear responses (CRs) identical to the US-evoked URs. 

Therefore the CRs become an index of the strength of the associative fear 

memory. Like URs, CRs are a combination of autonomic, neuroendocrine, and 

behavioral changes. Among these, the most commonly studied CRs include 

changes in heart rate, blood pressure, respiration (Kapp et al., 1979, Iwata et al., 

1987), ultrasonic vocalization (Blanchard et al., 1991), behavioral freezing 

(Fanselow 1980), and escape behavior (Maier 1990). Pavlovian fear conditioning 

is a convenient behavioral paradigm used for the study of fear learning because 

memories are acquired rapidly and can last for the lifetime of the subjects (Gale 
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et al. 2004). Once established, these memories can be evoked by the 

presentation of the CS alone or by exposure to the context where training took 

place. However, if after conditioning the CS is repeatedly presented in the 

absence of a US, fear responses gradually disappear. This phenomenon is 

known as extinction. 

Since the introduction of Pavlovian fear conditioning, enormous strides 

have been made in understanding the neural circuitry underlying fear learning in 

a variety of species, as summarized in the next section. 

	
  
	
  
1.2.2) The Amygdala and its role in fear learning 
	
  

The amygdala is composed of approximately twelve nuclei located in the 

temporal lobe. Although this thesis will focus on the amygdala's involvement in 

fearful emotions, it participates in numerous other functions. Indeed, animal 

studies have shown the amygdala to play key roles in reward learning (Will et al., 

2004, Lu et al., 2005), the perception of painful stimuli (Kang et al., 1998), rage, 

arousal, feeding/drinking, and reproduction to name a few (Delgado 1968, Kaada 

1972, Baxter & Murray 2002). Additionally, there are numerous fear related 

behaviors (innate fears, among others) that the amygdala does not participate in 

(Treit et al. 1993. Raybuck & Lattal 2011, Fendt 2003). 

	
  
1.2.3) Amygdalar anatomy 
	
  

The physician Karl Burdach was the first to describe the anatomical 

structure of the amygdala, referring to it as an almond-shaped nuclear complex in 

the anterior portion of the temporal lobe (Burdach 1819). His initial 
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characterization of the amygdala delineated a set of nuclei that would come to be 

known as the basolateral complex (BLA). Subsequent studies have expanded the 

description of the region to include the central (CeA), medial, and cortical nuclei 

(Sah et al., 2003, Ledoux 2000). These cell groups are further divided into 

subregions that maintain strong interconnections with one another. Several 

distinct nuclei within the amygdala play key roles in the acquisition and 

expression of fear memories (Fig 1.2). These include the BLA with its lateral (LA), 

basolateral (BL), and basomedial (BM) subdivisions, the CeA with medial (CeM) 

and lateral (CeL) subgroups, and the intercalated nuclei (ITC) (reviewed by Pape 

& Paré 2010). Within the amygdala, the synaptic connections are generally 

unidirectional. Neurons in the BLA send excitatory projections onto targets within 

the lateral and medial sector of the CeA. The ITC is able to modulate CeA firing 

via inhibitory projections to that cell group. The CeM meanwhile is thought to be 

the main output nuclei of the amygdala, projecting to regions mediating the 

expression of fear with its control over these areas modulated by BLA and ITC 

activity. 
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Fig. 1.2 (A) Section processed to reveal µOR immunoreactivity and counterstained with cresyl 
violet. (B) Box diagram showing main intra-amygdaloid projections. Note that all BLA projections 
to CE are glutamatergic. There are GABAergic neurons in BLA nuclei but they are local-circuit 
cells. BM, accessory basomedial nucleus; BL, basolateral nucleus; CeL and CeM, lateral and 
medial sectors of CeA; ITC, intercalated neurons; LA, lateral nucleus. OT, optic tract;	
  
	
  
	
  
1.2.4) Extrinsic Amygdalar Connectivity 
	
  

In addition to its extensive intrinsic connectivity, the BLA and CeA have 

abundant connections with many other regions of the brain (Fig. 1.3)
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Fig. 1.3 Summary of the main connections of the amygdala. Note that for simplicity, inputs from 
and projections to neuromodulatory systems of the brainstem and basal forebrain have been 
omitted. 
	
  

Via inputs from the thalamus, associative cortical areas, as well as more 

direct subcortical routes, the amygdala has access to sensory inputs of all 

modalities. The main input station of the amygdala for sensory information is the 

lateral nucleus (Amaral et al 1992, LeDoux et al. 1990a). The amygdala, 

particularly the BLA complex also receives inputs from the hippocampus 

(McDonald 1998). Hippocampal inputs can relay information regarding the 

environmental context of aversive events (Ji & Maren 2007). Additionally, 

polymodal cortical regions, particularly the medial prefrontal cortex, transmit 

highly processed information to the amygdala (McDonald 1998). 
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US-related shock information can reach the LA via its inputs from posterior 

intralaminar thalamic nuclei (Paré et al. 2004). The CeA also has direct, albeit 

sparse projections to the paraventricular nucleus of the hypothalamus (PVN), the 

entry point in the brain to the HPA axis (Guillemin and Rosenberg, 1955). The 

CeA, along with the BLA have much stronger projections to the BNST, a structure 

with more robust hypothalamic connectivity (Dong et al., 2001). The amydalar- 

BNST-hypothalamic circuit might be one possible route through which the 

amygdala could engage the stress circuitry during fear expression (Rogan & 

LeDoux ,1996; LeDoux, 2000). 

	
  
1.2.5) The Amygdala and conditioned fear 
	
  

Studies from numerous laboratories are in agreement that the amygdala 

plays a critical role in the acquisition and expression of conditioned fear (Davis, 

2000; Ledoux, 2000; Maren 2001). The thalamus and cortex relay CS and US 

information that in turn converges on LA neurons. These inputs, when paired, 

lead to a potentiation of synapses conveying CS information to LA neurons 

(LeDoux, 2000; for review see Paré et Duvarci 2012). The LA can then indirectly 

drive CeM fear output neurons through its projections to BA, ITC and CeL nuclei 

(Pitkanen et al., 1997; Royer et al., 1999). 

The CeA is thought to be the main output nucleus of the amygdala for the 

expression of conditioned fear responses. Damage to the CeA has been shown 

to severely reduce fear expression (Kapp et al., 1979; Iwata et al., 1986). The 

CeA is well positioned to elicit the complex autonomic neuroendocrine and 
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behavioral responses to fearful stimuli through its numerous projections to 

downstream targets such as the lateral hypothalamus, rostral ventrolateral 

medulla (RVLM), nucleus of the solitary tract (NTS) (Cassell and Gray 1989; 

Iwata et al., 1987;LeDoux et al. 1988; Hopkins and Holstege 1978), and 

periaqueductal gray (Carobrez et al., 1983). 

	
  
	
  
1.2.6) Measuring the expression of fear 
	
  

The subjective experience of emotions does not easily lend itself to 

scientific study. However, the behavioral and physiological correlates of 

emotions, especially fearful emotions, can be studied easily. In rats, fearful 

responses have been measured in a wide variety of ways, including behavioral 

freezing (Blanchard and Blanchard 1972; Ledoux et al., 1986), potentiated startle 

(Davis 1997), ultrasonic vocalizations (Blanchard et al., 1991), and changes in 

heart rate and blood pressure (Kapp et al., 1979). Of these, freezing is the 

easiest to measure (Kalin and Shelton 1989). Operationally, behavioral freezing 

is defined as the arrest of all movement other than breathing. In the wild, such 

behavior allows rats to remain inconspicuous, decreasing the likelihood of a 

predator attack (Biederman et al., 2001). 

The periaqueductal gray (PAG) is not a storage site of classically 

conditioned fear associations, but an expression site of conditioned freezing 

(Wilson and Kapp 1994). Lesions of the PAG abolish freezing without affecting 

other components of fear responses (LeDoux et al., 1988). As a result of direct 

CeM projections, the PAG generates freezing responses to conditioned stimuli 
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(Rizvi et al., 1991; Hopkins & Holstege, 1978). The PAG also receives inputs 

from all portions of the BNST although the strongest arise from the ventral and 

posterior lateral divisions of the BNST - the same regions of the BNST that 

receive CeM projections (Dong & Swanson 2004, 2006a, b). Thus there seems 

to be a rich interplay among CeM, BNST, and PAG neurons for the purposes of 

driving fearful behaviors. The nature of these interactions, however, remains 

unclear. One of the goals of this thesis is to understand the timing of inputs from 

BNST and CeM neurons to downstream targets such as the PAG. 

	
  
1.3.1) BNST background 
	
  
	
  

The BNST was originally defined by JB Johnston as the mass of cells 

surrounding the fibers of the stria terminalis at its rostral and caudal ends. 

(Johnston 1923). On the basis of comparative and embryological studies, 

Johnston further proposed that the similarities between the CeA and BNST are 

so profound that they would be better classified as part of the same cell 

continuum. As a result of Johnston's early observations, the concept of the 

'extended amygdala' was developed (Alheid et al., 1995; Alheid & Heimer 1988). 

These studies demonstrated that the CeA, the medial amygdala (MeA) and 

BNST were connected by columns of cells located along the trajectory of the stria 

terminalis – the fiber bundle that connects the amygdala with the BNST. In the 

ensuing decades anatomists have reclassified the boundaries of the BNST. The 

caudal end of Johnston's BNST became the CeA with a few cells around the 

caudal tip associated with the BNST. The rostral end however, has continued to 
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be thought of as the BNST and defined as the region surrounding the stria that is 

bounded by the lateral septal nucleus ventrally, the preoptic region of the 

hypothalamus dorsally, the amygdala caudally and the nucleus accumbens on its 

rostral end. 

1.3.2) Anatomy of the BNST 
	
  
	
  

At a macroscopic level, BNST can be divided into a posterior region 

(BNSTp) that is sexually dimorphic and involved in reproductive/defensive 

behaviors (Simerly 2002), and an anterior region (BNSTa). The BNSTa will be the 

focus of this thesis as it is most often implicated in the regulation of anxiety and 

contextual fear (Davis et al. 2010). As shown in figure 1.4, and consistent with 

earlier accounts (Krettek & Price ‘78), we divide BNSTa into three sectors: medial 

(BNST-AM) and a lateral sector (BNST-AL) – both dorsal to the anterior 

commissure, and a third sector (BNST-AV) – ventral to the anterior commisure. 

Figure 1.4 also shows how these regions differ in terms of inputs from the 

amygdala (Fig. 1.4C), cortex (Fig. 1.4D), as well as subcortical outputs (Fig 

1.4E). 
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Fig 1.4 Structure and connections of BNSTa. (A) BNSTa at low (1) and higher (2) magnification. 
NeuN staining. (B) BNSTa subdivisions based on differential patterns of connectivity shown in 
panels C-E. (C) Amygdala inputs. (D) Cortical inputs. (E) Subcortical projections. Note that 
nearly all BNSTa projections to brainstem fear effectors (PAG, NTS, DMV) originate from the 
anterolateral region. The lateral and medial parts of BNST are also distinct in their cortical 
afferents. Differential amygdala innervation of the two regions has also been reported. 
Abbreviations: AC, anterior commissure; GP, globus pallidus; PVH, paraventricular hypothalamic 
nucleus; ReT, Reuniens thalamic nucleus; Str, striatum; V, ventricle. 
	
  
	
  
1.3.3) Connections of the BNST 
	
  
	
  

As mentioned before, the main extrinsic input to BNSTa originates from the 

amygdala (Fig. 1.4C; Krettek & Price 1978; Weller & Smith 1982; Dong et al., 

2001a; Shin et al., 2008; Sun & Cassell 1993). Amygdalar inputs to BNSTa are 

important in the context of this thesis because they likely transfer CS information 

to BNSTa. Axons from the amygdala reach the BNST via two distinct pathways, 

the stria terminalis (dorsal pathway) and the ansa peduncularis (ventral pathway) 

(Dong et al. 2001a). From the amygdala, the BNSTa derives massive GABAergic 
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inputs that arise in CeA, and dense glutamatergic inputs that stem from the basal 

nuclei (BA = BL + BM; basolateral and basomedial respectively). CeA and BA 

inputs converge in the lateral part of BNSTa. Differentiated amygdala inputs are 

seen in the medial part of BNSTa (Fig. 1.4B). It is important to note that whereas 

the connections between BNSTa and the BA nuclei are largely unidirectional, 

BNSTa-CeA connections are reciprocal (Sun & Cassell 1993; Dong et al., 2001a; 

Poulin et al., 2006). Most brainstem projections of BNSTa, including those to the 

ventrolateral periaqueductal gray (PAGvl), originate in its lateral sector, with a 

small contribution from BNST-AM (see Schwaber et al., 1982; Sofroniew 1983; 

Luppi et al. 1988; Moga et al., 1989; Sun et al., 1994). Like the CeA, the BNSTa 

projects to a variety of structures thought to generate different components of 

fear responses including the PAGvl, nucleus tractus solitarius (NTS), and dorsal 

motor nucleus of the vagus nerve (DMV) (Dong et al., 2000; Dong et al., 2001b; 

Dong & Swanson 2004) . The BNST also sends massive projections to the 

hypothalamus, subserving its role as the conduit for limbic inputs regulating the 

HPA axis (Dong et al. 2000). BNSTa projections to the PAGvl (Hostege et al. ‘85) 

were reported to be stronger than those originating in CeM (Hopkins & Holstege 

‘78) and are likely to underlie the influence of BNSTa over behavioral freezing. 

1.3.4) The BNST and its role in fear learning 
	
  
	
  

As previously mentioned, a large body of literature implicates the 

amygdala in Pavlovian fear conditioning. However, the transformation of fearful 

sensory cues into appropriate behavioral responses relies on the dynamic 

interaction of a distributed network of cell groups in multiple nuclei. It has been 
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shown that stimulus convergence in the thalamus (Gerren and Weinberger 1983) 

and auditory cortex (Lezkus et al 2011) are necessary for auditory fear- 

conditioning. The hippocampus and entorhinal cortex have been shown to be 

important in the context-dependence of fear (Ji & Maren 2007, Maren 2008). 

Lesioning and neuroimaging studies have also implicated the prefrontal cortex- 

amygdala circuit in the processing of fear conditioning and extinction (Bishop 

2007, Quirk & Beer 2006). 

While the BNST has similar cells types and projection patterns as the 

CeA, the notion that the BNST is involved in generating conditioned fear to 

discrete sensory cues is not supported by prior studies. Indeed it is generally 

believed that the CeA and BNST have different and independent functions 

(Walker et al., 2003; Davis et al. 2010). In particular, lesion (Hitchcock and Davis 

1987, 1991; LeDoux et al. 1988; Campeau and Davis 1995) and local drug 

infusion studies (Kim et al. 1993; Wilensky et al. 2006) have revealed that CeA is 

critically involved in the rapid expression of conditioned fear responses to 

discrete sensory cues (however see Koo et al., 2004; Pitts et al., 2009). These 

functions are reportedly left intact by BNST lesions (LeDoux et al. 1988; Walker 

and Davis 1997; Gewirtz et al. 1998; Sullivan et al. 2004). Instead, BNST lesions 

were reported to interfere with the development of longer “anxiety-like” states in 

response to more diffuse environmental contingencies (reviewed in Walker et al. 

2003; Davis et al. 2010). For instance, inactivation of BNST impairs light- 

enhanced startle whereas CeA inactivation does not (Walker & Davis 1997; 

Walker et al. 2003). Similarly, it was reported that post-training electrolytic lesions 
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of BNST disrupt corticosterone and freezing responses to contextual stimuli but 

not conditioned freezing to discrete sensory cues (Sullivan et al. 2004). 

Given their common inputs from the basolateral amygdala and  

overlapping projections to fear effector neurons, the basis for the functional 

dissociation between BNST and CeA is unclear. However, other studies suggest 

that BNST activity, while not required for generating learned fear to cues, exerts a 

tonic inhibitory influence on fear output networks. For instance, intra-BNST 

infusions of muscimol enhance fear potentiated startle (Meloni et al., 2006). 

Moreover, presentation of a fear-eliciting CS together with a conditioned inhibitor 

can increase fos expression in BNST relative to animals only presented with the 

CS (Campeau et al., 1997). Thus, the question remains: What exactly is the 

BNST’s role in the acquisition and expression of conditioned fear does in interact 

with the CeA during this process? 

	
  
	
  
	
  
1.4.1)  Objectives and hypothesis 
	
  

Our current understanding of the BNST is reminiscent of the situation that 

prevailed 20 years ago for the amygdala. In the early 90’s, the extrinsic 

connectivity of the amygdala was known and we had much lesion and pharmaco- 

behavioral data about its function. However, the amygdala was somewhat of a 

black box because there was little data about the activity of amygdala neurons in 

behaving animals. The same situation now exists for BNST. Therefore, we 

propose to use in BNST, the strategy that proved successful to reveal the inner 

workings of the amygdala. 
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The goals of this thesis are: (1) to expand our understanding of the relationship 

between the BNST and the amygdala; (2) to examine the behavior of BNST 

neurons under different states of vigilance, and (3) to characterize the behavior 

of BNSTa neurons during the acquisition and expression of conditioned fear 

responses. 

In Chapter III for my first aim, I will examine the conduction times and 

trajectory of CeA and BNST outputs to the brainstem. As reviewed above, both 

these cell groups project to overlapping areas of the brainstem such as the 

nucleus of the solitary tract and the PAG, sites mediating central control of blood 

pressure and freezing behavior, respectively. Their postsynaptic impact on these 

regions could be enhanced if BNST and CeM impulses reached these targets at 

the same time. However, the conduction time of BNST and CeM neurons to the 

brainstem targets has yet to be characterized. Furthermore, it has previously 

been observed that some CeM neurons reach their brainstem targets directly, 

through the ventral amygdalofugal pathway whereas others take a much longer 

route through the stria terminalis (Price and Amaral, 1981). Thus, I will first aim to 

characterize the conduction time of CeM and BNST neurons to the brainstem. My 

hypothesis is that lengthening the path of the CeA axons to the brainstem via the 

stria terminalis can facilitate the synchronization of BNST and CeM impulses to 

the brainstem. 

In Chapter IV for my second aim, I will study the spontaneous activity of 

BNST-A neurons during different behavioral states of vigilance. Because most 
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prior unit recording studies of BNST have been performed in anesthetized 

animals (for instance see Adamec, 1989; Yajeya et al., 1989; Han and Ju, 1990; 

Veinante and Freund-Mercier, 1998), there is little data on this topic. Here, we 

hypothesize that like most neurons of the central nervous system (reviewed in 

Steriade & Hobson, 1976), BNSTa neurons exhibit higher firing rates during 

activated behavioral states (wakefulness and paradoxical sleep) than slow-wave 

sleep. 

Finally, in Chapter V, I examine the activity of BNSTa neurons during the 

acquisition and expression of cued and contextual fear. As reviewed above, prior 

work suggests that the CeA participates in the expression of cued and contextual 

fear whereas BNSTa is only involved in the latter. The basis for this functional 

dissociation is unclear because CeA and BNST form similar connections with the 

amygdala and brainstem fear effectors. To shed light on this question, we will 

record neurons in BNST-AL and AM in rats subjected to auditory fear 

conditioning. Because these two BNSTa sectors form contrasting connections 

with the amygdala and downstream targets, we hypothesize that that there will 

be regional differences in the activity of BNSTa neurons in relation to learned 

fear. 
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CHAPTER II 
	
  

	
  
	
  
	
  
	
  

GENERAL METHODS 
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2.1) Acute in vivo experiments 
	
  

Experiments were conducted on Male Sprague-Dawley rats (225-250 g; 

Charles River, Wilmington, MA), in accordance with the NIH Guide for the Care 

and Use of Laboratory animals and with the approval of the Institutional Animal 

Care and Use committee of Rutgers State University, in compliance with the 

Guide for the Care and Use of Laboratory Animals (Department of Health and 

Human Services). All animals were kept on a 12 hour light/dark cycle and had 

free access to food and water. Rats were anesthetized with a mixture of ambient 

air, oxygen, and isoflurane. Atropine (0.05 mg/kg, i.m.) was administered to aid 

breathing. Body temperature was maintained at 37-38 oC with a heating pad. The 

level of anesthesia was assessed by continuously monitoring the 

electroencephalogram and electrocardiogram. A local anesthetic (bupivacaine, 

0.1 ml) was injected subcutaneously in the region of the scalp to be incised. Ten 

minutes later, the scalp was cut on the midline. The bone overlying the regions of 

interest was removed and the dura mater opened. Under stereotaxic guidance, 

groups of two or three tungsten stimulating electrodes (inter-tip spacing of ~1 

mm) were inserted in the BL nucleus of the amygdala, the stria terminalis, as well 

as just dorsal to the substantia nigra where CeA and BNST axons en route to the 

brainstem form a compact bundle (Hopkins and Holstege 1978; Holstege et al. 

1985). For the placement of stimulating and recording electrodes, the following 

stereotaxic coordinates were used (all relative to the bregma and in mm). For BL, 

antero-posterior (AP) – 2.3, medio-lateral (ML) 5.0, dorso-ventral (DV) 8.7, and 
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AP –2.8, ML 4.8, DV 8.7. For CeM, the coordinates were AP –2.6, ML 4.1, DV, 

8.0 and AP –1.8, ML 3.6, DV 7.8. For BNST, the coordinates were AP –0.8. ML 

1.7, DV 6-7.5 and –0.2, ML 1.6, DV 6-7.5. For brainstem, three electrodes were 

inserted at the same AP level (-6.0), three different ML levels ML 1.6, 2.1, 2.6, 

and DV positions 7.7, 7.3, 6.9, respectively. 

Evoked responses were recorded in CeM and BNST with high impedance 

(10-12 Mohm) tungsten microelectrodes (FHC, Bowdoin, ME). The positions of 

the microelectrodes were adjusted independently with micromanipulators. A 

subset of rats was prepared with electrolytic lesions of the stria terminalis. Such 

lesions were performed by applying 1 mA for 10 seconds. We only considered 

neurons generating spikes with a high signal to noise ratio (>3). As the electrodes 

were lowered toward the structures of interest, electrical stimuli (0.1-0.5 mA, 0.1- 

0.3ms) were delivered in the brainstem in search of antidromically responsive 

neurons, indicating that they are brainstem-projecting cells. To be classified as 

antidromic, evoked unit responses had to meet at least two of the following three 

criteria (Lipski 1981): (1) stable latency (<0.3 ms jitter), (2) collision with 

orthodromically evoked or spontaneously occurring spikes and (3) ability to 

respond faithfully to high frequency stimuli (300 Hz). Neuronal activity was 

observed on a digital oscilloscope, digitized at 20 kHz, and stored on disk for off- 

line analysis. 

At the end of experiments, the animals were administered an overdose of 

sodium pentobarbital (100 mg/kg, i.p.) and select recording sites in the BNST 

and CeM were marked with electrolytic lesions (0.6 mA for 5-10 s). The brains 
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were  then  extracted  from  the  skull,  fixed  in  2%  paraformaldehyde  and  1% 

glutaraldehyde, sectioned on a vibrating microtome (thickness 100 um), and 

stained with cresyl violet to show electrode placements, as shown in figure 3.1. 

The microelectrode tracks were reconstructed by combining micrometer readings 

and histology. To be included in the analysis, cells had to be histologically 

confirmed as being located in the regions of interest. Analyses were performed 

off-line with commercial software (IGOR, WaveMetrics, Lake Oswego OR; 

Matlab, Natick, MA) and custom-designed software running on personal 

computers. Spikes were detected using a window discriminator after digital 

filtering of the raw waves. All values are expressed as means ± SE. 

	
  
2.2) Survival Surgeries 
	
  

These experiments involved the use of implanted microdrives housing 

multiple tetrodes. Recordings were made over the course of a week, during 

which rats were exposed to a differential fear conditioning paradigm. 

	
  
2.2.1) Surgical procedures 
	
  

Adult male Lewis rats (Charles River) were housed individually with ad 

libitum access to food and water and maintained on a 12 h light/dark cycle. Rats 

were anesthetized with a mixture of isoflurane and O2, and administered atropine 

to aid breathing. In aseptic conditions, rats were mounted in a stereotaxic 

apparatus with nonpuncture ear bars. A local anesthetic (bupivacaine, s.c.) was 

injected into the region to be incised. The scalp was then incised and a 

crainiotomy performed above the regions where electrodes were to be implanted. 
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Next, anchoring screws were secured to the skull around the exposed region. 

The microwire assembly was then lowered into position with the aid of a 

stereotaxic device. All exposed areas of the brain were sealed using an agar 

solution. The microdrive was then affixed to the skull using dental cement to 

securing it to the mounting screws. A reference screw was inserted in the bone 

overlying the cerebellum and soldered to the reference wire. The tetrodes were 

then individually lowered using the adjusting screws until they were in their 

regions of interest. The remaining wound was sutured and covered with antibiotic 

ointment. The rats were then allowed to recovery for 7 days before the start of 

the behavioral protocol. 

	
  
2.2.2) Microdrive Arrays 
	
  

Each micro-drive array houses 21 individually adjustable microdrives (Fig. 

2.1). The original design of this array (Kloosterman et al., 2009) was modified by 

adjusting micro-drive angles and widening the base to facilitate the targeting of 

multiple brain regions. Tetrodes were gold-plated using a combined low 

impedance progressive plating process in the presence of a gold/carbon 

nanotube solution (CheapTubes, Battleboro VT) (Ferguson et al., 2009). The 

solution was continuously sonicated during the plating process to promote 

greater adhesion of the gold mixture (Desai et al., 2010). Plating was performed 

using multiple rounds of low current until electrode impedance is lowered to ~100 

kOhms. Electrode interface boards were custom designed to match the micro 

drive dimensions (Advanced Circuits, Tempe AZ). Boards were then connected to 
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Plexon preamplifiers (Neuralynx, Bozeman, MT). Reference channels on 

electrode interface board were attached to stainless steel reference wires 

originating from screws above the cerebellum. 

	
  

	
  

Fig. 2.1 Model of micro-drive array. Tetrodes are pinned to the outer edge of the electrode 
interface board which then attaches to 16 channel preamplifiers. The plastic array consists of 21 
micro-drives, each driving one tetrode. The collector cannula region was modified in-house to 
accommodate a wider range of recording sites (not shown).	
  
	
  
	
  
2.3) Fear Conditioning 
	
  

On day-0, rats were habituated to context A and B for 20 min each. Before 

and after each context exposure, the animals were placed in their home cage. 

On day-1, we performed a tone habituation session (5 presentations of the CS+
 

and the CS–; each 30 s in duration, white-noise or 2 kHz, 80 dB). The identity of 

the CS+ and CS– was varied across animals and they were presented in a 

random order. The CS– served as non-associative control. Following habituation, 

the rats received presentations of 5 CS+ and 5 CS–, with the CS+ co-terminating 

with a footshock (US, 0.5 mA, 1s). On day-2, to test for contextual fear memory, 

rats were placed in context A for 10 min with no presentations of the CS+ or CS–. 
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On day-3, in context B, recall of cued fear was tested with twenty additional 

presentations of the CS– and CS+. Another recall test was performed on day-4 

(ten additional presentations of the CS+  and CS–). In all phases, five minutes 

elapsed between placement of the rats in context A or B and presentation of the 

first CS. The duration of the CS was always 30 sec and the inter-CS intervals 

varied between 3 and 4 minutes. This long interval was selected so that during 

the recall tests, freezing elicited by one CS would have subsided by the time the 

next CS is presented. However, note that during fear conditioning, once the first 

US was administered, rats froze at various times, including during the CSs and 

inter-CS intervals. Much of this freezing likely represents a non-associative 

response to the recent US exposure. Behavior was recorded by a video-camera 

and scored off-line. Time spent freezing (defined as immobility, with the exception 

of breathing) was measured by an experienced observer with a stopwatch. 

Contextual freezing was also measured using a custom Matlab script that 

compared absolute differences in luminosity values between corresponding 

pixels in successive video frames. Prior to carrying out this analysis, the frames 

were filtered with a two-dimensional median base filter to remove the so-called 

“salt-and-pepper” noise in luminosity values of nearby pixels. We used a uniform 

threshold of luminosity variations (10% of maximal seen during locomotor 

activity) that had to be observed in at least 30 consecutive frames (or 1 sec). This 

automated approach closely matched the results obtained with visual scoring (r = 

0.9). 
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2.2.4) Statistical analyses 
	
  

To assess whether CS-evoked responses were significant, we first 

computed the firing rate of each unit in 5 sec bins, from 20 s before to 120 s after 

the  onset  of  the  CS+   and  CS–.  Separate  averages  were  obtained  for  the 

habituation phase, the first two and last three CS+ and CS– of training, as well as 

the first and last five CS+ and CS– of the two recall tests. The data of each 

average was then z-scored to firing rate variations seen in the pre-CS period. A 

CS-evoked change in firing rate was deemed significant, when the six 5-s bins of 

the CS+ or CS– differed from the baseline period by ±1.96 z or more. This 

corresponds to a significance threshold of p ≤ 0.05. To assess whether the 

proportion of responsive cells changed significantly depending on the phase of 

the behavioral protocol, we used a chi-square test that analyze whether there 

was a dependence between response type (response, no response) and 

behavioral phase (habituation, CS+ 1-2 or 3-5 of training, first 5 or last 5 CS+ of 

the two recall tests. 

	
  
	
  
2.2.5) Histology 
	
  

At the end of the experiments, the animals were deeply anesthetized and 

recording sites marked with small electrolytic lesions (20 µA between a tetrode 

channel and the animals’ tail for 15 sec). One day later, the rats were then 

perfused-fixed through the heart, their brains extracted, cut on a vibrating 

microtome and the sections counterstained with cresyl violet. 
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CHAPTER III 
	
  

AIM #1 
	
  
	
  
	
  

TIMING OF IMPULSES FROM THE CENTRAL AMYGDALA AND 

BED NUCLEUS OF THE STRIA TERMINALIS TO THE BRAIN 

STEM 
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3.1) Rationale 
	
  

The CeM and BNST possess remarkable anatomical, embryological, and 

neurochemical similarities. As a result they have been grouped together by 

Alheid and Heimer in an inclusive structure termed the ‘extended amygdala’. 

Furthermore, the two structures are reciprocally connected through the ventral 

amygdalofugal pathway and stria terminalis, potentially allowing them to 

modulate each others' activity. Functionally however, the two nuclei are quite 

different. The CeM is thought to be the main amygdalar output driving the 

expression of rapid responses to discrete fearful stimuli. The BNST in contrast 

mediates longer lasting behavioral responses to less defined contingencies. Both 

nuclei carry out at least a portion of their respective behavioral influences through 

their connections to similar brainstem regions. To gain a greater understanding of 

functional interactions between these two structures, we compared  the 

antidromic response latencies of BNST and CeM neurons to brainstem 

stimulation. While BNST neurons exhibited a frequency distribution of latencies 

that was unimodal (~10 ms mode), CeM neurons had a bimodal distribution (~10 

and 30 ms modes). Because a subset of brainstem projecting neurons in the 

CeM course through the stria terminalis, we examined the effect of stria 

terminalis lesions on the frequency distribution of CeM neurons. These lesions 

eliminated the longer latency mode of brainstem projecting CeM neurons, leaving 

intact the responses of BNST brainstem projecting cells. Compared to the CeM 

neurons that course through the shorter ventral amygdalofugal pathway, the CeM 

neurons coursing through the stria terminalis cover a distance 2-3 times as long. 
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This seems to be a disadvantageous arrangement. However, since the BNST 

and CeM share major excitatory BL inputs, lengthening the CeM path may allow 

synchronization of BL driven BNST/CeM inputs to the brainstem. To test this 

possibility, we compared orthodromic response latencies of CeM and BNST 

neurons to BL stimuli. The latency difference of the responses of CeM and BNST 

neurons approximated that seen between the antidromic responses of BNST 

cells and CeM neurons with long conduction times. These results reveal a 

previously unsuspected level of temporal coordination between the inputs and 

outputs of CeM and BNST neurons, supporting the idea of shared functions 

between these two structures. 

	
  
	
  
3.2) Methods 
	
  

Experiments were performed on rats using an acute in vivo setup. Rats were 

anesthetized with isoflurane. Small openings were made in the skull to allow for 

recording electrodes to be placed in BNST, CeM, BL, and for 

stimulating/lesioning electrodes to be positioned in brainstem and stria terminalis. 

For identification of electrode placements at the end of experiments, the brain 

was removed, fixed in paraformaldehyde and subsequently sliced and stained. 

For greater detail regarding above methods, please refer to Chapter II. 

	
  
	
  
3.3) Results 
	
  

A total of 130 CeA and 96 BNST neurons that were spontaneously active 

and/or responsive to electrical stimuli delivered in the BL or brainstem were 
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recorded from 48 intact rats in this study. Histological controls (Fig. 3.1B2) 

revealed that our sample of CeA cells included 102 and 28 neurons recorded in 

the CeM and CeL, respectively. For BNST cells (Fig. 3.1B1), most were recorded 

in the anterolateral region (n=83), as defined by Ju and Swanson (1989a, b), with 

the rest in the posterior (n=13) region. 

	
  

Fig. 3.1 Histological verification of stimulating and recording sites. Coronal sections stained with 
cresyl violet. (A) Arrowheads point to stimulation sites in the BL nucleus (A1) or dorsal to the 
substantia nigra (A2). (B) Arrows point to electrolytic lesions in BNST (B1) or CEM (B2), where 
brainstem-projecting neurons were recorded. Abbreviations: AC, anterior commissure; BL, 
basolateral nucleus of the amygdala; CC, corpus callosum; CE, central nucleus of the amygdala; 
cp, cerebral peduncle; CPu, caudate-putamen; H, habenula; LA, lateral nucleus of the amygdala; 
LG, lateral geniculate nucleus; rs, rhinal sulcus; Th, thalamus; v, ventricle. 

	
  
	
  

Consistent with earlier anatomical findings indicating that CeM has more 

extensive brainstem projections than CeL (Hopkins and Holstege 1978; Veening 
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et al., 1984; Petrovich and Swanson 1997), the incidence of brainstem projecting 

cells, as identified by their antidromic responses to brainstem stimuli, was 

significantly higher in CeM than CeL (Fisher exact test, p <0.001). Indeed, as 

many as 76% of CeM cells (or 78 of 102) were antidromically responsive to 

brainstem stimuli, compared to 32% of CEL cells (or 9 of 28). In the BNST, all 

antidromically responsive neurons to brainstem stimuli (30% or 29 of 96) were 

located in the anterolateral region. Thus, below we focus on these anterolateral 

BNST neurons. 

	
  
	
  
3.3.1) Latency of brainstem-evoked antidromic responses in CeM and 
BNST 
	
  

neurons 
	
  

Figure 3.2 shows representative examples of CeM (Fig. 3.2 A1-3) and 

BNST (Fig. 3.2 B1-3) neurons that generated antidromic spikes in response to 

brainstem stimulation. As shown in the superimpositions of evoked responses 

(Fig. 3.2 A1, B1), antidromic action potentials could easily be distinguished from 

synaptically evoked spikes because they had a fixed latency. Moreover, 

antidromic spikes failed when spontaneous action potentials occurred in the 

collision interval (Fig. 3.2 A2, B2, Collision). Another property common to CeM 

and BNST cells was that the transition between the initial segment and 

somatodendritic components of antidromic spikes was slower than seen in 

spontaneously occurring action potentials (Fig. 3.2 A1, B1, insets), often giving 

rise to a clear break between the initial segment and somatodendritic 

components of the spikes   (Fig. 3.2 A1, B1, arrowheads in insets). Consistent 
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with previous findings in rats (Quirk et al., 2003) and rabbits (Pascoe and Kapp 

1985), antidromic response latencies to brainstem stimuli were distributed 

bimodally in CeM neurons with an early mode at 9.7 ±0.7 ms and late one at 29.4 

± 0.7 ms (Fig. 2A3). Computing the Kolmogorov-Smirnov test for goodness of fit 

confirmed that the antidromic response latencies of CeA neurons were not 

normally distributed (p<0.01). In contrast, the frequency distribution of brainstem- 

evoked antidromic response latencies was unimodal in BNST neurons (average 

of 10.6 ± 0.8 ms; Fig. 3.2B3). 

As mentioned in the introduction, previous tract-tracing studies have 

revealed that CeM axons can reach the brainstem directly, via the ventral 

amygdalofugal pathway, or through a longer roundabout path, the stria terminalis 

(Sun et al., 1991). Thus, these findings led us to suspect that the axons of CeM 

cells with longer conduction times to the brainstem might course through the stria 

terminalis. 
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Fig. 3.2 Physiological identification of brainstem-projecting CEM (A) and BNST (B) neurons by 
antidromic invasion from the brainstem. In A and B, panel 1 shows superimposed antidromic 
responses to brainstem stimulation, whereas panel 2 shows cases where the antidromic spikes 
failed because of collision with spontaneous action potentials. The insets in panels 1 show 
superimpositions of antidromic (black) and spontaneous (red) spikes. Note that the transition 
between the initial segment and somatodendritic components of the spikes is longer for 
antidromic action potentials. Panel 3 shows a frequency distribution of antidromic response 
latencies evoked from the brainstem in samples of 87 CEM and 29 BNST cells. 
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To test this idea, 26 rats were prepared with electrolytic lesions of the stria 

terminalis. Post-hoc histological controls revealed that in twelve of these cases 

the stria was successfully lesioned with minimal damage to adjacent structures 

(Fig. 3.3A). An additional sample of CeM neurons (n=42) was recorded in these 

rats and the distribution of brainstem-evoked antidromic response latencies was 

compared to that seen in intact rats (Fig. 3.3B). For the purpose of statistical 

comparisons, we used a cut-off of 20 ms to define cells with short vs. long 

conduction times. In intact rats (Fig. 3.3B, black), our sample of antidromically 

responsive CeM cells (n=87) was divided equally between cells with short (47%) 

vs. long (53%) conduction times. By contrast, in rats prepared with lesions of the 

stria terminalis (Fig. 3.3B, red), our sample of antidromically responsive CeM 

cells (n=15) was mostly comprised of cells with short conduction times (80% of 

cells). Using a Fisher exact test, the differing incidence of CeM neurons with 

short vs. long conduction times to the brainstem in intact vs. stria terminalis 

lesioned rats was found to be statistically significant (p = 0.034)
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Fig. 3.3 CeM neurons with long conduction times reach the brainstem via the stria terminalis. (A) 
Coronal section showing electrolytic lesion of stria terminalis (arrow). (B) Frequency distribution of 
antidromic spike latencies in brainstem-projecting CeM neurons. Black (left y-axis) and red (right 
y-axis) curves respectively show data obtained in intact rats vs. rats prepared with an electrolytic 
lesion of the stria terminalis (87 and 15 CEM neurons, respectively). Control data replotted from 
Figure 2A3.	
  
	
  
3.3.2) Latency of BL-evoked orthodromic responses in CeM and BNST 
neurons 
	
  

Compared to the ventral amygdalofugal pathway, the stria terminalis 

lengthens the path of CeM axons to the brainstem several fold, raising questions 

as to the significance of this apparently disadvantageous arrangement. Since the 

BNST and CeM both receive major excitatory inputs from the BL nucleus, we 

reasoned that lengthening the axonal path of some CeM neurons might allow 

synchronization of BNST and CeM impulses to the brainstem when they are both 

activated by BL inputs. To test this idea, we applied electrical stimuli in the BL 

nucleus and compared orthodromic response latencies in CeM and BNST 

neurons. Figure 3.4 shows representative examples of BL-evoked orthodromic 

responses in CeM (Fig. 3.4A1) and BNST (Fig. 3.4B1) neurons (note different 

time base) and the corresponding peristimulus histograms of neuronal 

discharges (Fig. 3.4A2, B2). The incidence of such orthodromic responses to BL 

stimuli was significantly higher among CeM than BNST neurons (CeM, 45% or 46 
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of 102; BNST, 31% or 26 of 83; Fisher exact test, p<0.02). However, the 

likelihood of observing BL-evoked orthodromic responses was similar for CeM 

neurons with short vs. long conduction times to the brainstem (Fisher exact test, 

p>0.15). As shown in the representative examples of figure 3.4A1-2, CeM cells 

generally responded with a pronounced, but brief period of increased firing 

probability, lasting 3-6 ms. In contrast, the responses of BNST cells were more 

distributed in time, lasting 10-17 ms (Fig. 3.4B1-2; the origin of this difference is 

considered in the Discussion). 

	
  
	
  

The contrasting temporal profile of CeM and BNST responses to  BL 

stimuli led us to use two different measures  to analyze response latencies: 

response onset vs. response peak. The latency to response onset was defined 

as the average of  the first two consecutive 1-ms bins of post-stimulus time 

histograms with counts three times higher than seen in the 10 ms period 

preceding the BL stimulus. In neurons showing no spontaneous activity during 

the prestimulus period, the latency to response onset was defined as the average 

of the first two poststimulus bins with counts. Consistent with the fact that the 

distance between the stimulation and recording sites is shorter for CeM than 

BNST neurons, both measures yielded shorter latencies for CeM than BNST 

neurons. Indeed, using 1.5 times the threshold BL stimulation intensity (usually 

around 0.3 mA), the average latency to response onset was 7.6 ± 0.4 ms for 

CeM neurons (n=46; Fig. 3.4A3) compared to 16.5 ± 0.7 ms for BNST neurons 

(n=26; Fig. 3.4B3). The difference between the latency to response onset of CeM 
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and BNST neurons was statistically significant (t-test, p<0.001). It should be 

noted that further increases in stimulation intensity did not appreciably reduce the 

latency to response onset of CeM and BNST neurons. Similarly, as shown in the 

average peri-stimulus histograms of figure 3.4C, the latency of the response 

peak was significantly shorter for CeM (8.1 ± 0.4 ms; Fig. 3.4C, thick line) than 

BNST neurons (23.6 ± 1.1 ms; Fig. 3.4C, thin line; t-test, p < 0.001). However, 

the difference between the two cell groups was much larger with this estimate of 

response latency. In fact, consistent with our timing hypothesis, the difference in 

latency to peak was of the same order as that seen between the antidromic 

responses of BNST cells and CeM neurons with long-conduction times. In 

closing, it should be mentioned that separate analyses of the latency to peak of 

BL-evoked responses in BNST neurons with (n=8) vs. without (n=15) 

physiologically-identified projections to the brainstem yielded qualitatively 

identical results (respectively, 25.1 ± 3.8 ms and 22.8 ± 2.1ms latencies, t-test, 

p>0.05). 
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Fig. 3.4 BL stimulation orthodromically actives CEM (A) and BNST (B) neurons. In A and B, panel 
1 shows orthodromic responses to BL stimuli, panel 2 shows the corresponding peristimulus 
histogram of unit discharges, and panel 3 shows the frequency distribution of onset response 
latencies in samples CEM (A3) and BNST (B3) neurons. (C) Average peri-stimulus histogram of 
neuronal discharges for CEM (thick line) and BNST neurons (thin line). Prior to averaging, the 
data of each cell was normalized by dividing the number of spikes in each bin by the number of 
stimuli. Note that there was a much larger difference between the timing of the response peaks 
(16 ms difference) than between response onsets (6 ms). 
	
  
3.4) Discussion 
	
  

The experiments undertaken in the first AIM examined the functional 

interactions of CeM and BNST neurons with particular emphasis on the relative 

timing of their brainstem outputs. Our data points to an unexpected level of 

coordination in the timing of BNST and CeM outputs to brainstem relative to BL 

inputs. We believe these results support the idea that BL activity can synchronize 

the outputs of CeM and BNST nuclei in a way that maximizes their postsynaptic 
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impact on brainstem targets (Fig. 3.5). In support of this hypothesis, we observed 

a latency of peak BL-evoked responses that was 20 ms longer in BNST cells 

when compared to CeM cells. This difference approximates the conduction delay 

introduced by lengthening the path of CeM axons to the brainstem via the stria 

terminalis. Thus, by lengthening the CeM path to the brainstem, BL driven CeM 

activity could synchronize with BL driven BNST inputs to the brainstem.

 

 

	
  
Fig. 3.5 Temporal interactions between BL-evoked activity in CeM and BNST neurons and their 
hypothesized impact on brainstem cells. (A, C) Artificially generated histograms showing the 
normalized firing rate (y-axis) of CeM (top), BNST (middle), and brainstem (bottom) neurons after 
BL discharges (arrows). Panel A shows the impact of CeM cells with direct projections to 
brainstem (as depicted on the left side of the scheme in B). Panel C shows the impact of CeM 
cells with axons reaching the brainstem after coursing through the stria terminalis (as depicted on 
the right side of the scheme in B). The scheme in B shows interconnections between BL, CeM, 
and BNST. For clarity, CeM cells with direct projections to brainstem are shown on the left 
whereas those with axons coursing in the stria terminalis are shown on the right. As shown in A, 
CeM cells with direct projections to the brainstem inhibit brainstem cells at an earlier latency than 
BNST cells. As shown in C, the delay introduced by having CeM axons reach the brainstem after 
coursing in the stria terminalis allows temporal summation of the inhibitory effects generated by 
CeM and BNST cells in brainstem neurons.
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CHAPTER IV 
	
  

	
  
	
  
	
  
	
  

AIM #2 
	
  
	
  
	
  

SPONTANEOUS ACTIVITY OF BNST NEURONS DURING THE 
SLEEP-WAKE CYCLE 
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4.1) Rationale 
	
  

Although much is known about the structure and connectivity of 

BNSTa, its physiological organization remains poorly understood. A few studies 

have examined the pharmacological responsiveness (McElligott and Winder 

2009; Krawczyk et al., 2011) and electroresponsive properties of BNSTa neurons 

in brain slices kept in vitro (Egli and Winder, 2003; Hammack et al., 2007; Hazra 

et al., 2011). The latter reported the presence of three cell types in BNSTa, two 

of which (regular-spiking, low-threshold bursting) accounted for the majority of 

the cells (Hammack et al., 2007; Hazra et al., 2011). 

Otherwise, the physiological organization of BNSTa remains 

uncharacterized. Indeed, to the best of our knowledge, with one exception 

(Terreberry et al., 1995), all extracellular recording studies conducted so far have 

been performed in deeply anesthetized animals (for instance see Adamec, 1989; 

Yajeya et al., 1989; Han and Ju, 1990; Veinante and Freund-Mercier, 1998). As a 

result, we even lack basic information about the spontaneous firing rates and 

patterns of BNSTa neurons in different states of vigilance. The present study was 

therefore undertaken to address this gap in our knowledge using multiple 

simultaneous extracellular recordings in behaving rats. 

	
  
	
  
4.2) Methods 
	
  

Procedures were approved by the Institutional Animal Care and Use 

Committee of Rutgers University, in compliance with the Guide for the Care and 

Use of Laboratory Animals (DHHS). Our subjects were male Lewis rats (310-360 
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g, Charles River Laboratories, New Field, NJ) maintained on a 12 h light/dark 

cycle. Eight rats were anesthetized using a mixture of isoflurane and O2, and 

administered atropine sulfate (0.05 mg/kg, i.m.) to aid breathing. In aseptic 

conditions, microdrives containing individually moveable bundles of tetrodes 

were implanted on the heads of the rats. Tetrodes were aimed for BNST-AL and 

BNST-AM. After a recovery period of 1 week, BNST units were recorded under 

multiple states of vigilance. Spikes were filtered and clustered using KlustaKwik. 

At the end of the experiments, animals were deeply anesthetized and small 

electrolytic lesions were performed to mark recording sites. Brains were 

extracted and sections were counterstained with cresyl violet. For greater detail 

regarding above methods, please refer to Chapter II. 

	
  
4.3) Results 
	
  
	
  
4.3.1) Database 
	
  

Histological determination of recording sites (example in Fig. 4.1) revealed 

that tetrode bundles reached their intended location in 7 of 8 rats. After unit clus- 

tering (see Methods), it was determined that samples of 98 BNST-AM and 45 

BNST-AL neurons were recorded as the behavioral state of the rats fluctuated 

spontaneously between waking (W), slow-wave sleep (S) and paradoxical sleep 

(R). 
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Fig. 4.1 Histological verification of recording sites. Coronal sections stained with cresyl violet. 
Arrows point to electrolytic lesions marking recording sites in BNST-AL (A) and AM (B), 
respectively.	
  
	
  
4.3.2) Identification of behavioral states 
	
  

A clear correspondence was seen between the spectral composition of 

LFPs recorded in BNSTa and behavior. This allowed unambiguous identification 

of different states of vigilance. During wakefulness, the rats engaged in various 

types of behaviors (e.g. exploratory locomotion, grooming) and the LFPs were 

characterized by a relatively low power in the 0-6 Hz range. In addition, theta 

activity was seen, but only when the animals explored their environment. In 

contrast, during SWS, the rats were immobile and LFP power in the 0-6 Hz range 

was markedly higher. When the rats transitioned to REM sleep, the LFP reverted 

to a waking-like pattern except for the continuous presence of theta activity, in 

the absence of locomotion. REM and waking could be easily distinguished 

because rats remained completely immobile in REM sleep, except for occasional 

muscle twitches. 
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Figure 4.2 illustrates representative power spectra of LFP activity recorded 

in BNST-AL (Fig. 4.2A) and AM (Fig. 4.2B) during W (black), S (blue), and R 

(red). Note that in both BNST-A sectors, the LFP power in the 0-6 Hz range is 

dramatically higher in S (blue) than W (black) or R (red). In contrast, the power 

spectra of LFPs recorded in W and REM are similar. However, one consistent 

difference between these two states was seen in the relationship between theta 

activity and behavior. In W, theta was only seen when the animals explored their 

environment. For instance, during the epoch depicted in figure 4.2B, the rat 

engaged in robust exploratory behavior during waking and a peak was seen in 

the theta range (8-10 Hz, black trace). In contrast, no such behavior was seen 

during the epoch shown in figure 4.2A and the power spectrum lacks a peak in 

the theta range (black trace). Yet, in R sleep, theta activity (Fig. 4.2A1-2, red 

trace) was seen on background of immobility at both sites. However, theta in R 

sleep was of a consistently lower frequency than during wakefulness (6-8Hz; 

insets in Fig. 4.2A, B; paired t-test, p = 0.01)



47 

	
  

Fig. 4.2 Power spectra of LFPs recorded in BNST-AL (A) and AM (B) during waking (W, black), 
slow-wave sleep (S, blue), and REM sleep (R, red). The insets in A and B show an expanded 
version of the waking and REM sleep data to allow a better appreciation of the state dependent 
shift in theta frequency. 
	
  

In any given recording session, the rats’ state of the vigilance fluctuated 

between W, S, and R multiple times. This allowed us to assess whether state- 

related changes in firing rates were reliable (see next section). For instance, fig- 

ure 4.3A illustrates the spectrogram of a representative session where the rat’s 

behavioral state alternated multiple times between S and R sleep and then tran- 

sitioned to wakefulness. 
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Note that in this figure, the spectrogram does not illustrate absolute pow- 

er values. Instead, power in each frequency band was measured in consecutive 

5 sec windows and the fluctuations z-scored. Therefore, the color coding in fig- 

ure 3A reflects changes in relative power within each frequency band. 

	
  

 
Fig. 4.3 Spectrogram of LFP recorded in BNST-AM during different states of vigilance. (A) LFP 
spectrogram based on a long period of spontaneous activity. (B1-3) Examples of LFP activity in 
S, R, and W, respectively. In A, moment-to-moment fluctuations in the power of each frequency 
was z-scored. Thus, the data shown in the spectrogram is normalized to the average power of 
each frequency over the entire recording epoch. During the first 80 min, the rat spent most of his 
time alternating between epochs of S and R. S epochs are characterized by high-amplitude slow 
waves and reduced power in the gamma range. The opposite profile is seen in R with the 
exception of a selective increase in power in the low theta range. During the last part of the 
recording, the rat spent most of the time awake. During this state, power in the 20-100Hz range 
was increased in a sustained manner.



49 

	
  

4.3.3) State-related changes in firing rates 
	
  

The spontaneous firing rates of BNST-AM and -AL neurons ranged widely. 

In R for instance, when neurons were generally most active, BNST-AM units had 

discharge rates ranging between 0.03 to 32.4 Hz. A similarly wide range of spon- 

taneous firing rates was observed among BNST-AL cells (0.02 to 24.3 Hz). How- 

ever at both locations, neurons with low firing rates prevailed. This can be seen 

in figure 4.4A where frequency distributions of firing rates are provided for the 

three behavioral states (2 Hz bins). At both recording sites and in all states, neu- 

rons with discharge rates <2 Hz accounted for ≥58% of the samples (range 58 to 

70%). Because the distribution of firing rates was so skewed, state-dependent 

changes in firing rates appeared small relative to inter-cell variability (Fig. 4.4B). 

Nevertheless, as described below, a majority of BNST-AM and AL cells displayed 

robust state-dependent fluctuations in firing rates. 

To determine whether the discharge rates of recorded cells varied de- 

pending on the behavioral state, multiple epochs of each state were segmented 

in 5 sec windows and the firing rate of individual cells was computed for each 

window. Then, the distribution of firing rates in different states was compared us- 

ing unpaired t-tests on each cell independently. We decided against using a strict 

Bonferroni correction of the significance level for multiple comparisons because it 

would have resulted in absurdly stringent significance levels given the precision 

of the measurements. For instance, in BNST-AM cells (n=98), with three be- 

tween-state comparisons (W vs. S, W vs. R, S vs. R), the threshold would have 

been 0.05/(98 * 3) or 0.00017. Moreover, because sample sizes were different
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for BNST-AM (n = 98) and AL (n = 45) neurons, this would have resulted in dif- 

ferent significance thresholds for the two cell types. Instead, a between-state dif- 

ference of firing rate was deemed significant when p≤0.005 for both cell types. 

At both recording sites, a majority (67-86%) of cells exhibited significant 

changes in firing rates in at least one of the three state comparisons, much 

greater than expected by chance (0.5%). However, the differences in firing rates 

between states were not homogenous with different cells showing decreases or 

increases in firing rate from one state to another. This is shown in figure 4.4C 

where, for each state comparison, we plot the proportion of cells with a significant 

change in firing rates in either direction. This reveals a close parallel between 

BNST-AM (Fig. 4.4C1) and AL (Fig. 4.4C2) neurons. In both cell types, similar 

proportions of cells showed increases or decreases in firing rates from W to S 

(Fig. 4.4C, left). In contrast, the distributions were more asymmetric for W vs. R 

comparisons (middle) and even more so between S and R (right). Chi-square 

tests comparing this data to random (50-50) distributions revealed that cells with 

lower firing rates in S than R were significantly more prevalent among BNST-AM 

and BNST-AL neurons (chi-square tests: AM, p = 0.000001; AL, p = 0.0008). For 

the W vs. R comparison, the incidence of cells with higher firing rates in R was 

significantly higher among BNST-AM neurons, but narrowly missed significance 

in BNST-AL cells (p = 0.029 and 0.053, respectively). For W vs. S comparisons, 

the proportion of cells with higher firing rates in one state or the other did not dif- 

fer (AM, p = 0.26; AL, p = 0.65). Analysis for cells with significant differences in 

firing rate between states (Fig. 4.4C1) performed using non-parametric measures, 



51 

	
  

revealed similar results. 

	
  

Fig. 4.4 State-dependent fluctuations in the firing rates of BNST-AM (top row) and AL (bottom row) 
neurons. (A) Frequency distributions of firing rates in W (left), S (middle), and R (right). (B) 
Average (±SEM) firing rates (y-axis) in the three states (x-axis). (C) Proportion of cells with 
significant differences in firing rates between W and S (left), W and R (middle) or S and R (right). 
Cells with firing rate differences in one direction or the other (e.g. W>S or W<S) are plotted 
separately. 
	
  
4.4) Discussion 
	
  

Although the connectivity of the BNST is well known, little data is available on its 

spontaneous activity. To address this gap in our knowledge, I performed 

recordings of BNST unit and LFP activity during different behavioral states of 

vigilance. The results I obtained in BNST are reminiscent of the state-dependent 

changes in activity reported in much of the brain (reviewed in Steriade & Hobson 

1976).  Indeed, as previously reported in most prosencephalic neurons, the LFPs 

recorded in BNST showed dramatic alterations when the rats’ behavioral state 

changed. During SWS, LFPs were dominated by large amplitude waves of low 

frequencies. Upon transition to W or REM sleep, the slow LFP activity was 
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drastically reduced, giving way to low amplitude irregular waves in a higher 

frequency range. However, in REM and during active W, prominent theta activity 

was observed. Theta was of a consistently lower frequency in REM than active 

W. Most BNSTa neurons fired at very low rates throughout the sleep- waking 

cycle, with a majority of the cells discharging at less than 2 Hz. Again consistent 

with earlier reports on neurons in other parts of the prosencephalon (Steriade & 

Hobson 1976), the firing rates of BNST neurons were generally were lowest in 

SWS and highest in REM sleep and waking. Overall, these results suggest that 

BNST is subjected to similar neuromodulatory influences as the rest of the 

prosencephalon. 
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CHAPTER V 
	
  
	
  
	
  
	
  

AIM #3 
	
  
	
  
	
  
NEURONAL CORRELATES OF CUED AND CONTEXTUAL FEAR 

CONDITIONING IN THE BNST 
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5.1) Rationale 
	
  

The BNST and the CeA are major components of an anatomical 

entity named the extended amygdala (Alheid and Heimer 1988; de Olmos and 

Heimer 1999). This notion stems from similarities in the morphology and 

transmitter content of BNST and CeA neurons (reviewed in McDonald 2003), 

shared inputs from the basolateral amygdala (Krettek and Price 1978ab; Paré et 

al. 1995; Savender et al. 1995; Dong et al. 2001a) as well as common 

projections to brainstem nuclei that generate various aspects of fear/anxiety 

responses (Hopkins and Holstege 1978; Sofroniew 1983; Veening et al. 1984; 

Holstege et al. 1985; Dong et al. 2000, 2001b; Dong and Swanson 2003, 2004, 

2006a-c). 

Despite these anatomical similarities however, the BNST and CeA appear 

to play different roles. For instance, local drug infusion (Kim et al. 1993; Wilensky 

et al. 2006), lesion (Hitchcock and Davis 1987, 1991; LeDoux et al. 1988; 

Campeau and Davis 1995; Jimenez and Maren 2009), optogenetic (Ciocchi et al. 

2010) and unit recording studies (Duvarci et al. 2011) suggest that CeA is 

required for the rapid expression of conditioned fear responses to discrete 

sensory cues (however see Koo et al. 2004; Pitts et al. 2009), functions that are 

left intact by BNST lesions (Walker and Davis 1997; Gewirtz et al. 1998; Sullivan 

et al. 2004). Instead, BNST lesions interfere with the development of longer 

“anxiety-like” states in response to more diffuse environmental contingencies, 

responses that often persist after the threat has vanished (reviewed in Walker et 

al. 2003; Sullivan et al. 2004; Duvarci et al. 2009). In particular, BNST lesions
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were reported to disrupt corticosterone and freezing responses to contextual 

stimuli that were previously associated with aversive outcomes (Sullivan et al. 

2004). Importantly, dissociation between CeA and BNST functions is not only 

seen in aversive learning paradigms but also in response to some unconditioned 

stimuli (Fendt 2003). 

Given their common inputs from the basolateral amygdala and 

overlapping projections to fear effector neurons, the basis for the functional 

dissociation between BNST and CeA is unclear. Thus, the question of the specific 

contribution each nucleus makes to conditioned fear remains. To shed light on 

this question, we recorded anterior BNST neurons in freely moving rats subjected 

to an auditory fear conditioning paradigm. 

5.2) Methods 
	
  

Procedures were approved by the Institutional Animal Care and Use 

Committee of Rutgers University, in compliance with the Guide for the Care and 

Use of Laboratory Animals (DHHS). Our subjects were male Lewis rats (310-360 

g, Charles River Laboratories, New Field, NJ) maintained on a 12 h light/dark 

cycle. Eight rats were anesthetized using a mixture of isoflurane and O2, and 

administered atropine sulfate (0.05 mg/kg, i.m.) to aid breathing. In aseptic 

conditions, microdrives containing individually moveable bundles of  tetrodes 

were implanted on the heads of the rats. Tetrodes were aimed for BNST-AL and 

BNST-AM. After a recovery period of 1 week, rats were exposed to a differential 

fear conditioning paradigm. BNST units were recorded for all phases of the 

behavioral fear conditioning paradigm. Spikes were filtered and clustered using 



56 

	
  

KlustaKwik. At the end of the experiments, animals were deeply anesthetized 

and small electrolytic lesions were performed to mark recording sites. Brains 

were extracted and sections were counterstained with cresyl violet. For greater 

detail regarding above methods, please refer to Chapter II. 

	
  
	
  
5.2.1) Statistical analyses 
	
  

To assess whether CS-evoked responses were significant, we first 

computed the firing rate of each unit in 5 sec bins, from 20 s before to 120 s after 

the  onset  of  the  CS+   and  CS–.  Separate  averages  were  obtained  for  the 

habituation phase, the first two and last three CS+ and CS– of training, as well as 

the first and last five CS+ and CS– of the two recall tests. The data of each 

average was then z-scored to firing rate variations seen in the pre-CS period. A 

CS-evoked change in firing rate was deemed significant, when the six 5-s bins of 

the CS+ or CS– differed from the baseline period by ±1.96 z or more. This 

corresponds to a significance threshold of p ≤ 0.05. To assess whether the 

proportion of responsive cells changed significantly depending on the phase of 

the behavioral protocol, we used a chi-square test that analyze whether there 

was a dependence between response type (response, no response) and 

behavioral phase (habituation, CS+ 1-2 or 3-5 of training, first 5 or last 5 CS+ of 

the two recall tests. 
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5.3) Results 
	
  

As shown in figure 5.1B1, all our recordings were obtained dorsal to the 

anterior commissure, in the anterior third of BNST. Previously, this BNST region 

was divided in multiple subnuclei based on cytoarchitectural and 

immunohistochemical criteria (Ju and Swanson 1989ab). However, due to the 

difficulty of unambiguously identifying these subnuclei in sections stained with 

cresyl violet, we simply divided our recording sites in two groups, based on their 

position relative to the intra-BNST component of the stria terminalis. Indeed, this 

fiber bundle separates the anterior BNST in two large sectors: BNST-AM and 

BNST-AL. The correspondence between these two regions and the subnuclei 

identified by Swanson and colleagues is as follows: BNST-AL corresponds to 

Swanson’s oval, juxtacapsular, and anterolateral subnuclei. BNST-AM corre- 

sponds to Swanson’s anterodorsal subnucleus. Note that in more recent publica- 

tions (Dong and Swanson 2006a) Swanson also terms the latter region BNST- 

AM. 
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Figure 5.1.  Experimental paradigm, location of  recording  sites,  and behavioral results. (A) 
Experimental paradigm. After implantation of tetrodes in BNST and recovery from surgery, rats 
were  subjected  to  a  differential  auditory  fear  conditioning  paradigm.  On  day  0,  rats  were 
habituated to the training contexts A and B. On day 1, in context A, they were first habituated to 
the CS+ and CS- and then subjected to fear conditioning session where the two CSs were 
presented an equal number of time in random order with only the CS+ co-terminating with a 
footshock. On day 2, they were exposed to the training context A with no tone presentations to 
assess contextual fear. On days 3-4, two recall tests were conducted in context B. (B) Sample 
histological verification of recording site. (B1) Photomicrograph showing a coronal section at the 
level of BNSTa. Arrow points to small electrolytic lesion performed at the conclusion of the 
experiment to mark a recording site. The area enclosed in the dashed rectangle is expanded in 
(B2). Abbreviations: AC, anterior commissure; CC, corpus callosum; Str, striatum, V, ventricle. (C) 
Location of well positioned tetrodes. Three antero-posterior levels arranged from the most rostral 
(C1) to the most caudal (C3). Filled and empty circles represent tetrode placements in BNST-AL 
and AM, respectively. (D) Percent time (average ± sem) the rats (n-8) spent freezing during the  
CS+ (red circles), CS– (blue circles) or during exposure to the training context (red diamond) in 
various phases of the behavioral protocol (x-axis). For Day 1, we plot freezing to individual CSs. 
For Days 3-4, blocks of 5 CSs were used to compute the averages. Empty black circle indicates 
pre-CS freezing during recall test 1. Note that 5 minutes elapsed between placement of the rats in 
context B and presentation of the first CS. Pre-CS freezing was measured the last four minutes of 
this period. 
	
  
	
  
	
  
5.3.1) Database 
	
  

Histological verification of recording sites (Fig. 5.1B-C) revealed that 

tetrodes reached their intended targets (BNST-AL and/or AM) in seven of the 

eight  rats.  Units  recorded  with  misplaced  tetrodes  were  excluded  from  the 



59 

	
  

	
  
	
  

analyses. Overall, samples of 47-56 BNST-AL and 65-105 BNST-AM units were 

recorded on each day of the conditioning protocol. The locations of well- 

positioned tetrodes are shown in figure 1C. Electrodes were not moved during 

the behavioral protocol unless units were lost overnight across all tetrodes within 

a bundle. In such rare cases, the tetrode bundle was lowered 60 µm. Although 

the electrodes were generally not moved, spike shapes varied from day to day in 

a proportion of units. Therefore, below it is assumed that different cells were 

recorded on each day. 

	
  
	
  
5.3.2) Impact of differential fear conditioning 
	
  

After electrode implantation and recovery from surgery, rats were trained 

on cued (auditory) fear conditioning while recording BNST activity. As 

summarized in figure 5.1A, the behavioral protocol included habituation to the 

training contexts (Fig. 5.1A, Day 0) followed the next day by habituation to the 

auditory CS+ and CS–, and then differential fear conditioning in Context A (Fig. 

5.1A, Day 1). Twenty-four hours later, contextual fear memory was assessed in 

context A for 10 minutes (no CS; Fig. 5.1A, Day 2). Finally, two recall tests of 

cued fear memory were performed on consecutive days in Context B (Fig. 5.1A, 

Days 3 and 4). 

Figure 5.1D illustrates the percent time rats spent freezing during the 

various phases of the behavioral protocol. Red and blue circles represent 

freezing  to  the  CS+    and  CS–,  respectively.  The  red  diamond  represents 

contextual freezing in Context A. Relative to the last CS+ and CS– of habituation, 
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fear conditioning caused a significant increase in freezing levels to the CS+ (CS+ 

5, 81.9 ± 6.5%) and CS– (CS– 5, 78.9 ± 7.8%, paired t-tests, p < 0.001). The next 

day, in the absence of auditory stimuli, the rats exhibited robust freezing to the 

training context (A, 43.9 ± 8.8%, red diamond). On day 3, rats showed little 

freezing prior to presentation of the auditory stimuli (pre-CS freezing: 17.9 ± 

3.8%;  black  circle)  in  Context  B.  However,  the  first  few  CS+   elicited  large 

increases  in freezing  (CS+   1-5:  69.9  ± 3.2%)  that  gradually diminished  with 

additional CS+ presentations (CS+ 16-20: 2.8 ± 2.2%, paired t-test, p<0.001). 

Although discrimination between to CS+ and CS– was imperfect, freezing to the 

CS– (CS– 1-5, 36.3 ± 10.5%) was significantly lower than to the CS+ (paired t- 

test, p = 0.002). On Day 4, the first few CS+ presentations again elicited freezing 

(CS+ 1-5: 28.8 ± 9.5%) that extinguished with additional presentations of the CS+ 

(CS+ 6-10: 6.6 ± 2.7%). 

Overall, these results suggest that the differential auditory fear 

conditioning paradigm used in this study led to the formation of a fear memory to 

the training context and CS+. Although discrimination between the CS+ and CS–
 

was imperfect, fear responses to the CS+ were clearly stronger than to the CS–
 

	
  
during the first recall test. 
	
  
	
  
	
  
5.3.3) Cellular correlates of cued fear memory in BNST-AL and AM 
	
  

To analyze training-induced changes in auditory responsiveness, we first 

computed the firing rate of each unit in 5 sec bins, from 20 s before to 120 s after 

the onset of the CS+ and CS–. We obtained separate averages for the habituation 
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phase, the first two and last three CS+ and CS– of training, as well as the first and 

last five CS+ and CS– of the two recall tests. For each average we then z-scored 

the data to firing rate variations seen in the pre-CS period. Next, to determine 

whether a CS-evoked change in firing rate was significant, we separately 

averaged the z-scores of each cell during the six 5-s bins of the CS+ or CS– and 

assessed whether it differed from the baseline period by ±1.96 z or more 

(yielding a significance threshold of p ≤ 0.05). The results of these analyses are 

shown in figures 5.2-5.6, including group analyses and individual examples of 

significantly responsive cells. 

Figure 5.2 illustrates the proportion of cells responsive to the CS+  (Fig. 

5.2A1) or CS– (Fig. 5.2A2) in the different phases of the behavioral protocol, 

combining the results obtained in BNST-AL and AM. The proportion of responsive 

cells changed depending on the phase of the behavioral protocol. To determine if 

these changes  were  statistically significant, we used a chi-square test. This 

analysis revealed a significant dependence (p < 0.0001) between response type 

to the CS+ (response, no response) and behavioral phase (habituation, CS+ 1-2 

or 3-5 of training, first 5 or last 5 CS+ of the two recall tests). 
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Figure 5.2. Differential fear conditioning alters the responses of BNST neurons in a CS-specific 
manner. Proportion of BNST cells (AL and AM combined) with significant responses (increased or 
decreased) to the CS+ (A1) or CS– (A2) during the various phases of the behavioral protocol (x- 
axis). In B and C, the same data as in A is plotted but considering BNST-AL (B) and AM (C) 
neurons separately. In A-C, the number of recorded cells is indicated at the bottom of the graphs. 
	
  
	
  
	
  

Paralleling our behavioral observations, the proportion of cells responsive 

to the CS+ (Fig. 5.2A1) and CS– (Fig. 5.2A2) was low during habituation, and it 

increased significantly as a result of fear conditioning ( test, habituation vs. CS+ 

3-5 of training, p = 0.003). The proportion of responsive cells was significantly 

higher for the CS+ than the CS– at the end of training (    test, p = 0.015). Without 
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exception, all cells with significant responses to the CS– were also responsive to 

the CS+ and the two CSs elicited responses of the same polarity (see below). 

Interestingly, the proportion of CS+-responsive cells increased further from the 

end of fear conditioning to the first recall test two days later ( test, p = 0.03) and 

was significantly higher than that to the CS– ( test, p = 0.001). Additional 

presentation  of  the  CS+   during  the  two  recall  tests  caused  a  progressive 

reduction  in  the  proportion  of  CS+-responsive  cells  such  that  it  became 
	
  
statistically indistinguishable from that seen during habituation by the end of the 

second recall test. 

A similar pattern of results was obtained when we separately considered 

BNST-AL (Fig. 5.2B) and BNST-AM (Fig. 5.2C) units, with one interesting 

exception. Indeed, the timing of the increase in CS+-responsiveness differed in 

the two cell types. In BNST-AL units, the increase was apparent by the end of 

training (CS+ 1-2 vs. CS+ 3-5 of fear conditioning, test, p = 0.003) and it 

became even more pronounced during the recall test (CS+ 1-2 of training vs. CS+ 

1-5 of recall test 1, p = 0.0003). In contrast, in BNST-AM cells, no change 

occurred from the beginning to the end of training. The increase in the proportion 

of responsive cells only became apparent two days later, during the first recall 

test (CS+ 1-2 of training vs. CS+ 1-5 of recall test 1,    test p = 0.015). 
	
  

In the analyses presented so far, we considered all cells with significant 

responses to the CS+ together, whether their responses consisted of an increase 

or a decrease in firing rate. We now consider the polarity of their responses. As 

shown in figure 5.3, the relative incidence of cells with inhibitory (blue; “Off-cells”) 
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vs. excitatory (red, “On-cells”) responses to the CS+ differed between BNST-AL 

and AM. In BSNT-AL (Fig. 5.3A), fear conditioning caused a large increase in the 

proportion of Off-cells (CS+ 1-2 vs. 3-5 of training, test, p = 0.0022) with little 

change in the incidence of On-cells. Two days later, during the first 5 CS+ of the 

recall test, the incidence of Off-cells remained similarly high whereas the 

proportion of On-cells augmented. However, the latter change did not reach 

significance. With additional presentations of the CS+, roughly equal but 

decreasing proportions of cells showed inhibitory and excitatory responses. 

 
	
  
Figure 5.3. Opposite polarity of changes in CS responsiveness in BNST-AL vs. AM neurons. 
Proportion of BNST-AL (A) and AM (B) cells with significant excitatory (red) or inhibitory (blue) 
responses to the CS+ during the various phases of the behavioral protocol (x-axis). The number 
of recorded cells is indicated at the bottom of the graphs. 
	
  
	
  
	
  
Figure 5.4A illustrates a representative example of a BNST-AL neuron with 
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inhibitory responses to the CS+ during the first recall test. In the top panel, each 

of the twenty lines shows the activity of the cell from the first (top) to the last 

(bottom) CS+ (gray shading) of recall test 1. The bottom panel shows the average 

firing rate of the same cell during the first (red) and last (black) five CS+ of the 

first recall test. The first five CS+ elicited a sustained decrease in firing rate, 

essentially silencing the cell for the entire duration of the CS+. Across all BNST- 

AL cells with inhibitory responses to the CS+, the firing rate during the first five 

CS+ of recall test 1 decreased to 27.3 ± 10.8% of baseline. Additional 

presentations of the CS+ caused a reduction of the CS+-evoked inhibition 

(CS+16-20, to 48.5 ± 12.1% of baseline; paired t-test, p = 0.00011). 

In contrast with the results obtained in BNST-AL, the proportion of BNST- 

AM units with inhibitory or excitatory responses to the CS+ did not change on the 

training day (compare CS+ 1-2, vs. 3-5 of training in Fig. 5.3B). Two days later, 

during the first 5 CS+ of the recall test, a large and significant increase in the 

incidence of On-cells was observed (CS+ 3-5 of training vs. CS+ 1-5 of recall test 

1, test, p = 0.0021) with little change in the proportion of Off-cells. Additional 

presentations of the CS+ reduced the incidence of On-cells. 

Figure 5.4B illustrates a representative example of a BNST-AM neuron 

with excitatory responses to the CS+ during the first day of recall testing. Typical 

for these cells, the increase in firing rate elicited by the CS+ peaked during the 

first 5 sec of the CS and then decreased later on. Also typical for these cells, 

additional presentations of the CS+ during the recall test, caused a reduction of 

their responses (from 137.6 ± 6.5% of baseline to 105.7 ± 4.2% during the first 5 
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and last 5 CS+, respectively; paired t-test, p = 0.00055). 
	
  

Although the examples of BNST-AL and AM cells shown in figure 5.4 

exhibited different baseline firing rates, this was not a general trend in our 

samples. In both regions, spontaneous firing rates ranged widely, with cells firing 

between 1 to 4 Hz being most common. During the pre-CS period of the first 

recall test, the spontaneous firing rates of BNST-AL (2.22 ± 0.54 Hz) and BNST- 

AM (3.14 ± 0.82 Hz) neurons did not differ significantly (t-test, p=0.43). 

 
	
  
Figure 5.4. Examples of BNST neurons with inhibitory and excitatory CS+ responses during first 
day of recall testing. (A) BNST-AL cell with inhibitory response to the CS+. (B) BNST-AM neurons 
with excitatory responses to the CS+. In the top panel of A and B, each of the twenty horizontal 
lines shows the activity of the cell from the first (top) to the last (bottom) CS+ (gray shading) of 
recall test 1. Each vertical tick represents one action potential. The bottom panel shows the 
average firing rate of the same cells during the first (red) and last (black) five CS+. 
	
  

In the chi-square analyses presented in figures 5.2-5.3, we reported on 

the incidence of cells with significant responses to the CSs. A limitation of this 

approach when comparing two cell groups is that it ignores the magnitude of the 

changes in responsiveness. To address this potential confound, we next 

compared the average responses of BNST-AL (Fig. 5.5) and AM (Fig. 5.6) cells 
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from habituation to the end of training (left) and during the recall test (right). 

Separate averages are provided (from top to bottom) for all cells combined, On- 

cells, and Off-cells. Comparing the average behavior of BNST-AL and AM 

neurons during the recall test (Figs. 5.5B and 5.6B, respectively) reveals striking 

differences that are consistent with the incidence analyses presented in figure 

5.3. Due to response heterogeneity among BNST-AL neurons (Fig. 5.5B2, C2), 

no significant change in CS responsiveness is seen in the grand average of all 

BNST-AL neurons from the beginning (red) to the end (black) of the first recall 

test. This contrasts with the grand average of all BNST-AM neurons (Fig. 5.6B1) 

where, due to the prevalence of On-cells (Fig. 5.6B2), a robust increase in 

activity is apparent at the onset of the recall test (Fig. 5.6B1, red). 
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Figure 5.5. Grand average of the responses of BNST-AL neurons to the CS+ (gray shading) (A) 
during habituation (black) and at the end of training (red) as well as (B) during the recall test (red 
and black: first and last 5 CS+, respectively). In A1 and B1, all available BNST-AL cells were 
included in the averages, whereas the averages shown in panels 2 and 3 were restricted to cells 
with significant excitatory or inhibitory responses, respectively. Dotted lines represent the SEM. 
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Figure 5.6. Grand average of the responses of BNST-AM neurons to the CS+ (gray shading) (A) 
during habituation (black) and at the end of training (red) as well as (B) during the recall test (red 
and black: first and last 5 CS+, respectively). In A1 and B1, all available BNST-AM cells were 
included in the averages, whereas the averages shown in panels 2 and 3 were restricted to cells 
with significant excitatory or inhibitory responses, respectively. Dotted lines represent the SEM. 
	
  
	
  
5.3.4) Cellular correlates of contextual fear memory in BNST-AL and AM 
	
  

Because prior behavioral studies have revealed that BNST lesions reduce 

contextual fear (Sullivan et al. 2004; Duvarci et al. 2009), we next studied the 

activity of BNST-AL (n = 38) and AM (n = 69) neurons during the 10-min 

exposure to the training context on day 2, when the rats exhibited high levels of 

contextual freezing (Fig. 5.1D, red diamond). We observed that most BNST-AM 

cells fired at a higher rate during freezing than movement whereas BNST-AL 

cells tended to show the opposite behavior. Representative examples of BNST- 

AM and AL neurons with respectively higher and lower activity during behavioral
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freezing than movement are provided in figure 5.7A and B, respectively. 
	
  

 
	
  
Figure 5.7. Differential activity of BNST-AM and AL neurons during movement vs. contextual 
freezing. Black traces depict normalized fluctuations in firing rate during periods of freezing (red 
lines) and movement (blue lines). (A) Fluctuations in the firing rate of five simultaneously 
recorded BNST-AM cells, expressed as percent of average. A portion of A1 (dashed lines) is 
shown with an expanded time base in A2. (B) Fluctuations in the firing rate of three 
simultaneously recorded BNST-AL cells, expressed as percent of average. In A and B, prior to 
averaging, the firing rates of individual cells was normalized to the average of the entire period so 
as to give and equal weight to the data obtained in each cell. Note that to optimize the temporal 
resolution of the behavioral measurements, the exact onset and offset times of visually identified 
periods of freezing and movement were determined using frame-by-frame analysis of the video 
recordings. Data depicted in A and B was obtained in different rats. 
	
  
	
  

To address this quantitatively, we compared the firing rate of each cell 

during multiple epochs of freezing vs. movement. The spike trains were first 

smoothed with a Gaussian kernel with a standard deviation of 0.25 s. The 

resulting rate estimate was then sampled at 0.5 s intervals and periods  of 

freezing and movement were compared using an unpaired t-test, in each cell 

independently (Fig. 5.8A). As shown in figure 5.8B, a higher proportion of BNST- 
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AM (47.8% or 33 of 69) than BNST-AL cells (28% or 11 of 38) fired at significantly 

different rates in epochs of high vs. low fear (Fisher exact, p = 0.027). Not only 

was the proportion of neurons with differential activity dissimilar in the two BNST 

regions, so was the prevalent polarity of the difference (Fig. 5.8B). Indeed, 

paralleling the pattern of results seen with responses to the CS+, the majority of 

significant BNST-AM cells (66.6% or 22 of 33) fired at higher rates  during 

freezing than movement whereas most significant BNST-AL cells did the opposite 

(63.6% or 7 of 11; Fisher exact, p = 0.062). 

These results were confirmed using a different statistical approach, 

namely correlating motor activity (freezing = 1; movement = 0) and firing rates 

across multiple 0.5 s windows and testing whether the correlation is significant. 

Panels C1 and C2 of figure 5.8 show examples BNST-AM and AL neurons with 

significant negative and positive correlations to movement, respectively. This 

statistical approach yielded nearly identical results to the above. 
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Figure 5.8. Analysis of fluctuations in firing rates during movement vs. freezing. (A) Frequency 
distributions of firing rates during 0.5 sec windows of freezing (red) or movement (blue) for a 
BNST-AL cell. (B) Incidence of BNST-AM (left) and AL (right) cells with significantly higher firing 
rates during freezing (red) or movement (blue). (C) Correlation between motor activity (freezing = 
1; movement = 0) and firing rate for individual BNST-AM (C1) and AL (C2) cells. 
	
  
	
  
	
  

Although prior lesion studies suggest that BNST plays an important role in 

the genesis of contextual freezing, it remains possible that the differences in 

firing rates described above do not relate to the affective state of the rats but to 

another factor such as proprioceptive feedback. To address this possibility, we 

compared the spontaneous firing rates of BNST-AL and AM neurons while the 

animals were in a neutral transfer cage prior to placement in Context A (10 min 

epochs). In this environment, rats were generally active. Periods of immobility 

were almost always followed by a shift in their behavioral state to slow-wave 

sleep (SWS). This shift was easy to identify because it coincided with a dramatic 

increase in the power of large amplitude slow oscillations ≤ 4 Hz in the local field 

potentials. 

Thus, using the same approach as in the above, we compared firing rates 

during movement vs. immobility, but excluding periods of overt SWS. Respec- 

tively 33.3% and 39.3% of BNST-AL and AM neurons were found to have signifi- 
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cantly different firing rates in the two conditions. However, the proportion of cells 

with higher firing rates in one condition or the other did not differ significantly 

(Fisher exact: AM, p = 0.23; AL, p = 0.43). 

	
  
5.4) Discussion 
	
  

The experiments undertaken in the third AIM examined the behavior of 

anterior BNST neurons during cued and contextual fear. The findings point to a 

high level of region specific activity within the BNST-AL and AM in relation to 

learned fear, raising the possibility that they exert opposite influences on fear 

output networks. Furthermore, the stronger recruitment of BNST-AM neurons 

during contextual relative to cued fear may account for the BNST’s selective 

involvement in contextual fear conditioning. The findings reflect the regional 

heterogeneity within the anterior BNST. Indeed, the present study revealed that 

BNST-AL and AM neurons display a different activity profile in relation to learned 

fear.  First, during cued fear conditioning, BNST-AL neurons acquired inhibitory 

responses to the CS (Off-cells). Two days later, during the recall test, the 

proportion of Off-cells remained high but an additional subset of cells developed 

positive responses to the CS (On-cells). In contrast, the CS responsiveness of 

BNST-AM neurons did not change during training. However, during the recall test 

two days later, we observed a large increase in the incidence of cells with 

excitatory responses to the CS. Importantly, BNST-AL and AM neurons displayed 

an opposite activity profile in relation to contextual fear. Indeed, when rats were 

exposed to the training context the day after fear conditioning, a third of BNST- 

AM neurons fired at significantly higher rates during freezing than movement. 
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Few BNST-AM cells showed the opposite behavior. By contrast, in BNST-AL, 

neurons with lower firing rates during freezing prevailed, consistent with the 

pattern of CS responsiveness described above. 
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Chapter VI 
	
  
	
  
	
  

General Discussion 
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6.1) Rationale 
	
  
	
  

Prior tract-tracing studies have shown puzzling variations in the path fol- 

lowed by CeA axons to the brain stem (Dong et al. 2001a; Krettek and Price 

1978b; Price and Amaral 1981; Sun and Cassell 1993; Veinante and Freund- 

Mercier 2003). Although many CeA axons reach the brain stem directly via the 

ventral amygdalofugal pathway, others follow the stria terminalis over its entire 

course. Thus they first course caudally, then arch dorsally and rostrally along the 

lateral aspect of the thalamus, and later curve ventrally and caudally to merge 

with axons of the ventral amygdalofugal pathway. They also synapse onto BNST 

neurons, which receive massive inputs from BL sources. These anatomical find- 

ings lead us to the idea that the BNST could play a here-to-for unknown role in 

fear output behaviors. 

6.2) Timing of interactions between CeM and BNST 
	
  
	
  

Our first study was undertaken to shed light on the functional interactions 

between CeM and BNST neurons with a particular emphasis on the relative tim- 

ing of their outputs to the brain stem. The interest of this question stems from 

earlier findings suggesting that despite having similar connections and anatomi- 

cal properties, CeM and BNST play different roles in regulating behavior. Our re- 

sults point to an unexpected level of coordination in the timing of BNST and CeM 

outputs to the brain stem, relative to BL inputs. Below, we consider the signifi- 

cance of these findings in light of previous anatomical and behavioral studies on 

the role of the extended amygdala. 
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Consistent with this, our analysis of brain stem–evoked antidromic re- 

sponse latencies has shown that CeA output neurons fall into two classes, with 

short or long conduction times to the brain stem. The rarity of CeA cells with long 

antidromic response latencies in rats prepared with lesions of the stria terminalis 

strongly suggests that the neurons with long conduction times correspond to the 

subset of CeA cells whose axons reaches the brain stem via the stria terminalis. 

The net consequence of this path heterogeneity is that some CeA impulses 

reach their brain stem targets quickly, in ∼10 ms, whereas others take around 

three times longer. 

What could be the significance of this peculiar arrangement? One possibil- 

ity is that it serves no special purpose. According to this view, the path heteroge- 

neity would reflect a developmental oddity where some CeM cells, subjected to 

conflicting chemotaxic cues, would be lured into the stria terminalis, whereas 

others would merge with the ventral amygdalofugal pathway. However, a second 

possibility, the one we favor, is that this arrangement serves to synchronize CeA 

and BNST outputs to the brain stem when they are activated by BL inputs. Syn- 

chronization of CeM and BNST impulses to the brain stem would likely enhance 

the postsynaptic impact of each input. 

Consistent with this possibility, we observed that the latency of peak BL- 

evoked responses was longer in BNST cells, by ∼20 ms, than seen in CeA cells. 

This difference closely approximated the conduction delay introduced by length- 

ening the path of CeM axons to the brain stem via the stria terminalis. Thus by 

lengthening the path of some CeM axons to the brain stem, the arrival of BL- 
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driven CeM impulses would be delayed, allowing for synchronization of BNST 

and CeM impulses on their targets. This idea is further supported by a previous 

anatomical study showing that the same BL neurons that project to CeM also 

contribute axon collaterals to the BNST (Smith & Millhouse 1985). 

However, there is a third possible interpretation for our findings. This view 

assumes that BNST and CeA neurons with slow versus fast conduction times to 

the brain stem do not converge on the same brain stem neurons. Although the 

tract-tracing data indicates that the brain stem targets of CeA and BNST neurons 

overlap extensively at a macroscopic level (Dong & Swanson 2004, 2006a– 

c; Dong et al. 2000; Holstege et al. 1985; Hopkins & Holstege 1978; Veening et 

al. 1984), it remains to be shown, at the single cell level, whether convergence 

occurs for inputs originating from all three cell groups. For instance, it is conceiv- 

able that fast-conducting CeA neurons contact brain stem neurons involved in 

the rapid mediation of short-lived fear responses. In contrast, slow conducting 

CeM neurons and BNST cells might contact brain stem targets that are involved 

in more persistent fear responses. An important challenge for future studies will 

be to compare the brain stem projection sites of BNST and CeM neurons with 

slow or fast conduction times to the brain stem. 

A puzzling difference between CeM and BNST neurons evidenced in this 

study was that BL stimuli evoked a much longer period of increased firing proba- 

bility in BNST than CE cells. Although differences in the electroresponsive prop- 

erties of CeM and BNST neurons might have contributed to this effect, it is also 

possible that BL stimuli engaged contrasting polysynaptic influences. In particu- 
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lar, CeM neurons receive a strong GABAergic input from intercalated amygdala 

neurons (Paré and Smith 1993) that also receive inputs from BL (Royer et al. 

1999). The excitation of ITC neurons by BL inputs was previously shown to gen- 

erate a rapid feed-forward inhibition in CeM neurons, limiting the duration of BL- 

evoked excitatory postsynaptic potentials (EPSPs) (Royer et al. 1999). In addi- 

tion, BL projects to the medial prefrontal cortex (Krettek & Price 1977) that in turn 

projects to BNST (Vertes 2004). Thus the excitation of BNST neurons by BL in- 

puts may have been prolonged via the activation of the medial prefrontal cortex. 

	
  
	
  
6.2.1) Behavioral significance of path heterogeneity 
	
  

Our analyses of BL-evoked response latencies and conduction times to 

the brainstem argue for a tight temporal coordination between CeM and BNST 

outputs. However, this view does not fit with the lesion and pharmaco-behavioral 

studies reviewed in the introduction that stress the different functions of CeM and 

BNST. However, it remains that some effects of BNST and CeM lesions overlap. 

For instance, ibotenic acid lesions of BNST (Gray et al. 1993) and CeM (Van de 

Kar et al. 1991) attenuate the increase in corticosterone associated with the ex- 

pression of contextually conditioned fear. CeM and BNST lesions were also re- 

ported to attenuate behaviors that are thought to depend on parallel projections 

of these structures to the brain stem. For instance, it was observed that the ex- 

pression of contextual conditioned freezing responses is attenuated by both CeM 

and BNST lesions (Goosens and Maren 2001; Gray et al. 1993; Sullivan et al. 

2004; Van de Kar et al. 1991). Moreover, CeM and anterior BNST lesions pre- 
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vent the pain-induced increase in vocalization seen following exposure to nox- 

ious electrical stimuli (Crown et al. 2000). Both of these effects are thought to 

depend on parallel projections of CeM and BNST to the PAG: the ventral PAG for 

freezing responses (LeDoux et al. 1988) and the dorsal PAG for the pain-induced 

increase in vocalization (Crown et al. 2000; McLemore et al. 1999). 

	
  
	
  
6.2) Spontaneous activity of BNST neurons during the sleep-wake cycle 
	
  

Even in the absence of sensory stimulation, the spontaneous activity of 

the brain is not random. Rhythmic population events, measurable in the 

extracellular space as currents, emerge from complex interactions between the 

intrinsic properties of neurons and the architecture of the network in which they 

are embedded. Rhythms of various frequencies occur in different brain regions 

and these oscillations change depending on the behavioral state. 

The importance of these oscillations derives from the fact that neuronal 

events underlying cognitive activity, be it memory, emotional expression or 

sensory perception, are embedded in these endogenous population rhythms. In 

other words, the study of oscillations and coding in large neuronal ensembles are 

inextricable. Moreover, during sleep, when the brain is largely disconnected from 

the outside world, neurons generate a variety of oscillations and synchronized 

population bursts that are believed to play a critical role in memory consolidation. 

Finally, because related parts of the brain tend to display similar oscillations, the 

analysis of spontaneous oscillatory activity can reveal functional kinship among 

brain structures. 
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This study focuses on the spontaneous oscillatory activity displayed by 

neurons in the bed nucleus of the stria terminalis. The BNST is a poorly 

understood brain region that has been implicated in a variety of functions, most 

relating to negative affect and stress. While the structure and connectivity of 

BNST is well known, its physiology has received very little attention. Thus, as a 

first step toward understanding the basic physiological organization of BNST, the 

present study characterizes the spontaneous activity of neurons in its 

anteromedial (AM) and anterolateral (AL) portions during different states of 

vigilance. 

We found that the spectral composition fluctuated in a state-dependent 

manner. The findings are similar to LFP frequencies observed in many regions of 

the brain during SWS, REM and W. However it is important to note that, the vari- 

ous LFP rhythms recorded in BNST-A were not volume conducted from neigh- 

boring structures. Indeed, a substantial proportion of BNST-AL and AM cells 

showed significant modulation of unit activity in the delta, theta, and gamma 

bands. 

	
  
6.3) Activity of BNST neurons in animals undergoing differential fear 
conditioning 
	
  

We have studied the behavior of anterior BNST neurons during cued and 

contextual fear. The interest of this question stems from earlier work indicating 

that BNST and CeA, despite forming similar connections with the basolateral 

amygdala (BLA) and brainstem fear effectors, are differentially involved in 

contextual vs. cued fear. Surprisingly, while we observed regional differences in 



82 

	
  

	
  
	
  

BNST activity in relation to fear, the pattern of results was similar for contextual 

and cued fear. The significance of these findings is considered below. 

There is consensus that BNST is involved in the genesis of contextual, but 

not cued fear. Reversible inactivation (Walker and Davis 1997) as well as 

electrolytic (Gewirtz et al. 1998; Sullivan et al. 2004; Waddell et al. 2006; Luyten 

et al. 2011) or neurotoxic (LeDoux et al. 1988; Hammack et al. 2004; Duvarci et 

al. 2009) lesions of BNST impair the expression of contextual but not cued fear, 

unless the CS is very long (Waddell et al. 2006) or the temporal relationship 

between the CS and US is ambiguous (Walker et al. 2009). However, other 

studies suggest that BNST activity, while not required for generating learned fear 

to cues, exerts a tonic inhibitory influence on fear output networks. Indeed, intra- 

BNST infusions of muscimol enhance fear potentiated startle (Meloni et al. 2006). 

Moreover, presentation of a fear-eliciting CS together with a conditioned inhibitor 

increase fos expression in BNST relative to animals only presented with the CS 

(Campeau et al. 1997). Last, intra-BNST infusions of calcitonin gene-related 

peptide (CGRP) enhance startle and increase Fos expression in CeA (Sink et al. 

2011). However, a patch-clamp study found that CGRP potentiates GABAergic 

inhibition in neurons of BNST-AL (Gungor and Paré 2012), the BNST region 

receiving CGRP inputs from the parabrachial nucleus (Gustafson and Greengard 

1990; Dobolyi et al. 2005). Since most BNST neurons are GABAergic (Esclapez 

et al. 1993; Poulin et al. 2009), these results suggest the startle enhancement 

produced by intra-BNST infusions of CGRP is due to the inhibition of BNST-AL 

neurons and consequent disinhibition of CeA. 
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6.3.2) Activity of BNST-neurons in relation to cued and contextual fear 
	
  

Overall, the findings reviewed above support the view that BNST exerts a 

dual influence over fear expression. On the one hand, BNST supports contextual 

fear; on the other, there is evidence that BNST, most likely its anterolateral 

region, exerts an inhibitory influence over fear output networks. As described 

below, we propose that this apparent contradiction reflects regional heterogeneity 

in the anterior BNST. Indeed, the present study revealed that BNST-AL and AM 

neurons display a different activity profile in relation to learned fear. First, during 

cued fear conditioning, BNST-AL neurons acquired inhibitory responses to the 

CS (Off-cells). Two days later, during the recall test, the proportion of Off-cells 

remained high but an additional subset of cells developed positive responses to 

the CS (On-cells). In contrast, the CS responsiveness of BNST-AM neurons did 

not change during training.  However, during the recall test two days later, we 

observed a large increase in the incidence of cells with excitatory responses to 

the CS. Importantly, BNST-AL and AM neurons displayed an opposite activity 

profile in relation to contextual fear. Indeed, when rats were exposed to the 

training context the day after fear conditioning, a third of BNST-AM neurons fired 

at significantly higher rates during freezing than movement. Few BNST-AM cells 

showed the opposite behavior. By contrast, in BNST-AL, neurons with lower firing 

rates during freezing prevailed, consistent with the pattern of CS responsiveness 

described above. 

These findings point to regional differences in the activity of BNST-AL and 
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AM in relation to learned fear, raising the possibility that they exert opposite 

influences on fear output networks. Several factors likely underlie these 

differences, including regionally heterogeneous amygdala projections to BNST as 

well as the intrinsic BNS network. Indeed, the amygdala sends strong but 

neurochemically diverse projections to BNST: GABAergic/peptidergic inputs from 

CeA and glutamatergic inputs from BLA (Krettek and Price 1978b; Dong et al. 

2001a; McDonald, 2003). Importantly, CeA contributes stronger projections to 

BNST-AL than AM (Dong et al. 2001a). Conversely, a major component of BNST- 

AL, the oval nucleus, is largely devoid of BLA inputs (Dong et al. 2001a). In 

addition, a recent in vitro study on the intrinsic connections of BNST reported that 

BNST-AL neurons receive inhibitory inputs from other BNST neurons (Turesson 

et al. 2013). Thus, CS-related BLA inputs might excite BNST cells that send 

GABAergic projections to neurons of the oval nucleus, causing a feedforward 

inhibition. This inhibition of BNST-AL neurons might be reinforced by CeA inputs, 

which are much stronger to BNST-AL than AM (Dong et al. 2001a). 

Consistent with the above, there is a correspondence between the CS 

responsiveness of neurons in the lateral (CeL) and medial (CeM) sectors of CeA 

and BNST. In particular, most CS responsive CeM neurons exhibit positive 

responses to the CS (Ciocchi et al. 2010; Duvarci et al. 2011), as in BNST-AM. In 

contrast, as in BNST-AL, CeL responses to the CS are heterogeneous, with 

different CeL neurons exhibiting inhibitory or excitatory responses (Ciocchi et al. 

2010; Duvarci et al. 2011). Perhaps not coincidentally, the incidence of CeL Off- 

cells does not increase during training, but after a consolidation period (Duvarci 
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et al. 2011). In parallel, an inflation of CS-evoked responses develops in BLA 

(Amano et al. 2011). At present, the cellular interactions leading to these time- 

dependent changes in CS responsiveness remain unclear.  However, given the 

strong interconnections existing between BLA, CeA, and BNST neurons, a 

causal relation is likely. Also, considering the dramatic impact of medial 

prefrontal lesions on the expression of learned fear (Sierra-Mercado et al. 2011) 

and the preferential innervation of BNST-AM by prelimbic afferents (reviewed in 

McDonald 1999), it is probable that prefrontal inputs also play a role. 

	
  
	
  
6.3.3) Preferential BNST contribution to contextual fear 
	
  

If BNST-AM and AL neurons show the same differential activity profile in 

relation to cued and contextual fear, why do lesion and inactivation studies 

consistently conclude that BNST participates in contextual but not cued fear? 

This apparent contradiction can be resolved if we postulate that BNST-AL and 

AM exert opposite influences over fear output networks, a notion supported by 

the reciprocal activity profile evidenced here. Based on the fact that CGRP 

enhances fear-potentiated startle (Sink et al. 2011) while inhibiting BNST-AL 

neurons (Gungor and Paré 2012), the following model assumes that the reduced 

activity seen in a proportion of BNST-AL neurons during high fear states causes 

a disinhibition of CeA fear output neurons. In contrast, the increased activity 

observed in BNST-AM, much like the CS-On responses of CeM neurons (Ciocchi 

et al. 2010; Duvarci et al. 2011), would drive behavioral freezing via the vlPAG. 

Indeed, our tracing experiments indicate that PAG projecting neurons are much 
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more numerous in BNST-AM than AL (SC Lee and D Paré, unpublished 

observations; however, see Zahm et al. 2011). 

In light of the above, given that lesion and infusion techniques lack the 

resolution to affect BNST-AL and AM independently, the net outcome of complete 

BNST lesions or inactivations should be a function of the imbalance in 

responsiveness between the two regions. If the two regions show similar levels of 

responsiveness, as seen in cued fear, little or no effect should be observed. In 

contrast, if one of the two regions shows a higher level of activity, as seen in 

relation to contextual fear, then complete BNST lesions should alter fear 

expression. An important challenge for future experiments will be to test this 

model with spatially selective manipulations of different regions of the anterior 

BNST. 

In closing, it should be mentioned that opposite to the above, a recent 

study (Kim et al. 2013) concluded that the BNST-AL and AM exert anxiogenic 

and anxiolytic influences, respectively. This view was mainly based on the 

outcome of optogenetic manipulations thought to allow selective alterations in the 

activity of the two BNSTa sectors. For instance, optogenetic activation or 

inhibition of BLA inputs to BNST-AM was seen to reduce or enhance various 

measures of anxiety, respectively (Kim et al. 2013). However, BLA heavily 

projects to nucleus accumbens (nAcc; Krettek and Price 1978b), which is 

immediately rostral to BNST, and a prior study reported that optogenetic 

activation of BLA inputs to nAcc facilitates reward seeking (Stuber et al. 2011). 

Since BLA inputs to nAcc course through and in the immediate vicinity of BNST, it 
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is possible that light stimuli in BNST also affected BLA inputs to nAcc. In keeping 

with this, Kim et al. (2013) reported that intra-BNST infusions of ionotropic 

glutamate receptor antagonists reduced anxiety. This finding is in apparent 

contradiction with the results of the optogenetic manipulations. Indeed, the main 

glutamatergic input to BNST arises in BLA and its projections focus on BNST-AM 

while avoiding much of BNST-AL (Krettek and Price 1978b; Dong et al. 2001a). 

Therefore, if BLA inputs to BNST-AM supported anxiolysis, one would have 

expected the opposite effect. Additional experiments will be required to settle 

these issues. 

6.5) Final Conclusion 
	
  

The experiments presented in this thesis were undertaken to shed light on 

the mechanisms underlying role of BNST the processing of fearful memories. 

Unlike previous studies, we found that the BNST does participate in the 

processing of conditioned fear. The conclusions from the Aim #1 indicate that the 

BLA is in a position to coordinate the outputs of CeM and BNST neurons in such 

a way as to maximize their postsynaptic impact on brainstem targets. The 

findings from Aim #3 show a clear increase in the activity of BNST-AM and –AL 

cells excited by the CS+ during recall testing. Furthermore BNST-AM neurons 

also show enhanced activity during contextual freezing. It is well known that the 

largest excitatory input to the BNST-AM originates from the BL (Dong et al. 

2001a). Tying together the results of those two Aims, it is possible that excitatory 

BL inputs could activate downstream projecting neurons in BNST-AM to drive 

freezing behavior during the recall testing phase of fear conditioning. A second 
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possibility for heightened BNST activity during fear recall and context testing calls 

into play the important relationship between context and fear recall. Context has 

a profound effect on the recall of associative fear memory. Substantial behavioral 

evidence indicates that fear recall in which a CS is presented in the absence of a 

US is a product of the inhibition of fear expression. Rather than being an erasure 

of memory it represents a new learning of the CS meaning (Bouton 1993, Quirk 

2002, Rescorla 2001). Just like with the original association, this learning is 

highly context specific. Indeed recall testing is thought to be more context  

specific than fear learning (for review see Bouton 2004). As such, in both context 

testing and recall testing the subject is processing contextual information in an 

environment where fear is expected but not received. BNST activity during this 

period may reflect the processing of this information. 
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