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Eukaryotic cells contain long DNA molecules (about two meters for a human cell)

which are tightly packed inside the micrometric nuclei. Nucleosomes are the basic

packaging unit of the DNA which allows this millionfold compactification. A long-

standing puzzle is to understand the principles which allow cells to both organize their

genomes into chromatin fibers in the crowded space of their nuclei, and also to keep the

DNA accessible to many factors and enzymes. With the nucleosomes covering about

three quarters of the DNA, their positions are essential because these influence which

genes can be regulated by the transcription factors and which cannot.

We study physical models which predict the genome-wide organization of the nu-

cleosomes and also the relevant energies which dictate this organization. In the last

five years, the study of chromatin knew many important advances. In particular, in

the field of nucleosome positioning, new techniques of identifying nucleosomes and the

competing DNA-binding factors appeared, as chemical mapping with hydroxyl rad-

icals, ChIP-exo, among others, the resolution of the nucleosome maps increased by

using paired-end sequencing, and the price of sequencing an entire genome decreased.

We present a rigorous statistical mechanics model which is able to explain the recent

experimental results by taking into account nucleosome unwrapping, competition be-

tween different DNA-binding proteins, and both the interaction between histones and
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DNA, and between neighboring histones. We show a series of predictions of our new

model, all in agreement with the experimental observations.
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Teşileanu, Silviu Pufu, Daniela and Tudor Prelipceanu. Even a short meeting with

them, always brightened my day. I would also like to thank my fellow graduate stu-

dents: George Locke, Allan Haldane, Ted Malliaris, Mohammad Ramezanali, Julie

iv



Tsitron, Michael Manhart, Pavel Khromov, Aatish Bhatia and Manjul Apratim. They

made my life at Rutgers easier.
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Chapter 1

Introduction

1.1 DNA and chromatin

Deoxyribonucleic acid (DNA) is a long polymer made of a sequence of nucleotide

monomers. A nucleotide is composed of a sugar, one or more phosphate groups and a

nitrogenous base. The base can be either a purine (adenine and guanine) or a pyrimi-

dine (thymine and cytosine). DNA contains the genetic information used by all living

organisms in order to function.

In eukaryotic cells, long DNA molecules must be packed within the microscopic space

of the nucleus. The nucleus of every human cell has a diameter of a few microns and

contains about two meters of DNA, which means a millionfold DNA compactification

inside the nucleus. It is estimated that a human body has about 50 trillion cells, so

that each of us has about 100 trillion meters of DNA inside our body. As a comparison,

the distance between the Sun and the Earth is about 150 billion meters. Therefore, the

DNA from our body is long enough to go from here to the Sun and back more than

300 times. It is also enough to circle the Earth’s equator more than 2.5 million times

[1]. So how is it possible to pack such long DNA molecules inside the tiny nuclei?

This packaging is realized with the help of certain proteins called histones. These

are positively charged proteins, and so they bind strongly to the negatively charged

DNA, which wraps around the histones and thus gets compactified. The packaging

problem is very difficult. Stiff, long DNA molecules must fit inside the tiny space of the

nucleus, while remaining accessible for various processes, as transcription, replication,

repair, among others. The basic unit of DNA packaging is called the nucleosome.

Nucleosomes are composed of 147 base-pairs (bps) of DNA wrapped around histone

octamers in about two turns. The histone octamer contains two copies of the following
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Figure 1.1: (A) DNA components: nucleotide monomer (orange area), sugar-phosphate
backbone (violet area), bases (purine or pyrimidine). (B) Chemical structure of the four
bases: adenine (A), cytosine (C), guanine (G) and thymine (T). For more details, see [3].

basic histones – H2A, H2B, H3 and H4 [2]. A short DNA stretch between neighboring

nucleosomes is called linker DNA. There is a fifth type of histones, the linker histone

H1, which binds to the edges of the nucleosomal DNA and stabilizes the nucleosome.

Each histone protein has a flexible extension known as the N-terminal tail domain,

which protrudes from the nucleosome surface.

Arrays of nucleosomes appear as “beads on a string” when imaged by electron mi-

croscopy (Figure 1.3), and observations of this structure were obtained four decades



3

30-nm chromatin
fibre of packed
nucleosomes

Section of
chromosome in an
extended form

Condensed section
of chromosome

Entire mitotic
chromosome

Centromere

Short region of
DNA double helix

2 nm

11 nm

700 nm

1,400 nm

30 nm

300 nm

"Beads on a string"
form of chromatin

Figure 1.2: The multiple stages of DNA packaging inside the nucleus, with the cor-
responding length scales. Reprinted by permission from Macmillan Publishers Ltd:
Nature Publishing Group, copyright (2003) [7].

ago [4, 5, 6]. Arrays of multiple nucleosomes coil together in a fiber of packed nu-

cleosomes, known as chromatin. The chromatin fiber, which has a width of about 30

nanometers, loops and is further packaged, until this multiple folding allows the whole

DNA molecule to fit inside the microscopic nucleus in each of our cells (Figure 1.2) [7].

The relationship between nucleosome positions and higher-order chromatin is not well

known.

DNA packaging is not the only function of the nucleosomes. They also play a

crucial role in controling DNA accessibility of many DNA-binding proteins to regulatory

elements on the chromosomes. Indirectly, they influence gene expression regulation

[8, 9, 10, 11, 12, 13], DNA replication [14, 15], DNA repair [14, 16], DNA recombination
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[17], among others. For example, nucleosomes cause slowing down and pausing of RNA

polymerase [18, 19]. Another function of the histones is that they add an epigenetic

layer of information on top of the genome [20]. The histone tails can have many

post-translational modifications (PTMs), and different histone variants can replace the

core histones. The most studied PTMs are methylation and acetylation but there is a

plethora of other possible modifications – phosphorylation, ubiquitination, sumoylation.

These modifications can happen in different combinations on the residues in the N-

terminal tails of histones.

Histones and the nucleosome units are not particular to humans, but are conserved

among eukaryotes, from yeast to human. For this reason, it is useful and advantageous

to study nucleosomes in simpler organisms, like yeast or flies. In S. cerevisiae, arrays of

nucleosomes cover about 75% of the DNA, having a strong influence on gene regulation

[8, 9, 10, 11, 12, 13]. Wrapped in nucleosomes, DNA is sterically occluded from in-

teracting with many protein complexes, e.g. transcription factors (TFs), polymerases,

recombinases and repair enzymes. Nucleosomal DNA needs to be accessible at times in

order to allow different regulatory proteins to bind and conduct their biological func-

tions. With three quarters of eukaryotic DNA being wrapped into nucleosomes, the

question of how DNA-binding proteins gain access to their target sites, in living cells,

is one of the puzzling problems that is still not well understood.

Access to binding sites that are buried in nucleosomes can be facilitated by ATP-

dependent remodeling factors that can change the conformation of the chromatin by

moving or disassembling nucleosomes [22, 23, 24, 25, 26]. How remodelers use ATP

hydrolysis and convert the energy into work, necessary to move the nucleosomes, and

how different remodelers pick the right nucleosomes to rearrange or disassemble them,

is unknown. These ATP-dependent chromatin remodeling complexes are not always

required. Some studies show that proteins can bind to their target sites even without

the help from active remodeling factors [27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39,

40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50].

The inter-genic regions are relatively depleted of stable nucleosomes compared to

the intra-genic regions. The inter-genic regions contain unstable nucleosomes which are
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Figure 1.3: A gallery of electron micrographs of chromatin. (A) Low ionic-strength
chromatin spread, the “beads on a string”. Size marker: 30 nm. (B) Isolated mononu-
cleosomes derived from nuclease-digested chromatin. Size marker: 10 nm. (C) Chro-
matin spread at a moderate ionic strength to maintain the 30-nm higher-order fibre.
Size marker: 50 nm. Reprinted by permission from Macmillan Publishers Ltd: Nature
Publishing Group, copyright (2003) [21].

easily lost in a typical nucleosome mapping experiment (MNase-seq) [51, 52]. These

“fragile” nucleosomes allow easier access to the regulatory DNA-binding proteins, which

need to attach to specific gene promoters in order to perform their function.

1.2 Studies of nucleosome positioning

To motivate our study, we first present a short history of experiments concerning nu-

cleosome positioning.

The typical nucleosome mapping experiment has the following steps (Figure 1.4).

Chromatin is first isolated from the cells, and then fragmented by sonication, or digested

by the action of a nuclease. Chromatin digestion is usually done by micrococcal nuclease

(MNase), which hydrolyses the linker DNA, while the nucleosomal DNA is protected

by histones. After chromatin digestion, the nucleosomes are selected by immunoprecip-

itation with antibodies to histones. The selected pieces of DNA are then deproteinized

and purified. Using agarose gel electrophoresis, the fragments corresponding to single
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nucleosomes, with lengths of about 147 bp, are size-selected. Finally, the nucleosomal

DNA pieces are identified by microarray hybridization or high-throughput sequencing.

In microarray experiments, fluorescently labelled nucleosomal DNA fragments are hy-

bridized to a microarray, in parallel with genomic DNA as a control. For each probe on

the microarray, one obtains intensities corresponding both to nucleosomal DNA and to

the control sample. The regions with higher-than-average ratio of these intensities cor-

respond to the nucleosomes, while the regions with lower-than-average ratio correspond

to nucleosome depleted regions (NDRs). High-throughput sequencing has an increased

resolution and allows mapping of individual nucleosomes with single bp resolution.

Nucleosome mapping has been done both in vitro and in vivo. In vitro (Latin

for “within the glass”) refers to experiments performed in a controlled environment

outside of a live organism, whereas in vivo (Latin for “within the living”) indicates an

experiment using a live organism, as opposed to a partial or dead organism. While in

vivo studies reflect the nucleosome distribution in living cells, in vitro studies are better

suited for determining the DNA sequence preferences for histone binding, because the

effects of the trans determinants of nucleosome organization are eliminated. In vitro,

purified histone proteins are assembled on genomic DNA either by salt dialysis [54], or

by using chromatin assembly proteins [55].

The first model of nucleosome positioning was formulated by Kornberg and Stryer

in 1988 [56]. This is called the barrier model of statistical positioning, and it shows

that near an impenetrable barrier, the probability of finding a nucleosome is oscillatory,

that is the nucleosomes are phased by the potential barrier. These potential barriers

can be generated by nucleosome-excluding sequences, as Poly(dA:dT), or by histones or

other DNA-binding proteins, which are strongly bound to particular loci in the genome.

It was shown that, in vivo, several TF binding sites are covered by less nucleosomes

than in vitro [57], which indicates that TFs can bind and create a potential barrier for

histones. In yeast, there are many more well-positioned nucleosomes than in human

cells, which may be explained by the fact that the human genes are longer and the

potential barriers which appear at the regulatory regions are separated by much more

space, such that their influence is felt by a smaller fraction of the total number of
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Figure 1.4: ChIP-seq experimental design.
ChIP-seq is a powerful tool used to investigate
protein-DNA interactions on a global scale. It
is important that the appropriate controls for
antibody specificity be determined before ChIP-
seq is begun. After isolation of the ideal num-
ber of cells, chromatin is sheared into an ideal
size range by sonication or enzymatic means,
as MNase digestion. Next, high-quality anti-
bodies are used for ChIP to enrich for factor-
occupied DNA sequences. After purification of
ChIP-enriched DNA, a library is constructed to
allow sequencing on next-generation sequencing
(NGS) platforms. Library construction typi-
cally includes end-repair, the addition of single
adenosine residues, adaptor ligation and PCR
with primers compatible with the sequencing
platform. After cluster generation, single- or
paired-end sequencing is performed on next-
generation sequencing platforms. Reprinted by
permission from Macmillan Publishers Ltd: Na-
ture Publishing Group, copyright (2011) [53].
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nucleosomes.

The advances of sequencing and tiling microarrays generated a lot of interest in

studying nucleosome positions and the factors which affect these. The first mapping

of nucleosome positions, in vivo, in S. cerevisiae, appeared in 2004. Using tiling mi-

croarrays with low resolution of about 1 kbp, Lee et al. [58] and Bernstein et al. [59]

were able to observe a typical nucleosome organization at the gene promoters. They

observed an NDR which is flanked by two well-positioned nucleosomes, despite the low

resolution of their studies. Lee et al. [58] and Bernstein et al. [59] presented evidence

that nucleosome occupancy in gene promoters is anti-correlated with the transcrip-

tional initiation rate at the promoters. Promoters that regulate active genes were in

general depleted of nucleosomes. Changes in the transcription rates were reflected also

in the nucleosome occupancy of the corresponding promoters. Analyzing the change

in genome-wide nucleosome organization after applying a heat shock to the cells, they

found that nucleosome occupancy decreased at the promoters of induced genes and

increased at the promoters of genes that were turned off.

In the following year, Yuan et al. [60] were able to map in vivo nucleosome positions

with nearly single-nucleosome resolution. They mapped the positions of about 2000

nucleosomes over approximatively 500 kbp of S. cerevisiae DNA. They again found the

characteristic pattern of NDRs, delimited by well-positioned nucleosomes at the gene

promoters. Comparing the nucleosome-free DNA sequences, they observed that these

sequences were enriched in Poly(dA:dT) tracts. These are homopolymeric stretches

of deoxyadenosine nucleotides on one strand, paired with homopolymeric stretches of

deoxythymidine nucleotides from the complementary DNA strand.

In 2005, Sekinger et al. [61] compared in vivo nucleosome organization with that

obtained in vitro, using core histones from HeLa cells (the most commonly used human

cell line [62]), assembled on a short piece of DNA (HIS3-PET56 region, 2.8 kbp) by

gradient salt dialysis. The nucleosome pattern found in vitro was largely determined

by the intrinsic DNA sequence preferences of histones, and it resembled the nucleosome

distribution that is observed in vivo. Similarly for the DED1 promoter region, they

also found a good agreement between in vivo and in vitro nucleosome organizations.
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Both promoter regions had low histone densities and in order to test whether histone

densities in promoters are lower than in the corresponding coding regions, the authors

tested 4331 genes along the entire genome. They found that 78.6% of the coding

regions have on average nucleosome occupancy more than two times higher than the

corresponding promoters. They suggested that the yeast genome contains promoters

whose DNA sequences are unfavorable for nucleosome formation, and ensure that TFs

bind to these regions, rather than to the irrelevant binding motifs which are found in

the non-promoter regions.

In 2007, Lee et al. [63] were able to produce the first genome-wide map of nucleo-

somes in S. cerevisiae. They were able to identify approximatively 70000 nucleosomes,

which occupy about 81% of the yeast genome. They observed that the NDRs are posi-

tioned near the transcription start sites (TSSs). All the previously mentioned studies

used tiling microarrays and the resolution was limited by the probe density.

ATP-dependent chromatin remodelers [24] use ATP hydrolysis in order to move or

detach the histones from their preferred positions. Whitehouse et al. [64] compared

the nucleosome distribution in wild-type (WT) and isw2∆ mutant cells. They found

that in WT cells, the yeast Isw2 chromatin remodeling complex slides the +1 nucle-

osome (see Figure 1.5) upstream, thereby inhibiting the binding of other TFs to the

promoters. The repositioning of thousands of nucleosomes which were located adjacent

to regulatory sites, was found to be controlled by Isw2. A key finding was that, when

ISW2 was deleted, transcription was able to initiate at cryptic start sites [65], although

the mechanism that ensures the correct direction of transcription in WT cells is still

not well-known.

In the same year, the first study that used high-throughput sequencing to map

nucleosomes appeared [66]. Albert et al. detected the genome-wide distribution of the

nucleosomes containing the H2A.Z histone variant. In the following year, Frank Pugh’s

lab also mapped the nucleosomes using antibodies to the H3 and H4 histones [67].

They mapped more than one million nucleosomes and confirmed the typical nucleosome

pattern near TSS – a -1 nucleosome, followed by an NDR, followed by a +1 nucleosome.

They also found that most of the genes have another NDR at their 3’ ends. It was
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found that +1 nucleosomes create barriers for the other nucleosomes, which are phased

downstream.

Regular arrays of nucleosomes, as seen near TSSs, can be explained by the barrier

model of nucleosome positioning, formulated by Kornberg and Stryer in 1988 [56]. Later

studies of the nucleosome distribution in yeast [67, 68] support the model by Kornberg

and Stryer. This canonical organization with two well-positioned nucleosomes on both

sides of the TSS, separated by an NDR, is found more in the ”housekeeping” genes, as

those responsible for glycolysis, and less in the stress responsive genes, as those which

react to unfavorable environments [69].

Yeast promoters contain A/T rich sequences, in particular Poly(dA:dT), and these

DNA sequences give the DNA polymer a higher rigidity, and the formation of a nucleo-

some at these locations will be more difficult. In this way, the potential barrier creates

an NDR and it is able to phase the nearby nucleosomes by statistical positioning (Fig-

ure 1.5).

In 2008, Shivaswamy et al. [70] also used high-throughput sequencing to map the

remodeling of nucleosomes throughout the yeast genome after heat shock. They de-

tected that in the typical promoter, after heat shock, one or two nucleosomes appeared,

disappeared or were repositioned. The nucleosome positioning was found to depend on

the presence of the TATA box, and to be correlated with the transcription rates. The

TATA box, also called Goldberg-Hogness box, is a DNA sequence – 5’-TATAAA-3’ or

a variant – usually found at the binding site of RNA polymerase II in the promoter

region of genes in eukaryotes. The authors of this study also observed that nucleosome

remodeling causes changes in the accessibility of TFs to their binding sites.

Histones have little sequence specificity, in the sense that they do not have a binding

motif, and all DNA sequences can form nucleosomes, with different affinities. The main

difference between different DNA sequences which wrap around the histones is their

bendability. Poly(dA:dT) sequences, and in general A/T rich sequences, are stiffer

and can bend with more difficulty to form nucleosomes. Sequences that contain WW

dinucleotides, with W denoting an A or T nucleotide, repeated every 10-11 bp, and

interposed SS dinucleotides, with S denoting a C or G nucleotide, are more flexible and
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Figure 1.5: Typical in vivo nucleosome coverage near the TSS. A/T rich sequences
which are enriched in the promoters create a stiff DNA region which disfavors nucleo-
some formation. The NDR and the potential barrier which is created by the A/T rich
sequences may phase the nearby nucleosomes. The average nucleosome coverage (red
line), or occupancy, is an average over many nucleosome configurations, correspond-
ing to different cells. Some of these possible configurations are indicated by the blue
ovals, which symbolize individual nucleosomes. Some nucleosomes are well-positioned,
as the +1 nucleosome, which means that these are found in most of the cells at the
same position. Other nucleosomes are fuzzier, as the +7 nucleosome, which means
that in different cells these nucleosomes occupy shifted positions. The DNA and the
Poly(dA:dT) sequence are not drawn to scale.

bind the histones with higher affinity [71].

Because some DNA sequences favor histone attachment and nucleosome formation,

while other are stiff and disfavor nucleosome formation, the idea that in vivo nucleo-

some positions are intrinsically encoded in the DNA sequence was supported by some

researchers. To test the claim that the genomic sequence is highly predictive of the in

vivo nucleosome organization, Field et al. [72] mapped about 380000 yeast nucleosomes.

They used a computational model to study the nucleosome positioning signals. They

found that Poly(dA:dT) tracts are nucleosome disfavoring sequences, and important

nucleosome positioning signals in vivo.

Using the physical properties of DNA, as the sequence-dependent DNA flexibility

and the intrinsic curvature, in 2008, Miele et al. [73] computationally predicted that the
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yeast promoter regions are unfavorable for nucleosome formation, and that these NDRs

are bordered on both sides by regions with high nucleosome affinity. Their result shows

that in addition to regulatory factors and chromatin remodeling enzymes, the physi-

cal properties of DNA play a major role in nucleosome positioning and transcription

regulation.

In the following year, Morozov et al. [74] used another physical model in order to

account for DNA flexibility. They computed the sequence-dependent DNA bending en-

ergies, and used these energies in order to solve the many-body problem of nucleosome

positioning. They used a standard dynamic programming algorithm to position nucle-

osomes, taking into account the steric exclusion between neighboring histones. They

found that the bending properties of DNA explain the intrinsic sequence-dependent

nucleosome affinities in vitro.

To study the importance of DNA sequence in nucleosome positioning in vitro, in

2009, two different labs studied in parallel the difference between the nucleosome distri-

butions obtained in vivo and in vitro. Using salt dialysis, Kaplan et al. [57] assembled

purified chicken histone octamers on purified yeast genomic DNA. They found that

in vitro, NDRs appear near the gene ends and near TF binding sites. Using in vitro

data, Kaplan et al. developed a computational model which takes into account the

dinucleotide and 5-mer distributions for predicting the nucleosome occupancy along

the genome. Even though the model was trained on in vitro yeast data, the predicted

nucleosome coverage correlated reasonably well with in vivo nucleosome distributions

in S. cerevisiae, grown in three different media, and C. elegans. The authors reached

the conclusion that DNA sequence preferences are responsible for most of the nucleo-

some organizations in vivo. In a second parallel study, Zhang et al. [75], performing

similar in vitro nucleosome assembling on purified DNA from both S. cerevisiae and

E. coli, which does not have histones, reached a totally different conclusion. They

found that DNA preferences were not a major determinant of nucleosome organization

in vivo, and there were other factors, more important than the DNA sequence, which

made the nucleosomes to organize in a way, which could not be explained by sequence

alone. They argued against a genomic code for nucleosome positioning, and suggested
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that the characteristic oscillatory nucleosome distribution that appears near TSS was

not generated by DNA sequences, but by phasing against a potential barrier, created

during transcription initiation near TSS, also known as statistical positioning.

In 2010, Locke et al. [76] used genome-wide nucleosome maps to study the se-

quence specificity of the nucleosome affinity in the S. cerevisiae, E. coli, and C. elegans

genomes. They used a statistical mechanics model of hard-rods to infer the nucleosome

formation energies corresponding to every sequence of 147 nucleotides, from the nucleo-

some distributions which were measured in high-throughput experiments. The authors

developed a series of models of increasing complexity, and concluded that the nucleo-

some organization could be explained by the mono- and dinucleotide distributions along

the genomes, and that longer sequence motifs had a minor influence.

The idea that the DNA sequence is the main nucleosome positioning factor is still

under debate. There is at least a consensus among the researchers working in the

chromatin field that the DNA sequence is not the only determinant of nucleosome or-

ganization. Beyond the DNA sequence preference, there are also other factors, which

influence nucleosome positioning, as for example, stacking against potential barriers

[56], competition of histones with other DNA-binding proteins, as TFs Abf1 and Rap1

in S. cerevisiae [77], action of chromatin remodelers [24], disruption by RNA polymerase

[70], among others. Transcription by RNA polymerase modifies the nucleosome organi-

zation. For example, in S. cerevisiae, the nucleosomes covering the highly transcribed

genes are more delocalized [78]. Interestingly, the situation is reversed in Drosophila,

in the sense that the genes which are active contain the regular arrays of nucleosomes,

while the inactive genes contain poorly localized nucleosomes [52].

TFs compete with the histones for DNA binding, and they can also create potential

barriers which oppose nucleosome formation at their binding sites. Abf1, Rap1 and

Reb1 are just some examples of TFs which have binding sites near yeast promoters,

which contribute to the formation of nucleosome-repulsive potential barriers [79, 80]. In

human cells, CCCTC-binding factor (CTCF) and neuron-restrictive silencer transcrip-

tion factor (NRSF/REST) can also generate potential barriers and phased nucleosomes

[81]. Any strong binding of sequence-specific factors, in principle, can generate potential
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barriers which may phase the nearby nucleosomes.

A major difference between in vitro and in vivo nucleosome distributions is that

phased nucleosome arrays near TSSs appear only in vivo. In vitro we still see an NDR

because of the unfavorable DNA sequences from the promoters, but this is not enough

to phase the nearby nucleosomes. ATP-dependent chromatin remodelers are known to

generate regular nucleosome spacing [24, 82].

In 2011, Frank Pugh’s lab conducted a study [83] to determine what biochemical

factors assembled the nucleosomes in vitro in order to resemble the organization which

was observed in vivo. They assembled Drosophila histones on yeast DNA in vitro. As in

the previous studies [57, 75], they obtained the NDR upstream of TSS but no regularly

phased nucleosome arrays. Adding yeast whole extract did not help, which means

that the simple binding of the proteins from the cell extract was not enough to phase

the nearby nucleosomes. However, when ATP was added to the whole cell extract,

the nucleosomes rearranged in a way which resembled the organization observed in

vivo – stronger NDRs, phased nucleosomes near TSS, among others. They concluded

that the ATP-dependent chromatin remodelers were responsible for the even-spaced

nucleosome arrays. In a parallel study, Gkikopoulos et al. [84] showed that deletion of

the genes encoding the chromatin remodelers Isw1, Isw2 and Chd1 resulted in a clear

disruption of the regular arrays of nucleosomes downstream TSS. These two studies

showed that chromatin remodelers may overcome the sequence-dependent preferences

of the histones, and generate regular arrays of nucleosomes.

Because the energy of bending a DNA segment around a histone depends on its

nucleotide sequence [85, 74], nucleosomes exhibit a range of in vitro formation energies

[86, 71], although any DNA sequence can be packaged into a nucleosome. Recent work

has clarified the role of sequence rules that influence nucleosome positioning. Genome-

wide in vitro reconstitution experiments have confirmed that nucleosome architecture

over promoters and genes is partially established by DNA sequence, mostly as a result

of nucleosome depletion from A/T-rich, nucleosome-disfavoring sequences, on both ends

of the transcript [61, 57, 75]. However, nucleosomes are not strongly localized and, on

average, nucleosome occupancy is just about 20 − 30% lower over NDRs compared to
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Figure 1.6: Nucleosome organization around the 5’ ends of genes is not reconstituted in
vitro with purified histones alone. Composite distribution of nucleosome midpoints, as-
sembled in vivo [57] or in vitro [57, 75], around transcriptional start sites. Reprinted by
permission from The American Association for the Advancement of Science, copyright
(2011) [83].

the mean occupancy in a window which includes both the coding region and adjacent

sequence (Figure 1.6). In vivo, the 5’ and 3’ NDRs flanking the transcripts are much

more pronounced, with about 60−70% occupancy depletion on average, with respect to

the mean [57, 60, 67, 87]. They establish a striking pattern of nucleosome localization

over genic regions simply due to steric exclusion, which causes nucleosomes to “phase

off” potential barriers [56] (Figure 1.5). Although the exact nature of these in vivo bar-

riers is unknown, and may vary between cell types and environmental conditions, they

are likely established through a combined action of RNA polymerase, ATP-dependent

chromatin remodeling enzymes, and DNA-binding proteins [88, 89, 90]. The reduced

degree of nucleosome localization in vitro and shallow NDRs indicate that the sequence

is only one of multiple factors which determine the nucleosome distribution in vivo.

Recently, the Segal and Struhl labs, which published the contradictory reports in

2009 [57, 75], wrote a joint paper [91] in which they tried to bring into agreement

the two contradictory conclusions. They argued that the DNA sequence was a major

determinant of the nucleosome organization, but other factors were also very important

in vivo, which could override the sequence preference of the histones.

In 2012, a new method of mapping nucleosome centers at bp resolution was de-

veloped by Brogaard et al. [92]. They mutated the histone H4 protein to allow the

positioning of a copper ion near the dyad of the nucleosome, after chromatin extraction.
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Copper reacts with hydrogen peroxide creating reactive hydroxyl radicals, and these cut

the DNA near the dyads. The resulting pieces of DNA are sequenced, and mapped to

the genome. Using a Bayesian deconvolution algorithm, the authors computed a nu-

cleosome positioning score for every genomic location, and generated a map of 67543

unique nucleosome positions, which covered 79.9% of the genome, and a redundant

map of 351264 nucleosomes, allowing nucleosomes to overlap arbitrarily. They noticed

that the center to center distances of overlapping nucleosomes have predominant values

which differ by about 10 bp (DNA helical repeat). The nucleosome organization near

TSS had the typical pattern – a strong depletion of nucleosomes immediately upstream

TSS, flanked by two well-positioned nucleosomes on both sides. Another NDR was

observed at the 3’ ends of the genes. These observations confirmed the nucleosome

organization that was previously obtained in MNase-seq experiments. Similar phas-

ing of the nucleosomes was found near the autonomously replicationg sequences (ARS)

which contain the origins of replication in the yeast genome, and near chromosomal

centromeres.

In 2013, Locke et al. [93] studied the nucleosome organization in the worm C.

elegans. They assembled nucleosomes, in vitro, on C. elegans genomic DNA, and com-

pared the obtained nucleosome organization with that observed in vivo. The authors

observed that, although the SS dinucleotides, with S denoting either a C or a G nu-

cleotide, were the most favorable for nucleosome formation in vitro, the situation was

different in living cells. The majority of well-positioned in vivo nucleosomes did not oc-

cupy thermodinamically favorable DNA sequences, as the ones observed in vitro. They

also found that exons were in general more favorable to nucleosome formation than

introns.

1.3 Our models of nucleosome positioning

Nucleosome positions and formation energies can be predicted using a thermodynamic

model which takes into account steric exclusion and intrinsic histone-DNA sequence
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preferences [76, 94, 95]. In this approach, sequence determinants of nucleosome ener-

getics are inferred directly from experimentally available genome-wide nucleosome dis-

tributions. Structural regularity of the chromatin fiber imposes additional constraints

on nucleosome positions [96, 97]. For example, linkers between neighboring nucleo-

somes become preferentially discretized with the 10− 11 bp periodicity of DNA helical

twist [98]. The discretization is required to avoid steric clashes caused by the nucleo-

some rotating with respect to the linker DNA axis as the linker increases in length [96],

and to maintain a regular pattern of protein-protein and protein-DNA contacts in the

chromatin fiber [97]. Adding a short DNA segment to the linker rotates the nucleosome

with respect to the rest of the fiber, causing disruption of its periodic structure. The

disruption is minimized if the length of the extra segment is a multiple of 10 − 11 bp,

which brings the nucleosome into an equivalent rotational position.

We have recently developed a rigorous approach in which linker length discretization

is described by nearest-neighbor two-body interactions in a system of non-overlapping

finite-size particles [94, 95]. We have shown that it is possible to simultaneously infer

one-body energies given by intrinsic histone-DNA interactions and two-body energies

caused by chromatin fiber formation. We have predicted the two-body interaction

from high-throughput maps of nucleosome positions on the S. cerevisiae genome, and

demonstrated its essential role in forming nucleosome occupancy patterns over genic

regions.

In Chapter 2 we present a detailed account of our theoretical framework. We develop

a minimally constrained sequence-specific model of nucleosome energetics, in which the

same energies are assigned to mono- and dinucleotides, regardless of their exact posi-

tion within the 147 bp nucleosomal site [76]. We make a clear distinction between the

two types of energies which dictate nucleosome positioning – one-body energy, given

by the elastic properties of each DNA sequence and by the electrostatic interaction

between the negatively charged DNA and the positively charged histones, and effective

two-body interaction which appears from the geometric constraints on the chromatin

fiber, that is steric clashes. We also build a minimal model in which in vivo nucleo-

somes are positioned solely by potential barriers located at each end of the transcripts.
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Without invoking explicit sequence specificity, the model successfully reproduces nu-

cleosome occupancy patterns observed in vivo in S. cerevisiae. In contrast, sequence-

dependent models neglecting the additional potential barriers, can only capture the

observed liquid-like, delocalized organization of in vitro nucleosomes [57, 75]. By com-

bining the minimal model with sequence-specific nucleosome energies, we estimate that

intrinsic histone-DNA interactions contribute to less than 30% to the height of the in

vivo potential barriers.

To allow access to proteins, the corresponding binding sites have to be clear of nucle-

osomes. Two different mechanisms for site exposure have been proposed – i) nucleosome

translocation, when nucleosomes slide along the DNA, and ii) nucleosome unwrapping,

when outer stretches of nucleosomal DNA, from either of its ends, can transiently peel

off the histone surface, unwrapping and rewrapping with a high frequency. The second

scenario is supported by many authors [28, 29, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41,

42, 43, 99, 44, 45, 100, 101, 46, 18, 102, 103, 104, 105, 48, 106, 49, 107, 50, 108, 109], and

will be the hypothesis of the model that we discuss in Chapter 3. The fluctuations of

the DNA-histone contacts can facilitate the activity of RNA polymerases during tran-

scription elongation [18], and they can also provide an explanation for the fast DNA

repair by proteins like photolyase [43].

In Chapter 3 we develop a statistical mechanics model which allows nucleosome

unwrapping, competition between different DNA-binding proteins, sequence dependent

binding energies, sequence-independent potential barriers and walls, and effective two-

body interactions. This model is able to explain the recent finding that many pairs of

nucleosomes occupy positions that are very close to each other [92], which is impossible

to explain by neglecting the nucleosome unwrapping. Our model is also able to explain

the observed nucleosome-mediated cooperativity [110, 27, 29, 30, 32, 33, 40, 111, 47,

50, 49]. Using this model it is also easy to simulate the distribution of nucleosomes that

collide [100], or have been partially disassembled [112, 113, 114].

A statistical mechanics model that considers the unwrapping of the nucleosomes was

published recently by Teif and Rippe [105, 115, 116], where the relevant quantities are

calculated using recurrent relations and dynamic programming. They solve the direct
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problem, and compute the distributions of the particles, starting from the relevant

energies that enter in the positioning problem. In their model, two particles are not

allowed to be both unwrapped at the point of contact (as shown in Figure 2D in

[116]), and for this reason, the partition function and all the final results are not exact,

and this model is not appropriate for modelling colliding nucleosomes, see for example

[100]. We allow both particles to be unwrapped at the point of contact, and we consider

also the inverse problem, which is more interesting from an experimentalist’s point of

view. In any experiment which measures the binding preferences of the TFs or the

arrangement of the nucleosomes in different promoters, the output of the experiment

is the organization of the DNA-binding proteins. One would like to know the energies

which dictate the distributions of the relevant proteins. Solving the inverse problem,

one obtains these energies, and after that, one can predict what would happen in a

non-natural, engineered DNA sequence, and use these sequences in different genetics

experiments.
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Chapter 2

Nucleosome positioning

In this chapter we present the theoretical framework which allows us to predict nu-

cleosome organization along an entire chromosome, but also to infer relevant energetic

quantities that dictate the nucleosome organization, which is observed in the experi-

ments. Obtaining the distribution of the components of a system, when the important

energies and interactions are known, is refereed to as the direct problem. Conversely,

starting with the nucleosome distribution which is obtained in an experiment and solv-

ing for the energies which are able to generate this nucleosome organization, is refereed

to as the inverse problem.

Although the DNA is compactified a millionfold inside the nucleus of a human cell,

and the three-dimensional (3D) organization of the chromatin fiber has very important

consequences, the simplest approximation in which DNA is considered as a straight

linear polymer, and the long-distance interactions are neglected, is enough to explain

some important features of the nucleosome organization. We present in this chapter, the

detailed description of the one-dimensional (1D) lattice model of nucleosome positioning

and some of its applications.

This Chapter is based on our work which was published in [94] and [95].

2.1 Energetics of one-dimensional hard rods with nearest-neighbor

interactions

We model a chromosome by a 1D lattice, characterized by a finite length of L bp. This

lattice is covered with histone octamers, which are approximated by 1D hard rods of

length a = 147 bp. S. cerevisiae’s chromosomes have lengths ranging between about

200 kbp (chromosome I) and 1.5 Mbp (chromosome IV). In human, the chromosome
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linker length ∆particle length a

i j k l m n

Φ(i, j) Φ(j, k) Φ(k, l) Φ(l, m) Φ(m, n)

u
starting positions

Figure 2.1: A typical configuration of six nucleosomes. Each nucleosome covers DNA
sequence (represented by colored boxes) which gives the one-body energy of the nu-
cleosome, u. The one-body energy is represented by gray bars. For simplicity in this
toy model, the one-body energy is entirely determined by the base pair located at the
starting position of the nucleosome. In more realistic scenarios, one-body energy is a
function of the entire sequence occupied by the nucleosome. The two-body interac-
tion, Φ(i, j), acts only between neighboring nucleosomes, where the two indices i and j
represent their starting positions.

lengths are two order of magnitude larger.

We consider the problem of interacting hard rods confined to a 1D lattice (Fig-

ure 2.1). Let u(k) be the binding energy of a histone that occupies bps k through

k+a−1 on the DNA. This one-body energy has two contributions – one from the bend-

ing energy which is necessary to wrap the DNA around the histone, and another from

the electrostatic interaction between the positively charged histone and the negatively

charged DNA. Because of the steric clashes between neighboring histone octamers, we

need to consider an interaction between the pairs of nucleosomes, which disallow the

overlapping of the 1D hard rods. Let Φ(k, l) be the two-body interaction between a

pair of nearest-neighbor nucleosomes with starting positions k and l, respectively.

The binding energy, u(k), describes the intrinsic histone-DNA interactions, while

the two-body interaction, Φ(k, l), accounts for the effects of chromatin structure. We

assume that nucleosomes cannot slide off the chromosome edges, so that we impose

impenetrable walls at both ends to the chromosomes,

u(0) = u(L− a+ 2) = u(L− a+ 3) = . . . = u(L) =∞.

Moreover, particle overlaps are not allowed and the two-body potential is short-range
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as in the Takahashi hard-rod model [117],

Φ(k, l) =


∞ if l < k + a,

V (l − (k + a− 1)) if k + a ≤ l < k + 2a,

0 if l ≥ k + 2a,

where V (x) is a generic interaction which depends on the linker length, x, between the

pair of neighboring nucleosomes, and l − (k + a − 1) is the length of the linker DNA

corresponding to the pair or nucleosomes which start at positions k and l, respectively.

For a system of N hard rods that are attached to a 1D lattice, at a fixed temperature,

the canonical partition function is given by

QN =
∑

i1,...,iN

e−βu(i1)e−βΦ(i1,i2)e−βu(i2) . . . e−βu(iN−1)e−βΦ(iN−1,iN )e−βu(iN ), (2.1)

where kB is Boltzmann’s constant and β = 1/(kBT ) is the inverse temperature.

Let us introduce two lmax × lmax matrices, where lmax = L− a+ 1 is the rightmost

possible starting position of a particle of length a,

〈k|e|l〉 = e−βu(k)δkl,

〈k|w|l〉 = e−βΦ(k,l).

Here δkl is the Kronecker delta symbol, and 〈k|M |l〉 represents the element of matrix

M in row k and column l, written using the Dirac notation. Of course, the element

〈k|e|l〉 = 0, unless k = l, and so the matrix e is diagonal, and the elements 〈k|w|l〉 = 0,

unless l ≥ k+a, that is the matrix w is an upper triangular matrix. By |l〉 we understand

a column vector of dimension lmax, with one at position l and zeros everywhere else,

and 〈k| is a row vector with one only at position k, and zeros everywhere else. Using

this notation, we can rewrite Equation (2.1) as

QN =
∑

i1,...,iN

〈i1|e|i1〉〈i1|w|i2〉〈i2|e|i2〉〈i2|w|i3〉 . . . 〈iN−1|e|iN−1〉〈iN−1|w|iN 〉〈iN |e|iN 〉

=
∑

i1,...,iN

〈i1|ew|i2〉〈i2|ew|i3〉 . . . 〈iN−1|ew|iN 〉〈iN |e|iN 〉

= 〈J |(ew)N−1e|J〉,
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where |J〉 =
∑lmax

l=1 |l〉 is a lmax-dimensional vector with one at every position. By

definition, when N = 0, we have that Q0 = 1, i.e. there is only the empty state, and

the system is found in this state with probability 1.

In our model, we consider real histones which can attach and detach from the DNA.

The system can be found in different states, with various numbers of histones attached

to the DNA. Therefore, we need to consider a system with a variable number of particles.

For a system of hard rods at a fixed temperature, T , and fixed chemical potential, µ,

the grand-canonical partition function is given by

Z =

Nmax∑
N=0

eβNµQN

= 1 +

Nmax∑
N=1

〈J |(zw)N−1z|J〉

= 1 +
∞∑
N=1

〈J |(zw)N−1z|J〉

= 1 + 〈J |(I − zw)−1z|J〉, (2.2)

where Nmax =
⌊
L
a

⌋
is the maximum number of particles that can fit on L bp, I is the

identity matrix, and

〈k|z|l〉 = eβ[µ−u(k)]δkl.

Here we changed the upper limit of the sum toN →∞, but all the terms withN > Nmax

are vanishing because we cannot have in the lattice more than Nmax particles without

overlapping. All the configurations with overlapping particles have infinite energies due

to the two-body interaction, Φ, and therefore vanishing Boltzmann weights.

The s-particle distribution functions are defined as

ns(i1, . . . , is) ≡
ζ(i1) . . . ζ(is)

Z

δsZ

δζ(i1) . . . δζ(is)
,

where ζ(i) = eβ[µ−u(i)] (see the chapter by Stell in [118]). In particular, the one-particle

distribution function is

n1(i) =
1

Z
〈J |(I − zw)−1|i〉〈i|z|i〉〈i|(I − wz)−1|J〉, (2.3)

and the two-particle distribution function is

n2(i, j) =
1

Z
〈J |(I − zw)−1|i〉〈i|z|i〉〈i|w(I − zw)−1|j〉〈j|z|j〉〈j|(I − wz)−1|J〉. (2.4)
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The nearest-neighbor two-particle distribution function, which gives the probability of

finding two nearest neighbor particles at some specified locations, is

n2(i, j) =
1

Z
〈J |(I − zw)−1|i〉〈i|z|i〉〈i|w|j〉〈j|z|j〉〈j|(I − wz)−1|J〉. (2.5)

These relations are easy to understand. To find the probability of starting a particle

at position i given by Equation (2.3), we have to add the statistical weights of all

configurations that contain a particle at that position, and divide the resulting sum by

the normalization factor, the partition function. Similarly, to find the probability of

having a pair of nearest-neighbor particles with the starting positions i and j, given by

Equation (2.5), we need to sum the statistical weights of all configurations that contain

that pair of particles. Note that for short distances j − i < 2a, the nearest-neighbor

two-particle distribution function, n2(i, j), is identical to the unrestricted two-particle

distribution n2(i, j), because there is not enough space to put an additional particle

between the two particles starting at positions i and j in the lattice.

In many cases of interest the energetics of the system is unknown, but the s-particle

distributions are available from experiment. Therefore, we wish to find the unknown en-

ergies, u and Φ, from the particle distributions, n1 and n2, by inverting Equations (2.3)

and (2.5). Let us define two other matrices,

〈i|N |j〉 = n1(i)δij ,

and

〈i|N2|j〉 = n2(i, j).

We now express all matrices which depend on the unknowns u and Φ, in terms of the

two new matrices, N and N2, which give the distribution of the particles, and which

are typically measured in experiments. Let us first compute the following two matrix

elements, 〈i|I −N2N
−1|j〉 and 〈i|I −N−1N2|j〉. We obtain

〈i|I −N2N
−1|j〉 = 〈i|I|j〉 − 〈i|N2|j〉

〈j|N |j〉 ,

and

〈i|N2|j〉
〈j|N |j〉 =

〈J |(I − zw)−1|i〉z(i)〈i|w|j〉
〈J |(I − zw)−1|j〉 ,
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so that,

〈i|I −N2N
−1|j〉 =

〈J |(I − zw)−1|j〉〈i|I|j〉
〈J |(I − zw)−1|j〉 − 〈J |(I − zw)−1|i〉z(i)〈i|w|j〉

〈J |(I − zw)−1|j〉 .

We see that

〈i|I|j〉 = δij ,

which implies that

〈J |(I − zw)−1|j〉〈i|I|j〉 = 〈J |(I − zw)−1|i〉〈i|I|j〉,

and so it follows

〈i|I −N2N
−1|j〉 =

〈J |(I − zw)−1|i〉〈i|I − zw|j〉
〈J |(I − zw)−1|j〉 .

Similarly, we can compute

〈i|I −N−1N2|j〉 = 〈i|I|j〉 − 〈i|N2|j〉
〈i|N |i〉 ,

and

〈i|N2|j〉
〈i|N |i〉 =

〈i|w|j〉z(j)〈j|(I − wz)−1|J〉
〈i|(I − wz)−1|J〉 .

We now obtain

〈i|I −N−1N2|j〉 =
〈i|I|j〉〈i|(I − wz)−1|J〉
〈i|(I − wz)−1|J〉 − 〈i|w|j〉z(j)〈j|(I − wz)

−1|J〉
〈i|(I − wz)−1|J〉

=
〈i|I − wz|j〉〈j|(I − wz)−1|J〉

〈i|(I − wz)−1|J〉 . (2.6)

Equation (2.1) yields

〈i|(I −N2N
−1)N |j〉 =〈i|I −N2N

−1|j〉〈j|N |j〉

=
〈J |(I − zw)−1|i〉〈1|I − zw|j〉

(((((((((〈J |(I − zw)−1|j〉

× 1

Z(((((((((〈J |(I − zw)−1|j〉z(j)〈j|(I − wz)−1|J〉

=
1

Z
〈J |(I − zw)−1|i〉〈i|I − zw|j〉z(j)〈j|(I − wz)−1|J〉
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Summing over the second index, j, in the preceding identity, we obtain

〈i|(I −N2N
−1)N |J〉 =

1

Z
〈J |(I − zw)−1|i〉〈i|(I − zw)z(I − wz)−1|J〉

=
1

Z
〈J |(I − zw)−1|i〉〈i|z((((((((((

(I − wz)(I − wz)−1|J〉

=
1

Z
〈J |(I − zw)−1|i〉〈i|z|J〉

=
1

Z
〈J |(I − zw)−1z|i〉 (2.7)

Finally, summing over the first index, i, in Equation (2.7), we obtain

〈J |(I −N2N
−1)N |J〉 =

1

Z
〈J |(I − zw)−1z|J〉 =

Z − 1

Z
,

so that the partition function is given by

Z =
1

1− 〈J |(I −N2N−1)N |J〉 . (2.8)

In Equation (2.1), if we sum over the first index, we obtain

〈J |I −N2N
−1|j〉 =

〈J |((((((((((
(I − zw)−1(I − zw)|j〉
〈J |(I − zw)−1|j〉

=
1

〈J |(I − zw)−1|j〉 . (2.9)

From Equations (2.7) and (2.9), we have

z(i) =Z
〈i|(I −N2N

−1)N |J〉
〈J |(I − zw)−1|i〉

=
1

1− 〈J |(I −N2N−1)N |J〉
〈i|(I −N2N

−1)N |J〉
〈J |(I − zw)−1|i〉

=
〈J |I −N2N

−1|i〉〈i|(I −N2N
−1)N |J〉

1− 〈J |(I −N2N−1)N |J〉

=
〈J |I −N2N

−1|i〉〈i|N(I −N−1N2)|J〉
1− 〈J |(I −N2N−1)N |J〉

=
〈J |I −N2N

−1|i〉〈i|N |i〉〈i|(I −N−1N2)|J〉
1− 〈J |(I −N2N−1)N |J〉 . (2.10)

Similarly, in Equation (2.6), if we sum over the second index, j, we obtain

〈i|I −N−1N2|J〉 =
〈i|((((((((((

(I − wz)(I − wz)−1|J〉
〈i|(I − wz)−1|J〉

=
1

〈i|(I − wz)−1|J〉 . (2.11)



27

From Equation (2.5), we can now compute

〈i|w|j〉 =
Z〈i|N2|j〉

〈J |(I − zw)−1|i〉〈i|z|i〉〈j|z|j〉〈j|(I − wz)−1|J〉

=
〈i|N2|j〉

(((((((((((((
1− 〈J |(I −N2N

−1)N |J〉
1

〈J |(I − zw)−1|i〉×

× (((((((((((((
1− 〈J |(I −N2N

−1)N |J〉
〈J |I −N2N−1|i〉〈i|N |i〉〈i|(I −N−1N2)|J〉×

× 1− 〈J |(I −N2N
−1)N |J〉

〈J |I −N2N−1|j〉〈j|N |j〉〈j|(I −N−1N2)|J〉×

× 1

〈j|(I − wz)−1|J〉 .

Using Equations (2.9) and (2.11), the preceding equation becomes

〈i|w|j〉 =〈i|N2|j〉(((((((((〈J |I −N2N
−1|i〉 1

(((((((((〈J |I −N2N
−1|i〉〈i|N |i〉〈i|(I −N−1N2)|J〉

× 1− 〈J |(I −N2N
−1)N |J〉

〈J |I −N2N−1|j〉〈j|N |j〉((((((((((
〈j|(I −N−1N2)|J〉(((((((((〈j|I −N−1N2|J〉

=
〈i|N2|j〉

[
1− 〈J |(I −N2N

−1)N |J〉
]

〈i|N |i〉〈i|(I −N−1N2)|J〉〈J |I −N2N−1|j〉〈j|N |j〉 ,

and we obtain that

〈i|w|j〉 =
〈i|N−1N2N

−1|j〉
[
1− 〈J |(I −N2N

−1)N |J〉
]

〈i|(I −N−1N2)|J〉〈J |I −N2N−1|j〉 . (2.12)

Applying logarithms to Equations (2.10) and (2.12), we obtain exact expressions for

the one-body energies and two-body interactions [119, 120]

−β [u(i)− µ] = ln

(〈J |I −N2N
−1|i〉〈i|N |i〉〈i|I −N−1N2|J〉

1− 〈J |(I −N2N−1)N |J〉

)
, (2.13)

−βΦ(i, j) = ln

(
〈i|N−1N2N

−1|j〉
[
1− 〈J |(I −N2N

−1)N |J〉
]

〈i|I −N−1N2|J〉〈J |I −N2N−1|j〉

)
. (2.14)

If the two-body interactions different from the steric exclusion are neglected, then the

remaining interaction potential is just the hard-core interaction,

Φ0(k, l) =


∞ if l < k + a,

0 if l ≥ k + a,

(2.15)

and the matrix element 〈k|w|l〉 is replaced by Θ(l − k − a), where Θ(l − k − a) is the

Heaviside step function, which takes value of one if l ≥ k + a, and it is zero otherwise.



28

In this case, we have that

〈J |(I − zw)−1|i〉 = 〈J |I + zw + (zw)2 + . . . |i〉

= Zfi−1,

〈i|(I − wz)−1|J〉 = 〈i|I + wz + (wz)2 + . . . |J〉

= Zri+a,

where Zfi and Zri are partial statistical sums which can be efficiently computed in a

recursive way [74, 76]. Note that

Z = Zr1 = ZfL−a+1.

The partial statistical sums Zfi and Zri account for the contributions from all possible

configurations of particles confined to the boxes [1, i] and [i, L], respectively. It can be

shown [76] that

Zfi =

i∏
j=1

1−O(j + 1) + n(j + 1)

1−O(j)
,

Zri =
L∏
j=i

1−O(j) + n(j)

1−O(j)
,

where O(i) is the particle occupancy, or coverage, of bp i, defined as

O(i) =
i∑

j=i−a+1

n(j).

This gives the probability of finding bp i covered by a particle, and the only particles

which cover bp i are the ones that start at bps: i− a+ 1, i− a+ 2, . . . , i.

Using Equation (2.3), we reproduce the previous result from [76] which can be

employed to find one-body energies from one-particle distribution in the case of hard-

core interactions alone. We obtain

−β
[
u0(i)− µ

]
= ln

[
n(i)

1−O(i) + n(i)

]
+ ln

i+a−1∏
j=i

1−O(j) + n(j)

1−O(j)

 , (2.16)

where u0(i) denotes the one-body energy corresponding to a hard rod, which occupies

the lattice sites i, . . . , i + 146, in the case when the particles interact only through

hard-core interactions, Φ0, given by Equation (2.15).
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We showed in this Section that there is a one-to-one correspondence between the

energies u and Φ on one hand, and particle distributions n1 and n2 on the other. Thus,

if the particle distributions n1 and n2 are known, the energies u and Φ can be inferred

exactly, from Equations (2.13) and (2.14), and vice versa, if the energies u and Φ are

known, the particle distributions n1 and n2 can be computed from Equations (2.3),(2.4).

However, in many situations the two-particle distribution is not directly available from

experiments. For example, high-throughput nucleosome maps simultaneously report

nucleosome positions from many cells, effectively yielding a probabilistic description

of the one-particle distribution n1. Because of this averaging over single-cell config-

urations, information about the pair density profile n2 cannot be directly extracted.

Nonetheless, if the two-body interactions are sufficiently strong, the one-particle dis-

tribution profile n1 can be used to obtain information about the two-body interaction,

Φ.

2.2 Predicting two-body interactions from one-particle distribution

Let us introduce the dimensionless pair distribution

g(i, j) =
n2(i, j)

n1(i)n1(j)
. (2.17)

Note that g(i, j) = n2(i, j)/[n1(i)n1(j)] for short distances j− i < 2a, and that g(i, j) =

g(j− i) in a homogeneous system. We start with a homogeneous system of N hard-rods

which interact through an arbitrary nearest-neighbor potential Φ, and then develop

an approximation for the inhomogeneous case. In a translation-invariant continuous

system with nearest-neighbor interactions of arbitrary strength, we have that

e−βΦ(d) = Ceαdg(d),

where C and α are positive constants [117, 121, 122, 123]. The result can also be proved

for a lattice fluid of hard rods, as shown below.

Using the formalism described in Appendix A, we can compute the partition func-

tion, QN (L), of a system of N hard rods, restricted in a box of size L bp. Using this we

can find the pressure of the system, p, and obtain the following relationship between
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the partition function and the pressure

QN (L) =
(
eβpb

)L [
F̃
(
eβpb

)]N
,

where F̃ (z) is the z transform of f(n) = e−βΦ(n), that is

F̃ (z) =
∞∑
n=0

f(n)z−n.

We use this result to compute the conditional probability of finding an adjacent particle

at a distance d from the center of a fixed particle [121, 124] by

P (d) = Prob(xN = L− d|xN+1 = L)

=
1

QN

xN∑
xN−1=0

. . .

x2∑
x1=0

f(x1) . . . f((L− d)− xN−1)f(L− (L− d))

= f(d)
QN−1(L− d)

QN (L)

= e−βΦ(d) (eβpb)−d

F̃ (eβpb)
.

In the bulk, far from the lattice edges, we have that n1(i) = ρ, and n2(i, i+d) = ρP (d),

for all i and for d < 2a. The pair distribution becomes

g(d) =
n2(i, i+ d)

n1(i)n1(i+ d)

=
ρP (d)

ρ2

∝ e−βpbde−βΦ(d).

Thus in homogeneous systems, the interaction between the particles has the form

e−βΦ(d) = Ceαdg(d), (2.18)

where α = βpb, and C is a normalization constant.

In a more general case, the external potential breaks translational invariance, making

the dimensionless pair distribution, g, dependent on the absolute position of the first

particle. However, if the two-body interaction, Φ, is translationally invariant, a good

approximation is provided by replacing g in Equation (2.18) with

Plinker(∆) = 〈g(i, i+ a+ ∆)〉i,
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where by 〈·〉i we denote the average over all initial positions i. We obtain

− βΦ(i, j) ≈ ln [Plinker(j − (i+ a))] + α(j − i) + lnC. (2.19)

The constants C and α are uniquely determined by the asymptotic condition

lim
(j−i)→∞

Φ(i, j) = 0.

Equation (2.19) provides an ansatz for reconstructing the two-body interaction Φ from

Plinker(∆) = 〈n2(i, i+ a+ ∆)/[n1(i)n1(i+ ∆)]〉i.

Figure 2.2 shows a numerical test of this ansatz on a 10 kbp DNA segment. We construct

a random one-body energy landscape and simulate strong inhomogeneity by positioning

nine potential wells with depth of 5kBT at 1, 2, . . . , 9 kbp on the landscape. The model

interaction between a pair of particles separated by a linker of size ∆ is

Φ(∆) = 5 cos

(
2π

10
∆

)
e−∆/50,

measured in units of kBT . We use the one-body energies and the two-body potential

as inputs in Equations (2.3) and (2.5) to compute the dimensionless pair distribution

function. The pair distribution varies significantly from bp to bp [Figure 2.2(a)], as

can be expected in a system with one- and two-body energies of comparable magni-

tude. Following our prescription, we compute Plinker by averaging over all the curves

in Figure 2.2(a) [Figure 2.2(b)], and employ Equation (2.19) to infer the two-body in-

teraction, Φ [Figure 2.2(c)]. The correlation coefficient between predicted and exact

two-body interactions is greater than 0.999.

If a direct measurement of the pair distribution n2 is not available, Plinker needs

to be estimated empirically from the n1 profile. Each nucleosome positioning data set

consists of the histogram of the number of nucleosomes starting at each genomic bp i.

We preprocess these data by removing all counts of height 1 from the histogram, and

smoothing the remaining counts with a σ = 2 Gaussian kernel. Next, we compute the

density function, n1(i), by rescaling the smoothed profile so that the maximum occu-

pancy for each chromosome is 1. Finally, we identify all local maxima on the n1 profile
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Figure 2.2: (a) g(i, j) = n2(i, j)/n1(i)n1(j) is plotted for a representative subset of
all initial positions i in a 104 bp DNA segment. The one-body energies are randomly
sampled from a Gaussian distribution with a mean of 2.5 kBT and a standard deviation
of 0.2 kBT , and nine potential wells of depth 5 kBT are added at 1, 2, . . . , 9 ×103 bp to
model a strongly inhomogeneous system. The particle distributions n1(i) and n2(i, j)
are computed from one- and two-body energies, using Equations (2.3) and (2.5). (b)
The function Plinker(∆) is obtained by averaging g(i, j) over all initial positions i. Note
that ∆ = j − (i+ 147) represents the linker length between the two nucleosomes with
starting positions i and j, respectively. (c) Exact (solid blue line) and predicted (dotted
black line) two-body interactions. The predicted interaction is computed from the
− ln(Plinker) curve (dashed green line) using Equation (2.19).

and assume that they mark prevalent nucleosome positions. Specifically, for each maxi-

mum at bp i we find subsequent maxima at positions i+146 < j1 < j2 < j3 < . . . in the

50 bp window. To each pair of maxima (i, j1), (i, j2), . . . we assign the probability that

they represent neighboring nucleosomes, n1(i)n1(j1), n1(i)[1−n1(j1)]n1(j2), . . ., respec-

tively. We sum the probabilities over all initial positions i and normalize, producing an

empirical estimate of Plinker.

Figure 2.3 demonstrates our procedure in a model system, where the preprocessing

and rescaling steps were skipped since the simulated n1 profile is noise-free and already

properly normalized. Specifically, we use local maxima in the nucleosome starting

probability profile [inset of Figure 2.3(a)] to obtain Plinker [Figure 2.3(b)]. Figure 2.3(d)

shows that the two-body interaction can be reconstructed using Equation (2.19), even

in the presence of one-body energies with the same periodicity. The reconstruction is

facilitated by the presence of potential wells or barriers in the one-body energy profile

that are strong enough to create non-uniform density of nearby nucleosomes. To find the
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one-body energies, we substitute the predicted two-body energy, Φ, into Equation (2.3),

which we solve numerically for z [Figure 2.3(c)]. Nucleosome occupancies inferred from

predicted energies u and Φ are virtually identical to the exact profile [Figure 2.3(a)].
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Figure 2.3: A model with 10 bp oscillations in both one-body and two-body energies.

The two-body interaction is Φ(x) = A cos
(

2π
10x
)
e−x/b, where A = 5 kBT and b =

50 bp. For the one-body potential, 10 bp oscillations with the 0.5 kBT amplitude are

superimposed onto a smooth energy profile with two −5 kBT potential wells separated

by 1000 bp. DNA length of 2416 bp is chosen to be able to position 16 nucleosomes

with 151 bp repeat length. The occupancy profile (a), the linker length distribution

(b), the one-body energy (c), and the two-body interaction (d): exact (solid blue line)

and predicted (dashed green line). We set µ − 〈u〉 = −1 kBT in (a)–(d). The inset of

(a) shows the probability of starting a nucleosome at a given bp. (e) Average number

of nucleosomes 〈Ntot〉 vs. µ − 〈u〉. The insets show occupancy profiles corresponding

to three different chemical potentials. (f) Linker length distributions for three values

of 〈Ntot〉 shown as points in (e), with and without two-body interactions.
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Figure 2.4: (a) Two-body interaction Φ inferred from in vitro maps of nucleosome
positions [57, 75]. Gray bars indicate consensus positions of the minima. (b) Au-
tocorrelation of nucleosome starting positions in one of the in vitro data sets [75],
and of starting positions predicted using sequence-specific one-body energies from the
“spatially resolved” model [76], with and without Φ. The two-body potential is from
Figure 2.3, consistent with the minima of Φ observed in (a). The one-body energies
have σ = 0.23 kBT . To account for the limited size of the in vitro data set, model
output was degraded by randomly removing 1% of predicted nucleosome probabilities.

As the chemical potential µ is increased, nucleosomes undergo a transition in which

their average number goes up in a step-like fashion [Figure 2.3(e)] [125]. In contrast

to the Φ = 0 case, in which linkers are distributed exponentially, the two-body in-

teractions lead to the pronounced discretization of linker lengths [Figure 2.3(f)]. The

first minimum of the two-body energy, Φ, becomes more dominant as the number of

nucleosomes increases, leading to a well-positioned array with 4-bp-long linkers.

We now use Equation (2.19) to predict nearest-neighbor interactions, Φ, from genome-

wide nucleosome maps [Figure 2.4(a)]. We find that despite significant experiment-to-

experiment variations, all two-body potentials have minima within 1-2 bp of 5+10m bp,

for m = 0, 1, . . . [98]. Surprisingly, there are substantial differences between two Kaplan

et al. [57] in vitro replicates, with one replicate exhibiting higher values of the inter-

action Φ due to the pronounced depletion of nucleosomes separated by less than ten

bps of DNA. Apparently, chromatin structure can undergo subtle uncontrolled changes
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from experiment to experiment.

Two-body interactions are reflected in the autocorrelation of nucleosome starting

positions [Figure 2.4(b)]. The oscillations in the autocorrelation function are suppressed

when nucleosome positions are predicted using a sequence-specific model which neglects

two-body interactions [76]. This “spatially resolved” model assigns mono- and dinu-

cleotide energies independently at each position within the nucleosomal site, and is thus

capable of capturing the 10–11 bp periodicity of one-body interactions. We find that

the autocorrelation function is much closer to experiment if the two-body potential is

included into the model [Figure 2.4(b)].

2.3 Sequence-specific energy of nucleosome formation

We can extract a sequence-specific component of the one-body energy by using Equa-

tions (2.13) or (2.16) to compute u−µ, estimating the chemical potential, µ, and fitting

the one-body energy, u, to a linear model which assigns energies to nucleotide words

found within the a = 147 bp nucleosomal site. Assuming that the system is nearly ho-

mogeneous, we use Equations (A.3) or (A.8) from Appendix A to obtain the chemical

potential of the lattice gas. After eliminating the chemical potential, µ, we fit a lin-

ear model to one-body energies, u. It was established in [76] that position-independent

models, in which the energy of the nucleotide word does not depend on its exact location

within the nucleosome, can be used to describe genome-wide nucleosome occupancies.

Furthermore, an N = 2 position-independent model with just 13 fitting parameters

performed as well as N > 2 models, where N denotes the longest word (in bp) included

into the model. If both monomers and dimers contribute to the total one-body energy,

the sequence-specific binding energy of a 147 bp-long nucleosomal site is given by

uS =
∑
α

mαεα +
∑
α,β

mαβεαβ + ε0, (2.20)

where mα is the number of nucleotides of type α ∈ {A,C,G, T}, εα is the energy of the

nucleotide α, and ε0 is the overall sequence-independent offset. Similarly, mαβ is the

number of dinucleotides of type αβ, and εαβ is the corresponding energy. In [76], word
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energies were constrained by

∑
α

εα =
∑
α

εαβ =
∑
β

εαβ = 0,

yielding a 13-parameter model. Here we develop an alternative approach which does

not impose any additional constraints beyond those caused by the fact that the number

of mono- and dinucleotides in the 147 bp-long site is fixed.

We can express the nucleosome energies as u = Mx, or equivalently

uS(1)

uS(2)

...

uS(lmax)


=



m1,1 · · · m1,20 1

m2,1 · · · m2,20 1

...
...

...

mlmax,1 · · · mlmax,20 1




x1

...

x21

 ,

where uS(i) is the sequence-specific energy of the nucleosome that covers the DNA

sequence between bps i and i + a − 1. We let mi,1, . . . ,mi,4 denote the number of

A,C,G and T nucleotides found in that sequence, and mi,5, . . . ,mi,20 give the number

of dinucleotides AA,AC, . . . , TG, TT . The quantity lmax = L− a+ 1 is the maximum

starting position for a nucleosome, and the set of parameters x1, . . . x21 represents the

21 energies from Equation (2.20), that is

x1 = εA,

x2 = εC ,

. . .

x20 = εTT ,

x21 = ε0.

Note that for any DNA sequence of length 147 bp,

mi,1 +mi,2 +mi,3 +mi,4 = 147 mi,21,

mi,5 +mi,6 + . . .+mi,20 = 146 mi,21.

This means that the rank of M is 19. For any linear operator, M, the dimension of

its domain (21 in our case) is equal to the sum between the dimensions of the image,
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im(M), and of the kernel, ker(M). In our case, we have

dim ker(M) = 2,

dim im(M) = 19.

It is easy to check that the vectors

x∗ =



1

1

1

1

0

...

0

−147



,

x∗∗ =



0

0

0

0

1

...

1

−146



,

belong to ker(M), so that ker(M) = span(x∗,x∗∗). Any vector of parameters x can be

uniquely decomposed as

x = xK + x⊥,

with xK belonging to ker(M), and x⊥ belonging to ker(M)⊥, the subspace orthogonal

to ker(M). Specifically,

x⊥ = x− (x∗,x)x∗ − (x∗∗,x)x∗∗.

The component xK does not contribute to the energy of the sequence because MxK is
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the null vector. The components of x⊥ satisfy the following relations

(x⊥,x∗) = 0 =⇒
4∑
i=1

x⊥i − 147 x⊥21 = 0,

(x⊥,x∗∗) = 0 =⇒
20∑
i=5

x⊥i − 146 x⊥21 = 0.

Thus, x⊥ containes only 19 independent parameters, and

x⊥21 =
1

147

4∑
i=1

x⊥i ,

x⊥20 = 146 x⊥21 −
19∑
i=5

x⊥i =
146

147

4∑
i=1

x⊥i −
19∑
i=5

x⊥i ,

which implies that

x⊥ =



x⊥1
...

x⊥19

146
147

∑4
i=1 x

⊥
i −

∑19
i=5 x

⊥
i

1
147

∑4
i=1 x

⊥
i


(2.21)

In order to compare two different sets of 21 energies (e.g. fit on different genomes),

we need to eliminate the components of the two vectors included in ker(M). The

components from ker(M)⊥ have 19 independent parameters and two redundant ones

[Equation (2.21)]. The projection of the energy vector on the im(M) hyperplane is

unique, and there is a one-to-one correspondence between im(M) and the parameter

subspace which is orthogonal to the kernel, ker(M)⊥. In this way, every set of fitted

energies uniquely determines a set of parameters, x⊥, and a sequence-specific energy,

u = Mx⊥.

For the N = 1 model, ker(M) is spanned by a single vector,

x∗ =



1

1

1

1

−147


,
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and x⊥ has four relevant parameters and a redundant one,

x⊥ =



x⊥1

x⊥2

x⊥3

x⊥4

1
147

∑4
i=1 x

⊥
i


.

Similarly, the N = 3 model has 85 (4 + 16 + 64 + 1) fitting parameters, and there are

six independent constraints on the columns of M, so that the rank of the operator M is

79. The kernel of M is spanned by six vectors, and the parameter subspace orthogonal

to the kernel, which gives the sequence energy is 79-dimensional. For the N = 4 and

the N = 5 models, the total number of parameters is 341 and 1365, and the number of

independent parameters is 319 and 1279, respectively.

When the N = 2 model described above, with 21 parameters, is trained on the

energies predicted by applying Equation (2.16) to a large-scale map of nucleosomes re-

constituted in vitro on yeast genomic DNA [75], it captures the same sequence determi-

nants as our previously used 13-parameter model which employs additional constraints

[76]. We obtain a correlation coefficient of r = 0.9967 between the two sequence-specific

energy profiles. However, the two approaches are not equivalent, since the 21-parameter

model utilizes the maximum possible number of independent fitting parameters.

2.4 Applications

In the last Section of this Chapter, we present a few applications of the theoretical

framework which we described above.

2.4.1 Reconstructing nucleosome energetics in a model system

In the absence of nearest-neighbor interactions induced by chromatin structure, nu-

cleosome formation in vitro is fully controlled by DNA sequence and steric exclusion.

In this case, efficient procedures are available for reconstructing nucleosome positions
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from formation energies [74, 126], and for inferring nucleosome energetics from ex-

perimentally available probability and occupancy profiles using Equation (2.16) [76].

However, this simple approach may lead to errors if the two-body interactions are in

fact present in the system. Furthermore, many factors other than DNA sequence can

affect nucleosome positioning in vivo, including chromatin remodeling enzymes, non-

histone DNA-binding factors, and components of transcriptional machinery [88, 89, 90].

These influences are expected to create potential barriers which prevent nucleosomes

from forming in certain regions, and potential wells which localize nucleosomes through

favorable contacts between histones and other proteins. These effects will be lost if a

purely sequence-specific model is fit to the nucleosome positioning data.

We use a simple model system to illustrate the errors caused by neglecting higher-

order chromatin structure and in vivo potentials (Figure 2.5). We generate a random

DNA fragment with length of 104 bp, and compute the sequence-dependent one-body

energies using the 21-parameter, N = 2 position-independent model (see Section 2.3).

The sequence-specific word energies for the model are randomly sampled from a uni-

form distribution, from the interval [−0.02,+0.02] kBT . Figure 2.5(a) shows sequence-

dependent nucleosome energies in a representative 500 bp window (blue solid line).

The window also includes one of the 3 kBT wells placed every 2000 bp throughout

the sequence to model in vivo effects; the total one-body energy is shown as a green

dash-dot-dot line.

The total energy is used together with the two-body interaction shown in Fig-

ure 2.5(b) (blue solid line) to construct the exact one-body density profile, n1, and the

corresponding nucleosome occupancy for the DNA segment [Figure 2.5(c), green dash-

dot-dot line]. If we now use Equation (2.16), which neglects the two-body interactions,

to compute the one-body energies, u0, from the nucleosome density, n1, the predicted

energy profile captures the potential wells and the sequence-specific component, but

also displays spurious 10 bp oscillations caused by the “leakage” of the two-body po-

tential, Φ, into one-body energetics [Figure 2.5(a), red dashed line]. In addition, the

whole landscape is shifted downward because favorable two-body interactions are miss-

ing from the model. The “leaked” oscillations and the in vivo wells have no relation
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Figure 2.5: (a) One-body energies.
Sequence-dependent energy given by the
21-parameter model [Equation (2.20)]
(blue solid line), total energy given by
the sum of the sequence-specific ener-
gies and 5 potential wells with 3 kBT
depth at 1, 3, 5, 7, and 9 ×103 bp de-
signed to mimic the in vivo effects (green
dash-dot-dot line). Energy predicted
with a model that neglects two-body in-
teractions [Equation (2.16)] (red dashed
line), energy predicted by fitting the 21-
parameter model to the energies from
Equation (2.16) (light blue dash-dot line),
a numerical solution of the full model
which takes Φ into account (maroon dot-
ted line). Inset: zoom-in on the re-
gion with the potential well. (b) Ex-
act two-body interaction Φ (blue solid
line) and predicted interaction [Equa-
tion (2.19)] (green dashed line). (c) Nu-
cleosome occupancies. Occupancy gener-
ated by the exact sequence-specific one-
body energy and the exact interaction
(blue solid line), occupancy corresponding
to the combined exact one-body energy
(sequence-specific component and poten-
tial wells) and the exact interaction (green
dash-dot-dot line). Predicted occupancy
generated by the one-body energy from
Equation (2.16) and predicted Φ (red
dashed line), occupancy generated using
predicted sequence-dependent one-body
energy [Equation (2.20)] and predicted Φ
(light blue dash-dot line), occupancy pre-
dicted using numerically computed one-
body energies from the full model and pre-
dicted Φ (maroon dotted line).
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to sequence and therefore can be removed by fitting either the 13- or the 21-parameter

model to the predicted binding energy, u0 [Figure 2.5(a), light blue dash-dot line]. The

two predicted energy profiles are highly correlated with each other (r = 0.9993) and

with the exact profile, u (r = 0.9913 for the 13-parameter model, and r = 0.9915 for the

21-parameter model), indicating that the sequence-specific component can be extracted

even if the two-body interactions are not handled correctly.

Predicting occupancies from the energy profiles constructed under the Φ = Φ0

assumption [Equation (2.15)], causes discrepancies with the exact result [Figure 2.5(c),

green dash-dot-dot line]. For example, using the one-body energies, u0, predicted with

Equation (2.16) [Figure 2.5(a), red dashed line], and the two-body potential predicted

with Equation (2.19) [Figure 2.5(b), green dashed line], gives an occupancy profile with

higher average occupancy, sharp peaks, and enhanced 10 bp oscillations compared to

the exact landscape [Figure 2.5(c), red dashed line]. This is not unexpected because the

two-body potential is both imprinted in the one-body profile and included explicitly.

In contrast, if Φ = Φ0 [Equation (2.15)] is assumed at this stage as well, the exact

occupancy can be restored from the one-body energy, u0, but the origin of various

contributions remains unclear as they are all lumped into the one-body landscape.

When the 21-parameter model is fit to the u0 profile [Figure 2.5(a), light blue dash-

dot line] and combined with the predicted Φ [Figure 2.5(b), green dashed line], the

occupancy is off since in vivo potential wells cannot be captured by this model [Fig-

ure 2.5(c), light blue dash-dot line]. Nucleosomes are not strongly localized if the in vivo

wells and barriers are absent [Figure 2.5(c), blue solid line], consistent with the rela-

tively smooth in vitro occupancy profiles [57, 75]. Note that the two occupancy profiles

will coincide if the mean of the predicted one-body energies is set to the correct value,

eliminating the spurious offset caused by the two-body interaction Φ [Figure 2.5(a),

compare blue solid and light blue dash-dot lines].

In order to reconstruct the occupancy correctly and avoid mixing one-body and

two-body contributions, we need to turn to the full theory developed in Section 2.1.

Inserting the predicted two-body interaction, Φ, [Figure 2.5(b), green dashed line] into

Equation (2.3), and using the exact one-particle distribution profile, n1, we obtain a
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system of nonlinear equations which can be solved numerically, yielding energies that

are very close to the exact result [Figure 2.5(a), maroon dotted line]. These energies

and the predicted interaction, Φ, can be used to reconstruct the occupancy profile

which is nearly exact [Figure 2.5(c), compare green dash-dot-dot and maroon dotted

lines]. Thus we have succeeded in separating the one- and two-body energies, and in

splitting off the sequence-dependent part in the former. However, the full procedure

is computationally intensive and becomes inefficient if the DNA is much longer than

104 bp. However, longer segments may be split into manageable pieces and handled

separately.

2.4.2 Nucleosome localization by potential barriers and wells

Nucleosomes in the vicinity of potential barriers and wells can be localized by steric

exclusion alone [56]. This mechanism is thought to contribute to prominent nucleosome

occupancy peaks in genic regions observed in vivo, but not in vitro [57, 75, 60, 67, 87,

127]. In order to understand the nature and the extent of in vivo nucleosome local-

ization, we need to study nucleosome occupancy patterns created by placing a single

potential barrier or potential well onto an otherwise flat one-body energy landscape.

In Figure 2.6 we show the nucleosome occupancy induced by a symmetric Gaussian

barrier, with and without two-body interactions. As the chemical potential is changed

to increase the average nucleosome occupancy, the oscillations become more prominent.

Without two-body interactions, the peak situated closest to the barrier is always the

highest and the occupancy pattern is a decaying oscillation [Figure 2.6(a)]. Strikingly,

including the two-body interaction, Φ, results in a markedly different occupancy profile

– oscillations are more persistent and the peak situated closest to the barrier is not

always the highest one [Figure 2.6(b)].

The degree of nucleosome localization is also controlled by the width of the Gaus-

sian barrier, in the sense that wider barriers induce less prominent oscillations, but

produce stronger occupancy depletion over the potential barrier itself [Figures 2.6(c)

and 2.6(d)]. The barrier height also controls the degree of depletion [Figures 2.6(e)

and 2.6(f)]. Interestingly, increasing the strength of two-body interactions results in a
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higher average occupancy and produces shorter peak-to-peak distances [Figure 2.6(g)].

In fact, the peak-to-peak distances, which can be interpreted as the sum of the 147 bp

nucleosomal site and a linker, can be varied in a wide range, by changing either the

chemical potential, µ, or the strength of the interaction, Φ, [Figure 2.6(h)].
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Figure 2.6: Symmetric Gaussian barrier. Occupancy profiles for the following scenarios:

variable chemical potential, µ, (a) and (b), variable barrier width (c) and (d), and

variable barrier height (e) and (f). Unless otherwise specified in the legend, the barrier

heights are 5 kBT , σ = 30 bp, and 〈u−µ〉 = 5 kBT [in panel (c) 〈u−µ〉 = 1 kBT ]. Panels

(b), (d) and (f) have a two-body interaction Φ(∆) = A cos (2π∆/10) exp(−∆/50), with

A = 5 kBT . (g) Occupancy profiles for variable interaction strength A. (h) Variation of

the typical distance between neighboring nucleosomes as µ or A is varied. In the upper

panel, we use Φ = Φ0 [Equation (2.15)], and in the lower panel, we use 〈u〉−µ = 5 kBT .
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Similar conclusions can be reached if the Gaussian barrier is replaced by a symmetric

Gaussian potential well (Figure 2.7). Oscillations decay less rapidly with two-body

interactions, and the extent of oscillations is controlled by the chemical potential and

by the depth and the width of the well. However, in this case the nucleosome situated

closest to the well is always the most localized. Nucleosome occupancy in the vicinity

of 5’ NDRs is prominently asymmetric [75, 67]. This asymmetry can be modeled by

a combination of a symmetric barrier with an adjacent potential well [94], or by a

single asymmetric barrier. In Figure 2.8, we show how nucleosome localization and the

degree of asymmetry in the occupancy profile vary with the chemical potential, µ, the

strength of the two-body interaction, Φ, the height of the barrier, and the degree of its

asymmetry.
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Figure 2.7: Symmetric Gaussian well. Occupancy profiles for the scenarios described in

Figure 2.6. All the parameters not explicitly given in the legends are from Figure 2.6.

In particular, well depths have the same magnitude as the heights of the corresponding

barriers.
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Figure 2.8: Asymmetric Gaussian barrier. Occupancy profiles for the scenarios de-

scribed in Figure 2.6. Unless otherwise specified in the legend, the barrier heights

are 5 kBT , σL = 70 bp, σR = 30 bp, and 〈u − µ〉 = 5 kBT . In panel (c), we use

〈u− µ〉 = 1 kBT .

In summary, the two-body interactions, Φ, significantly modify nucleosome occu-

pancy profiles, affecting the heights and spacings of the observed nucleosome localiza-

tion peaks. However, as the interaction itself only couples neighboring nucleosomes but

does not determine their absolute positions, a potential barrier or well is required to
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achieve localization in the first place. Increasing the width of this feature diminishes

its localization capacity. The interaction favors configurations with linker lengths cor-

responding to the minima of the interaction Φ, leading to linker length discretization

[97, 98, 94]. By changing the interaction strength or the chemical potential, one can

create occupancy patterns with different average linker lengths.

2.4.3 Modeling nucleosome occupancy over transcribed regions

The characteristic patterns of nucleosome occupancy in the region between 5’ and 3’

NDRs are shown in Figure 2.9. There is a pronounced lack of nucleosome localization in

vitro [57, 75] [Figures 2.9(a) and 2.9(b)]. The 21-parameter N = 2 position-independent

model captures this liquid-like behavior correctly, but is unable to account for the in

vivo peaks. Since DNA sequence alone clearly cannot produce the observed degree

of in vivo localization, we sought to construct a minimal model in which potential

barriers of non-sequence origin flank each gene, and the one-body energy landscape is

flat otherwise [68, 128] (Figure 2.10).

In the Kaplan et al. dataset [57], the first nucleosome is in fact the most localized

and the average profile is consistent with the absence of two-body interactions [Fig-

ure 2.9(a)]. In contrast, Zawadzki et al. [127] and Mavrich et al. [87] profiles appear to

be shaped by the higher-order chromatin structure [Figure 2.9(c)]. This experimental

discrepancy may have resulted from under-digesting chromatin with MNase [129]. In

addition, the number of active genes that presumably reside in more open, active chro-

matin characterized by weaker two-body interactions could vary between experiments.

However, in all three cases, the in vivo barriers are necessary to reproduce observed

localization patterns. The 5’ NDR is strongly asymmetric [Figures 2.9(a) and 2.9(c)],

and thus needs to be modeled either with a combination of a symmetric barrier and a

potential well for the +1 nucleosome, or with a single asymmetric barrier (Figure 2.8).

The height of each barrier in Figure 2.10 is adjusted to reproduce the extent of observed

nucleosome depletion.
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Figure 2.9: Average nucleosome occupancy in the vicinity of transcription start and

termination sites (TSS and TTS, respectively). Each occupancy profile is normalized

by its average in the [−500, 500] bp window. (a), (b): Nucleosome occupancy observed

in vivo (YPD medium) and in vitro by Kaplan et al. [57], and in vitro by Zhang

et al. [75], and predicted using a 21-parameter N = 2 position-independent model,

a minimal model in which nucleosomes are localized purely by means of sequence-

independent potential barriers (Figure 2.10), and a combined model in which sequence-

specific energies from the 21-parameter N = 2 model are added to the barriers from

Figure 2.10. The two-body potential is turned off. Note that in [75], DNA was mixed

with histones in a 1:1 mass ratio which is close to the in vivo value, while in [57], the

ratio was 0.4:1, resulting in deeper NDRs. (c), (d): Nucleosome occupancy observed

in vivo by Zawadzki et al. [127] and Mavrich et al. [67], and predicted using the 21-

parameter N = 2 position-independent model, the minimal model, and the combined

model. The two-body potential is given by Φ(∆) = A cos (2π∆/10) exp(−∆/50), with

A = 5 kBT .



51

TSS TTS
Position (bp)

O
ne

-b
od

y 
en

er
gy

 (u
ni

ts
 o

f k
BT

) minimal model, 
no interaction
combined model,
no interaction
minimal model,
interaction
combined model,
interaction

Figure 2.10: The one-body energy profiles used in Figures 2.9 and 2.11. The 5’ asym-
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Figure 2.11]. Dashed yellow line: barriers used in the in vivo minimal model with two-
body interactions [Figures 2.9(c) and 2.9(d)]. Dotted light blue line: barriers used in
the in vivo combined model with two-body interactions [Figures 2.9(c) and 2.9(d)]. The
landscapes shown in the Figure are shifted vertically so that 〈u−µ〉 = 0.56 kBT in the
minimal model without two-body interactions, 0.62 kBT in the combined model with-
out two-body interactions, 4.49 kBT in the minimal model with two-body interactions,
and 4.62 kBT in the combined model with two-body interactions.

The average occupancy profiles are not significantly altered if sequence-specific ener-

gies from the 21-parameter N = 2 position-independent model are added to the barriers

from Figure 2.10 (Figure 2.9, compare the combined and minimal models). The N = 2

model yields a standard deviation of 0.61 kBT for the energies genome-wide, consistent

with the assumption that the sequence-dependent energies should be less than 1 kBT ,

and thus the one-body landscape is still dominated by the barriers. Note that the bar-

rier heights are reduced in the combined model because sequence-dependent nucleosome

depletion over NDRs is now included explicitly.

The difference between the minimal and the combined models is more pronounced

if individual occupancy profiles are displayed as a heat map (Figure 2.11). Minimal

model barriers adjacent to each other on the genomic sequence, that is the 5’ barriers

of two divergent genes sharing a single promoter, sometimes create anomalous NDRs
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with the extent of nucleosome depletion, not observed in the data [Figures 2.11(e) and

2.11(f)]. Interestingly, these effects are reduced when sequence specificity is combined

with the minimal model [Figures 2.11(g) and 2.11(h)]. Comparing barrier heights in the

minimal and combined models (Figure 2.10), we conclude that intrinsic histone-DNA

interactions are responsible for less than 30% of the barriers.
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Figure 2.11: Heat maps of nucleosome occupancy around TSS and TTS for 5747 S.
cerevisiae genes. In vivo nucleosomes (YPD medium) [57] (a) and (b), N = 2 position-
independent model (c) and (d), minimal model (e) and (f), combined model (g) and (h).
The minimal model is constructed by placing potential barriers from Figure 2.10 at the
end of each gene onto an otherwise flat one-body energy landscape without two-body
interactions. The combined model is constructed by adding sequence-specific energies
from the 21-parameter N = 2 position-independent model (which have standard devi-
ation of 0.61 kBT genome-wide) to the minimal model. The occupancy for each gene is
normalized by the average occupancy in the [−500, 500] bp window. The experimental
data [(a) and (b)] are smoothed with a 2D Gaussian kernel (σX = 1 bp and σY = 2
genes). The genes are sorted in each panel in the order of increasing variance of the
occupancy. The genome-wide average occupancies are 0.1508 [(a) and (b)], 0.2024 [(c)
and (d)], 0.7516 [(e) and (f)], and 0.7232 [(g) and (h)].



54

Chapter 3

Nucleosome unwrapping

In this Chapter we present a rigorous treatment of nucleosome unwrapping. We first

present some experimental observations of partially unwrapped nucleosomes, and then

we construct a statistical mechanics model which explains these observations. This

Chapter is based on our work submitted for publication [130].

Nucleosomes regulate many biological functions such as transcription, DNA replica-

tion, DNA repair, among others. Wrapped in nucleosomes, DNA is sterically occluded

from interacting with many protein complexes, as for example transcription factors,

polymerases, repair enzymes. At specific times, all nucleosomes need to have their

DNA accessible to proteins that perform repair and replication tasks.

One mechanism through which DNA becomes accessible is nucleosome unwrapping.

Both outer stretches of nucleosomal DNA can transiently peel off the histone surface

due to thermal fluctuations, unwrapping and rewrapping with high frequency [28, 31,

34, 39, 41, 43, 99, 44, 45, 101, 46, 18, 48, 49, 108, 109]. Partial DNA unwrapping

enables easier access of DNA-binding factors to their target sites which are packaged

into chromatin.

Proteins can utilize spontaneous DNA unwrapping to bind to their target sites,

which would favor further destabilization of the histone-DNA complex and binding

of additional proteins (Figure 3.1). Since partial unwrapping of nucleosomal DNA is

energetically less costly than nucleosome translocation, it is likely to play a major role

in numerous DNA-mediated processes. For example, nucleosome “breathing” governs

transcription dynamics of RNA polymerase [18], and may provide an explanation for

fast DNA repair by photolyases [43].

Partial unwrapping of nucleosomal DNA and subsequent differential accessibility of
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×

Figure 3.1: A nucleosome is a dynamic structure. Transient nucleosome unwrapping
followed by factor binding prevents subsequent rewrapping, mediating further binding
events.

nucleosome-covered protein-binding sites were observed in single nucleosomes [27, 28,

35, 39, 40, 41, 131, 49, 50], di-nucleosomes [100], and multi-nucleosome arrays [45, 46].

The unwrapping process was also modeled computationally [132, 47, 105, 115, 133, 48].

3.1 Experimental evidence of nucleosome unwrapping

Experimental observations of partial unwrapping of the nucleosomes appeared a long

time ago [134, 135], and the first theoretical atempts to explain the dissociation of DNA

from the histones followed shortly [136, 28].

Polach and Widom showed evidence for “site exposure” mechanism by which pro-

teins may gain access to their target sites in nucleosomal DNA. They showed that

nucleosomes are dynamic structures, transiently exposing DNA termini. This mecha-

nism allows DNA-binding proteins to attach even to buried sites, in a cooperative way

[29]. The same nucleosome-mediated cooperative binding was observed also by Adams

and Workman [27]. They analyzed the binding of unrelated proteins to nucleosome

cores in vitro. Even though these proteins do not bind cooperatively on naked DNA,

they do so when their target sites are both under the same nucleosome.

In the following years Widom’s group performed a series of studies in order to

determine the rates of nucleosomal site exposure [31, 41, 49]. They also studied the

sequence and position dependence of the site exposure rates [35], the effect of histone

tails [36], acetylation [37], Poly(dA:dT) elements [38].

The nucleosome-induced cooperativity was observed not only in vitro [29], but also
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Figure 3.2: Probability distribution (A) and cumulative distribution function (B) of
the inter-dyad distances reported in [92]. About 40% of the inter-dyad distances are
less than 147 bp which means that the nucleosomes from the corresponding pairs must
have been partially unwrapped. 147 bp distance is marked by the dashed black line.

in vivo [32, 33, 40]. More recently Tims and Widom [137] tested the nucleosome-induced

cooperativity between proteins which bind on opposite sides of nucleosomes. They

found no cooperativity in this case, and concluded that cooperative binding happens

only when both factors bind at the same side of the nucleosome.

Using optical tweezers, different groups studied the nucleosome unwrapping when

DNA was stretched [138, 139, 140, 18, 141]. Fluorescence resonance energy transfer

(FRET) techniques were also used in studying nucleosome unwrapping [44, 46, 101,

113, 104]. Recently, atomic force microscopy (AFM) imaging was used to directly

visualize the dynamics of nucleosomes [103, 107].

Other groups also studied processes which either require or induce nucleosome un-

wrapping, e.g. rapid nucleosomal DNA repair [43], accessibility of DNA packed in homo-

geneous nucleosome arrays, resembling the chromatin fiber [45], extensive overlapping

of dinucleosome pairs [100], DNA unzipping of single molecules of nucleosomal DNA

[142, 143], transcription dynamics of RNA polymerase II [18], nucleosome unwrapping

induced by UV damage [104], effects of histone post-translational modifications (PTMs)

to nucleosome unwrapping [106], nucleosome disassembly by the DNA mismatch repair

complex hMSH2-hMSH6 [144], partially unwrapped CENP-A nucleosomes [145].

In 2012, Brogaard et al. [92] developed a new chemical approach of mapping nucle-

osome with base-pair resolution. They mutated the histone H4 protein and attached

copper ions near the dyads of nucleosomes. Copper reacts with hydrogen peroxide cre-

ating reactive hydroxyl radicals, which cut the DNA near the dyads. The resulting
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Figure 3.3: The new method of chemical mapping of nucleosome dyads. Mutant H4
histones (S47C) were modified by covalent attachment of a sulfhydryl-reactive, copper-
chelating label to the cysteines. With the addition of copper and hydroxen peroxide, a
localized cloud of hydroxyl radicals was produced which specifically cleaved the DNA
backbone at sites symmetrically flanking nucleosome dyads. The cleavage products were
isolated on an agarose gel, purified, sequenced using paired-end reads, and mapped to
the S.cerevisae genome. Each mapped pair of reads yields a measurement of the distance
between dyads of neighboring nucleosomes positioned on the same genome.

pieces of DNA are then sequenced and mapped to the yeast genome.

Using the short DNA fragments, with both ends indicating dyads of nucleosomes

coming from the same cell, we compute the probability distribution of the inter-dyad

distances. We observe that about 40% of these distances are less than 147 bp (Fig-

ure 3.2). This means that yeast has massive nucleosome unwrapping, genome-wide, in

vivo. If nucleosomes were always fully wrapped then it would be impossible to obtain

inter-dyad distances which are smaller than 147 bp. The distance between their centers

would be in this case equal to 147 bp plus the length of the linker DNA between them

(Figure 3.4).

Short fragments of MNase-protected DNA are always obtained in the MNase-seq

experiments (Figure 3.5), but these could also result because of MNase over-digestion,

and so they are not irrefutable proofs of spontaneous nucleosome unwrapping.
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D = d + 147 bp ≥ 147 bp

d
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Figure 3.4: Illustration of a pair of nucleosomes, both covering 147 bp of DNA. The
distance between their centers must be greater than 147 bp because of the linker between
the nucleosomes.

In order to explain the previous experimental observation of nucleosome unwrapping,

we developed a rigorous statistical mechanics approach which allows partial unwrapping

of DNA from the histones, competition between multiple species of DNA-binding pro-

teins, study of sequence-dependent binding energies, sequence-independent potential

barriers and potential wells, and also effective two-body interactions between DNA-

binding proteins. Starting from the relevant energies, we can compute the distribution

of nucleosomes, and we can also infer the energies from the observed genome-wide

organization of the nucleosomes. Our model explains the observed genome-wide distri-

bution of inter-dyad distances [92], as well as the findings of earlier experiments which

probed differential accessibility of nucleosome-covered binding sites [28, 39] and studied

nucleosome-induced cooperativity between DNA-binding factors [27, 50]. We reproduce

both the nucleosome density and the degree of unwrapping in the vicinity of TSS.

We next present the theoretical framework which allows us to predict the distribu-

tion of nucleosomes, and to infer the relevant energies which contribute to this organi-

zation genome-wide.

3.2 Direct problem: Matrix solution

Let us start with the direct problem which consists in computing the nucleosome distri-

bution when we know the relevant energies, that is the binding energies of the histones,

and the effective interaction between neighboring nucleosomes.
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Figure 3.5: Probability density function (PDF, panel A) and cumulative distribution
function (CDF, panel B) of the DNA fragment sizes which were measured in a series of
nucleosome mapping experiments using paired-end sequencing. Many fragments have
a length smaller than 147 bp which may indicate partially unwrapped nucleosomes.
147 bp length is marked by the dashed black line. This Figure is based on data from
[78, 146, 84, 147, 148].

3.2.1 Single-type particles

We consider a system of one-dimensional rods (histones) which can attach and detach

from a one-dimensional lattice (one chromosome) of L sites which represent the DNA

bps. In order to model partial unwrapping of nucleosomal DNA off the surface of histone

octamers, we allow the particles to cover a variable number of bps, ranging between

two limits, amin and amax. We assume that the particles cannot overlap while they

are attached to the lattice. This is implemented using hard-core interactions between

adjacent particles. To prevent particles from sliding off the chromosome, we fix infinite

potential walls at both ends of the lattice. In addition, we allow two-body interactions

between nearest-neighbor particles.

The attachment of a particle to the DNA modifies the total energy of the system

in a sequence-specific manner. Physically, the binding energy may have contributions

from DNA bending, electrostatic interactions, hydrogen bond formation, van der Waals

contacts, etc. We denote the total one-body energy of a particle which covers bps

k, k+1, . . . , l by u(k, l). Note that for pairs of coordinates (k, l) such that l−k+1 > amax

or l−k+1 < amin, the binding energy u(k, l) =∞, because all particles must have their

lengths between amin and amax bps. The theory presented below is valid for arbitrary

binding energies, u(k, l).
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Figure 3.6: Schematic illustration of one-body and two-body potentials in a multi-
nucleosome system. Nucleosomes may be partially unwrapped, resulting in variable
DNA footprints.

Let Φ(j, k) be the two-body interaction between a pair of nearest-neighbor parti-

cles which cover base pairs . . . , j − 1, j and k, k + 1, . . . (Figure 3.6). In the case of

nucleosomes, such interactions may be used to account for the effects of higher-order

chromatin structure. Although we do not focus on two-body interactions in this chap-

ter, they are included below for the sake of completion. We impose

Φ(j, k) =

 ∞ if k ≤ j,

V (k − j − 1) if k > j,

where V (d) is an arbitrary interaction potential which depends only on the linear dis-

tance, d, between two neighboring particles.

For a fixed number of particles, N , attached to the DNA, the canonical partition

function is

QN =
∑

{in=1,...,L}n∈{1,...,2N}

e−βu(i1,i2)e−βΦ(i2,i3)e−βu(i3,i4) . . .

× e−βu(i2N−3,i2N−2)e−βΦ(i2N−2,i2N−1)e−βu(i2N−1,i2N ), (3.1)

where kB is the Boltzmann constant, and β = 1/(kBT ) is the inverse temperature. Note

that with our definitions of the one-body energies, two-body interactions, and hard-wall

boundary conditions, only the configurations of non-overlapping particles contribute to

the partition function [Equation (3.1)].
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In order to simplify the notation, we introduce two L× L matrices:

〈k|e|l〉 = e−βu(k,l),

〈k|w|l〉 = e−βΦ(k,l).

Here 〈k|M |l〉 represents the element of matrix M in row k and column l; |l〉 is a column

vector of dimension L with one at position l and zero everywhere else, and 〈k| is a row

vector with one at position k and zero otherwise. Let |J〉 be the vector of dimension L

with ones at every entry. Equation (3.1) can then be rewritten in the form

QN =


1 if N = 0,

〈J |(ew)N−1e|J〉 if N ≥ 1.

Since the particles are allowed to attach and detach from the lattice, the system has

a variable number of particles, and so the grand-canonical partition function for this

system is

Z =

Nmax∑
N=0

eβNµQN

= 1 +

Nmax∑
N=1

〈J |(zw)N−1z|J〉

= 1 +
∞∑

M=0

〈J |(zw)Mz|J〉

= 1 + 〈J |(I − zw)−1z|J〉,

(3.2)

where µ is the chemical potential, Nmax is the maximum number of particles that can

fit on L bp, and I is the identity matrix. Let

ζ(k, l) = 〈k|z|l〉

= eβ[µ−u(k,l)].

Note that all particle configurations with N > Nmax do not contribute to the partition

function Z, allowing us to extend the upper limit in Equation (3.2), from Nmax to

infinity.

From the partition function, we can compute the s-particle distribution functions,
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exactly as we did in the previous chapter. We have

n1(k, l) =
ζ(k, l)

Z

δZ

δζ(k, l)
,

n2(i, j; k, l) =
ζ(i, j)ζ(k, l)

Z

δ2Z

δζ(i, j)δζ(k, l)
,

and, in general, for any positive integer s, we have

ns(i1L, i1R; . . . ; isL, isR) =
ζ(i1L, i1R) . . . ζ(isL, isR)

Z

δsZ

δζ(i1L, i1R) . . . δζ(isL, isR)
.

Using these relations, we obtain the one-particle distribution

n1(k, l) =
1

Z
〈J |(I − zw)−1|k〉〈k|z|l〉〈l|(I − wz)−1|J〉, (3.3)

and the two-particle distribution

n2(i, j; k, l) =
1

Z
〈J |(I − zw)−1|i〉〈i|z|j〉〈j|w(I − zw)−1|k〉〈k|z|l〉〈l|(I −wz)−1|J〉. (3.4)

In particular, the nearest-neighbor two-particle distribution is given by

n2(i, j; k, l) =
1

Z
〈J |(I − zw)−1|i〉〈i|z|j〉〈j|w|k〉〈k|z|l〉〈l|(I − wz)−1|J〉.

Equations (3.3) and (3.4) have an obvious interpretation. To find the probability that a

particle covers positions k to l, we need to add statistical weights of all the configurations

that contain such a particle, and divide the resulting sum by the partition function

[Equation (3.3)]. Similarly, in order to find the probability of a pair of particles, one

covering positions i to j, and the other covering positions k to l, we need to sum

statistical weights of all the configurations containing such a pair of particles, and

divide by the partition function [Equation (3.4)].

With the aid of one-particle distribution, n1(k, l), we define the occupancy at a bp

i as the probability of finding that bp covered by any particle,

Occ(i) =

i∑
k=i−amax+1

k+amax−1∑
l=max(i,k+amin)

n1(k, l).

Note that 1−Occ(i) is the probability that bp i is not covered by any particles.
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Figure 3.7: Schematic illustration of one-body and two-body potentials in a system
with multiple-type particles. The model allows all particles to be in multiple stages
of unwrapping. In practice, we allow nucleosomes to be partially unwrapped but the
transcription factors (TFs) always have fixed DNA footprints.

3.2.2 Multiple-type particles

The above formalism can easily be extended to the case in which T types of particles are

allowed to attach to the one-dimensional lattice. Let the binding energy of a particle

of type t ∈ {1, . . . , T}, that covers bps i to j on the lattice, be denoted by ut(i, j). The

interaction between a particle of type t ending at position k, and the next particle of

type s starting at position l, is denoted by Φ(t, k; s, l) (Figure 3.7). Each particle of

type t, when attached to the DNA, is in contact with a number of bps ranging between

atmin and atmax. Thus, the binding energy ut(i, j) = 0, if i and j do not satisfy the

constraints atmin ≤ j − i + 1 ≤ atmax. Also, the two-body interaction Φ(t, i; s, j) = ∞,

for j ≤ i, since the particles cannot overlap. With this notation, the grand-canonical

partition function becomes

Z =
∑

all states

e−β[ut1(i1L,i1R)−µt1 ]e−βΦ(t1,i1R;t2,i2L)e−β[ut2 (i2L,i2R)−µt2 ] . . . ,

where µt is the chemical potential of the particles of type t. The sum is over all

configurations of the system, which can have variable numbers of particles of any type.

Defining

ζt(k, l) = e−β[ut(k,l)−µt],
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and using the matrix notation,

〈t, k|z|s, l〉 = ζt(k, l)δts,

〈t, k|w|s, l〉 = e−βΦ(t,k;s,l),

where δts is the Kronecker delta symbol, the partition function becomes

Z =
∑

all states

〈t1, i1L|z|t1, i1R〉〈t1, i1R|w|t2, i2L〉〈t2, i2L|z|t2, i2R〉 . . . .

Each vector |t, i〉 has dimension TL, and all of its entries are zero except for the entry

in position ((t − 1)L + i), which is one. For example, the |1, i〉 vectors have a one at

position i, the |2, i〉 vectors have a one at position L+ i, and so forth. Recall that |J〉 is

the vector with TL elements all equal to one. Similarly to Equation (3.2), the partition

function is

Z = 1 + 〈J |(I − zw)−1z|J〉.

As in the case of the single-type particles, we compute the one-particle density

nt1(k, l) =
ζt(k, l)

Z

δZ

δζt(k, l)

=
1

Z
〈J |(I − zw)−1|t, k〉〈t, k|z|t, l〉〈t, l|(I − wz)−1|J〉. (3.5)

We also obtain the two-particle density

nt,s2 (i, j; k, l) =
1

Z
〈J |(I − zw)−1|t, i〉〈t, i|z|t, j〉

× 〈t, j|w(I − zw)−1|s, k〉〈s, k|z|s, l〉〈s, l|(I − wz)−1|J〉, (3.6)

and the nearest-neighbor two-particle density

nt,s2 (i, j; k, l) =
1

Z
〈J |(I − zw)−1|t, i〉〈t, i|z|t, j〉

× 〈t, j|w|s, k〉〈s, k|z|s, l〉〈s, l|(I − wz)−1|J〉. (3.7)

Equations (3.6) and (3.7) give the joint probability that a particle of type t covers bps

i to j, while a second particle of type s covers bps k to l. Using Equation (3.5) we can

compute occupancy for each type of particles t and for each bp i,

Occt(i) =

i∑
k=i−atmax+1

k+atmax−1∑
l=max(i,k+atmin)

nt1(k, l). (3.8)

In the following Sections, we focus on the one-particle density function nt1(k, l).
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3.3 Direct problem: Recursive solution for hard-core interactions

In this Section, we explain how to compute the nucleosome distribution by a recursive

method. In Section 3.3.1 we discuss the general case of partially unwrapped particles,

while in Section 3.3.2, we particularize our results to the case without unwrapping.

A straightforward application of Equations (3.5) and (3.6) is computationally inten-

sive because of the manipulations with huge matrices which are required. Although they

are sparse matrices, their typical dimension is one million × one million. Fortunately,

for particles that interact only through hard-core repulsion, rather than long-range

two-body interactions, the one-particle distribution can be computed recursively, and

therefore much more efficiently.

3.3.1 General case

With multiple-type particles, Equation (3.5) can be rewritten as

nt1(i, j) =
1

Z
Z−(i)〈t, i|z|t, j〉Z+(j),

where Z−(i) and Z+(j) are the partition functions for the domains [1, i) and (j, L],

respectively. Note that in the case of hard-core interactions alone, Z−(i) and Z+(j) do

not depend on the type of the particle occupying positions i through j.

In the case of steric exclusion alone, these partial partition functions satisfy the

following recursion relations:

Z−(i) = Z−(i− 1) +
∑
s

∑
i−asmax≤j≤i−asmin

Z−(j)〈s, j|z|s, i− 1〉, (3.9)

and

Z+(i) = Z+(i+ 1) +
∑
s

∑
i+asmin≤j≤i+asmax

〈s, i+ 1|z|s, j〉Z+(j). (3.10)

Here each particle type s has two characteristic lengths, corresponding to its minimum

and maximum DNA footprints, asmin and asmax, respectively. The boundary conditions

are 
Z−(1) = 1,

Z+(L) = 1.
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The full partition function is given by

Z = Z−(L+ 1) = Z+(0).

Note that all unphysical terms for which bound particles run off the lattice, auto-

matically vanish from Equations (3.9) and (3.10). To avoid numeric instabilities, the

recursion is done in log space. Let

F (i) = lnZ−(i),

R(i) = lnZ+(i).

With this notation, Equations (3.9) and (3.10) become

F (i) = F (i− 1)

+ ln

1 +
∑
s

∑
i−asmax≤j≤i−asmin

eF (j)−F (i−1)+β[µs−us(j,i−1)]

 ,

R(i) = R(i+ 1)

+ ln

1 +
∑
s

∑
i+asmin≤j≤i+asmax

eR(j)−R(i+1)+β[µs−us(i+1,j)]

 ,

(3.11)

with the boundary conditions 
F (1) = 0,

R(L) = 0.

Then the one-particle distribution function is

nt1(i, j) = eF (i)+R(j)−lnZ+β[µt−ut(i,j)],

where

lnZ = F (L+ 1) = R(0).

The two-particle distribution can be computed similarly. The only new ingredient in

Equation (3.6) is the partition function for the box with walls at two arbitrary positions,

Z(t, j, s, k) = 〈t, j|w(I − zw)−1|s, k〉.

This partition function can be computed recursively, exactly as the partial partition

functions Z± discussed above.
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3.3.2 Special case: No unwrapping

The special case in which all particles are fully attached to their DNA sites (i.e., there

is no DNA unwrapping) can be easily obtained from our general formalism. Indeed,

when we restrict in Equation (3.11)
asmin = as,

asmax = as,

We obtain

F (i) = F (i− 1) + ln
{

1 +
∑
s

eF (i−as)−F (i−1)+β[µs−us(i−as,i−1)]
}
,

R(i) = R(i+ 1) + ln
{

1 +
∑
s

eR(i+as)−R(i+1)+β[µs−us(i+1,i+as)]
}
.

As before, the boundary conditions are
F (1) = 0,

R(L) = 0,

and the one-particle distribution is given by

nt1(i, i+ at − 1) = eF (i)+R(i+at−1)−lnZ+β[µt−ut(i,i+at−1)].

3.4 Inverse problem: Recursive solution for hard-core interactions

In the previous Section, we solved the direct problem: given the binding energies for

all particle types, we compute s-particle distributions. However, typically it is parti-

cle distributions that are observed experimentally, and the energetics of particle-DNA

interactions need to be inferred. Here we solve the inverse problem recursively for the

case of systems with multiple-type particles, partial unwrapping (variable footprints),

and steric exclusion. The recursive solution is efficient enough to be employed on the

genome-wide scale.

As in Section 3.3, here we explain how to compute the particle distribution by a

recursive method. In Section 3.4.1, we treat the general case of partially unwrapped

particles, while in Section 3.4.2, we consider the case without unwrapping.
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3.4.1 General case

Using Equations (3.5), (3.9) and (3.10), we obtain:

Z−(i) = Z−(i− 1)

1 +
∑
t,

i−atmax≤j≤i−atmin

Z

Z−(i− 1)Z+(i− 1)
nt1(j, i− 1)


= Z−(i− 1)

[
1 +

NR(i− 1)

ξ(i− 1)

]
, (3.12)

where

NR(i) =
∑
t

∑
i−atmax+1≤j≤i−atmin+1

nt1(j, i)

represents the probability of finding a particle of any type with the right edge at bp i,

and

ξ(i) =
Z−(i)Z+(i)

Z
.

The partition function Z+ satisfies a similar recursive relation,

Z+(i) = Z+(i+ 1)

[
1 +

NL(i+ 1)

ξ(i+ 1)

]
, (3.13)

where NL(i) is the probability of finding a particle of any type with the left edge at

bp i,

NL(i) =
∑
t

∑
i+atmin−1≤j≤i+atmax−1

nt1(i, j).

The quantity ξ(i) satisfies

ξ(i+ 1)− ξ(i) =
1

Z

[
Z−(i+ 1)Z+(i+ 1)− Z−(i)Z+(i)

]
=

1

Z

{
Z−(i+ 1)

[
Z+(i+ 1)− Z+(i)

]
+ Z+(i)

[
Z−(i+ 1)− Z−(i)

] }
=NR(i)−NL(i+ 1),

so that

ξ(i) = 1 +

i−1∑
k=0

[
NR(k)−NL(k + 1)

]
, (3.14)

with the boundary condition ξ(0) = 1. After we compute both Z− and Z+ using

Equations (3.12) and (3.13), the total partition function is given by

Z = Z−(L+ 1) = Z+(0),
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and the binding energy, for any particle of type t attached to the DNA, is given by

β [ut(i, j)− µt] = − ln

[
nt1(i, j)

Z

Z−(i)Z+(j)

]
. (3.15)

3.4.2 Special case: No unwrapping

In the case of the all-or-none binding, all matrix elements 〈i|nt1|j〉 vanish unless

j = i+ at − 1,

where at is the length of the binding site for the particle of type t. Thus, we obtain

NL(i) =
∑
t

nt1(i, i+ at − 1),

NR(i) =
∑
t

nt1(i− at + 1, i).

Using these expressions, we employ Equations (3.12), (3.13) and (3.14) to compute Z+

and Z− in log space. Finally, Equation (3.15) is used to compute the binding energies.

If all particles are of the same type, the quantity ξ can be simplified further:

ξ(i) = 1−
i∑

k=i−a+1

NL(k) = 1−Occ(i),

where Occ(i) is the probability that bp i is covered by a particle. Thus, in this limit,

ξ(i) is simply the probability that bp i is not occupied by any particles.

The recursion relations for Z− and Z+ become

Z−(i+ 1) = Z−(i)

[
1 +

NL(i− a+ 1)

1−Occ(i)

]
,

Z+(i) = Z+(i+ 1)

[
1 +

NL(i+ 1)

1−Occ(i+ 1)

]
.

These expressions are equivalent to those previously obtained in [76].

3.4.3 Sequence-specific nucleosome formation energies

The binding energy of a nucleosome is the sum of two components. One is the elec-

trostatic energy of the negatively charged DNA wrapped around the positively charged

histone octamer. This energy is negative, that is favorable for nucleosome formation.
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The other component is the elastic energy required to bend the DNA polymer around

the histone in about 1.67 turns. This energy is positive, that is disfavorable for nu-

cleosome formation. The absolute value of the electrostatic energy is greater than the

elastic energy such that the total energy of a nucleosome is negative and histones are

able to bind to any DNA sequence and form nucleosomes.

We want to model the total formation energy of the nucleosomes, as a function of

the DNA sequence which is wrapped around the histone octamer. Suppose a histone

octamer is bound to a DNA sequence of length N ,

S(N) = S1S2 · · ·SN ,

where Si represents the nucleotide from position i of the given DNA sequence. Here

N can be different than 147 bp, because we want our model to be applicable for any

degree of nucleosome unwrapping, and even for the cases when more than 147 bp of

DNA are in contact with the histones, e.g. when a linker histone is present and the

effective number of bps of nucleosomal DNA is greater than 147.

Let us denote the binding energy of a nucleosome containing this DNA sequence by

uS(N). DNA sequences have different bending rigidities depending on their nucleotide

compositions. As a consequence the nucleosome formation energies, uS(N), will vary

among different DNA sequences of length N . Let us denote the average energy of all

genomic sequences of length N by 〈uS(N)〉, and the deviation of the energy of a sequence

S(N) from this average by δuS(N) = uS(N) − 〈uS(N)〉. Obviously, we have the identity

uS(N) = 〈uS(N)〉+ δuS(N)

= uSIN + uSDS(N)

where uSIN = 〈uS(N)〉 and uSDS(N) = δuS(N) = uS(N) − 〈uS(N)〉 represent the sequence-

independent and sequence-dependent parts of the binding energy, respectively. Also,

by definition we have that

〈uSDS(N)〉 = 0. (3.16)

We model the sequence dependent part of the binding energy, and assume that this



71

depends only on the mono- and dinucleotide counts in the nucleosomal DNA,

uSDS(N) =

N∑
i=1

εSi +

N−1∑
i=1

εSiSi+1 ,

where εSi and εSiSi+1 are the contributions from the mononucleotide Si and dinucleotide

SiSi+1, respectively.

Because of the complementary base pairing, we only have two unique paired mononu-

cleotides (A/T,C/G) and ten unique paired dinucleotides (AA/TT , AC/GT , AG/CT ,

AT/AT , CA/TG, CC/GG, CG/CG, GA/TC, GC/GC, TA/TA), where each dinu-

cleotide is written in the 5’ to 3’ order. For this reason the sequence-dependent part of

the binding energy is parametrized by twelve unique parameters: εA/T , εC/G, εAA/TT ,

εAC/GT , εAG/CT , εAT/AT , εCA/TG, εCC/GG, εCG/CG, εGA/TC , εGC/GC , εTA/TA.

The sequence-dependent energy corresponding to a histone attached to bps i to j

of the DNA is

uSD(i, j) =

j∑
k=i

εSk
+

j−1∑
k=i

εSkSk+1
,

where by εSk
we understand the energy contribution of the mononucleotide pair Sk/S̃k,

and εSkSk+1
represents the energy contribution from the paired dinucleotide SkSk+1/S̃k+1S̃k,

with S̃k being the nucleotide complementary to Sk.

The twelve parameters which parametrize the nucleosome formation energies are not

all independent. Equality (3.16) imposes the following constraint on the parameters

〈
j∑
k=i

εSk
+

j−1∑
k=i

εSkSk+1
〉 = 0,

which is equivalent to

(j − i+ 1)〈εSk
〉+ (j − i)〈εSkSk+1

〉 = 0.

This has to be true for all sequence lengths j − i+ 1, so that we must have
〈εSk
〉 = 0,

〈εSkSk+1
〉 = 0,

or equivalently, εA/T f(A/T ) + εC/Gf(C/G) = 0, (3.17)

εAA/TT f(AA/TT ) + εAC/GT f(AC/GT ) + . . .+ εTA/TAf(TA/TA) = 0, (3.18)
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where f(Si/S̃i) and f(SiSi+1/S̃i+1S̃i) represent the genomic frequencies of mononu-

cleotide pair Si/S̃i and dinucleotide pair SiSi+1/S̃i+1S̃i, respectively. Genomic fre-

quencies are different from one organism to another, and in the case of S. cerevisiae

these frequencies are:

Sequence Frequency

A/T 0.6170

C/G 0.3830

AA/TT 0.2161

AC/GT 0.1054

AG/CT 0.1168

AT/AT 0.0894

CA/TG 0.1297

CC/GG 0.0779

CG/CG 0.0294

GA/TC 0.1247

GC/GC 0.0375

TA/TA 0.0733

The inference of the parameters which generate the sequence-dependent and the

sequence-independent components of the nucleosome binding energy is done in two

steps.

In the first step, we estimate the sequence-independent part of the nucleosome for-

mation energy, uSI(i, j). Because 〈uSD(i, j)〉 = 0, in the first approximation, we neglect

the contributions from the sequence-dependent part. We test eight different models of

sequence-independent energies, parametrized as described in Models A-H from Ap-

pendix B. Each set of parameters predicts a nucleosome distribution, which is used to

compute the distribution of nucleosome footprint sizes and the distribution of inter-

dyad distances. We find the optimal set of parameters, for all models, by minimizing

the error between the histograms of lengths predicted by the model and that obtained

from the experiments. In the case of data from Brogaard et al. [92], the paired-end

DNA fragments generates the histogram of inter-dyad distances, while in the case of a



73

typical MNase-seq experiment, the paired-end reads generates the histogram of MNase-

protected nucleosomal footprints. Any of these two types of data sets can be used to

fit the parameters of the Models A-H (Appendix B).

In particular, for the Brogaard et al. data, we use the histogram of inter-dyad

lengths obtained from the paired-end DNA fragments. With the aid of the genetic

algorithm optimization function ga from the MATLAB Global Optimization toolbox,

we minimize the objective function

O.F. =


RMS if RMS ≥ 10−3,

RMS − rosc ' −rosc if RMS < 10−3,

where RMS is the root-mean-square deviation between predicted and observed inter-

dyad distributions, and rosc is the linear correlation between observed and predicted

oscillations after the smooth background has been subtracted from the inter-dyad dis-

tributions, as in Figure 1D. In this way, the parameters are initially optimized such

that the overall shape of the histogram is well approximated, i.e. the RMS decreases

bellow a threshold (10−3). Once this is achieved, the objective function is replaced by

rosc, and the fine oscillations of the histogram are fitted. The optimized parameters for

all models are given in Appendix B.

In the second step of the optimization procedure, we compute the sequence-dependent

part of the nucleosome binding energy corresponding to each DNA sequence, uSD(i, j),

by subtracting the sequence-independent part, uSI(i, j), from the total binding energy,

u(i, j), given by Equation (3.15). Thus we obtain the following system of equations:

uSD(i, j)− µ =

j∑
k=i

εSk
+

j−1∑
k=i

εSkSk+1
− µ

=
(
mA/T mC/G mAA/TT · · · mTA/TA −1

)


εA/T
...

εTA/TA

µ


,

(3.19)

where m
X/X̃

and m
XY/Ỹ X̃

are the counts of mono- and dinucleotide pairs X/X̃ and
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XY/Ỹ X̃ in the sequence, respectively.

Using all possible combinations of pairs (i, j), where a nucleosome can form, we

obtain a large number, P , of equations of the type

E − µ = M

 ε

µ

 . (3.20)

Here, E−µ is a column vector of dimension P , where each row contains one uSD(i, j)−µ

element from Equation (3.19).

 ε

µ

 is the column vector from Equation (3.19), and

M is a P × 13 matrix with mono- and dinucleotide counts and -1’s in the last column.

From Equation (3.20), we derive the parameters ε and µ by a least squares fit.

Because in every DNA sequence the number of mononucleotides is equal to the

length of the sequence, and the number of dinucleotides is equal to the length of the

sequence minus 1, the columns of the matrix M are not linearly independent. Indeed,

the column vector

|V 〉 =



1

1

−1

...

−1

1


is the only linearly independent vector from the kernel of M : M |V 〉 = 0, i.e. the kernel

of M is spanned by |V 〉. Thus the rank of matrix M is 12 which is greater than the

number of independent parameters, 11. We have 10 independent ε parameters [2 out of

12 are fixed by Equation (3.16)], and the 11-th parameter is µ. This means that a least

square fit with 2 constrains [Equation (3.16)] will result in a unique set of parameters.

Constrained linear least-squares problems are solved in MATLAB using the function

lsqlin from the Optimization toolbox.

This completes the description of the two-step optimization procedure.
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3.5 Applications

Next, we present the results and few applications of our new model.

3.5.1 Nucleosome unwrapping potential

We use a high-resolution in vivo map of nucleosome dyad positions, measured using

a new method developed by Brogaard et al. [92], based on chemical modification of

engineered histones and DNA backbone cleavage by hydroxyl radicals. Data provided

by Brogaard et al. gives a direct measurement of both dyad positions and distances

between adjacent dyads. Although superior to methods based on MNase digestion

whose accuracy is affected by MNase sequences preferences and its tendency to over- or

under-digest DNA [149, 150, 151], the map provided by Brogaard et al. [92] is biased

by unknown hydroxyl radical cutting preferences for two alternate sites at each DNA

strand [92].

From the paired-end reads deposited by Brogaard et al. in the GEO database

(GEO accession GSM880651) we obtain that 38.7% of the distances between neigh-

boring nucleosomes are less than 147 bp (blue line in Figure 3.9B). This means that

many nucleosomes are partially unwrapped in yeast, in vivo. Models which disregard

nucleosome unwrapping simply do not allow inter-dyad distances which are less than

147 bp (Figure 3.4).

In order to study the energetics of unwrapping, we introduce a simple model for the

sequence-independent part of the nucleosome binding energy, uSIN . This is based on the

10-11 bp periodic pattern of histone contacts with the minor groove of the nucleosomal

DNA [154, 152] (Figure 3.9A). As DNA is peeled off each contact patch, its free energy

increases because hydrogen bonds and favorable electrostatic contacts between histone

side chains and the DNA phosphate backbone are lost. However, once DNA breaks free

from the contact patch, it may adopt multiple conformations, which allows it to increase

its entropy and thus lower its total free energy. The favorable entropic term grows with

the extent of unwrapping until the next contact patch is reached, completing one cycle

in the oscillatory energy profile. The oscillations are superimposed on a straight line
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Figure 3.8: View of the NCP147 crystal structure [152] down the DNA superhelix axis
showing the major groove-inward (grey DNA bases) and minor groove-inward (white
DNA bases) facing regions for approximately one-half of the particle. Numbers corre-
spond to double-helical turns from the nucleosome centre (0), which coincides with the
central base pair at the particle pseudo dyad axis where the major groove directly faces
the histone octamer. The phosphodiester backbone of the DNA strands appears as
cyan and orange. Histone proteins are colored gold for H2A, red for H2B, blue for H3,
and green for H4. Reprinted by permission from Oxford University Press, copyright
(2010) [153].

whose slope equals the average free energy cost per bp of histone-DNA contact formation

minus the average cost of DNA bending. Additional details of the potential construction

can be found in Appendix B, Model A. The histone-DNA potential constructed in this

way has no sequence specificity. All the sequence-dependent corrections are included in

the term uSDS(N), as discussed in Section 3.4.3.

We aim to reproduce the observed distribution of inter-dyad distances with a model

in which nucleosome energetics is sequence-independent but transient unwrapping is

allowed. To predict the distribution of inter-dyad lengths, we compute the conditional

probability of having a nucleosome with the dyad at bp c+ d, given that the adjacent

upstream nucleosome has the dyad at bp c,

P (c+ d|c) =
N2(c, c+ d)

N1(c)
, (3.21)

where the probability distributions of the nucleosome centers can be computed using
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Equations (3.5) and (3.6):

N1(c) =
∑
∆1

nnuc
1 (c−∆1, c+ ∆1),

N2(c, c+ d) =
∑

∆1,∆2

nnuc,nuc
2 (c−∆1, c+ ∆1; c+ d−∆2, c+ d+ ∆2).

Here, 2∆1,2 + 1 are the lengths of the particles centered at bp c and c+ d, respectively.

To estimate P (c+ d|c), we use c = 5 kbp and a box of length L = 10 kbp, so that the

boundaries of the box are far away.

Hydroxyl radicals that cleave DNA near the nucleosome dyad have two preferred

cutting sites, at positions -1 bp and +6 bp with respect to the dyad [92]. If DNA is cut

at these positions with frequencies f and 1 − f , the distance between two consecutive

cuts, one on the Watson and one on the Crick strand, is given by

dcuts = ddyads + b.

Above, ddyads is the distance between two neighboring dyads, and the bias b is

b =


−12

−5

2

, with probability


(1− f)2

2f(1− f)

f2

.

We assumed here that the two cutting events are independent and the joint probability

of obtaining both cuts at the same time is simply the product of individual probabilities.

The cleavage bias has to be taken into account by convolving the predicted inter-dyad

distance probability P (c+ d|c) with a kernel, F , corresponding to this bias,

F (x) =



(1− f)2 for x = −12,

2f(1− f) for x = −5,

f2 for x = 2,

0 otherwise.

We convolve P (c + d|c) with this kernel to account for site-specific chemical cleavage

bias, and fit the model parameters such that the predicted distribution of inter-cut

lengths reproduces the observed distribution
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Since inter-dyad distances cannot be used to distinguish between symmetric and

asymmetric unwrapping, we assume the former for simplicity. The model is fit to the

observed distribution of inter-dyad distances (Appendix B). The free parameters of the

model include the amplitude of the oscillations, the slope of the free energy profile

and amin(max), the minimum (maximum) effective length of the nucleosome particle

(Appendix B, Model A). The maximum extent of nucleosome unwrapping is controlled

by amin, while amax is allowed to exceed 147 bp in order to account for the effects of

higher-order chromatin structure and linker histone deposition. We also fit the relative

frequency of hydroxyl radical DNA cleavage at the -1 position with respect to the

nucleosome dyad, f , and the chemical potential of histone octamers, µ. Our model

reproduces both the overall shape and fine oscillatory structure of the observed inter-

dyad distance distribution (Figure 3.9B, C). In contrast, models without unwrapping

are unable to capture even the overall shape of the observed inter-dyad distribution

(gray line in Figure 3.9B).



79

0.5 1.5 2.5 3.5 4.5 5.5 6.5

Dyad − edge distance (bp)

Dyad

u ha
lf

(k
B
T

)

0 10 20 30 40 50 60 70 80

−8

−6

−4

−2

0

50 100 150 200 250
0

0.005

0.010

0.015

0.020

 

 

Inter−dyad distance (bp)

P
ro

ba
bi

lit
y

50 100 150 200 250
−2

−1

0

1

2
x 10

−3

Inter−dyad distance (bp)

O
sc

ill
at

or
y 

pa
rt

 

 

Correlation: 0.764

Data
Model

Data
Model (unwrapping)
Model (no unwrapping)

RMS: 9.996×10-4

A

B

C

Figure 3.9: Genome-wide distribution of inter-dyad distances. (A) Nucleosome

energy profile. The energy of a nucleosome that covers 2x + 1 bps, and is symmetri-

cally unwrapped, is given by uSInuc = 2uhalf(x). The minima and maxima of the energy

landscape are based on information from the crystal structure of the nucleosome core

particle [154, 152]. Dark gray bars show where the histone binding motifs interact

with the DNA minor groove in the structure. Light gray bars show where the DNA

major groove faces the histones. The energy profile is obtained by a polynomial fit as

described in Appendix B, Model A. (B) The inter-dyad distance distribution from a

high-resolution nucleosome map [92] (blue), and from the model with (red) and without

unwrapping (gray). In the model without unwrapping, amin = amax = 147 bp and the

fitting parameters are Eb, µ and f (Appendix B, Model A). RMS represents the total

root-mean-square deviation between the model and the data. (C) Oscillations in the

observed (blue) and predicted (red) inter-dyad distance distributions, obtained by sub-

tracting a smooth background from the data and the model with unwrapping in (B).

The smooth background is found by applying a Savitzky-Golay filter of polynomial

order 3 with 31 bp length (using the sgolayfilt function from the Signal Process-

ing Toolbox of MATLAB). Correlation refers to rosc, the linear correlation coefficient

between measured and predicted oscillations.
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Figure 3.10: Sensitivity of the predicted inter-dyad distribution to the param-
eters of the unwrapping potential based on nucleosome crystal structures.
(A) Root-mean-square error (RMS) of the inter-dyad distribution predicted using the
model in Figure 3.9A, as a function of amin and amax. (B) The linear correlation coeffi-
cient between oscillations in the predicted and observed inter-dyad distributions, rosc,
as a function of amin and amax. The oscillations are obtained by subtracting the smooth
background from inter-dyad distributions, as described in the caption of Figure 3.9. (C)
Variation of the RMS with the slope of the unwrapping potential in Figure 3.9A. In
all panels, model parameters that are not varied, are kept fixed at their best-fit values
given in Appendix B, Model A.

3.5.2 Higher-order chromatin structure and linker histone energetics

The effective length of the particle that we found in the fit, amax = 163 bp, is greater

than 147 bp, the length of the DNA in the nucleosome core [152]. The maximum par-

ticle length, amax = 147 bp is incompatible with the observed inter-dyad distribution

(Figure 3.10A, B). The model is less sensitive to the minimum length of the particles,

amin, because extensively unwrapped particles are energetically unfavorable and there-

fore are not frequently seen in the data. The overall shape of the inter-dyad distribution

is also sensitive to the slope of the energy profile in Figure 3.9A. This provided a robust
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fit of the average nucleosome binding energy per bp of the nucleosomes (Figure 3.10C).

The fitted slope yields a value of 14.4 kBT for the histone-DNA interaction energy in a

fully wrapped nucleosome, that is, 147 bp of DNA wrapped around the histone octamer.

Thus the energy profile in Figure 3.9A describes both DNA interactions with the

histone octamer core (up to 73 bp from the dyad) and the effects of higher-order chro-

matin structure, including, potentially, the attachment of Hho1p, the H1 linker histone

of S. cerevisiae, to the DNA immediately outside of the nucleosome core [155, 156, 157].

Although Hho1p is less abundant in yeast than in higher eukaryotes, it is involved

in higher-order chromatin organization, including chromatin compaction in stationary

phase [158, 157]. Relatively little is known about the molecular mechanism of H1 bind-

ing. There is no consensus yet whether the binding is symmetric or asymmetric, or even

what the extent of the H1 footprint is [155, 156]. H1 binding and other factors that

mediate chromatin folding into higher-order structures cause linker lengths to be dis-

cretized [159, 97]. Linker length discretization can be described by a periodic, decaying

two-body effective potential between neighboring nucleosomes, with the first minimum

occurring approximately 5 bp away from the nucleosome edge [159, 98, 94].

Based on these observations, we construct two models for the energy profile outside

of the nucleosome core region. The first model is a polynomial fit that extends the

quasiperiodic profile of the unwrapping energy through another cycle (Figure 3.9A;

Appendix B, Model A). The depth and the position of the first minimum outside of the

nucleosome core are additional free parameters. As can be seen in Figure 3.11B, our fit

robustly predicts the first minimum to be positioned 5-6 bp outside of the nucleosome

core, in agreement with previous studies [159, 98, 94]. The depth of this minimum is

comparable to the depth of the unwrapping minima (Figure 3.11, Appendix B, Model

A).

The second model represents the energy profile outside of the nucleosome core by a

linear function (Figure 3.12A; Appendix B, Model B). The two free parameters are the

slope and the range of the linear function, which are related to the H1-DNA interaction

energy and the H1 footprint, respectively. This model assumes the H1 histone being

gradually detached from its DNA site immediately outside of the nucleosome core. This
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Figure 3.11: Sensitivity of the predicted inter-dyad distribution to model
parameters describing higher-order chromatin structure. The unwrapping po-
tential is based on nucleosome crystal structures (Appendix B, Model A). (A) Root-
mean-square error (RMS) of the predicted inter-dyad distribution, as a function of
the position and the depth of the first minimum outside of the nucleosome core (Fig-
ure 3.9A). The depth of the first minimum is computed with respect to uhalf(x) = 73 bp.
(B) The linear correlation coefficient between oscillations in the predicted and observed
inter-dyad distributions, rosc, as a function of the position and the depth of the first
minimum outside of the nucleosome core (Figure 3.9A). The oscillations are obtained
by subtracting the smooth background from inter-dyad distributions, as described in
the Figure 3.9 caption. In both panels, model parameters that are not varied are kept
fixed at their best-fit values (Appendix B, Model A).

alternative scenario, although likely oversimplified, can be used to check the sensitivity

of our results toward a particular energy profile outside of the core region. We find that

the linear profile fits the overall shape of the inter-dyad distribution somewhat less well

than the oscillatory one (compare the RMS values in Figures 3.9B and 3.12B), although

the 10-11 bp periodic fine structure is reproduced in both cases (Figures 3.9C, 3.12C).

The optimal linear profile is 7 bp long, yielding a symmetric H1 footprint with two 7

bp half-sites (Figure 3.12D), and the H1-DNA interaction energy of approximatively

5 kBT (Figure 3.12E).
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Figure 3.12: Crystal structure-based model augmented by a linear potential

outside of the nucleosome core. (A) The energy profile fitted to reproduce the inter-

dyad distance distribution shown in (B). All fitting parameters are listed in Appendix B,

Model B. Under the symmetric unwrapping assumption, the energy of a nucleosome

which covers 2x+ 1 bps is given by 2uhalf(x). (B) The inter-dyad distance distribution

observed in a high-resolution nucleosome map [92] (blue line), and predicted using

Model B in Appendix B (red line). RMS - root-mean-square deviation between the

model and the data. Note that in this model RMS below 10−3 could not be achieved, and

thus optimization was switched to maximize the correlation coefficient rosc once RMS

reached 1.2× 10−3 (see Appendix B for details). (C) Oscillations in the observed (blue

line) and predicted (red line) inter-dyad distributions. The oscillations were obtained

by subtracting the smooth background from the data and the model in (B), as described

in the Figure 3.9 caption. Correlation refers to rosc, the linear correlation coefficient

between measured and predicted oscillations. (D) Heatmap with superimposed contour

lines of the rosc dependence on the two parameters of the linear potential outside of

the nucleosome core: ∆x = xlast − 73 bp and ∆E = uhalf(xlast) − uhalf(73), where

[1, xlast] is the range of the energy profile (Appendix B, Model B). Note that the best

fit corresponds to ∆x = 7 bp. (E) The dependence of the RMS on ∆E for the best-fit

value of ∆x = 7 bp. All parameters not explicitly varied in (D) and (E) were kept fixed

at their best-fit values (Appendix B, Model B).
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Figure 3.13: Strictly periodic models of nucleosome unwrapping. (A) Nucleo-

some unwrapping/higher-order structure potential energy profiles. Under the symmet-

ric unwrapping assumption, the energy of a nucleosome that covers 2x+ 1 bps is given

by 2uhalf(x). The minima and maxima of the energy landscape are either based on the

crystal structures of the nucleosome core particle as in Figure 3.9 (blue), or else are

10 (green) and 11 (red) bp-periodic oscillations with fitted initial phase (Appendix B,

Models C and D). Dark gray bars show where the histone binding motifs interact with

the DNA minor groove. Light gray bars indicate where the DNA major groove faces the

histones. (B) The inter-dyad distance distribution from a high-resolution nucleosome

map [92] (blue line), and from the 10 bp-periodic model (red line). All model param-

eters are listed in Appendix B, Model C. RMS - root-mean-square deviation between

the model and the data. (C) Oscillations in the observed (blue line) and predicted (red

line) inter-dyad distributions. The oscillations are obtained by subtracting a smooth

background from the data and the model in (B), as described in the Figure 3.9 cap-

tion. Correlation refers to rosc, the linear correlation coefficient between measured and

predicted oscillations. (D) Same as (B), for the 11 bp-periodic model. All model pa-

rameters are listed in Appendix B, Model D. (E) Same as (C), for the 11 bp-periodic

model.
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3.5.3 Alternative models of nucleosome unwrapping

We next test the sensitivity of our fits to the analytical form of the unwrapping free

energy profile. Although our primary model follows nucleosome crystal structures in

creating a quasi-periodic energy profile with both 10 and 11 bp modes, strictly periodic

10 or 11 bp sinusoidal profiles yield nearly the same quality of fit (Figure 3.13; Ap-

pendix B, Models C, D). Since the initial phase of the oscillations is not determined by

the crystal structure, it becomes another fitting parameter. The fitted initial phases in

the 10 and 11-bp models make the periodic curves match the crystal structure further

away from the dyad, where most of the observed unwrapping takes place (Figure 3.13A).

The phases diverge closer to the dyad, where they are not as strongly constrained by

the data. The root-mean-square deviation, RMS, is less sensitive to the initial phase

than to the linear correlation, rosc, between predicted and observed oscillations in the

inter-dyad histograms (Figure 3.14). The primary peak in the dependence of the cor-

relation coefficient on the initial phase matches the crystal structure. There is also a

secondary peak corresponding to the 5 bp shift in the unwrapping energy profile, which

in turn leads to the 10 bp, in-phase shift in the distribution of inter-dyad oscillations

(Figure 3.14B).

Since the inter-dyad distance distribution has a distinct oscillatory component, it is

not surprising that a purely linear model of unwrapping energy does not fit the data as

well, although it does match its overall shape (Figure 3.15A; Appendix B, Model E).

Less trivially, it was suggested on the basis of single-nucleosome unzipping experiments

that nucleosome unwrapping proceeds with 5-bp periodicity because histones interact

with each DNA strand separately where the DNA minor groove faces the histone oc-

tamer surface, creating two distinct contact “subpatches” [142]. This single-molecule

data was fit to a model with a step-wise unwrapping free energy profile [114]. Each step

in the profile corresponds to breaking a point histone-DNA contact, and the steps occur

every 5.25 bp on average. We do not find any evidence for 5 bp periodicity of nucleo-

some unwrapping in the genomic data. Indeed, both 5 bp step-wise and 5 bp periodic

sinusoidal profiles fit the data poorly, about as well as the linear model (Figure 3.15B,
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Figure 3.14: Sensitivity of the predicted inter-dyad distribution to parameters
of the 10 bp-periodic model. (A) Heatmap with superimposed contour lines of
the RMS dependence on the slope of the energy profile and the position of the last
minimum within the nucleosome core. RMS - root-mean-square deviation between the
model and the data. (B) The linear correlation coefficient, rosc, between oscillations in
the predicted and observed inter-dyad distributions, as a function of the overall slope
of the energy profile and the position of the last minimum within the nucleosome core.
All parameters not explicitly varied are kept fixed at their best-fit values (Appendix B,
Model C).

C). Even the 10-bp step-wise unwrapping profile, while clearly having the right period-

icity, does not fit the data as well as the structure-based model (Figure 3.15D). This

observation suggests that the picture of gradual loss of favorable finite-range histone-

DNA interactions, followed by gain in DNA conformational entropy, is closer to reality

than abrupt disruption of short-range histone-DNA contacts. A direct comparison

of single-molecule and genome-wide energy profiles is unfortunately obscured by the

fact that the reported single-nucleosome unzipping experiments are specific to the 601

nucleosome-forming sequence [71], in contrast to our methodology which provides the

average, sequence-independent picture of unwrapping energetics.

3.5.4 Genome-wide organization of nucleosome unwrapping states

Figure 3.16A, in which genes are sorted by the promoter length and aligned by the TSS,

shows a canonical picture of nucleosomes depleted in promoters and well-positioned over

coding regions [60, 87]. Interestingly, promoter nucleosomes have shorter inter-dyad

distances and are therefore more unwrapped (Figure 3.16B). When averaged over all



87

Linear model

Dyad − edge distance (bp)

u ha
lf

(k
B
T

)

0 10 20 30 40 50 60 70 80

−10

−8

−6

−4

−2

0

2

50 100 150 200 250
0

0.005

0.010

0.015

0.020

 

 

Inter−dyad distance (bp)
P

ro
ba

bi
lit

y

Data
Model

50 100 150 200 250
−2

−1

0

1

2
x 10

−3

Inter−dyad distance (bp)

O
sc

ill
at

or
y 

pa
rt

 

 

Correlation: 0.206

Data
Model

Dyad − edge distance (bp)

u ha
lf

(k
B
T

)

0 10 20 30 40 50 60 70 80

−10

−8

−6

−4

−2

0

2

50 100 150 200 250
0

0.005

0.010

0.015

0.020

 

 

Inter−dyad distance (bp)

P
ro

ba
bi

lit
y

Data
Model

50 100 150 200 250
−2

−1

0

1

2
x 10

−3

Inter−dyad distance (bp)

O
sc

ill
at

or
y 

pa
rt

 

 

Correlation: 0.283

Data
Model

Dyad − edge distance (bp)

u ha
lf

(k
B
T

)

0 10 20 30 40 50 60 70 80

−10

−8

−6

−4

−2

0

2

50 100 150 200 250
0

0.005

0.010

0.015

0.020

 

 

Inter−dyad distance (bp)

P
ro

ba
bi

lit
y

Data
Model

50 100 150 200 250
−2

−1

0

1

2
x 10

−3

Inter−dyad distance (bp)

O
sc

ill
at

or
y 

pa
rt

 

 

Correlation: 0.545

Data
Model

5 bp sin model 5 bp step-wise model 10 bp step-wise model

RMS: 9.898×10-4 RMS: 9.904×10-4 RMS: 9.790×10-4

Dyad − edge distance (bp)

u ha
lf

(k
B
T

)

0 10 20 30 40 50 60 70 80

−10

−8

−6

−4

−2

0

2

50 100 150 200 250
0

0.005

0.010

0.015

0.020

 

 

Inter−dyad distance (bp)

P
ro

ba
bi

lit
y

Data
Model

50 100 150 200 250
−2

−1

0

1

2
x 10

−3

Inter−dyad distance (bp)

O
sc

ill
at

or
y 

pa
rt

 

 

Correlation: 0.275

Data
Model

RMS: 9.972×10-4

A B C D

Figure 3.15: Alternative models of nucleosome unwrapping. (A) Linear model
(Appendix B, Model E). (B) 5-bp periodic model (Appendix B, Model F). (C) 5-bp
step-wise model (Appendix B, Model G). (D) 10-bp step-wise model (Appendix B,
Model H). In each column, the upper panel shows the nucleosome unwrapping/higher-
order structure potential energy profile (as in Figure 3.9A), the middle panel shows
the comparison of experimental and predicted inter-dyad distance distributions (as in
Figure 3.9B), and the lower panel shows observed and predicted oscillations in the
inter-dyad distance distributions (as in Figure 3.9C).

genes, the number of dyads at a given bp and the average inter-dyad distance at that

bp are strongly correlated (compare blue and red lines in Figure 3.16C). The profile of

average inter-dyad distances is also correlated with the distribution of DNA fragment

lengths in an MNase assay which mapped both nucleosomes and subnucleosome-size

particles by paired-end sequencing (Figure 3.17A, green line in Figure 3.16C) [146].

The two profiles do not coincide completely because inter-dyad distances also depend

on the distribution of linker lengths. The observed behavior is opposite of the naive

expectation that unwrapping increases with occupancy due to nucleosome crowding.

This behavior is also reproduced in a simple sequence-independent model in which

nucleosomes phase off a potential barrier placed in the promoter region (Figure 3.18).
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Figure 3.16: Nucleosome unwrapping in the vicinity of transcription start

sites. (A) Distribution of nucleosome dyad counts [92] near the TSS. 4763 verified

S.cerevisiae open reading frames (ORFs) are aligned by their TSS and sorted by pro-

moter lengths. Each horizontal line corresponds to one ORF. (B) Distribution of the

average distance between neighboring dyads. For each bp, the distances between a

dyad at that bp and all neighboring dyads are averaged. ORFs are sorted as in (A). In

(A) and (B), values at bps without dyads are obtained by interpolation, and heatmaps

are smoothed using a 2D Gaussian kernel with σ = 3 pixels. (C) Data in (A), (B)

and Figure 3.17A-C is averaged over all genes. Blue: nucleosome dyad counts, red:

average distance between neighboring dyads, green: average length of DNA-bound par-

ticles mapped by MNase digestion [146] (see Figure 3.17A for details). Curve with light

gray background: combined occupancy of 9 PICs (TBP, TFIIA, TFIIB, TFIID, TFIIE,

TFIIF, TFIIH, TFIIK, PolII) [160], curve with light pink background: average histone

turnover rate [161]. The peaks in the dyad count profile (blue) are marked with orange

ovals representing nucleosomes, and peak-to-peak distances are shown.
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Figure 3.17: Genome-wide distribution of nucleosome lengths, histone

turnover rates, and transcription pre-initiation complexes. (A) Distribution of

average lengths of DNA-bound particles mapped by MNase digestion [146] in the vicin-

ity of TSS. We consider particles with sizes between 80 and 200 bp, and assign particle

lengths to the mid-point of each particle. Values for bps without dyads are obtained by

interpolation. (B) Distribution of histone turnover rates [161] in the vicinity of TSS.

(C) Distribution of the combined occupancy of 9 transcription pre-initiation complexes

(PICs) [160] in the vicinity of TSS. PIC occupancies provided at 20 bp intervals in

[160] are interpolated. In panels (A)-(C), the genes’ order is as in Figure 3.9B, and the

heatmaps are smoothed using a 2D Gaussian kernel with σ = 3 pixels. (D) Correlation

between inter-dyad distances and histone turnover rates averaged over 10 kbp windows

tiling the yeast genome. (E) Correlation between average inter-dyad distances and the

A/T ratio in 10 kbp windows tiling the yeast genome. A/T ratio is the fraction of A/T

nucleotides in the window, divided by the genome-wide A/T fraction. Correlation in

(D) and (E) refers to the linear correlation coefficient.



90

Partially unwrapped nucleosomes tend to have elevated histone turnover rates [161],

both around TSS and genome-wide (Figures 3.16C, 3.17B, 3.17D). We find that nucle-

osomes at loci enriched in PICs [160] are also more unwrapped (Figures 3.16C, 3.17C).

Finally, inter-dyad distances tend to increase with the fraction of A/T nucleotides, indi-

cating that nucleosomes occupying A/T-rich sequences have longer footprints genome-

wide (Figure 3.17E). We note that it is misleading to equate inter-nucleosome distances

with peak-to-peak distances in the average profile of nucleosome dyad counts (blue line

in Figure 3.16C). The peak-to-peak distances are 164-165 bp, while the average inter-

dyad distance for the nucleosomes in the [TSS, TSS+1000] region is 149.6 bp. Thus

nucleosome unwrapping is much more common than could be predicted by mapping

single-nucleosome positions alone.
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Figure 3.18: Modeling distributions of nucleosome lengths and dyad positions

in the vicinity of TSS. As in Figure 3.16 we align all yeast genes by their TSS and

for each bp, we compute the fraction of times a fixed bp is found in an intergenic

region, as opposed to the ORF of a neighboring gene (grey background curve). We

use the shape of the intergenic ratio as a guide for constructing an energy barrier for

in vivo histone deposition (pink background curve). The barrier is composed of three

half-Gaussians: B(x) = H exp
[
− (x−c)2

2σ2
1

]
(x ≤ c), (H + D)

{
exp

[
− (x−c)2

2σ2
2

]
− 1
}
−

D exp
[
− (x−c)2

2σ2
3

]
(x > c). The free parameters of the barrier are fit to maximize the

sum of two correlations between observed and predicted normalized dyad counts [92]

(solid and dashed blue lines, respectively), and between observed and predicted average

nucleosome DNA lengths [146] (solid and dashed green lines, respectively). Normalized

dyad counts are computed as the total number of dyads at a given bp divided by the

average around the TSS. Average DNA lengths are computed for all nucleosomes with a

midpoint at a given bp, for all genes. The fitted parameters are: H = 0.0545 kBT, D =

0.0243 kBT, c = xTSS− 32 bp, σ1 = 162.7 bp, σ2 = 28.0 bp, σ3 = 2090.9 bp, where xTSS

is the absolute position of the TSS in the box, c is the center of the 3 Gaussians, H is

the height of the first Gaussian, D is the depth of the third Gaussian, and σ1, σ2, σ3

are the standard deviations of the three Gaussian distributions. The simulations are

done in a 15 kbp box with the barrier placed at its center to eliminate the boundary

effects. Unwrapping is assumed to be symmetric and the nucleosome structure-based

unwrapping potential (Appendix B, Model A) is used. The total free energy, unuc(k, l),

of a nucleosome occupying bps k, . . . , l is a sum of uSInuc and uSDnuc =
∑l

j=k εj , where εj

is the value of the barrier at bp j.
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3.5.5 Accessibility of nucleosomal DNA to factor binding

Partial unwrapping of nucleosomal DNA results in differential accessibility of factor

binding sites with respect to their position inside the nucleosome – sites on the edges

are more accessible than those closer to the dyad. In contrast, all-or-none nucleo-

some formation should not be sensitive to the binding site position – a nucleosome,

once unfolded, liberates its entire site. Polach and Widom [28] studied differential

accessibility of six restriction enzymes to their target sites. The sites were placed at

various positions throughout the 5S rRNA nucleosomal sequence (Figure 3.19A). A

later study used the 601 sequence and an extended set of eleven restriction enzymes

(Figure 3.19B) [39]. These studies measured equilibrium constants for site exposure,

Kconf
eq , which are related to the probability for a site to be accessible for binding by the

equation popen = Kconf
eq /(1 +Kconf

eq ) ≈ Kconf
eq [48].

We use our crystal structure-based unwrapping model (Figure 3.9A; Appendix B,

Model A) to fit the data on site accessibility [28, 39]. Here the system consists of

a single nucleosome and asymmetric unwrapping is allowed. We assume that a site

becomes accessible for the enzyme only after an additional number of bps, d, have been

unwrapped from the histone octamer surface [48]. We also assume that once the dyad

is unwrapped from either end, the entire nucleosome is unfolded. The probability for a

binding site to be accessible is given by

popen(x) =


1−Occnuc(x+ d) for x < xd − d,

1−Occnuc(xd) for xd − d ≤ x ≤ xd + d,

1−Occnuc(x− d) for x > xd + d,

where x ∈ [1, 147] bp, xd = 74 bp is the position of the dyad, and the nucleosome

occupancy is given by Equation (3.8).

Besides d, the fitting parameters of the model are the overall slope of the bind-

ing energy, ε, and the histone chemical potential, µ. All other parameters are as in

Appendix B, Model A, with the exception of amin = 1 bp, and amax = 147 bp. For

the 5S rRNA measurements [28], we obtain ε5S = −0.13 kBT/bp, µ = −17.5 kBT,

and d = 23 bp. For the 601 measurements [39], we obtain ε601 = −0.16 kBT/bp,
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Figure 3.19: Probability of binding site exposure within a nucleosome. The
solid blue and dashed green lines represent model predictions with and without unwrap-
ping, respectively. In the latter case, amin = amax = 147 bp and all other parameters
are adopted from the model with unwrapping. The dyad is fixed at bp 74. (A) Re-
striction enzyme sites inserted into the 5S rRNA sequence at locations indicated by
the centers of vertical red bars [28]. (B) Restriction enzyme sites inserted into the 601
sequence at locations indicated by the centers of the vertical red bars in the middle of
each group [39]. Each group of three bars corresponds to independent measurements in
which the 601 sequence was flanked by different DNA sequences. In (A) and (B), the
height of each bar is the equilibrium constant for site exposure averaged over multiple
experiments (error bars show standard deviation).

µ = −16.4 kBT, and d = 45 bp. As expected, the nucleosome formation energy of

the 601 sequence is 147 × (ε5S − ε601) = 4.4 kBT more favorable than that of the 5S

sequence, in agreement with the experimentally measured difference of 4.9 kBT [54].

The nucleosome formation energy of the 601 sequence is 24.1 kBT, close to the 23.8 kBT

estimate made on the basis of 601 unzipping experiments [114]. Interestingly, the 601

DNA has to unwrap more extensively past the binding site to allow access to restriction

enzymes.

Overall, our model reproduces the observed differential accessibility of restriction

enzyme binding sites with respect to the nucleosome dyad (Figure 3.19). The only

outliers are StyI and BfaI binding sites in the 601 series which are not used in the

fit and which, cannot be more open than the PmlI site located further away from the

dyad, if unwrapping proceeds from the ends. It is possible that StyI and BfaI require
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less extensive unwrapping in order to bind to their target sites and cleave DNA.

3.6 Nucleosome-induced cooperativity

If multiple biding sites reside within a single nucleosome, binding of one factor makes

the other sites more accessible, in a phenomenon known as nucleosome-induced coop-

erativity [27, 40, 47]. The cooperativity disappears in the absence of nucleosomes and

reduces in extent with the distance between consecutive sites [27]. Moreover, the co-

operativity is not observed if the two sites are on the opposite sides of the nucleosome

dyad [50].

We can use our model of nucleosome unwrapping (Appendix B, Model A with

amin = 1 bp, and amax = 147 bp) to capture all these aspects of nucleosome-induced

cooperativity (Figure 3.20). Specifically, for sites located more than 40 bp away from

the dyad site accessibility is strongly enhanced if DNA unwrapping is allowed (Fig-

ure 3.20A). Interestingly, cooperativity between two TFs bound on the same side of the

dyad is observed both with and without unwrapping (Figure 3.20B). However, without

unwrapping it is impossible to show that binding on the opposite sides of the dyad

is not cooperative, as observed in experiments [50] (Figure 3.20C). Furthermore, the

decrease of cooperativity with distance [27] cannot be reproduced (Figure 3.20D). Thus

modeling transient nucleosome unwrapping is necessary for understanding how TFs and

other DNA-binding proteins gain access to their nucleosome-covered sites.

3.6.1 Sequence-dependent nucleosome positioning and unwrapping

We now focus on the sequence-dependent correction to the average free energy of nu-

cleosome formation, uSDS(N). We assume that uSDS(N) depends only on the number of

mono- and dinucleotides in the nucleosomal DNA, as discussed in Section 3.4.3. We

consider three in vivo nucleosome maps in S.cerevisiae based on paired-end sequenc-

ing [146, 147, 148], and an in vitro map in which nucleosomes were assembled on yeast

genomic DNA and sequenced using single-end reads [57]. In the latter case, we assume
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Figure 3.20: Modes of nucleosome-induced cooperativity. (A) TF and nucle-
osome occupancy with and without unwrapping. The TF binding site occupies bps
11–20. Inset: TF binding probability as a function of the distance between the nucleo-
some dyad and the proximal edge of the TF site, with and without unwrapping. (B) TF
titration curves for one TF site vs. two TF sites located on the same side of the dyad.
Site 1 occupies bps 11–20, site 2 occupies bps 31–40. Inset: Binding site locations.
(C) Same as (B), but with the two TF sites located on the opposite sides of the dyad.
Site 1 occupies bps 11–20, site 2 occupies bps 117–126. Inset: Binding site locations.
(D) Nucleosome-induced cooperativity as a function of the distance between two TF
binding sites. The binding probability of the second TF is shown. Site 1 occupies bps
11-20, while the position of the second site is variable. Inset: Definition of the distance
between the two binding sites. In all panels, the free energy of a fully wrapped nucleo-
some is − ln(109) kBT; the histone chemical potential is ln(10−6) kBT; the TF binding
energy is − ln(1010) kBT to cognate sites, and − ln(106) kBT to all other sites; the TF
chemical potential is ln(10−9) kBT unless varied. Asymmetric unwrapping is allowed;
in the model without unwrapping, amin = amax = 147 bp, and all other parameters are
the same as in the model with unwrapping.

that all nucleosomes have a canonical length of 147 bp. All four nucleosome map-

ping experiments used MNase digestion to isolate mononucleosomes. We first compute

the total energy of nucleosome formation uS(N) using Equation (3.15). The sequence-

independent part of the binding energy, uSIN , is obtained from the high-resolution map

of inter-dyad distances [92] by fitting the parameters of Model A, from Appendix B, as

described in Section 3.5.1. Subtracting the sequence-independent part, uSIN , from the

total nucleosome energy, uS(N), we obtain the sequence-dependent correction, uSDS(N).

As described in Section 3.4.3, we fit the sequence-dependent model to uS(N) − uSIN ,

and obtain the parameters which give the energetic contributions of all mono- and



96

Table 3.1: Table of energy parameters inferred from four nucleosome maps
Energy parameters were predicted using three in vivo nucleosome maps based on paired-
end reads from Henikoff et al. [146], Nagarajavel et al. [148], and Cole et al. [147], and
one in vitro nucleosome map based on single-end reads from Kaplan et al. [57]. In the
Kaplan et al. map, each single-end sequence read was extended to the canonical nucle-
osome length of 147 bp. For each nucleosome map, we obtain an estimate of nnuc

1 (i, j)
by normalizing raw read counts, that is the number of nucleosomes of any length that
start at a given bp so that the maximum nucleosome occupancy is 1.0 for each chromo-
some. We compute the total nucleosome formation energy u(i, j) from nnuc

1 (i, j) using
Equation (3.15). Next we subtract the sequence-independent part, uSI(i, j), predicted
using Brogaard et al. data [92] (Appendix B, Model A), and fit the parameters of
the sequence-dependent correction, uSD(i, j), as described in Section 3.4.3. Last row
indicated the number of reads per bp in each dataset, Nrpbp.

Kaplan et al. Henikoff et al. Nagarajavel et al. Cole et al.

εA/T -0.180 -0.081 -0.200 -0.195

εC/G 0.290 0.130 0.322 0.314

εAA/TT 0.221 0.069 0.210 0.210

εAC/GT -0.076 -0.031 -0.055 0.017

εAG/CT -0.068 -0.010 -0.123 -0.130

εAT/AT 0.201 0.089 0.141 0.198

εCA/TG -0.092 -0.003 -0.085 -0.166

εCC/GG -0.305 -0.138 -0.324 -0.306

εCG/CG -0.319 -0.169 -0.396 -0.462

εGA/TC -0.054 -0.023 0.013 0.016

εGC/GC -0.315 -0.162 -0.253 -0.148

εTA/TA 0.189 0.090 0.246 0.173

Nrpbp 1.02 5.53 0.81 2.71

dinucleotides to this correction. The obtained parameters are summarized in Table 3.1.

The number of unwrapped nucleosome species may be as high as several thousand,

depending on the maximum extent of unwrapping, and the available levels of read

coverage, that is the mean number of reads starting at a bp, are relatively low, see

Table 3.1. In the absence of high-resolution, high-coverage experimental data, we have

tested our ability to predict nucleosome unwrapping energetics using a realistic model

system, with a limited read coverage. We tested a series of read coverages of 1, 10,

and 100 reads per bp. Specifically, we assume that the sequence-depending part of the

binding energy, uSDS(N), is given by the energy parameters inferred from the Henikoff et

al. dataset [146] (Table 3.1), and the sequence-independent part, uSIN , is defined as in
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Figure 3.21: Energy parameters inferred from four nucleosome maps. Energy
parameters obtained using three in vivo nucleosome maps based on paired-end reads
from Henikoff et al. [146], Nagarajavel et al. [148], and Cole et al. [147], and one in
vitro nucleosome map based on single-end reads from Kaplan et al. [57]. The WW
dinucleotides, W denoting either an A or a T nucleotide, have the highest energies
within the set of ten unique dinucleotides. Also, the SS dinucleotides, with S denoting
either a C or a G nucleotide, have the lowest energies, while the mixed dinucleotides
containing a W and a S nucleotide, have intermediate energies.

Appendix B, Model A. Using Equation (3.3), with the chemical potential µ = −13 kBT,

we compute the exact nucleosome distribution nnuc
1 (k, l) for the S.cerevisiae chromo-

some I. We sample paired-end nucleosomal reads (k, l) from the exact distribution,

nnuc
1 (k, l), until a desired level of read coverage is reached. From this finite sample, we

construct a histogram of nucleosome lengths, P (N), and use it to optimize the parame-

ters of the unwrapping potential uSIN . Next, we use Equation (3.15) to predict the total

binding energy, uS(N), from the same sample, and fit the sequence-dependent correction

uS(N) − uSIN as described in Section 3.4.3, assuming that the dyad is at the mid-point

of each particle. Finally, using the fitted binding energy components uSIN and uSDS(N),

we compute the predicted nucleosome dyad distribution and coverage, which are then

compared with the exact distributions.

We find that we are able to infer the unwrapping potential even at modest levels of
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read coverage (Figure 3.22A, B). The overall slope of the potential is slightly overes-

timated, likely because the histogram of particle lengths is affected by well-positioned

nucleosomes with negative formation energies. The average of these energies may bias

the slope. Nucleosome occupancies and dyad positions are reproduced reasonably well

using at minimum of 10 reads per bp, but at least 100 reads per bp are required to

recover the energy parameters (Figure 3.22C).
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Figure 3.22: Inference of the unwrapping potential and sequence-specific nu-
cleosome formation energies in a model system. (A) The exact and predicted
unwrapping potentials at three levels of sequence coverage. All calculations are done
using the DNA sequence from chromosome I of S. cerevisiae. M × L reads are ran-
domly sampled from the exact nucleosome distribution, nnuc

1 , corresponding to the total
binding energy unuc = uSI

nuc + uSD
nuc [Equation 3.3], where uSI

nuc is given by Model A in
AppendixB, uSD

nuc is defined by a set of energy parameters inferred from the Henikoff et
al. nucleosome map [146] (Table 3.1), and M ∈ {1, 10, 100} is the desired level of read
coverage per bp. Sampled reads are used to compile a chromosome-wide histogram
of nucleosome DNA lengths, to which the unwrapping potential in Model A is fit by
using a genetic algorithm optimization function ga from the MATLAB Global Opti-
mization toolbox to minimize the root-mean-square error of the predicted distribution
of nucleosome lengths. (B) Relative errors between predicted and exact parameters of
the unwrapping potential, described in Appendix B, Model A, and predicted and exact
chemical potential at three levels of sequence coverage. P denotes any parameter on
the horizontal axis. (C) Relative errors between predicted and exact energy parameters
(Table 3.1, Henikoff et al. nucleosome map [146]) (light blue background). Linear cor-
relation coefficients, between predicted and exact distributions of dyad positions and
nucleosome occupancy (light pink background). The height of each bar in (B) and
(C) represents the mean relative error for the corresponding parameter or the mean
correlation coefficient, obtained by averaging the results of a hundred random sampling
experiments. The uncertainty intervals represent standard deviations.
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Chapter 4

Other joint projects

In this chapter I present a short summary of the other projects in which I have been in-

volved during my PhD studies. These projects are collaborations with three labs: James

Broach’s lab from Princeton University (now at Penn State University), Yuri Moshkin’s

lab from Erasmus University, Rotterdam, The Netherlands, and Stefan Björklund’s lab

from Ume̊a University, Ume̊a, Sweden.

This Chapter is based on our work which was published in [162], and on two ongoing

research projects [163, 78, 52].

4.1 Msn2 signaling

In order to survive, the yeast S. cerevisiae needs to sense and respond to various envi-

ronmental conditions, such as nutrient availability, osmolarity, and temperature. Nu-

merous signaling pathways responsive to environmental conditions concentrate on the

general stress response pathway, mediated predominantly by the transcription factor

Msn2. In favorable growth conditions, Msn2 remains in the cytoplasm, but upon a

stress it moves into the nucleus and activates many genes that help to protect cells

from a variety of stresses. Because Msn2 is a node at which many signaling path-

ways converge, it can serve as a useful model for understanding how a cell integrates

information from multiple, and possibly conflicting inputs.

In our study [162] we carry out experimental and computational analyses in order

to reveal the principles which dictate the diverse behaviors of genetically identical cells.

Specifically, we provide mechanistic insights into the recently described “bursting” be-

havior of cellular transcription factors [164], a process that has been proposed to allow

coherent transcription of many genes, but for which little molecular explanations are
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Figure 4.1: Our proposed Msn2 signaling network [162], showing the Ras/PKA
branch, Snf1, PP1, and Hog1. MCP/MNP: phosphorylated cytoplasmic/nuclear Msn2;
MC/MN: unphosphorylated cytoplasmic/nuclear Msn2; C: catalytic subunit of PKA;
R: regulatory subunit of PKA; RGTP and RGDP: Ras bound to GTP and GDP, re-
spectively; CYCL: adenylyl cyclase; GAP: GTPase activating proteins Ira1/2; GEF:
GDP/GTP exchange factor Cdc25; PDE: phosphodiesterase. The subscripts “a” and
“i” indicate active and inactive forms of proteins, respectively. Dashed lines show cat-
alytic reactions, while solid lines mean physical transitions.

available.

Single-cell studies have revealed that Msn2 responds to many stresses in an unusual

behavior of irregular and cell-autonomous oscillations into and out of the nucleus, re-

ferred to as “bursting”. The frequency, duration and amplitude of Msn2 oscillations

have vary as a result of differing stresses [165], but what causes these oscillations is still

unknown. Similar translocations between the nucleus and cytoplasm were previously

observed in the case of the calcium-sensitive transcription factor Crz1, which changes

the frequency of these oscillations depending on the strength of the calcium signal [164].
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The important role of the stochastic noise in the biology of cells has become evident

in the recent years. Observations that genetically identical cells, including cancer cells,

can display distinct behaviors, leading to different cell fates [166] has drawn attention of

the scientific community. We note that the stress response of Msn2 has both determin-

istic and stochastic components, further making it a useful model for studying signaling

and transcription in cells. This stochastic behavior of Msn2 allows identical yeast cells

to respond in different ways to identical stimuli, providing a novel mechanism for yeast

as a community to survive in an uncertain environment.

To study the convergence of signals on Msn2 and how they affect its behavior, a flow-

chamber was used to monitor fluorescently labeled Msn2 in individual live cells in real

time using fluorescence microscopy. The flow-chamber allowed an almost instantaneous

switch between different experimental media, which acted as the signal for Msn2 in

this system [162]. We find that Msn2 responds to most stresses, such as a limitation in

glucose or nitrogen in the media, by an initial coherent displacement from the cytoplasm

into the nucleus, followed by random translocations in and out of the nucleus, the

pattern of which differs from cell to cell even in a genetically identical population.

We determine that this behavior is caused by the interplay between several signaling

pathways (Figure 4.1), including Ras/Protein kinase A, AMP activated kinase, the

HOG map kinase pathway, and Protein Phosphatase 1. In addition, we show that noise

in the regulation of Msn2 results in diverse behaviors of genetically identical cells. Using

stochastic modeling, we reproduce through computer simulations the responses of Msn2

to different stresses and demonstrate that the noisy cycling in and out of the nucleus

arises from the small number of Msn2 molecules in the cell. The resulting diversity in

the behavior of genetically identical cells may allow cell populations to optimize their

responses to an unpredictable environment.

For this project, apart from analysing the behavior of the signaling pathways re-

sponsible for the dynamics of Msn2, I also built several graphical user interfaces (GUIs)

(Figure 4.2) which allowed my collaborators to track yeast cells in live cell videos and

to record the nuclear localization of fluorescently tagged Msn2 in an automated way.

Using these GUIs, the process of obtaining quantitative data from many experiments
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Figure 4.2: Snapshot of the cell tracking program user interface. The program takes
as input a live cell video and it tracks frame-by-frame the motion of the yeast cells in
the field of view. Some cells remain in the field of view during the entire experiment,
and these are marked in green. The cells which disappear from the field of view during
the experiment, or which are undetectable in some frames of the movie, are marked
in red and are discarded from further analysis. The program records the fluorescence
intensity levels of all the pixels corresponding to each cell, and also computes the ratio
of fluorescently labeled Msn2 protein in the nucleus and in the cytoplasm at each time
point. At the end of the image processing, the user is allowed to plot and save the
results in an Excel file.

was made more efficient.

This work was done in collaboration with Natalia Petrenko, Megan McClean, James

Broach and Alexandre Morozov.

4.2 Msn2-Mediator-nucleosome interplay

In order to increase gene transcription, activator proteins need to recruit other factors

refered to as coactivators. Mediator is one such coactivator, a multiprotein complex

which acts as a bridge between the activators and the RNA polymerase II (RNAP II)

transcription machinery. In S. cerevisiae, the Mediator complex contains 21 subunits

and it interacts directly with the carboxy terminal domain (CTD) of the largest subunit

of RNAP II [168]. Activators, such as Msn2, and coactivators, such as Mediator, can
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Figure 4.3: Mediator functions as a bridge between Msn2 and the general RNAP II tran-
scription machinery at the promoter. Msn2 interacts with the tail region of Mediator,
while RNAP II interacts with the head and middle regions. A subgroup of Mediator
components (Med12, Med13, Cdk8 and CycC) forms a kinase module (Srb811) that
is involved in negative regulation of transcription. Only Mediator lacking the Srb811
module can associate with RNAP II [167]. GTFs represent the general transcription
factors, CTD is the carboxy terminal domain of RNAP II, ORF denotes the open read-
ing frame and TSS the transcription start site. Proteins labelled in red represent those
that were tagged with 13xMyc tags for the ChIP-sequencing assays.

facilitate access of the transcriptional machinery to the DNA by causing the removal of

nucleosomes. Alternatively, nucleosomes can block DNA binding by activators in the

absence of the appropriate signal. The interaction between activators and nucleosomes

has been studied in the cases of several individual genes but is still poorly understood

on a genome-wide scale, especially in dynamic conditions where cells are growing or

responding to environmental stimuli.

An ongoing project in which I have been involved is to study the changes in DNA

binding of several transcription related proteins (Msn2, Mediator, RNAP II) in response

to a transcriptional switch, and the corresponding changes in nucleosome organization

and gene expression. [78, 163]. To study the genome-wide transcriptional regulation in

budding yeast S. cerevisiae, we carry out a glucose to glycerol media switch where about

half of the yeast genes change their expression levels twofold or more within 15 minutes.

Before and after this switch, we measure the global transcription levels, monitor the

nuclesome occupancy profiles and the chromatin immunoprecipitation (ChIP) profiles
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Figure 4.4: (A) The canonical nucleosome phasing near the TSS. (B) Nucleosome phas-
ing near the binding sites of the transcription factors Gal4, Phd1, Rap1, and Reb1,
obtained from [169]. (C) Nucleosome phasing near the origins of replication, obtained
from [170].

of Msn2, as well as several subunits of Mediator (Med3, Med7, Med14, Med15, Med17,

Med19 and CycC) and RNAP II (CTD) (Figure 4.3).

We find that nucleosome arrays around promoters exist in several distinct classes

of patterns and that nucleosome rearrangements in response to stress are correlated

with the expression change of the corresponding genes. For example, the class of pro-

moters with the most extended nucleosome depleted region is highly enriched for genes

involved in different stress response pathways, and it is also enriched for Mediator and

Msn2 binding. We also present evidence for both activating and repressive functions of
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Figure 4.5: The user interface of the genome browser. We use this browser to display
in parallel the occupancy profiles and compare the dynamics of different DNA-binding
proteins. The browser displays the locations of the ORFs (colored arrows), TSS (blue
vertical line), TATA boxes (green vertical line), and STRE elements (red vertical line).
In this example, we show the ChIP profiles corresponding to 0 and 20 min after the
glucose removal. The individual panels show the binding profiles corresponding to
CTD, Msn2, Med3, Med7, Med14, Med15, Med19, CycC, nucleosomes in WT cells and
nucleosomes in msn2msn4 double deletion mutant, respectively.

Mediator and Msn2. Finally, we argue for the existence of several Mediator subcom-

plexes, composed of different subunits and with distinct roles in transcription [163].

Having paired-end sequencing data, we are able to map with high precision the

nucleosome organization in S. cerevisiae. For example, we detect important nucleosome

phasing, not only near the TSSs, but also near the binding sites of different TFs and

near the autonomously replicating sequences (ARS) (Figure 4.4). ARS are the locations

where the origin recognition complex (ORC) and the mini chromosome maintenance

(MCM) protein complex bind before DNA starts to be replicated. We obtained the

locations of the origins of replication from [170]. From the high-resolution ChIP-exo

experiments by Rhee and Pugh [169], we use the binding sites of Gal4, Phd1, Rap1,

and Reb1. The binding of these transcription factors to the DNA creates important

potential barriers for the histones and these become phased, organizing in regular arrays.
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For this project, I also developed several GUIs which allow the user to scan along

chromosomes and visualize the distribution of different DNA-binding proteins, together

with important genomic features, as for example, open reading frames, transcription

start/termination sites, TATA boxes, and STRE elements (Figure 4.5). Having a simple

tool which permits an easier visualization of all the ChIP profiles in parallel, we study

important loci along the yeast genome on an individual basis, in a time efficient way.

This work was done in collaboration with Nils Elfving, Alexandre Morozov, James

Broach and Stefan Björklund.

4.3 Fragile nucleosomes

Micrococcal nuclease (MNase) digestion is a widespread method for mapping nucleo-

some positions. Chromatin is cross-linked, and MNase is added to digest DNA unpro-

tected by nucleosomes. The protected DNA is subsequently recovered and analyzed.

However, it is also well known that this technique is subject to some bias, due to in-

trinsic MNase sequence preference, as well as some variation depending on the extent

of MNase digestion performed. Nevertheless, this method gives clean and reproducible

nucleosome profiles and, if properly understood, can continue to be a valuable one.

Using differential MNase digestion of chromatin, Xi et al. [51] identified throughout

the yeast genome a special group of nucleosomes termed “fragile” nucleosomes. About

1000 of these unstable nucleosomes were detected at locations previously believed to

be free of nucleosomes. In Figure 4.6 we show the nucleosome organization that was

obtained in [51]. It is clear that in the complete digestion experiment many “fragile”

nucleosomes from the inter-genic regions were lost and not properly mapped to the

yeast genome.

We study the positioning of “stable” (MNase-resistant) and “fragile” (MNase-sensitive)

nucleosomes in Drosophila Schneider 2 (S2) cells [52] by using two concentrations of

MNase for chromatin digestion. We find that the nucleosome density is similar in the

genic and intergenic regions (Figure 4.7, right panel). Although intergenic regions ap-

pear to be nucleosome free when the typical concentration of MNase is used for DNA
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Figure 4.6: Centers of mononucleosomal DNA fragments recovered at two time points
during the MNase digestion. A partial digestion sample was obtained at an early stage
of the digestion, when only a minor portion of the chromatin (∼10%) was reduced to
mononucleosomes. A complete digestion sample was obtained at a later time point when
nearly all chromatin was reduced to mononucleosomes [51]. The inter-genic regions
which seem to have a lower nucleosome density in the completely digested sample (left
panel) are actually occupied by unstable nucleosomes (seen in the partially digested
sample, right panel), which are easily detached from the DNA by the activity of MNase.
This figure is based on data from Xi et al. [51].

digestion (Figure 4.7, left panel), when we use a 20-fold smaller concentration of MNase,

many new nucleosomes are detected in the “nucleosome depleted regions” (Figure 4.7,

right panel).

The heat maps in Figure 4.7 contain the Drosophila genes clustered in two groups,

according to gene expression. The top clusters contain the active genes, while the bot-

tom cluster contain the inactive genes. We notice that only the active genes contain

highly phased arrays of nucleosome. In the inactive genes, there is a lower nucleosome

density in the intergenic region (probably because of the competition with different
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Figure 4.7: Nucleosome distribution in Drosophila S2 cells. The left panel shows the
mapped mononucleosomes which are obtained by MNase digestion with the typical
MNase concentration, while the right panel shows the nucleosome organization which
is obtained when using 20-fold less MNase concentration to digest the chromatin. Many
loose nucleosome which are found in the intergenic regions are lost after the complete
digestion (left panel). The genes are clustered by the expression level and sorted in the
increasing order of the intergenic lengths in each cluster. Only the active genes present
highly phased nucleosomes. Interestingly this situation is reversed in S. cerevisiae,
where the most active genes have the least regular arrays of nucleosomes.

DNA-binding proteins which try to gain access to their target sites), and the nucleo-

some density is almost constant downstream TSS, lacking the typical oscillatory pattern.

When genes become active, different transcription pre-initiation factors attach to the

corresponding promoters, and these create strong potential barriers which help to cre-

ate the regular nucleosome arrays by statistical positioning. We model the nucleosome

distributions from the active and inactive genes. The average nucleosome density from

the experiment using the normal concentration of MNase, is shown in Figure 4.8 A by
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Figure 4.8: (A) The nucleosome dyad distribution near TSS in active (blue background)
and inactive (pink background) genes in Drosophila S2 cells. Similar distributions can
be obtained by simulating the distribution of hard rods of length 147 bp near a poten-
tial barrier positioned near TSS. We use 4 different potential barriers (B) to simulate
the corresponding particle distribution in a window centered around the TSS. The po-
tential barriers have 2 components: one barrier with fixed height and one additional
barrier with variable height. The resulting potential energy is shown in (B) and the
corresponding predicted particle distributions are shown in (C). Increasing potential
barriers generate better phasing of the nearby nucleosome arrays. The measured nu-
cleosome distributions are reproduced reasonably well in this simple model (blue and
red lines in panel A).

the blue and pink background, corresponding to the active and inactive genes, respec-

tively. The distribution of the nucleosomes in the inactive genes can be obtained by

simulating the distribution of a system of hard rods near a potential barrier as the one

shown in Figure 4.8 B (red line). This potential barrier might be generated by DNA

sequences from the promoters which are unfavorable to nucleosome formation, or by the

competition with other DNA-binding proteins which have their target sites upstream

TSS. The obtained nucleosome distribution is shown in Figures 4.8 A, C (red lines). If

the concentration of transcription pre-initiation complexes increases in the promoters of
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the active genes, an additional potential barrier appears (Figure 4.8 B), and the full po-

tential barrier (Figure 4.8 B, blue line) can generate the typical oscillatory nucleosome

distribution as shown in Figures 4.8 A, C (blue lines). Increasing potential barriers

(Figure 4.8 B) generate increasing degrees of nucleosome phasing (Figure 4.8 C), as

expected.

The potential barrier which reproduces a similar nucleosome distribution to the one

observed in the inactive genes (red line in Figure 4.8 B) has the analytic form

Binactive(x) =


H1 exp

[
− (x−c1)2

2σ2
L1

]
if x ≤ c1,

H1 exp
[
− (x−c1)2

2σ2
R1

]
if x > c1,

with H1 = 0.035 kBT, c1 = xTSS − 288 bp, σL1 = 292 bp, and σR1 = 87 bp. In order

to reproduce the distribution of the nucleosome distribution in the active genes, we use

the potential barrier (blue line in Figure 4.8 B)

Bactive(x) = Binactive(x) +


H2 exp

[
− (x−c2)2

2σ2
L2

]
if x ≤ c2,

H2 exp
[
− (x−c2)2

2σ2
R2

]
if x > c2,

where the parameters of the additional barrier are H2 = 0.078 kBT, c2 = xTSS + 24 bp,

σL2 = 182 bp, and σR2 = 43 bp.

A long-standing problem in nucleosome positioning was to understand the mecha-

nisms that allow cells to both organize their genomes into compact chromatin fibers,

and to also keep the DNA accessible to many factors and enzymes. The discovery of

ATP-dependent nucleosome remodeling complexes has been a big step forward. The

remodelers weaken the histone-DNA interactions, and facilitate the nucleosome sliding

along the DNA, thereby increasing the accessibility of proteins to their binding sites.

Because histones and DNA are held together by a large number of interactions

which have to be disrupted in order to reposition the nucleosomes, the remodelers

require energy which is obtained from ATP hydrolysis. The common component of

all nucleosome remodelling factors is a dedicated ATPase domain which catalyzes the

decomposition of ATP into ADP and a free phosphate ion, releasing energy which is

further used by remodelers to slide the nucleosomes.
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Figure 4.9: Dinucleotide frequencies in the sequences occupied by stable (A, C) and
loose (B, D) nucleosomes. The stable nucleosomes are formed on G/C reach sequences,
which also have oscillatory dinucleotide distributions (A, C). These nucleosome posi-
tioning signals are absent from the sequences where loose nucleosomes are detected (B,
D). In panels A and B we show the relative dinucleotide frequencies corresponding to
WW (blue lines), SS (red lines) and WS or SW (orange lines) dinucleotides. These
frequencies are relative to the genome-wide dinucleotide frequencies in the Drosophila
melanogaster genome. In panels C and D, we show the individual dinucleotide frequen-
cies for all 16 cases, as heat maps. Each row corresponds to a specific dinucleotide, and
the windows contain 300 bp, centered at the nucleosome dyads.

We study the action of two nucleosome remodeling complexes: ISWI (imitation

switch, for a review, see [171]) and NuRD (nucleosome remodeling and deacetylation,

for a review, see [172]). We find that the remodelers ISWI and NuRD have different

actions on the nucleosomes arrays – ISWI is increasing the spacing between neighboring

nucleosomes, while NuRD does the opposite.

In order to account for the behavior of the two different classes of nucleosomes,

we compute the dinucleotide frequencies in the DNA sequences which are occupied by

the stable and loose nucleosomes. We see that the stable nucleosomes occupy G/C

rich sequences, unlike the loose nucleosomes (Figure 4.9 A, B). The heatmaps from
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Figure 4.10: Histone turnover rates, normalized as z-scores, in S. cerevisiae (left panel)
and Drosophila (right panel). This Figure is based on data from Deal et al. [174] and
Dion et al. [161].

Figure 4.9 C, D show the distributions of all 16 dinucleotides, while Figure 4.9 A, B

show the distributions of groups of similar dinucleotides. For the stable nucleosomes, we

see oscillating dinucleotide distributions which are believed to be important nucleosome

positioning signals [173].

We also study the dynamics of the histones, and we note that in Drosophila, the

histone turnover rates are reduced in the intergenic regions [174] , as opposed to the

situation in S. cerevisiae [161]. As we show in Figure 4.10, in S. cerevisiae, the most

dynamic nucleosomes are the ones which occupy the intergenic regions. We saw in

Chapter 3 that these nucleosomes are also more unwrapped, which is another indication

that the corresponding DNA information must be readily accessible in S. cerevisiae. The

yeast cells resolved this problem by positioning in that region nucleosomes which are

less tightly bound, as found by Xi et al. [51] (see Figure 4.6).
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Figure 4.11: Comparison of average nucleosome occupancy in clusters of 500 genes
and 1000 genes from S. cerevisiae and D. melanogaster, respectively. The genes were
grouped according to their expression in wild-type cells. The active genes are repre-
sented by red lines and the inactive genes are represented by blue lines.

Another major difference between the nucleosome organization in these two organ-

isms is that the degrees of localization in active versus inactive genes are reversed.

In S. cerevisiae, the inactive genes have better phased nucleosomes and these regular

arrays are disrupted in the most active genes. On the contrary, in Drosophila, the ac-

tive genes contain the best phased nucleosomes and the inactive genes display a more

uniform nucleosome density.

This project is a collaboration with Tsung-Wai Kan, Victor Guryev, Alexandre

Morozov, and Yuri Moshkin.
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Chapter 5

Conclusions

The packaging of eukaryotic genomes into chromatin fibers with the aid of nucleosomes

has a major impact on all biological processes which take place in living cells and involve

DNA. The recent advancements of the DNA sequencing technologies resulted in the

availability of genome-wide nucleosome maps for many organisms in both wild type and

mutant cells. This abundance of data revolutionized our understanding of the factors

which affect the nucleosome organization and the influence of this on the regulation

of different processes, as gene expression, DNA replication, repair, and recombination,

among others.

In Chapter 1 we present the general problem of nucleosome positioning and the

importance of understanding the genome-wide organization of the nucleosomes. We

outline a short summary of the previous experimental studies concerning nucleosome

organization which serve as motivation for our research.

As the only nucleosome maps that were available at the beginning of this study,

contained only single-end reads of the sequenced nucleosomal DNA fragments, our

first model assumed a fixed size of the nucleosomal DNA. In other words, initially

we assumed that all nucleosomes are fully wrapped by 147 base-pairs of DNA. This

model is described in Chapter 2, where we present a statistical mechanics formalism

for studying single-type particles which are confined in a one dimensional lattice, and

some of the applications of this model.

In the last couple of years, paired-end sequencing replaced single-end sequencing

experiments, and higher quality nucleosome maps appeared. It became evident that,

in order to explain the new experimental observations, the partial nucleosome unwrap-

ping had to be considered. In Chapter 3, we present a rigorous statistical mechanics
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treatment of the nucleosome unwrapping, which explains the recent experimental ob-

servations, and we outline some of the applications of our model.

In parallel with my theoretical study of the nucleosome positioning problem, during

my PhD research, I had the pleasure to collaborate with three laboratories. In Chapter

4, we present a short overview of my contributions to these joint projects and some of

the interesting experimental observations. We show interesting differences between the

nucleosome organization in Saccharomyces cerevisiae and Drosophila melanogaster.
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[30] S. Chávez and M. Beato, “Nucleosome-mediated synergism between transcription
factors on the mouse mammary tumor virus promoter,” Proc. Natl. Acad. Sci.
USA, vol. 94, no. 7, pp. 2885–2890, 1997.

[31] R. U. Protacio, K. J. Polach, and J. Widom, “Coupled-enzymatic assays for
the rate and mechanism of DNA site exposure in a nucleosome,” J. Mol. Biol.,
vol. 274, no. 5, pp. 708–721, 1997.

[32] S. Vashee, K. Melcher, W. Ding, S. A. Johnston, and T. Kodadek, “Evidence
for two modes of cooperative DNA binding in vivo that do not involve direct
protein–protein interactions,” Curr. Biol., vol. 8, no. 8, pp. 452–458, 1998.

[33] S. Vashee, J. Willie, and T. Kodadek, “Synergistic activation of transcription
by physiologically unrelated transcription factors through cooperative DNA-
binding,” Biochem. Biophys. Res. Commun., vol. 247, no. 2, pp. 530–535, 1998.

[34] K. Polach, J. Widom, and A. P. W. Paul M. Wassarman, “Restriction enzymes
as probes of nucleosome stability and dynamics,” in Chromatin, vol. Volume 304,
pp. 278–298, Academic Press, 1999.

[35] J. D. Anderson and J. Widom, “Sequence and position-dependence of the equi-
librium accessibility of nucleosomal DNA target sites,” J. Mol. Biol., vol. 296,
pp. 979–987, 2000.

[36] K. Polach, P. Lowary, and J. Widom, “Effects of core histone tail domains on the
equilibrium constants for dynamic dna site accessibility in nucleosomes,” J. Mol.
Biol., vol. 298, no. 2, pp. 211–223, 2000.

[37] J. Anderson, P. Lowary, and J. Widom, “Effects of histone acetylation on the
equilibrium accessibility of nucleosomal DNA target sites,” J. Mol. Biol., vol. 307,
no. 4, pp. 977–985, 2001.

[38] J. D. Anderson and J. Widom, “Poly(dA-dT) promoter elements increase the
equilibrium accessibility of nucleosomal DNA target sites,” Mol. Cell. Biol.,
vol. 21, no. 11, pp. 3830–3839, 2001.

[39] J. D. Anderson, A. Th̊aström, and J. Widom, “Spontaneous access of proteins
to buried nucleosomal DNA target sites occurs via a mechanism that is distinct
from nucleosome translocation,” Mol. Cell. Biol., vol. 22, no. 20, pp. 7147–7157,
2002.

[40] J. A. Miller and J. Widom, “Collaborative competition mechanism for gene acti-
vation in vivo,” Mol. Cell. Biol., vol. 23, pp. 1623–1632, 2003.

[41] G. Li, M. Levitus, C. Bustamante, and J. Widom, “Rapid spontaneous accessi-
bility of nucleosomal DNA,” Nat. Struct. Mol. Biol., vol. 12, no. 1, pp. 46–53,
2004.

[42] G. Li and J. Widom, “Nucleosomes facilitate their own invasion,” Nat. Struct.
Mol. Biol., vol. 11, no. 8, pp. 763–769, 2004.

[43] A. Bucceri, K. Kapitza, and F. Thoma, “Rapid accessibility of nucleosomal DNA
in yeast on a second time scale,” EMBO J, vol. 25, no. 13, pp. 3123–3132, 2006.



120

[44] H. S. Tims and J. Widom, “Stopped-flow fluorescence resonance energy transfer
for analysis of nucleosome dynamics,” Methods, vol. 41, no. 3, pp. 296–303, 2007.

[45] M. G. Poirier et al., “Spontaneous access to DNA target sites in folded chromatin
fibers,” J. Mol. Biol., vol. 379, no. 4, pp. 772–786, 2008.

[46] M. G. Poirier, E. Oh, H. S. Tims, and J. Widom, “Dynamics and function of
compact nucleosome arrays,” Nat. Struct. Mol. Biol., vol. 16, pp. 938–945, 2009.

[47] L. A. Mirny, “Nucleosome-mediated cooperativity between transcription factors,”
Proc. Natl. Acad. Sci. USA, vol. 107, no. 52, pp. 22534–22539, 2010.

[48] P. Prinsen and H. Schiessel, “Nucleosome stability and accessibility of its DNA
to proteins,” Biochimie, vol. 92, no. 12, pp. 1722–1728, 2010.

[49] H. S. Tims, K. Gurunathan, M. Levitus, and J. Widom, “Dynamics of nucleosome
invasion by DNA binding proteins,” J. Mol. Biol., vol. 411, no. 2, pp. 430–448,
2011.

[50] G. Moyle-Heyrman, H. S. Tims, and J. Widom, “Structural constraints in col-
laborative competition of transcription factors against the nucleosome,” J. Mol.
Biol., vol. 412, no. 4, pp. 634–646, 2011.

[51] Y. Xi, J. Yao, R. Chen, W. Li, and X. He, “Nucleosome fragility reveals novel
functional states of chromatin and poises genes for activation,” Genome Res.,
vol. 21, no. 5, pp. 718–724, 2011.

[52] R. V. Chereji, T.-W. Kan, V. P. Guryev, A. V. Morozov, and Y. M. Moshkin,
“The positioning of stable and fragile nucleosomes depends on distinct sequence
rules and ATP-dependent chromatin remodelers,” In preparation.

[53] B. L. Kidder, G. Hu, and K. Zhao, “ChIP-Seq: technical considerations for ob-
taining high-quality data,” Nat. Immunol., vol. 12, no. 10, pp. 918–922, 2011.

[54] A. Th̊aström, L. Bingham, and J. Widom, “Nucleosomal locations of dominant
DNA sequence motifs for histone–DNA interactions and nucleosome positioning,”
vol. 338, no. 4, pp. 695–709, 2004.

[55] D. V. Fyodorov and J. T. Kadonaga, “Chromatin assembly in vitro with purified
recombinant ACF and NAP-1,” in Methods in Enzymology (Sankar L.Adhya and
Susan Garges, ed.), vol. Volume 371, pp. 499–515, Academic Press, 2003.

[56] R. D. Kornberg and L. Stryer, “Statistical distributions of nucleosomes: nonran-
dom locations by a stochastic mechanism,” Nucleic Acids Res., vol. 16, no. 14,
pp. 6677–6690, 1988.

[57] N. Kaplan, I. K. Moore, Y. Fondufe-Mittendorf, A. J. Gossett, D. Tillo, Y. Field,
E. M. LeProust, T. R. Hughes, J. D. Lieb, J. Widom, and E. Segal, “The
dna-encoded nucleosome organization of a eukaryotic genome,” Nature, vol. 458,
pp. 362–366, 2009.

[58] C.-K. Lee, Y. Shibata, B. Rao, B. D. Strahl, and J. D. Lieb, “Evidence for
nucleosome depletion at active regulatory regions genome-wide,” Nat. Genet.,
vol. 36, no. 8, pp. 900–905, 2004.



121

[59] B. E. Bernstein, C. L. Liu, E. L. Humphrey, E. O. Perlstein, and S. L. Schreiber,
“Global nucleosome occupancy in yeast,” vol. 5, no. 9, p. R62, 2004.

[60] G. C. Yuan, Y. J. Liu, M. F. Dion, M. D. Slack, L. F. Wu, S. J. Altschuler,
and O. J. Rando, “Genome-scale identification of nucleosome positions in S. cere-
visiae,” Science, vol. 309, pp. 626–630, 2005.

[61] E. A. Sekinger, Z. Moqtaderi, and K. Struhl, “Intrinsic histone-dna interactions
and low nucleosome density are important for preferential accessibility of promoter
regions in yeast,” Mol. Cell, vol. 18, no. 6, pp. 735–748, 2005.

[62] R. Skloot, The immortal life of Henrietta Lacks. Random House Digital, Inc.,
2010.

[63] W. Lee, D. Tillo, N. Bray, R. H. Morse, R. W. Davis, T. R. Hughes, and C. Nislow,
“A high-resolution atlas of nucleosome occupancy in yeast,” Nat. Genet., vol. 39,
no. 10, pp. 1235–1244, 2007.

[64] I. Whitehouse, O. J. Rando, J. Delrow, and T. Tsukiyama, “Chromatin remod-
elling at promoters suppresses antisense transcription,” Nature, vol. 450, no. 7172,
pp. 1031–1035, 2007.

[65] F. Wyers, M. Rougemaille, G. Badis, J.-C. Rousselle, M.-E. Dufour, J. Boulay,
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Appendix A

The z-transform formalism

In this Appendix we present the z-transform formalism which is used to compute the

partition function for a system of hard-rods in a 1D lattice. From the partition function,

we obtain simple relationships for the chemical potential and for the pressure in the

system. After we present the general formalism, we apply this to compute the chemical

potential and the pressure in two systems, ideal gas and Tonks gas. We also compare

the results between the continuous and the discrete case, that is gas in a lattice.

A.1 General method

Consider a system of N particles distributed on a segment of length L bp. We assume

that the particles interact with each other through short-range nearest-neighbor inter-

actions, which include steric exclusion if the particles have a finite size of a bp, and the

total interaction energy is

U(x1, x2, . . . , xN ) = Φ(x2 − x1) + Φ(x3 − x2) + . . .+ Φ(xN − xN−1) + Ub,

where Ub is the boundary term which describes interaction between the walls and the

first and last particles, and xi represents the position of the i-th particle in the lattice.

For simplicity, we assume that the boundary conditions are enforced by two addi-

tional particles of the same kind, fixed at x = 0 and x = L, so that the boundary term

is given by

Ub = Φ(x1) + Φ(L− xN ).

The exact form of boundary conditions is not essential in the thermodynamic limit.
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The canonical partition function of this system of N particles is

QN (L) =
∑

0≤x1≤x2≤...≤xN≤L
e−βΦ(x1−0)e−βΦ(x2−x1) . . . e−βΦ(L−xN )

=

L∑
xN=0

xN∑
xN−1=0

. . .

x2∑
x1=0

e−βΦ(x1−0)e−βΦ(x2−x1) . . . e−βΦ(L−xN )

Denoting f(x) ≡ e−βΦ(x), we obtain

QN (L) =
L∑

xN=0

xN∑
xN−1=0

. . .

x2∑
x1=0

f(x1 − 0)f(x2 − x1) . . . f(L− xN ).

Note that this represents the convolution of N + 1 functions f , that is

QN (L) = (f ∗ f ∗ . . . ∗ f︸ ︷︷ ︸
N+1 functions

)(L).

The partition function can be computed using the z transform method. Let Q̃(z) be

the z transform of QN (L),

Q̃(z) =

∞∑
n=0

QN (n)z−n.

From the convolution theorem, we have that

Q̃(z) =
[
F̃ (z)

]N+1
,

where F̃ (z) is the z transform of f(n),

F̃ (z) =

∞∑
n=0

f(n)z−n.

The partition function can be recovered using the inverse z transform,

QN (L) =
1

2πi

∮
Γ

[
F̃ (z)

]N+1
zL−1dz.

The contour of integration, Γ, is any simple closed curve enclosing |z| = R, where

|z| > R is the region of convergence.

Let us define the function

h(z) = (N + 1) ln F̃ (z) + (L− 1) ln z.

With this notation, we obtain

QN (L) =
1

2πi

∮
Γ
eh(z)dz.
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This integral can be computed by the saddle point method [123]. Expanding h(z)

around the saddle point z0, we obtain

QN (L) ≈ eh(z0) 1

2πi

∫
e

1
2
h′′(z0)(z−z0)2dz.

Integration along the path of steepest descent yields a contribution from the Gaussian

integral of order O
(
[h′′(z0)]−1/2

)
= O

(
N−1/2

)
. Since we need to estimate lnQN (L),

in order to compute the macroscopic quantities, and because in the thermodynamic

limit the terms of order O(lnN) are not important, we can approximate the partition

function by

QN (L) ≈ eh(z0)

≈ zL0
[
F̃ (z0)

]N
, (A.1)

where z0 is the saddle point, satisfying the equation

dh

dz

∣∣∣∣
z=z0

≈ L

z0
+N

F̃ ′(z0)

F̃ (z0)
= 0. (A.2)

We can compute the chemical potential for the interacting hard rods by taking the

derivative of the free energy, F , with respect to the number of particles in the system

µ =
∂F

∂N
= −kBT

∂ lnQN
∂N

= −kBT ln F̃ (z0). (A.3)

The pressure of the gas is given by the derivative of the free energy with respect to

the length of the system. We denote the length of a base pair by b, such that the real

length of the system is Lb. We obtain that the pressure of the gas is given by

p = −1

b

∂F

∂L

=
kBT

b

∂ lnQN (L)

∂L

=
kBT

b
ln z0, (A.4)

A.2 Applications: ideal gas, Tonks gas

The formalism presented in the preceding Section is used to obtain the equation of state

and chemical potential for a system of N hard-rods, interacting through any generic
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interaction Φ(x). Let us consider two simple cases – the 1D ideal lattice gas and the

1D Tonks lattice gas, which is characterized by the hard-core interaction

Φ(x) =

 ∞ if x < a,

0 if x ≥ a.

For the ideal gas, the z transform of e−βΦ and the saddle point z0, obtained from

Equation (A.2), are given by:

F̃ (z) =
z

z − 1
,

z0 =
L+N

N
.

Using these expressions, together with Equation (A.1), we can compute the logarithm

of the partition function

lnQN (L) = L ln

(
L+N

L

)
+N ln

(
L+N

N

)
+O(lnN),

which gives the pressure and the chemical potential for the ideal lattice gas

βpid
l =

1

b
ln

(
1 +

N

L

)
, (A.5)

βµid
l = ln

(
N

L+N

)
. (A.6)

In the case of the Tonks lattice gas, we obtain

F̃ (z) =
z1−a

z − 1
,

z0 =
L−Na+N

L−Na ,

while the pressure and the chemical potential are then given by

βpT
l =

1

b
ln

(
1 +

N

L−Na

)
, (A.7)

βµT
l = a ln

(
L−Na+N

L−Na

)
+ ln

(
N

L−Na+N

)
. (A.8)

A.3 Comparison between lattice and continuous 1D fluids

It is useful to compare these results with the corresponding results for continuous one-

dimensional gases. Denoting the physical length of the particles by A, the length of the
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box by L, and the Laplace transform of the function e−βΦ by

ϕ(s) =

∫ ∞
0

s−sxe−βΦ(x)dx,

we express the canonical partition function as an inverse Laplace transform,

Qcont(N,L, T ) =
1

λ(T )N
1

2πi

∫ c+i∞

c−i∞
esL [ϕ(s)]N ds ≈ es0L

[
ϕ(s0)

λ(T )

]N
.

In the preceding identity, we have that

λ(T ) = h/
√

2πmkBT ,

where λ(T ) is the thermal de Broglie wavelength, and s0 is the saddle point, which is

a solution of the equation

L+N
ϕ′(s0)

ϕ(s0)
= 0.

Recall that in the case of the ideal gas, we have

ϕ(s) =
1

s

s0 =
N

L

Using the preceding two equations, we then find for the ideal gas that

βpid
c =

∂ lnQcont

∂L =
N

L , (A.9)

βµid
c = −∂ lnQcont

∂N
= ln

Nλ(T )

L . (A.10)

Recall that in the case of the Tonks gas, we have

ϕ(s) =
e−As

s

s0 =
N

L −NA

Similarly, for the Tonks gas we obtain

βpT
c =

N

L −NA , (A.11)

βµT
c =

NA
L−NA + ln

[
Nλ(T )

L −NA

]
. (A.12)
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To compare continuous and discrete results, we let the lattice constant b approach

zero, while keeping the particle size A = ab and the box size L = Lb finite. We obtain

lim
b→0

βpid
l = lim

b→0

1

b
ln

(
1 +

Nb

L

)
= βpid

c ,

lim
b→0

βpT
l = lim

b→0

1

b
ln

(
1 +

Nb

L −NA

)
= βpT

c .

Similarly, the chemical potentials for the ideal and Tonks lattice gases become asymp-

totically, as b tends to zero,

βµid
l ∼ ln

Nb

L ,

βµT
l ∼

NA
L−NA + ln

(
Nb

L −NA

)
.

These expressions are identical to the chemical potentials of the corresponding contin-

uous gases [Equations (A.10) and (A.12)], with the length scale, λ(T ), replaced by the

typical length scale of the lattice, b.
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Appendix B

Alternative nucleosome unwrapping models

In this Appendix, we present eight alternative models that we used for the sequence-

independent part of the binding energy of a partially unwrapped nucleosome, uSI , as

discussed in Chapter 3. Parameter fitting for all models was carried out in a two-stage

procedure using the genetic algorithm optimization function ga from the MATLAB

Global optimization toolbox. First, the objective function to be minimized was set

equal to the root-mean-square deviation, RMS, between predicted and observed inter-

dyad distributions. Once RMS decreased bellow 10−3, the objective function was

replaced by RMS − rosc ' −rosc, where rosc is the linear correlation between observed

and predicted oscillations after the smooth background has been subtracted from inter-

dyad distributions, as in Figure 3.9C. We have found that the two-stage optimization

allows us to effectively fit both the overall shape and the fine oscillatory structure in

the data. The best-fit parameters for all models are given bellow.

The sequence-independent binding energy of a particle of length a = 1 + x1 + x2,

where one bp corresponds to the dyad, and x1 and x2 correspond to the extra number

of bps in contact with the histone octamer on each side of the dyad (Figure B.1), is

given by

uSI = uhalf(x1) + uhalf(x2), (B.1)

where uhalf(x) contains both the electrostatic interaction between the piece of x bp of

negatively charged DNA, and the positively charged histone octamer, and the elastic

energy necessary to bend this piece of DNA around the histone. In the remaining part

of this Appendix, we present alternative models for the function uhalf(x), and implicitly,

for the sequence-independent part of the nucleosome formation energy.



137

x1 x2

A

B

Figure B.1: Cartoons representing a partially unwrapped nucleosome, in 3D space
(A), and in a reduced, 1D space. Our models use the 1D representation of the DNA
and nucleosomes. Each nucleosome covers a numbers of bps in the 1D lattice, which
represents the DNA. If the red circle denotes the dyad of the nucleosome, then the
green and blue pieces of DNA represent the fragments that are in contact with the
histone octamers on both sides of the dyad, with lengths x1 and x2, respectively. The
sequence-independent binding energy corresponding to this configuration is given by
Equation (B.1).

B.1 Model A: Crystal structure augmented with an additional well

Using information from the crystal structure of nucleosomes [152], we know the posi-

tions of the histone-DNA contacts. There are 14 contacts between DNA and a histone

octamer, 7 on each side of the dyad. In this model, for each side of the nucleosomal DNA

of length x (see Figure B.1), we use a sequence-independent binding energy, uhalf(x)

which has the following expression,

uhalf(x) = interp1(...)− Eb
147

x.

Here, Eb is the binding energy of a fully wrapped particle in the absence of 10-11 bp

oscillations. The MATLAB function interp1(...) is used to generate an oscillatory

pattern by piecewise cubic Hermite interpolation using the data points from Table B.1.

The oscillations are based on the crystal structure of nucleosomes [152], with the minima

located at the positions of the histone-DNA contacts. The oscillatory pattern was

superimposed onto a line with the slope of −Eb/147, which represents the average

sequence-independent binding energy per bp.
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x (Position) f(x) (Energy)

-1 -A
3 A
7 -A
13 A
17 -A
24 A
28 -A
34 A
38 -A
44 A
49 -A
55 A
59 -A
65 A
69 -A
75 A
p -d
85 A

Table B.1: Data points used for interpolation

Parameter Value

amax 163 bp

amin 3 bp

Eb 14.39 kBT

µ -14.51 kBT

A 1.13 kBT

f 0.51

p 79 bp

d 0.86 kBT

0 10 20 30 40 50 60 70 80 90
−10

−8

−6

−4

−2

0

2

u ha
lf

(k
B
T

)

Dyad − edge distance (bp)

Table B.2: Fitted parameters for Model A. amax and amin are the maximum and min-

imum lengths of the nucleosome particle, µ is the histone octamer chemical potential,

A is the amplitude of the oscillations, and f is the hydroxyl radical cutting frequency.

p and d are the position and the depth of the first minimum outside of the nucleosome

core particle, respectively. Eb is the binding energy of a fully wrapped particle in the

absence of 10-11 bp oscillations.
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We obtain the fit residuals:

RMS = 9.9958× 10−4,

rosc = 0.764364,

RMSosc = 1.8662× 10−4.

RMS represents the root-mean-square error of the predicted inter-dyad distribution,

while rosc is the linear correlation between the oscillatory parts of the measured and

predicted inter-dyad distributions. The oscillatory part is obtained by subtracting

the smooth background from the full inter-dyad distribution. Smoothing is done by

applying a Savitzky-Golay smoothing filter, also known as least-squares, or DISPO

(Digital Smoothing Polynomial) filter, of polynomial order 3 and length 31 bp. By

RMSosc we denote the root-mean-square error of the oscillatory part of the predicted

inter-dyad distribution.
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B.2 Model B: Crystal structure augmented with a linear function

In this Model, we define uhalf(x) in the same way as in Model A, for x belonging to

[1, 73], while for x ≥ 74, uhalf(x) is defined by a suitably chosen linear function as

follows.

uhalf(x) =

 interp1(...)− Eb
147x for x ∈ [1, 73],

interp1(...)− 73 Eb
147 − ∆E

∆X (x− 73) for x ∈ [74, 73 + ∆X].

Notice that ∆E/∆X is the slope of the linear function, where ∆E is the energy differ-

ence between the first and last points of the linear function, and ∆X is the cardinality

of the range of the linear function.

Parameter Value

amin 27 bp

Eb 14.66 kBT

µ -15.04 kBT

A 1.28 kBT

f 0.50

∆E -2.47 kBT

∆X 7 bp

0 10 20 30 40 50 60 70 80 90
−10

−8

−6

−4

−2

0

Dyad − edge distance (bp)

u ha
lf

(k
B
T

)

Table B.3: Fitted parameters for Model B. All parameters are as in Model A, except

for ∆E and ∆X, which are defined above.

We obtain the fit residuals:

RMS = 0.0012 (RMS cannot decrease below 10−3 in this model),

rosc = 0.769179,

RMSosc = 1.8411× 10−4.

All residuals are defined as in Model A.
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B.3 Model C: 10-bp oscillations superimposed onto a linear function

We now let

uhalf(x) = −A cos

(
2π

10
(x− x0)

)
− Eb

147
x,

where A is the amplitude of the oscillations, x0 determines the phase of the oscillations,

and Eb is the binding energy of a fully wrapped particle in the absence of oscillations.

Parameter Value

amax 165 bp

amin 3 bp

Eb 14.43 kBT

µ -13.99 kBT

A 1.06 kBT

x0 79 bp

f 0.50

0 10 20 30 40 50 60 70 80 90
−10

−8

−6

−4

−2

0

2

Dyad − edge distance (bp)
u ha

lf
(k

B
T

)

Table B.4: Fitted parameters for Model C. All parameters are as in Model A, except

for x0, which is defined above.

We obtain the fit residuals:

RMS = 9.9861× 10−4,

rosc = 0.708620,

RMSosc = 2.0203× 10−4.

All residuals are defined as in Model A.
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B.4 Model D: 11-bp oscillations superimposed onto a linear function

Similarly to Model C, we construct Model D using oscillations with the period of 11 bp

instead of 10 bp, as before. Let

uhalf(x) = −A cos

(
2π

11
(x− x0)

)
− Eb

147
x,

where A, x0 and Eb have the same meaning as in Model C.

Parameter Value

amax 161 bp

amin 25 bp

Eb 13.99 kBT

µ -14.30 kBT

A 1.03 kBT

x0 80 bp

f 0.52

0 10 20 30 40 50 60 70 80 90
−10

−8

−6

−4

−2

0

Dyad − edge distance (bp)

u ha
lf

(k
B
T

)

Table B.5: Fitted parameters for Model D. All parameters are as in Model C.

We obtain the fit residuals:

RMS = 9.9121× 10−4,

rosc = 0.688838,

RMSosc = 2.0735× 10−4.

All residuals are defined as in Model A.
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B.5 Model E: Uniform unwrapping

We also study the simplest model of sequence-independent binding energy, in which the

energy necessary to unwrap a bp of DNA from the histone is constant. In this case, the

function uhalf(x) has the form

uhalf(x) = − Eb
147

x,

where Eb is the binding energy of a fully wrapped nucleosome.

Parameter Value

amax 163 bp

amin 35 bp

Eb 13.40 kBT

µ -13.14 kBT

f 0.58

0 10 20 30 40 50 60 70 80 90
−10

−8

−6

−4

−2

0

Dyad − edge distance (bp)

u ha
lf

(k
B
T

)

Table B.6: Fitted parameters for Model E. All parameters are as in Model A.

We obtain the fit residuals:

RMS = 9.9725× 10−4,

rosc = 0.274786,

RMSosc = 2.7507× 10−4.

All residuals are defined as in Model A.



144

B.6 Model F: 5-bp oscillations superimposed onto a linear function

Similarly to Models C and D, we construct another model in which we change the

periodicity of the oscillations to 5 bp. Let

uhalf(x) = −A cos

(
2π

5
(x− x0)

)
− Eb

147
x,

where A, x0 and Eb have the same meaning as in Model C.

Parameter Value

amax 163 bp

amin 39 bp

Eb 13.50 kBT

µ -16.13 kBT

A 2.36 kBT

x0 74 bp

f 0.63

0 10 20 30 40 50 60 70 80 90
−10

−8

−6

−4

−2

0

Dyad − edge distance (bp)

u ha
lf

(k
B
T

)

Table B.7: Fitted parameters for Model F. All parameters are as in Model C.

We obtain the fit residuals:

RMS = 9.8984× 10−4,

rosc = 0.206240,

RMSosc = 3.0554× 10−4.

All residuals are defined as in Model A.
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B.7 Model G: 5-bp stepwise unwrapping

We test two more alternative models for the sequence-independent binding energy of

nucleosomes. We test two stepwise profiles, with the size of the steps of 5 bp and 10

bp, respectively. Model G considers the case of the 5 bp steps, and Model H the case

of the 10 bp steps. Let

uhalf(x) = −Estep ceil

(
x− x0

5

)
,

where Estep is the amount of energy lost in each step, and x0 determines the phase of

the stepwise profile.

Parameter Value

amax 163 bp

amin 39 bp

Estep 0.48 kBT

µ -12.83 kBT

x0 2 bp

f 0.63

0 10 20 30 40 50 60 70 80 90
−10

−8

−6

−4

−2

0

Dyad − edge distance (bp)

u ha
lf

(k
B
T

)

Table B.8: Fitted parameters for Model G. All parameters are as in Model A, except

for Estep and x0 defined above.

We obtain the fit residuals:

RMS = 9.9040× 10−4,

rosc = 0.282593,

RMSosc = 2.7421× 10−4.

All residuals are defined as in Model A.
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B.8 Model H: 10-bp stepwise unwrapping

Model H is similar to Model G, but in this case we test a stepwise profile with the size

of the steps of 10 bp. Let

uhalf(x) = −Estep ceil

(
x− x0

10

)
,

where Estep is the amount of energy lost in each step, and x0 determines the phase of

the stepwise profile.

Parameter Value

amax 169 bp

amin 3 bp

Estep 1.16 kBT

µ -12.04 kBT

x0 3 bp

f 0.62

0 10 20 30 40 50 60 70 80 90
−12

−10

−8

−6

−4

−2

0

Dyad − edge distance (bp)

u ha
lf

(k
B
T

)

Table B.9: Fitted parameters for Model E. All parameters are as in Model F.

We obtain the fit residuals:

RMS = 9.7895× 10−4,

rosc = 0.545077,

RMSosc = 2.4569× 10−4.

All residuals are defined as in Model A.
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