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Psychopathological delusions, such as the Capgras delusion, the Cotard delusion,

and the florid delusions that accompany schizophrenia, have a number of features

that are curiously difficult to explain. Delusions are resistant to counterevidence and

impervious to counterargument. They are theoretically, affectively, and behaviorally

circumscribed; delusional individuals tend not to act on their delusions or draw ap-

propriate inferences from the content of their delusions. Delusional individuals are

occasionally able to distinguish their delusions from other beliefs, sometimes speak-

ing of their “delusional reality.” I argue that these features support non-doxasticism

about delusions. Non-doxasticism is the thesis that, contrary to appearances, delu-

sions are not beliefs at all. After developing the prospects for non-doxasticism, I of-

fer a novel non-doxasticist cognitive model. Delusions are pathological acceptances

that are caused by powerful and aberrant cognitive feelings.
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Chapter 1

Introduction

1.1 Overview

This dissertation provides a model of psychotic delusions in which delusions are not

beliefs.

The model responds to two different debates in the literature on delusions that

are not often brought together. The first debate concerns the etiology—the causal

origin—of delusions. How does a person suffering from a psychosis come to form

a delusional belief? Why do some individuals come to believe that their spouse has

been replaced with imposter? There are two main types of answer to these questions.

Each makes a different claim about the number of cognitive mechanisms that need

to be broken in order for a delusion to develop. One-factor theories hold that we

only need to appeal to a single impairment. Delusions are normal responses to an

anomalous, pathological experience. Two-factor theories, on the other hand, hold

that anomalous experience is not in itself sufficient to produce a delusion. We also

need to explain how the experience leads to a delusional belief, and why that be-

lief is not immediately rejected for being bizarre. This requires us to posit a second

pathology: an impairment or a pathological bias in whatever mechanism is involved

in belief fixation. The second debate concerns the characterization of delusions. It is

commonly assumed that delusions are beliefs of a certain sort. The one-factor/two-

factor debate typically makes this assumption: it is typically presented as a debate

about how delusional beliefs are formed. Theories that claim that delusions are be-

liefs are doxasticist theories. Lately, some philosophers and psychologists have ar-

gued that delusions don’t behave as one would expect beliefs to behave. Hence, they

conclude, delusions are not beliefs. Rather, they are some other sort of mental state.
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Theories that make this claim are known as non-doxasticist theories.

I defend a non-doxasticist, one-factor model of delusions. In brief: a delusion is

not a belief, but a distinct sort of mental state that I will call a acceptance, and it is

formed on the basis of a powerful and anomalous cognitive feeling.

Acceptances are a type of mental state distinct from beliefs. A person can ac-

cept that he is being followed, for instance, without genuinely believing that he is

being followed. Other philosophers have proposed similar mental states that they

call ‘avowals’ or ‘opinions’. On the model I propose, cognitive feelings have an im-

portant influence on acceptances. They can cause one to adopt an acceptance non-

volitionally.

Cognitive feelings are a type of mental state that are only lately being explored by

cognitive science.1 Examples of cognitive feelings include the feeling of confidence,

the feeling of familiarity, or the feeling that one is being followed.

I have tried to keep the account free of assumptions that would render it palatable

to only readers of a particular theoretical stripe. The account is unabashedly natu-

ralist and empirical, but beyond these minimal commitments, it is intended to be

compatible with most dispositional, functional, representational, or computational

theories of mentation.

1.2 Goals

Why is it interesting or valuable to develop a model of delusions? Throughout the

writing of this dissertation, I have been guided by (at least) three reasons for think-

ing that this is an important subject of inquiry. Each has given me a different goal.

These goals range from being relatively narrow to having fairly wide-reaching conse-

quences for philosophy.

1. I argue for a particular conception of the pathology suffered by delusional in-

dividuals.

1See, for example, Clore and Gaspar (1992, 2000), Ratcliffe (2005, 2008), and McLaughlin (2009).
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Quite regardless of any wider implications that this project might have for phi-

losophy or psychology, psychotic delusions are fascinating in their own right

and worthy of investigation in themselves. Moreover, there are practical rea-

sons to give an accurate account of delusions. If the account that I offer is cor-

rect, then clinical implications would likely follow. The account could very well

prove useful for therapeutic or diagnostic purposes. (However, I won’t draw any

conclusions about the clinical ramifications of the model in this dissertation.)

2. I argue for a particular conception of the cognitive architecture of the normal,

non-pathological human mind.

Breakages are often very revealing to the reverse-engineer. When computer

programs crash, we can learn something about the structure of the program

and its underlying algorithms. When the mind crashes, we can learn some-

thing about the structure of thought. For this reason, philosophers of mind

have been keenly interested in developments in abnormal and clinical psychol-

ogy and in cognitive neuroscience. Lesion and deficit studies performed by

cognitive neuroscientists, for instance, tell us about the sorts of psychological

impairments that an individual suffers when a part of the brain has undergone

damage, and this yields information about the cognitive tasks that are enabled

by neural structures in that location.

I propose that the best explanation of delusions incorporates acceptances and

cognitive feelings as mental states. These states are also operative in everyday

non-pathological, non-delusive cognition. Thus, the theory has implications

that are much wider that reach beyond the realm of psychopathology.

3. I argue for a lush, rather than sparse, conception of mental states.

There’s a tendency among philosophers to admit only a small stock of mental

states or attitudes when giving psychological explanations. According to many,

“belief-desire psychology” is successful in everyday life and is still the language

in which psychologists conduct their explanations, and this is enough to vin-

dicate realism about beliefs and desires. Depending on how one chooses to
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understand the phrase “belief-desire psychology”, this might mean that beliefs

and desires are only two of many psychological states that we might call upon

in giving psychological explanations. However, in practice, many philosophers

who hold fast to belief-desire psychology use beliefs and desires in pretty much

all explanations, and are extremely reluctant to call upon other attitudes. Those

who think we can make do with just a small stock of mental states in our expla-

nations think that the mind is sparse. Should we think that the mind is sparse

rather than lush?

Doxasticism is the thesis that delusions are beliefs and not some other sort of

mental state. I see this as representative of the conservatism that underwrites a

sparse conception of mental states. The first half of the dissertation adjudicates

the arguments between the doxasticists and non-doxasticists, and many of the

arguments offered are not simply about delusions: they are general enough to

be seen as arguments for and against a lush or a sparse conception of mental

states. The implications of these debates are far-reaching. What distinguishes

beliefs and desires from other propositional attitudes? Should we expect all

propositional attitudes to have a direction of fit? Are beliefs and desires essen-

tial to cognition? Are these simply terminological debates about the extension

of ‘belief’ and ‘desire’? Chapter 5 addresses these issues directly.

1.3 Chapter Summaries

The structure of the dissertation is this: the first chapter following this introduction

sets up the problem to be addressed; the next two chapters attack competing at-

tempts that have been made by non-doxasticists to address the problem; the chapter

afterward sets up the positive proposal; the final chapter gives the positive proposal

itself. Chapters 2, 4, and 6 are most explicitly about delusions. Reader coming at this

dissertation from psychology or psychiatry rather than philosophy might find their

interests best served by focussing on these chapters.

I have attempted to leave signposts and summaries throughout each chapter to
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help the reader understand where he or she is in the argument. Nonetheless, I invite

the reader to refer to the The Table of Contents often, as the section headings can be

used as a roadmap.

Chapter 2: Delusion as Non-Belief introduces to the reader descriptions and char-

acterizations of delusion that have been given in the literature. I show that such

characterizations typically presume doxasticism, but that this presumption is

unwarranted. I then describe the features that are in need of explanation and

that have motivated philosophers to provide non-doxasticist accounts.

Chapter 3: Conceptual Arguments and Rationality deals with the arguments that

are most often made for non-doxasticism. According to these arguments, be-

liefs are necessarily rational, but delusions are not rational, so delusions can-

not be beliefs. I argue that these arguments are unsuccessful, and that there

is no rationality requirement on belief. If non-doxasticism is to be successful,

non-doxasticists should give explanatory theories rather than attempt a priori

arguments that call upon conceptual requirements of belief.

Chapter 4: Unsuccessful Non-Doxasticist Theories considers non-doxasticist pro-

posals that I find wanting. Major theories attacked include those of Currie,

Egan, Schwitzgebel, and Campbell. A major theme of this chapter will be that it

is easy for an allegedly non-doxasticist account to actually be a terminological

variant of a doxasticist account.

Chapter 5: Concepts of Belief attempts to assuage the critic who thinks that the con-

cept of belief is so broad that it will necessarily cover delusion, and that non-

doxasticism is too revisionary. I diagnose a reason for thinking that delusions

must be beliefs and argue against it, and then show that the notion of accep-

tance is not as revisionary as it might at first seem, for folk psychology recog-

nizes a rough distinction between beliefs and acceptances.

Chapter 6: A Positive Proposal presents the model of delusion that has been pro-

mised throughout. Delusions are acceptances based on cognitive feelings. Most
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of the chapter is dedicated to characterizing the notion of acceptance. At the

end, I argue for a particular relation between acceptance and cognitive feeling,

and explain how my theory explains the features of delusion with which other

theories have such trouble.
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Chapter 2

Delusion as Non-Belief

Philosophers in need of colorful ways to illustrate irrational belief have long looked to

the madman to supply them with examples. Descartes opens his First Meditation by

enjoining the reader to consider “madmen whose brains are so damaged by the per-

sistent vapours of melancholia that they firmly maintain they are kings when they are

paupers, or say they are dressed in purple when they are naked, or that their heads

are made of earthenware, or that they are pumpkins, or made of glass” (1641/1986).

These examples are in fact more prosaic than many of the truly bizarre delusions

that are relatively common among the mentally ill. Sufferers of the Capgras delusion

might claim that their spouse or a loved one has been replaced with an imposter.

Sufferers of the Cotard delusion hold fast to an unshakeable conviction that they are

dead. Many schizophrenics suffer from thought insertion, and say that they are the

thinker of someone else’s thoughts, and others suffer from delusions of reference in

which ordinary objects take on all manner of dark and personal import, such as sig-

nifying that they are about to be murdered. Delusional subjects usually cannot be

argued out of their fantastic stories, even in the face of overwhelming evidence to

the contrary. It is incredible to many of us that delusional subjects say what they do

and act as they do. Delusions are surprising and eerie, but therefore intriguing. What

features of the delusional individual’s cognitive architecture could be responsible?

The theorist interested in explaining delusions is faced with questions about their

constitution and their provenance—that is, questions about their ontology and their

etiology. What are delusions? How are they formed?

Traditionally, delusions have been thought to be false beliefs formed on the basis
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of abnormally irrational reasoning. There are reasons to be skeptical of this char-

acterization. Because of the unusual features of delusions, many philosophers and

psychologists have found it problematic to interpret delusions as irrational beliefs.

Delusions are like prototypical beliefs in some respects but not in others; categoriz-

ing them as beliefs is uncomfortable at best.

Suppose you form the belief that a doppelgänger has taken the place of your

spouse. How should I expect you to act? I would think that you would contact the

authorities, hide from the alleged imposter, try to find your real spouse, and try to

figure out what led to this outlandish situation. The Capgras patient typically does

none of these things. Similarly, one would expect that a person who believes that the

world will end tomorrow would try to get their affairs in order, try to stop the event,

or at the very least show fear. The schizophrenic suffering from delusions of catas-

trophe might do none of these things. Patients might claim that their food has been

poisoned by spies at the very same moment that they happily tuck into it (Sass 1994).

Bleuler (1950) remarks that those who claim to be dogs don’t bark like dogs. The

odd fact in need of explanation is that, in most cases, a delusional patient’s behavior

seems to outright belie what the patient asserts. It appears that they are mouthing

the words without really believing what they are saying. Psychiatrists have long writ-

ten of their doubts that their delusional clients report genuine beliefs.

Could a person really believe that her food is poisoned and yet still continue to

eat? Her behavior could be explained if she had other aberrant beliefs and desires,

such as a desire to die, or a belief that poison is harmless. However, patients usu-

ally seem to lack these sorts of intermediary mental states. Patients will sometimes

confabulate extremely unlikely and irrational justifications for their delusions, but

the explanations are usually pretty clearly made-up on the spot, and they are just

as problematic as the original delusion, for they do not manifest themselves else-

where in the patient’s reasoning or behavior. Chris Frith and Eve Johnstone (2003)

recall a patient of Alan Baddesky’s who claimed to be a Russian chess Grand Master.

When asked why he didn’t speak in Russian given that he claimed he was Russian,

he replied that he may have been “hypnotized to forget things like the fact that [he]
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could speak Russian” (Frith and Johnstone 2003, p.152). Nothing else about his be-

havior suggested he believed he was a target for malevolent mesmerists. He possibly

would have confabulated another justification if prodded, though patients who are

constantly asked to justify their delusions are often uncomfortable with the positions

to which they are pushed and will stop responding.

Similarly, in an interview with documentarian Errol Morris (2010), the neurolo-

gist V. S. Ramachandran describes a patient with a paralyzed arm who is afflicted

with anosagnosia (the refusal to accept that one is suffering from an injury) and aso-

matagnosia (the refusal to accept that one’s own body part is actually one’s own) as

follows:

“I grabbed her left arm and I said, ‘Whose arm is this?’ She said, ‘That’s my
mother’s arm.’ . . . And I said, ‘Well, if that’s your mother’s arm, where’s your
mother?’ And she looks around, completely perplexed, and she said, ‘Well, she’s
hiding under the table.’ I said, ‘Please touch your nose with your left hand.’ She
immediately takes her right hand, goes and reaches for the left hand, raising it,
passively raising it, right? Using it as a tool to touch my nose or touch her nose.
. . . What does this imply? She claims her left arm is not paralyzed, right? Why
does she spontaneously reach for it and grab her left arm with her right hand
and take her left hand to her nose? That means she knows it is paralyzed at some
level. . . . She’s just now told me that it’s not her left arm, it is her mother’s arm,
so why is she pulling up her mother’s arm and pointing it at my nose?” (Morris
2010)

It’s difficult to know how to best characterize this patient’s condition. Ramachan-

dran’s claim that his patient knows that her arm is her arm “at some level” clearly

calls out for further explanation. The unlikely comportment of those who suffer from

delusions has long puzzled psychiatrists. Some have concluded that the delusional

patient should not be understood as genuinely reporting beliefs. Ramachandran’s

patient can’t really believe that her arm belongs to her mother, and the patient who

says her food is poisoned can’t really believe it. They’re just mouthing the words.

The apparent assertions of the madman might be “senseless ravings” beyond un-

derstanding (Jaspers 1963, p.577). Berrios claims that the reports of the delusive are

“empty speech acts that disguise themselves as beliefs” (Berrios 1991, p.8). Alter-

natively, some psychiatrists opt to understand the content of a delusional subject’s
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utterances metaphorically (Laing 1969).

These sorts of conclusions have commanded the attention of philosophers. The

unusual behavior of delusional subjects appears to be in conflict with a functionalist

conception of belief. It is largely accepted that for a large class of mental states that

includes propositional attitudes such as beliefs and desires, each token mental state

is the type of state that it is in virtue of playing a particular functional role in an

agent’s cognitive economy. In other words, a mental state is a belief-that-p only if it

functions like a belief-that-p.1 Delusions apparently fail to play the functional role

of beliefs. The role played by delusions diverges from the role played by prototypical

beliefs in the following ways, for instance:

• Delusions are usually poorly integrated and are often outright inconsistent with

other beliefs.

• Delusional patients are not sensitive to evidence and fail to revise their delu-

sions when confronted with evidence to the contrary.

• Delusional patients fail to act appropriately on their delusions and fail to use

them in practical reasoning.

• Delusional patients fail to exhibit the expected sorts of emotion or affect in re-

sponse to their delusion.

• Delusional patients often exhibit a metacognitive awareness of their irrational-

ity; they know that they ought not have the delusion and often take something

like a “sarcastic” attitude toward their delusion, accompanying their reports

with a wry smile (Sass 1994, Young 1999, Gallagher 2009).

These data have led philosophers and psychologists to argue for a non-doxastic

conception of delusions. Non-doxasticism is often described in a way that is pithy and

punchy at the expense of being wholly precise: it holds that delusions aren’t beliefs.

1Throughout this dissertation, I assume that beliefs and delusions are attitudes with propositional
content. For evidence that beliefs have propositional contents, consult chapter 3 of Stich (1983).
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Usually, the non-doxasticist will also offer a positive account that explains what delu-

sions are. For example, Currie (2000) holds that delusions are misidentified imagin-

ings; Egan (2009) holds that they are instances of a state intermediate between belief

and imagination.

A major goal of this dissertation is to appraise arguments for and against non-

doxasticism, and to offer a particular non-doxasticist model of delusions—one that

answers the questions about ontology and etiology. On the model I will present and

defend, delusions are acceptances formed on the basis of pathological cognitive feel-

ings.

First things first. What are the basic building blocks upon which to build a non-

doxasticist model? Clinicians often take non-doxasticism to be a surprising and non-

standard thesis. It is natural to describe delusions as beliefs. For instance, The Di-

agnostic and Statistical Manual of Mental Disorders (DSM-IV-TR), by far the most

widely used diagnostic text in psychiatric practice, defines delusions as false be-

liefs not normally accepted by one’s subculture that are based on incorrect infer-

ence about external reality and that persist despite counterevidence. Why should

we doubt this definition? In this initial chapter, I’ll present some traditional charac-

terizations of delusions, and then, in counterpoint, describe the more bewildering

features of delusions that have motivated non-doxasticists to resist these traditional

characterizations. Whether these data actually do support non-doxasticism will be a

subject for future chapters.

2.1 Traditional Characterizations of Delusions

Delusions have long been the archetypal indicator of madness and psychosis. They

are one of the “reality distortion” symptoms; to be deluded is to have lost one’s grip

on the world.

This description obviously does not do a great job of telling us what delusions

are. Can we do better? There are two ways of getting clearer on our subject matter:

extensionally and intentionally. To give an extensional characterization of delusions,
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we list the various sorts of delusions that there are; to give an intensional characteri-

zation, we specify the properties that make a mental state a delusion.

Neither of these tasks is easily accomplished.

2.1.1 Extensional Characterizations

Delusions can be categorized along a number of different dimensions, but they are

most often categorized by their content. Major types include misidentification delu-

sions such as the Capgras delusion or the Frégoli delusion (the delusion that strangers

are actually familiar individuals in disguise), delusions of grandiosity, persecutory

delusions, delusions of reference, religious delusions, delusional jealousy, delusions

of depersonalization, sexual delusions, and so on.

In addition to categorizing delusions by their content, a number of other impor-

tant distinctions can be drawn. Delusional syndromes can be monothematic (the

subject is deluded about a single theme or topic, as in Capgras syndrome), or they

can be polythematic/florid (about many different topics that are unrelated to one an-

other). They can be organic (associated with localized brain injuries), or functional

(not associated with any particular type of localized brain injury). Some delusions

are said to be mood-congruent : they can be understood as continuous with, and

partly originating in, aspects of the subject’s mood. Depressive delusions or delu-

sions of grandeur, for instance, can be understood as an expression of an individual’s

mood disorder. Others are mood-incongruent. Some delusions are circumscribed:

they do not tend to affect behavior and other mental states. Delusions that are not

circumscribed are elaborated. Delusions can be bizarre in their content, or relatively

mundane. Some generate spontaneous confabulations; others only produce confab-

ulations in the subject when provoked; others do not generate confabulations at all.

Delusions are associated with an enormous variety of psychopathologies, including

schizophreniform disorder, schizoaffective disorder, delusional disorder, dementia,

mania, and certain mood disorders such as major depression.

Delusions are a particularly important diagnostic criterion for schizophrenia. Ones

particularly associated with schizophrenia include:
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THOUGHT BROADCASTING: the patient claims everyone can hear his or her thoughts.

PASSIVITY PHENOMENA: the patient claims that thoughts are implanted in his or her

head through radio waves.

THOUGHT INSERTION: the patient claims they are thinking someone else’s thoughts.

DELUSIONS OF REFERENCE: the patient claims that various acts and objects are mes-

sages to him or her.

DELUSIONS OF CATASTROPHE: the patient claims the world is coming to an end.

DELUSIONS OF DEREALIZATION: the patient claims the world isn’t real.

The particular expressions of these delusions are often determined by one’s cul-

ture. People suffering from delusions of thought insertion and thought broadcast-

ing will often invoke the internet; it used to be that delusional people stated that

thoughts were transmitted by radio waves. In a famous account from the late 1700’s,

James Tilly Matthews maintained that spies skilled in “pneumatic chemistry” could

influence thoughts by manipulating magnetic fields using an “Air Loom” (Carpenter

1989).

The huge variety in types of delusion creates a problem for the theorist inter-

ested in giving a theory of delusion. Perhaps it doesn’t make sense to talk about

delusions as a unified group. It could be that the sorts of states we call ‘delusions’

are unmanageably heterogenous. Why think that there is a theory that can cover all

these instances? Worse still, the concept doesn’t pick out an obviously unproblem-

atic class; even if all the above are uncontentiously considered delusions, there are

other states that are possibly delusions but possibly not. Psychiatric symptoms such

as unresisted obsessions are arguably delusions. Coltheart et al. (2011) claim that,

of the reality distortion symptoms, hallucinations are straightforwardly distinct from

delusions: hallucinations are often thought of as false perceptions, whereas delu-

sions are thought of as false beliefs. However, even hallucinations are suspect; some

phenomenologists write about “delusional perceptions” (Fuchs 2005). Moreover, an

awful lot of mental states that are not normally considered pathological seem like
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delusions. Consider superstitions, religious beliefs, self-deceptions, strong political

beliefs, beliefs about one’s own capabilities and uniqueness, and so on. There are

questions about whether cultural acceptability plays a role in the categorization of

a mental state as a delusion (Radden 2010, Murphy 2013), and whether these sorts

of beliefs are points on a continuum that runs from the regular to the pathologically

delusional.

The problem for the psychologist and the philosopher is knowing exactly which

phenomena should be in the crosshairs. One methodological solution is to focus on

a single type of delusion. Philosophers and cognitive psychologists have tradition-

ally focussed on the Capgras delusion: given that it is often monothematic, circum-

scribed, and accompanied with specific neurological damage, it is an especially clean

case to study. We have the outlines of a reasonably good theory of how the delusion

is formed. However, it would be unfortunate to only focus on very particular theories

when a more general theory of delusion could be given.

The idea that there is a general theory of delusion is a working hypothesis. There

is some reason to think that a single general sort of explanation can be given, which

makes this a justifiable starting point. Many of the delusions mentioned above can

arise in a single individual at the same time—they can be comorbid with one another.

The Capgras delusion can arise monothematically from damage to the frontal lobe,

but it can also be one of many delusions that become manifest during the psychotic

break of a schizophrenic. This suggests a common etiology and common explana-

tion.

Still, there are many different sorts of delusion each with features unique to it,

and perhaps some of these delusions will not be included in a general theory. For in-

stance, the provenance of mood-congruent delusions is not as mystifying as that of

mood-incongruent delusions, and although psychotic patients rarely act upon their

delusions, this is not true of mood-congruent delusions such as delusional jealousy
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and persecutory delusions (see Wessely et al. (1993)). Perhaps they should be han-

dled differently. It may well turn out to be that paranoid delusions are irrational be-

liefs, but schizophrenic delusions of reference are not beliefs at all. In this disser-

tation, I’ll focus on organic monothematic delusions such as the Capgras delusion,

and the florid delusions that tend to accompany schizophrenia, as I think they pro-

vide the best fodder for the non-doxasticist. One might complain that I am cherry-

picking my targets, but I prefer to think that I am narrowing down on a natural class

of psychological states by noticing what they have in common. I believe that the ac-

count I will give explains most clinical delusions, and I do not consider it much of a

deficiency if it does not capture all clinical delusions.

2.1.2 Intensional Characterizations

2.1.2.i Jaspers’s Characterization

The first influential intensional characterization of delusion was produced by the

phenomenological psychiatrist and existentialist Karl Jaspers in his lauded General

Psychopathology (1963). The influence of this work on psychiatric theory cannot be

overstated.2

In early 20th century Germany, Jaspers found himself in an academic milieu that

was everywhere engaged with the Methodenstreit : a scholarly debate regarding the

proper relation between the human sciences (Geisteswissenschaften) and the natural

sciences (Naturwissenschaften). Positivists such as Comte and Durkheim held that

the human sciences should strive to emulate the methodology of the more successful

natural sciences as much as possible; their opponents, such as Max Weber, thought

otherwise. Jaspers was a member of the latter camp; he was, in fact, a member of

Weber’s inner circle. Weber and Jaspers each thought of their domains of expertise—

sociology and psychopathology, respectively—as hybrid disciplines, each of which

ought call upon both humanistic and scientific methodologies. This put Jaspers at

2For further information about Jaspers on delusion and his influence on psychiatry, see Thornton
(2007), Eilan (2000), Garety and Hemsley (1997), and Bentall (2003). Much of the historical information
in this section is drawn from these texts.
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odds with most of his disciplinary colleagues. Psychological researchers in Germany

(such as Wernicke, Alzheimer, and Griesinger) were predominantly interested in ex-

ploring the neurobiological underpinnings of mental disorder. Jaspers was in a mi-

nority in desiring a more humanistic method for the analysis of psychopathologies.

For example, in an early paper, Jaspers considered whether paranoia ought to be

considered a biological pathology, or an abnormal but understandable evolution of

a patient’s personality. In a series of case studies, Jaspers paid particular attention

to his patients’ subjective reports of the development of their fears. These various

papers and studies marked the introduction of the biographical method into psychi-

atry. The biographical method has the psychiatrist attempt to interpret the patient’s

symptoms as being a part of the patient’s life history. Empathy is used as an inter-

pretive tool. Some symptoms can be slotted into a patient’s life narrative; these are,

in Jaspers’s terms, understandable. Other symptoms are ununderstandable; they can

only be explained by referring to an abrupt personality change caused by some bi-

ological pathology. This distinction survives in psychiatry today in the distinction

between functional and organic pathologies.

The distinction forms the base of Jaspers’s theory of delusions. Delusions, he

claimed, came in two sorts. Secondary delusions (“delusion-like ideas”) are under-

standable, whereas primary delusions (“delusions proper”) are ununderstandable.

Jaspers furthermore claimed there were two sorts of understandability: static and ge-

netic understandability. On neither conception are primary delusions understand-

able. A mental state is statically understandable if the psychiatrist can understand

what it would be like to have that state. He must be able to empathetically or imag-

inatively project himself into the patient’s shoes. You can presumably imagine what

it would be like to believe that the CIA is hot on your trail, but it’s much more dif-

ficult to imagine what it would be like to believe that you are dead. The goal of the

phenomenologist is to achieve static understanding. Genetic understandability, on

the other hand, concerns how one mental state “emerges” from another. We achieve

genetic understanding when we can tell a story about how the delusion arose out

of the patient’s inner psychic life: that is, when we comprehend what other mental
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states generated the delusion and are generated by it.

The distinction between primary and secondary delusions has been enormously

influential to this day, though it has been less popular in Germany than in Britain

and the United States (Winters and Neale (1983), cited in Garety and Hemsley (1997,

p.4)), and it has been challenged often. Nonetheless, theories of delusion by modern

philosophers often recapitulate something like the distinction. Dominic Murphy,

for instance, writes: “Delusions, I suggest, [are attributed] when we run out of the

explanatory resources provided to us by our folk understandings of how the mind

works” (Murphy 2012, p.22). Davies and Davies (2009) draw a similar distinction

between pathologies of belief and pathological beliefs, and Bortolotti and Broome

(2008) draw a distinction between authored and un-authored delusions. Bentall

(2003, p.28) sees in Jaspers an anticipation of Dennett’s distinction between expla-

nations conducted from the intentional stance and explanations conducted from the

design stance.

This brings us to Jaspers’s second explicit characterization of primary delusions:

“The term delusion is vaguely applied to all false judgements that share the following

external characteristics to a marked, though undefined, degree: (1) they are held with

an extraordinary conviction, with an incomparable, subjective certainty; (2) there is

an imperviousness to other experiences and to compelling counter-argument; (3)

their content is impossible” (Jaspers 1963, pp.95–6, italics his).3

However, there is an inconsistency between this characterization and the one

based on ununderstandability. When discussing genetic understandability, Jaspers

writes that because primary delusions cannot be understood, we cannot interpret

the words of the delusional individual as expressions of an intentional state. The

3Conditions (1) and (2) are sometimes conflated, though they are distinct. In Bayesian terms, (1) cor-
responds to a degree of belief, and (2) corresponds to degree of belief conditional on evidence. These
aren’t identical: a belief can be very strongly held but be “fragile” to counter-evidence. Andy Egan has
suggested to me that knowledge of names is often fragile: I can be very confident what your name is,
but if I hear others call you by a different name and you respond, I will quickly change my credences
dramatically. (The phrase “strong conviction” can denote either (1) or (2), which might lead to confu-
sion.)
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apparent assertions of the insane are “senseless ravings” without intentional con-

tent (Jaspers 1963, p.577).4 As Eilan (2000) rightly points out, Jaspers is commit-

ted to three inconsistent propositions: (1) Delusions cannot be genetically under-

stood; (2) Delusions have intentional content; (3) A state cannot have intentional

content unless it is genetically understandable. A substantial number of debates

about schizophrenia, she claims, have boiled down to which of these propositions

should be rejected.

Thus, Jaspers’s two characterizations of primary delusions—as unshakable con-

victions on one hand, and as ununderstandable ravings on the other—are at odds

with one another. The former characterization treats delusions as beliefs; the latter

characterization pushes against thinking of them as such. Even this canonical work

from the early days of psychiatry seesaws on whether or not delusions are simply too

strange to be beliefs. Non-doxasticism was there at the get-go.

2.1.2.ii Modern Psychiatric Characterizations

In modern psychiatry, the characterization of delusions as unshakeable convictions

has enjoyed more popularity. The most obvious place to look for modern character-

izations of delusions is in modern psychiatric texts and diagnostic manuals.5 I offer

three examples below.

The first is from the DSM-IV-TR:

Delusion: A false belief based on incorrect inference about external reality that
is firmly sustained despite what almost everyone else believes and despite what
constitutes incontrovertible and obvious proof or evidence to the contrary. The
belief is not one ordinarily accepted by other members of the person’s culture
or subculture (e.g. it is not an article of religious faith). When a false belief in-
volves a value judgment, it is regarded as a delusion only when the judgment is
so extreme as to defy credulity.

4German Berrios is a contemporary advocate of a “senseless ravings” view of delusions. He claims
that delusion reports are “empty speech acts that disguise themselves as beliefs” (Berrios 1991, p.8). I
discuss Berrios at further length in a later chapter.

5See Garety and Hemsley (1997) for a particularly excellent overview of various characterterizations
of delusion that have been offered.
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The second is from Mullen (1979, p.39):

A delusion is an abnormal belief. Delusions arise from disturbed judgments in
which the experience of reality becomes a source of new and false meanings.
Delusions usually have attributed to them the following characteristics:
(i) They are held with absolute conviction.
(ii) They are experienced as self-evident truths usually of great personal signifi-
cance.
(iii) They are not amenable to reason or modifiable by experience.
(iv) Their content is often fantastic or at best inherently unlikely.
(v) The beliefs are not shared by those of a common or cultural background.

Thirdly, Oltmanns (1988) offers the following features:

a. The balance of evidence for and against the belief is such that other people
find it completely incredible.
b. The belief is not shared by others.
c. The belief is held with firm conviction. The person’s statements or behaviours
are unresponsive to the presentation of evidence contrary to the belief.
d. The person is preoccupied with (emotionally committed to) the belief and
finds it difficult to avoid talking or thinking about it.
e. The belief involves personal reference, rather than unconventional religious,
scientific, or political conviction.
f. The belief is a source of subjective distress or interfere’s with the person’s oc-
cupational or social functioning.
g. The person does not report subjective efforts to resist the belief (in contrast to
patients with obsessional ideas).

Many writers have noted that these sorts of characterizations fail to precisely cap-

ture the nature of delusions.6 For one, all three of the characterizations above make

reference to delusions not being shared by other members of the delusional sub-

ject’s subculture. This seems suspicious. Many delusions are political or religious in

nature, and delusional individuals might well seek out and join extremist groups or

conspiracy-oriented internet message boards that roughly comport with their delu-

sional worldviews. It does not seem that one should be able to escape the diagnosis

of delusion simply by altering the social environment within which one moves. It is

tempting to think that this criterion is a political inclusion meant to paper over any

6Given its dominance in psychiatric practice, the DSM characterization has received the lion’s share
of criticism. See Coltheart (2007), Spitzer (1990).
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issues that might arise from the implication that common religious or political affili-

ations are pathological.7 It would also seem to rule out extreme cases of shared delu-

sions (folies à plusieurs) in which entire crowds hold a delusion together, as might

happen during mass hysteria.

Secondly, all three mention falsity (as does Jaspers’s characterization), yet there is

no reason to think that a delusion must be false. If this were so, a therapist could re-

lieve her client of persecutory delusions by secretly following her around. As Jaspers

(1963, 109) points out, an individual with the Othello Syndrome, who has an irra-

tional conviction that his or her spouse is unfaithful, could in fact be right. Murphy

(2010b) mentions Fulford’s (1989) example of an individual who seemed to have only

a single monothematic delusion: that he was mentally ill. Amusingly, if delusions

were necessarily false, then this would present us with something like a liar paradox.

Thirdly, psychiatric characterizations often make reference to the bizarreness,

oddity, impossibility, or fantastical nature of the content. It isn’t necessary for delu-

sions to be indisputably bizarre. Again, consider the Othello Syndrome. The propo-

sition “my husband is cheating on me” is hardly bizarre in itself. When spoken by

many people, it is true!

However, the mention of these features is not unwarranted. Given the purposes

for which these texts are written, the characterizations are far from the lists of nec-

essary and sufficient conditions that philosophers might expect. They are put forth

in a diagnostic spirit, and can be seen as symptomatic of the presence of delusions.

Coughs and headaches are not constitutive of the flu, nor are they even present in

all flus. But they are reliable indications of a flu. The features listed above can be

seen as defeasible diagnostic evidence for the presence of a pathology. If a person is

convinced in some proposition that others in the culture see as crazed and fantastic,

that gives a hint that something might be wrong, but it certainly doesn’t guarantee

7See Kirk and Kutchins’s The Selling of DSM: The Rhetoric of Science in Psychiatry (1992) for a fasci-
nating investigation into the social factors involved in the construction of the third DSM. Many of the
diagnostic categories were included because of diplomacy, bargaining, and political wheedling rather
than critical inquiry.
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the person is pathologically deluded. (He could, after all, just be a philosopher.) Psy-

chiatric texts usually say that the features listed are neither necessary nor sufficient.

Oltmanns, author of the third characterization above, is explicit about this.

We can distinguish between operational characterizations of delusion, which are

meant for diagnostic purposes, and theoretical characterizations, which are meant to

elucidate the nature of delusion for the purposes of theory-building. It is not often

clear which of these an author has in mind. Part of the reason is that the distinc-

tion between diagnostic symptoms of a pathology and the pathology itself is not al-

ways respected in psychiatry. In fact, many think that psychiatric disorders such as

depression simply are syndromes—collections of observable symptoms—and that

there needn’t be an underlying pathology that causes all instances of that syndrome.

Some disorders should pretty clearly be interpreted in this way. Insomnia, for in-

stance, might be thought to be simply what one has when one has difficulty sleeping

when in a normal environment. There needn’t be a single type of psychological or

biochemical cause that undergirds all token instances of insomnia: one has insom-

nia if and only if one meets that particular operational characterization. The ten-

dency of psychiatrists to treat all psychiatric disorders as syndromes often leads to a

conflation between operational and theoretical characterizations.8 Modern diagnos-

tic manuals treat delusions as beliefs, but this might be because there is pragmatic

utility in treating them as such, just as there is pragmatic utility in saying that delu-

sions are not normally shared with one’s subculture.

2.2 Evidence for Non-Doxasticism

Given that delusions have been traditionally characterized as beliefs, why have so

many been tempted by non-doxasticism? In this section, I describe what I take to be

8See Murphy (2010a,b, 2005) for an overview of these issues. The DSM is officially agnostic on
whether or not the disorder categories it lists are caused by an underlying pathology, and the manual’s
dominance in the field is part of the reason for there being a lack of interest in underlying pathologies.
My own characterization of insomnia was meant to be illustrative. The actual DSM-IV-R characteri-
zation of insomnia shows an example of symptom-driven characterization: “The essential feature of
Primary Insomnia is a complaint of difficulty initiating or maintaining sleep [. . . ]” (First 2000, 599, my
italics). Whatever insomnia is, it isn’t essential that one complain about not being able to sleep.



22

the best evidence.

Let us first get clear on exactly what is meant by ‘non-doxasticism’. It is usually

characterized as the thesis that delusions are not beliefs, but this won’t do for a num-

ber of reasons. Firstly, it’s not necessary to think this in order to count as a non-

doxasticist. Some authors who are considered quintessential non-doxasticists do in

fact think that delusions are beliefs. For example, Gregory Currie argues that delu-

sions are false metacognitive beliefs. The madman who claims to be an emperor

doesn’t really believe he’s an emperor; he imagines that he’s an emperor and mis-

takes that imagining for a belief. Thus, on a typical reading of Currie, his delusion is

a belief: a belief that he believes he is an emperor. Rather than suggesting that delu-

sion is an attitude distinct from belief, Currie proposes that delusions have a content

other than the one that they prima facie appear to have. As Currie is considered

one of the primary non-doxasticists, and is motivated by the same sorts of concerns

that motivate other non-doxasticists, a characterization of non-doxasticism should

include theories that delusions are beliefs with contents other than the ones verbally

expressed. This would also bring into the fold those who think that delusional reports

are not expressions of a belief with that literal content, but metaphorical expressions

of the some other belief.

I propose the following characterization of non-doxasticism. Non-doxasticism

about delusions is the conjunction of two theses: a conceptual thesis that that one

can have the delusion that p without believing that p, and an empirical thesis that

delusional patients in fact do not typically believe the contents of their delusions.9

9There’s a class of positions usually considered to be non-doxasticist that this characterization does
not happily cover: “senseless ravings” views, such as those of Berrios (1991) and others who claim
that delusion reports are empty speech acts that have no content. On these views, it does not make
sense to talk about “a delusion that p”. We can attempt to bend these contentless accounts to our
characterization by saying that on these accounts, ‘X has the delusion that p’ should be understood as
meaning ‘X uttered a sentence in a delusional context that has no content but that would be typically
be translated by a speaker of X ’s language as having the meaning p.’ This is not perfect, as it doesn’t
explain what it means for a sentence to be uttered in a “delusional context” such that it has no content,
but it’s probably incumbent on the holders of such a view to be clearer on these sorts of issues. In any
event, I’m not too worried about having to account for these sorts of views, as they seem to go against
the data quite badly. Delusional speakers do not spout off utterances at random. Their sentences all
seem to be comprehensible and semantically related to one another. Berrios needs to explain why the
expressions uttered by delusional subjects apparently bear semantic relations and are apparently all
about a particular topic (see Eilan (2000)).
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This characterization has an additional benefit. Some of the arguments that have

been made in support of non-doxasticism threaten to collapse the debate into a

merely terminological one over the proper referent of the word ‘delusion’. For in-

stance, some theorists argue that delusions aren’t beliefs because there is more to

delusion than belief: a delusion comprises a whole collection of phenomenal expe-

riences. This is a merely verbal dispute, and characterizing non-doxasticism as I do

above protects us from accidentally taking it to be otherwise.10

There are two main sorts of arguments for non-doxasticism: conceptual argu-

ments and explanatory arguments. According to the conceptual arguments, there

are conceptual requirements on belief; a mental state only counts as a belief if it has

certain features, but delusions lack those features. According to the explanatory ar-

guments, there are features of delusions that doxasticists cannot easily explain, but a

non-doxasticist competitor theory can do the trick. Both of these types of argument

are motivated by the observation that delusions have certain puzzling features that

make them unlike prototypical beliefs. It’s to those features that I now turn.

2.2.1 Which Features of Delusion Are Most Puzzling?

Different philosophers focus on different features of delusion when making the case

for non-doxasticism. Bayne and Pacherie (2005), for instance, present the following

challenges to doxasticism: delusions can have incoherent content; they can be prag-

matically self-defeating; they can be founded on insufficient evidence; they can be

inconsistent with other beliefs; subjects don’t behave as if they believed their delu-

sions; subjects don’t exhibit appropriate affective responses. Of course, some delu-

sions exhibit only some of the features mentioned (Bayne and Pacherie note that the

Cotard delusion is one of the few that are pragmatically self-defeating).

I would like to call attention to the following four features. For reasons I will

present shortly, I believe the latter two are more important than the former two.

10I argue for this in chapter 4.
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BIZARRENESS OF CONTENT: Delusional content is often bizarre and peculiar in na-

ture, and is usually highly implausible. For instance, it is extremely unlikely

that one’s spouse has been replaced with an imposter, yet this is what Capgras

patients attest.

UNRESPONSIVENESS TO EVIDENCE: Delusions do not respond to evidence in an ap-

propriate or a typical manner. This is a claim about both the formation of delu-

sions and the maintenance of delusions: they are formed in response to insuf-

ficient evidence, and they are maintained in spite of evidence to the contrary.

For instance, it is often thought that the Capgras delusion is formed in response

to a strong experience of unfamiliarity. This is not a rational response. Even if

the experience is very powerful, the notion that the patient’s spouse has been

replaced does not cohere with the patient’s other beliefs. The Capgras patient

ought reject the proposition, as the evidence for it is insufficient.

CIRCUMSCRIPTION: Delusions are often behaviorally, theoretically, and affectively

circumscribed. A typical Capgras patient might continue to live with his spouse,

might not call the police, might not form hypotheses about how his spouse was

removed and where she has been taken, and might not even be that perturbed

about his situation.

DOUBLE-BOOKKEEPING: Delusional subjects are able to keep delusions reasonably

well partitioned from beliefs that are not delusions, and are often metacogni-

tively aware of which of their mental states are delusional. Capgras patients

will sometimes recognize that their delusions are, in fact, delusions, and will

admit that their delusions are incredible and defective in some way. Young re-

ports, “[i]f you ask What would you think if I told you that my wife has been

replaced by an impostor?’, you will often get answers to the effect that it would

be unbelievable, absurd, an indication that you had gone mad” (1998, p.37).
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2.2.1.i Bizarreness and Unresponsiveness

Which of the features above provide the best fodder for the non-doxasticist? Which

features diverge most sharply from prototypical belief, and demand a novel theory?

Although the bizarreness of delusions is one of their most striking features and is

oft-cited in characterizations of delusion, it is at best symptomatic of delusions. In

fact, bizarreness is likely not even that diagnostically useful. Researchers have con-

sistently failed to find acceptably high values of inter-rater reliability on judgments

of bizarreness (Kendler et al. 1983, Flaum et al. 1991, Junginger et al. 1992). Even if

delusions are typically more bizarre than prototypical beliefs for some understand-

ing of bizarreness, they inherit this trait from something more fundamental, and it is

this that the non-doxasticist should seek to explain. It’s not that delusions are candi-

dates for being non-beliefs because they have contents that most people would find

weird; it’s that one wouldn’t expect the normally reliable mechanisms that form and

maintain beliefs to form something that flies in the face of so much other evidence.11

The problem in explaining the bizarreness of delusions reduces to a problem in ex-

plaining their unresponsiveness to evidence.

I don’t think that unresponsiveness has much to offer either a conceptual argu-

ment or an explanatory argument for non-doxasticism. Let’s discuss the concep-

tual arguments first.12 Delusions are not formed or maintained as typical beliefs are,

and this is supposed to count against delusions counting as beliefs; however, not all

causal relations are as important to typing mental states as others. It’s the effects of

delusions, not the causes of delusions, that are key. Eric Schwitzgebel is a philoso-

pher who agrees that effects of belief, but not the causes of belief, are relevant to its

being a belief. He writes, “[b]eliefs can arise in any old weird way, but—if they are

11Of course, it’s true that normal people can believe some pretty weird things. However, the complete
inability of the delusional subject to brook counterargument seems to be of a different order altogether.
Some weird convictions of “normal people” probably are held with the same intense degree of irrational
certitude as psychotic delusions, but these convictions are in want of explanation just as delusions are.
How could a normally reliable epistemic system develop such unyielding irrationality?

12In chapter 3, I’ll argue that conceptual arguments are unsuccessful. I’m here putting myself in the
shoes of a philosopher trying to make the best case for a conceptual argument.
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to be beliefs—they cannot have just any old effects. They must have, broadly speak-

ing, belief-like effects; the person in that state must be disposed to act and react, to

behave, to feel, and to cognize in the way characteristic of a normal believer-that-P”

(Schwitzgebel 2012, p.15).

Schwitzgebel holds this view out of a commitment to thinking of intentional states

as dispositions. Consider the formulation of functionalism as first laid forth by Put-

nam: functional properties are dispositions which take stimuli and other mental

states as input, and produce and behavior and other mental states as output.13 The

inputs here are conditions under which the outputs are generated; not conditions

that specify when the state is formed. A dispositional profile does not say anything

about what it takes to gain that disposition. A cup is fragile if it breaks when struck,

and it does not matter what caused it to gain the property that it breaks when struck.

On any purely dispositional theory of belief, whether a belief is formed in response

to appropriate evidence is not relevant to typing the state.

Of course, dispositionalism is not forced on a philosopher making a conceptual

argument. Some versions of functionalism will claim that a state is a belief iff it plays

a certain role in a functional economy, and one might hold that the conditions caus-

ing a state to arise are important in typing that state. For what it’s worth, it does seem

to be part of my concept of belief that the belief can arise from anywhere.14 Suppose

a philosopher thinks that conceptual analysis can tell us something about the nature

of belief, and she wants to make a conceptual argument for non-doxasticism, she

cannot simply assume that the cause of a belief is relevant to the concept of belief;

she will need to accommodate my (and Schwitzgebel’s) intuition.

Unresponsiveness provides even less fodder for explanatory arguments. Unre-

sponsiveness to evidence is the feature of delusions that has commanded the bulk

of attention in philosophy and cognitive science. Over the last thirty years, much of

the work on delusions has attempted to answer questions about why delusions are

13I am intentionally glossing over the distinction between role functionalism and realizer function-
alism (McLaughlin 2006) for reasons of brevity.

14Whether the population at large shares this intuition would be an interesting experimental discov-
ery.
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formed and why they are not immediately rejected in the face of overwhelming coun-

terevidence. As we will see later, a lot of progress has been made in understanding

delusion fixation. These theories have been developed under the assumption that

delusions are beliefs, so the fact that delusions are unresponsive to evidence does

not provide much motivation for non-doxasticism.

It’s the other two features of delusion which I describe below—circumscription

and double-bookkeeping—that provide the motivation for explanatory arguments.

Although we have several promising theories about what causes delusions to form,

we currently have no good theories about those two features. What needs explana-

tion is what delusions do, not what gets done to delusions.15

None of this is to say that an account of delusion formation is irrelevant to non-

doxasticist theories. It might well be that a non-doxasticist theory will have implica-

tions for how delusions are formed. In that case: great! But this will likely be a side

benefit to be gained in the search for an explanation of the causes of delusion.

2.2.1.ii Circumscription

Circumscription refers to the relative inertness of delusions in affecting cognition

and behavior. Delusions drive their hosts to make bizarre claims, but there are sus-

piciously few effects beyond the production of verbal behavior. An imprecise slogan:

delusional subjects say but don’t do. Three kinds of circumscription can be iden-

tified: theoretical, affective, and behavioral.16 Delusions are theoretically circum-

scribed in that subjects usually make little attempt to reconcile their non-delusional

beliefs with their delusion; they do not seem to incorporate the consequences of

15This distinction is often glossed over in discussions of the features of delusion. For example, con-
sider Bortolotti’s (2009b) claim that “delusions violate norms of procedural rationality by being badly
integrated with the subject’s beliefs and other intentional states.” There are two features smushed to-
gether here: (1) unlike beliefs, delusions are not modified to be made consistent with other mental
states, and (2) other states are not altered to be made consistent with delusions, unlike beliefs.

16A note of terminology: ‘circumscription’ is sometimes used in the literature to refer to the narrower
category that I call ‘theoretical circumscription’. For example, see (Bortolotti 2009a).



28

their delusion into their general account of the world. They are affectively circum-

scribed in that the subject will often not display the expected or the appropriate emo-

tional responses to their delusion. They are behaviorally circumscribed in that delu-

sional subjects will often not act on their delusion in the expected or appropriate

way. Could a person really believe that her food is poisoned and yet still continue to

eat? Her behavior could be explained if she had other aberrant beliefs and desires,

such as a desire to die, or a belief that poison is harmless. Yet patients usually seem

to lack these sorts of auxiliary mental states.

The circumscription of delusions is mysterious, but should not be overstated. If

you ask a delusional subject why they believe what they do, they might do any num-

ber of things. Often, they will spin off an extremely contrived and fantastical answer

on the spot. Delusions produce some truly outrageous confabulations, the likes of

which are extraordinary.17 One might think that the fact that delusional subjects con-

fabulate shows that delusions are not as theoretically circumscript as often claimed.

Yet, consider Ramachandran’s patient who, when asked where her mother was,

said she was hiding under the table. It does not appear that she formed a belief about

her mother hiding under the table. After all, she didn’t behave as if she believed it!

If her confabulation did involve the creation of a mental state, it looks like it was a

mental state of exactly the same type as her delusion, as it shares all the same prob-

lematic features. William Hirstein writes,

[There is] evidence against the claim that confabulations are expressing real, en-
during beliefs [. . . ] confabulators may give different (sometimes inconsistent)
responses to the same question at different times. The states that give rise to
their claims do not seem to have the permanence of normal beliefs. They are
perhaps more momentary whims or fancies than genuine beliefs. As is often the
case with the mentally ill, folk psychology is strained to the breaking point as we
try to describe them. (Hirstein 2005, p.189)

17Confabulations can be either spontaneous or provoked. Only truly serious disorders such as
schizophrenia generate spontaneous confabulations.
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In fact, it is possible that many delusions are the result of confabulation: the Cap-

gras delusion might be the result of confabulating an explanation for a disordered ex-

perience, for instance. A non-doxasticist theory should not simply explain why delu-

sions have little impact on belief revision. It should explain why the mental states

that are revised by delusions seem themselves to be not quite like normal beliefs.18

The problem with explaining circumscription is that delusions are sometimes cir-

cumscribed and sometimes not, and it is very hard to predict when or how they will

affect behavior or reasoning. For instance, subjects will occasionally feel great con-

sternation over their delusions, and they will also occasionally act on them, some-

times with terrible and tragic results. One man, under the conviction that his fa-

ther had been replaced with a robot, decapitated him in order to find the batteries

and microfilm in his head (Blount 1986, Silva et al. 1989). Behaviors of this sort are

thankfully relatively rare. It is also sometimes possible to get delusional subjects to

briefly submit to reason; it is difficult to predict how they will react to confounders

for their delusions. They might ignore the confounder entirely, they might confabu-

late a highly improbable justification for their delusion or challenge the confounder,

or they might actually correct their mistake, but soon afterward be sucked right back

into the delusion (Buchanan et al. 1993). An explanatory theory should attempt to

give some sort of account as to when a delusion will prompt action and when it will

not.19

18Confabulation is not specific to the mentally ill. Originally, confabulation was thought to neces-
sarily involve memory disorders, but it has become apparent that it’s a common, even quotidian, phe-
nomenon. We all confabulate. One famous demonstration is due to Nisbett and Wilson (1977): par-
ticipants were presented with a series of nylon stockings and asked which they preferred. Owing to a
cognitive bias, the majority of participants chose the rightmost pair. When asked why they preferred
that one, they made up some explanation, for instance, involving texture or color. However, the re-
sults of these confabulations are not in the same boat as the confabulated proposition “my mother is
under the table.” When regular people confabulate explanations, it looks like the confabulation might
generate beliefs: the participants really do think that they chose the stockings because of the texture
(Hirstein 2005).

19Most non-doxasticist competitor theories tend to simply say that a delusional person will some-
times act on her delusion and sometimes will not. The theoretical benefit of such a claim is fairly
minimal. See the upcoming criticism of Egan and Schwitzgebel.
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2.2.1.iii Double-Bookkeeping

Double-bookkeeping, also known as double registration, refers to a phenomenon first

identified by the early psychiatrist Eugen Bleuler (1950) and written about at length

by Louis Sass (1994). Delusional subjects appear to keep two “books” or “registries”

of representations in their heads—one of “the real world” and one of “the delusional

world”—and they are able to keep these books reasonably well partitioned. Surpris-

ingly, delusional individuals often speak as if they are aware that they operate on

two different sets of representations: they speak of their “delusional reality” and can

identify which of their mental states are delusional. Sass explains,

it is difficult to square standard notions of poor reality-testing with the fact that
many schizophrenics who seem to be profoundly preoccupied with their delu-
sions, and who cannot be swayed from a belief in them, nevertheless treat these
same beliefs with what seems a certain distance or irony. [. . . ] It is remarkable
to what extent even the most disturbed schizophrenics may retain, even at the
height of their psychotic periods, a quite accurate sense of what would generally
be considered to be their objective or actual circumstances. Rather than mistak-
ing the imaginary for the real, they often appear to be living in two parallel but
separate worlds: consensual reality and the realm of their hallucinations and
delusions. (Sass 1994, 20–1)

A person who is deluded is sometimes said to lack “insight” into her disorder. This

is sometimes argued for on conceptual grounds: e.g. “being psychotic means being

out of touch with real events and experiences. It is therefore incompatible for such

people to have knowledge of, or be aware of, true changes taking place within them

and the environment” (Marková and Berrios 1992, p.857). Double-bookkeeping chal-

lenges the notion that entertaining delusional thoughts implies a lack knowledge of

the mundane world.

Psychotic breaks and delusional episodes in people with schizophrenia are often

accompanied with a particular kind of feeling—a “delusional atmosphere”—which

can aid critically aware sufferers in distinguishing their delusions from their non-

delusional beliefs (Fuentenebro and Berrios 1995, Mishara 2010). Sass (1994), Gal-

lagher (2009), and other phenomenologically-inclined philosophers have argued that

the experience of the schizophrenic is of living in “two realities.” It is difficult to know
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quite what this claim amounts to; nonetheless, it is how delusional individuals de-

scribe their inner experience. For instance, here is a written report from an individual

with schizophrenia:

I can feel absolutely certain that space and time (and hence physical reality) no
longer or never did exist, and yet understand that in order to get to a psychiatry
appointment I have to walk down the street, get on the train, and so on (in other
words, physically navigate or move through the “objective” world). Or I can feel
certain, even as I am talking to my psychiatrist, that I killed him five minutes ear-
lier (fully aware that he is sitting a few feet from me talking). The strangeness is
that both “beliefs” exists simultaneously and seem in no way to impinge on one
another (nor have I ever figured out any way of consciously reconciling them).
(recounted to Louis Sass)

The claim that delusional patients live in “two worlds” is evocative, but must be

taken metaphorically. The problem is in figuring out exactly what the metaphor

amounts to. Here are three possible interpretations, all of which seem to be sup-

ported by the evidence:

BEHAVIOR GUIDANCE: Delusions are behaviorally circumscribed, but this does not

mean that patients lie there inert; instead, their actions seem to rely on a differ-

ent knowledge store.

METACOGNITION: Delusional subjects seem to have a metacognitive knowledge that

there is a division of some sort in what they take to be true.

PHENOMENAL EXPERIENCE: Delusional subjects have a phenomenal experience of

“two worlds” overlaid upon one another.20

Double-bookkeeping provides some of the best support for an explanatory ar-

gument for non-doxasticism. The phenomenon suggests that the delusional mind

contains two distinct and partitioned sets of representations, and that the subject ap-

pears to have some form of metacognitive awareness of this division. Non-doxasticism

20Some reports of double-bookkeeping seem to generate contradictions; perhaps it is possible for
conscious experience to contain contradictory contents.
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can begin to make sense of this split. An individual might be deluded that p but be-

lieve that not-p, and the individual can know that there is a discrepancy between her

delusions and beliefs.

2.3 Summary

Although delusions have traditionally been described as irrationally formed beliefs,

certain puzzling features of delusion have long cast doubt on this characterization.

Most prominently, delusions are circumscribed—they don’t cause the behaviors, in-

ferences, and affective responses that a belief would apparently cause—and they

exhibit “double-bookkeeping”—delusional subjects can be aware of their delusions

qua delusions, and seem to simultaneously experience the world of their delusions

and the world as the rest of us know it. These features have led to the rise of non-

doxasticism: the thesis that one can have the delusion-that-p without believing-that-

p, and that delusions that p are, in fact, often not accompanied with a belief that p.

Two types of argument for non-doxasticism have emerged. Conceptual argu-

ments hold that a mental state only counts as a belief if it has certain features, but

delusions lack those features. Explanatory arguments hold that the puzzling features

of delusion can be better explained by a competitor theory that does not treat delu-

sions as beliefs.

In the next chapter, I argue that too much attention has been paid to conceptual

arguments by doxasticists and non-doxasticists alike. I do not see much hope for a

conceptual non-doxasticist argument; non-doxasticists must try to build competitor

theories.
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Chapter 3

Conceptual Arguments and Rationality

3.1 The Irrationality Argument

The features of delusion presented in the previous chapter have caused philosophers

and psychologists to be skeptical that delusional utterances are expressions of belief.

Delusions aren’t like prototypical beliefs, certainly—but are they different enough for

the non-doxasticist to be right? Say that you describe a person’s mental state by de-

scribing the way it behaves and the way it interacts with other mental states—that is,

by describing its functional role. What determines whether that state is a belief? How

do you type mental states?1 It would be handy to have a list of criteria that specify the

functional role of belief. Then, if delusions lacked a crucial feature, we would know

that they are not beliefs.

Arguments proposing that delusions lack one or more of these necessary features

are conceptual arguments for non-doxasticism. Most non-doxasticist arguments are

conceptual arguments. They have the following form: Beliefs necessarily have feature

C. Delusions lack C. So, delusions are not beliefs. I call these “conceptual” arguments

because the first premise is often justified through a priori conceptual analysis: anal-

ysis of BELIEF tells us something about the necessary features of belief. In fact, the

features that are elicited through this process are often claimed to be not just neces-

sary features of belief, but features that are constitutive of belief. In the metaphysi-

cian’s parlance, they are features in virtue of which a state is a belief, or features that

ground a state’s beliefhood.

Determining the constitutive features of belief has kept philosophers occupied

1I use the verb ’to type’ as shorthand for ‘to determine the type of ’.
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for a long time, and there are a lot of proposals on the table. For example, some

claim that it is constitutive of beliefs that they cannot be formed voluntarily (Williams

1973). Others claim that it is constitutive of beliefs that they be stable and resistant

to reconsideration (Holton forthcoming). Others present normative features, and

claim that it is constitutive of belief that it have truth as its aim (Wedgwood 2002,

Chan forthcoming).

One path to constructing a conceptual argument is to pick out one or more al-

legedly constitutive features of belief and plug them into C in the argument schema

above. For example, Berrios gives a conceptual argument when he writes,

We must now test the hypothesis that, from the structural point of view, delu-
sions are, in fact, beliefs. Price (1934) distinguished four elements that comprise
a belief (P):

a) Entertaining P, together with one or more alternative propositions Q and R;

b) Knowing a fact or set of facts (F), which is relevant to P, Q and R;

c) Knowing the F makes P more likely than Q or R;

d) Assenting to P; which in turn includes (i) the preferring of P to Q or R; (ii)
the feeling of a certain degree of confidence with regard to P.

Price’s criteria are clear and elegant enough, but it is clear that no current text-
book or empirical definition of delusion can be set in terms of these four criteria.
(Berrios 1991, p.8)

The most prominent conceptual argument for non-doxasticism appeals to ratio-

nality. In virtue of being unresponsive to evidence and in virtue of being circum-

scribed, delusions are not rational. (It is less obvious that double-bookkeeping is

irrational, partly because it is so hard to explain exactly what is going on in double-

bookkeeping.) If beliefs are necessarily or constitutively rational but delusions are

irrational, then delusions are not beliefs. They are simply too irrational to count as

beliefs.2

2One might quibble here: a non-doxasticist would not be able to talk about “the irrationality of delu-
sions,” as irrationality is a feature of beliefs, sets of beliefs, or belief-forming processes, and the non-
doxasticist denies that delusions are beliefs. A non-doxasticist could also not say things such as ‘if one
were to interpret delusions as beliefs, they would be massively irrational beliefs’, for the non-doxasticist
who believes in rationality requirements denies that there can be massively irrational beliefs. I’ll con-
tinue to use locutions such as these throughout this thesis, as they are a natural way of speaking and
do not lead to any important confusions that I can see. The irrationality of a delusion should be under-
stood as follows: a delusion is irrational if it is not a rational belief.
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Let’s call this particular conceptual argument the irrationality argument. I’ll even-

tually speak against conceptual arguments in general, but first, I plan to take down

this one, the most prominent. By doing so, we will get a sense of how conceptual

arguments in general can be resisted. In this chapter, I argue against two sorts of

non-doxasticist argument that posit a conceptual link between belief and rationality,

which will lead to some general suspicions about conceptual arguments in general.

I begin by introducing the debate over the irrationality argument by considering

concerns that have already been voiced by the doxasticist opponent.

3.2 Delusions as Irrational Beliefs

3.2.1 Bortolotti on Irrationality

Appeals to rationality constraints on belief are plentiful in the non-doxasticist liter-

ature. Currie and Ravenscroft, for example, maintain that beliefs must exhibit what

they take to be one element of rationality: the consistency of beliefs is “a minimal

requirement on belief of any kind” (2002, p.176). They use this as a premise in an ar-

gument against doxasticism.3 There is history and pedigree in the claim that beliefs

are necessarily rational. Arguments and thought experiments that have been mus-

tered in the past can now be conscripted to the non-doxasticist’s side. Consider, for

example, a thought experiment of Daniel Dennett’s (1987a, p.44). Dennett describes

a “neurocryptographer” attempting to insert a new belief into the brain of a test sub-

ject named Tom: ‘I have an older brother living in Cleveland’. Either the belief will

be rejected for conflicting with other beliefs, or Tom’s rationality will be so impaired

that we can’t take him to be a genuine believer: “in neither case has our neurocryp-

tographer succeeded in writing a new belief.” As Coltheart and Davies note, Den-

nett’s vivid thought experiment is “clearly relevant to the topic of delusional beliefs”

(Davies and Coltheart 2000, p.3).

Because there is a past literature to draw upon, non-doxasticists do not often ar-

gue for rationality as constitutive of belief. Instead, they cite previous theorists who

3See Berrios (1991), Campbell (2001), Stephens and Graham (2004) for other similar arguments.
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have made the claim. Dennett, Davidson, and Lewis are all popular figures to invoke.

We find more explicit arguments by looking across the aisle. In response to the

rising tide of non-doxasticism, certain philosophers have begun to defend the stan-

dard doxastic account of delusions (Bayne and Pacherie 2005, Bortolotti 2009b). The

most thoroughgoing and sustained defense of doxasticism is Bortolotti’s recent and

important book Delusions and Other Irrational Beliefs (2009b). The book is an influ-

ential doxasticist missive aimed at the irrationality argument; it is admirably clear,

and it nicely summarizes and encapsulates the state of play.

Bortolotti argues that rationality cannot be constitutive of belief, for irrational be-

liefs are not just possible; they are prevalent. There is nothing incoherent about an

irrational belief, so delusions can be considered irrational beliefs, and their odd fea-

tures can be explained in terms of irrationality. Self-proclaimed kings and emperors

in a psychiatric ward might not expect tribute befitting their station, but this should

not be taken to straightforwardly imply that they don’t actually think they are roy-

alty. Rather, it’s natural to say that they do believe that they are monarchs, but they

irrationally do not recognize the absurdity of their situation. Circumscription and

unresponsiveness might distinguish delusions from prototypically rational beliefs,

but not from irrational beliefs that are irregular yet mundane.

Bortolotti identifies five types of conceptual argument for non-doxasticism, each

of which takes as a premise that adherence to some sort of norm of rationality is a

necessary component of belief:

Bad Integration. If delusions violate norms of procedural rationality, by being
badly integrated with the subject’s beliefs and other intentional states, then
they are not beliefs.

Lack of Support. If delusions violate norms of epistemic rationality, by being
formed on the basis of insufficient evidence, then they are not beliefs.

Unresponsiveness to Evidence. If delusions violate norms of epistemic rational-
ity, by resisting revision in the face of counter-evidence, then they are not
beliefs.

Failure of Action Guidance. If subjects with delusions violate norms of agential
rationality, by failing to act on the content of their delusions in the relevant
circumstances, then they are not ascribed beliefs.

Failure of Reason Giving. If subjects with delusions violate norms of agential ra-
tionality, by not endorsing the content of the delusion on the basis of good
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reasons, then they are not ascribed beliefs. (Bortolotti 2009b, p.56)

Bortolotti then sets out to attack all of these conditionals, making much of find-

ings in psychology and behavioral economics demonstrating various ways in which

we are all irrational. For instance, she calls upon experiments of Kahneman and

Tversky (1982) that demonstrate the natural human tendency to make various er-

rors in probabilistic or conditional reasoning. This has been a traditional response

to any strong emphasis on rationality constraints on belief ascription: without some

fancy footwork, the claim that individuals with beliefs are necessarily rational sim-

ply looks empirically false on the face of it (Stich 1985, Thagard and Nisbett 1983,

Cherniak 1986).4

Especially in the introductory sections of her book, it’s clear that Bortolotti takes

an attack on rationality requirements of belief to be one of the more important tasks

in her book. She writes, “[m]y project here can be seen as an instance of the following

strategy. Take a well-established principle. Instead of accepting it as an a priori truth

and applying it to the case at hand, start thinking about possible counterexamples

[. . . and . . . ] start entertaining the possibility that the principle should be revised, re-

placed by a more refined principle, or altogether abandoned” (Bortolotti 2009b, p.8).

Although she denies that beliefs are ideally rational, she finds it at least a little com-

pelling that there is a weaker condition. Defenders of doxasticism tend to agree that

there is something like a rationality constraint on mental states. Bortolotti endorses

what she calls an intelligibility requirement : “intentional behavior must be intelligi-

ble or amenable to rationalization” (Bortolotti 2009b, p.100). This requirement, she

maintains, is weak enough that delusions will count as beliefs.

In order to attack each of the conditionals mentioned above, Bortolotti employs

an argumentative strategy that I will call her central strategy. For any purported fail-

ure of rationality that delusions exhibit, Bortolotti attempts to offer an example of

a clear-cut belief that has the same relevant features. For example, she invites the

reader to compare the following two cases:

4Of course, some people have tried to engage in this sort of fancy footwork. See Cohen (1981) for a
classic attempt, but see Stich (1985) for a response.
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• Whenever Nishad takes an exam, he wears the chain that his grandmother
gave him, because he believes that the chain brings him luck and protects
him from harm. He knows that in general, objects have no special power on
people or situations, but he makes an exception in this case.

• Bob believes that the person who lives in his house and looks identical to
his mum is not his mum, but a cleverly disguised Martian, and develops a
growing sense of hostility towards the imposter. (Bortolotti 2009b, p.93)

The former is an normal superstition and the latter is a clinical delusion, yet in

many respects the two look extremely similar. There does not seem to be an easy-

to-state feature C that distinguishes the two of them. This gives us reason to think

they are instances of the same mental state type. Bortolotti supports a version of the

“continuity thesis” (Bortolotti 2011b, Bentall 2003): there is no real categorical dif-

ference to be drawn between delusions and mundane superstitions and ideological

beliefs. The DSM-IV-TR had to include an escape clause in its definition of delusion

in order to exclude religious conviction and other socially prevalent belief: all well

and good for a clinical manual, but the non-doxasticist offering a theory of cognition

cannot get away with ad hoc escape clauses. Beliefs can be more or less rational,

on Bortolotti’s picture, and delusions exist far down on the irrationality end of the

scale, nestled alongside beliefs in alien abduction and ghosts and the healing power

of crystals.

3.2.2 A Non-Doxasticist Response

Bortolotti’s central strategy is powerful: it provides a schema for producing argu-

ments against any variety of non-doxasticism, not just those founded on the irra-

tionality argument. The strategy challenges the non-doxasticist to identify a feature

that cleanly cleaves delusion from belief—one that shows why Nishad, but not Bob,

counts as a true believer. Either Bob’s delusion is a belief, or Nishad doesn’t really

believe the chain will bring him luck, or the two cases are not relevantly similar. It

does not look easy to find a relevant property that distinguishes their mental states,

whether or not that property has anything to do with rationality.
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Perhaps it is possible to articulate such a property, but I share Bortolotti’s skepti-

cism. Nonetheless, I do not think Bortolotti’s central strategy will much faze a com-

mitted non-doxasticist. Given that the non-doxasticist is committed to Bob’s delu-

sion not being a belief, and the cases certainly seem relevantly similar in many ways,

her best option is to deny that Nishad believes the chain will bring him luck. The cen-

tral strategy hinges on our accepting that the “indisputably” irrational beliefs that are

offered really are genuinely irrational beliefs. This can be denied. A non-doxasticist

might claim that many mental states in a normal population that look like irrational

beliefs are, truthfully, not irrational beliefs, either by denying that they really are ir-

rational, or by denying that they really are beliefs.

It’s not surprising that someone invoking the irrationality argument would make

this claim. After all, a philosopher claiming that beliefs are necessarily rational will

not grant that superstitions and the like are irrational beliefs. To assume they’d ac-

cept this is to beg the question.

I’ll say more about the viability of this strategy—claiming that many things that

we normally consider mundane beliefs are actually not beliefs—at the end of this

chapter. What we need, in order to directly engage the non-doxasticist, is some-

thing that Bortolotti’s central strategy tried to circumvent: a head-on debate about

whether beliefs are necessarily rational. Occasionally, one gets the sense that some

philosophers think the very idea of belief requiring rationality is not just wrong; they

think it is absurd. Because of this, the force of their arguments often comes down to

their ability to convey goggle-eyed incredulity through text. As much as I think that

it is sometimes appropriate to give an incredulous stare in place of an argument, the

irrationality argument is widespread and I fear that no stare will be piercing enough.

The central strategy does not consider why rationality has been said to be consti-

tutive of belief, so Botolotti does not give counterarguments to arguments in favor of

constitutive rationality. This isn’t surprising, given that non-doxasticists tend not to

simply refer to a past philosophical tradition, but it has left the irrationality argument

relatively untouched. In what follows, I will give the counterarguments that I think

are needed. Non-doxasticism should not be founded upon conceptual arguments



40

that depend rationality requirements, so my goal is to give a hand to Bortolotti and

her fellow doxasticists by arguing against those versions of non-doxasticism.

The rest of the chapter proceeds as follows. Firstly, I consider arguments that

rationality is a requirement on belief ascription. I consider two sorts of ascription:

individual ascription and scientific ascription. In both cases, I find the need for a

rationality requirement lacking. Secondly, I consider arguments that rationality is a

constitutive feature of the functional role of belief. Again, I argue that rationality is

not a requisite feature.

3.3 Rationality Constraints on Belief Ascription

There are two ways to get to the claim that beliefs are constitutively rational. They

are not always distinguished.

Firstly, one might hold that the process of interpretation involved in mental state

ascription is governed by a principle that guarantees the rationality of the interpreted

agent. In order to ascribe mental states to another person, an assumption of ra-

tionality must be made. Alternately, one might hold that it is characteristic of the

functional role of belief that it is rational: if a mental state doesn’t play the role of a

rationally formed and maintained belief that motivates behavior in a rational way,

then it doesn’t play the role of a belief. On the first thesis, rationality is a condition

on an interpretive process. There is an assumption of rationality built into the very

game of ascribing beliefs. On the second, rationality is a feature of the outputs of the

process of interpretation: the states themselves.

When non-doxasticists such as Currie and Campbell laud figures such as Den-

nett and Davidson, they are calling upon arguments of the first sort—those about

ascription. They do not, however, flag their commitments as such.

Let’s take these arguments in turn. If there are constraints on mental state ascrip-

tion that guarantee our beliefs will be rational, then one cannot claim that delusions

are highly irrational beliefs. In the rest of this section, I consider whether belief as-

cription demands an assumption of rationality that is sufficiently strong to make a
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case for non-doxasticism. Defenders of doxasticism such as Bortolotti, Bayne, and

Pacherie claim that there is not (Bayne and Pacherie 2004). I concur, but for reasons

different than those that they offer.

3.3.1 A History of Rationality Constraints

Rationality constraints on belief ascription feature most predominantly in a tradition

stemming from Quine and his notion of linguistic interpretation. Quine famously ar-

gued that translation between languages would always be beset with indeterminacy,

but he also claimed that we ought abide by certain maxims of translation that would

have us prefer certain translation manuals to others. One such maxim is a “principle

of charity” that would have us rule out translations resulting in logical silliness. Take

Quine’s field linguist, charged with translating a language he has never heard before.

He notices that speakers always assent to utterances of the form pq ka bu qq. This

counts as evidence against translating ‘ka’ as ‘and’ and ‘bu’ as ‘not’. The principle of

charity is what motivates Quine’s (1960) famous declaration that “prelogicality is a

myth of bad translators.”

Those following in Quine’s footsteps, including Davidson, Dennett, and Lewis,

took the principle of charity to be associated with projects wider than just linguis-

tic translation. For Davidson and Lewis, the principle of charity is a constraint that

preserves rationality during radical interpretation. Radical interpretation is unlike

radical translation in that it also ascribes mental states to an agent and is not purely

linguistic. For Dennett, rationality of the interpreted agent is an assumption that

underlies “application of the intentional stance” (Dennett’s preferred way of talking

about mental state ascription). For example, Dennett writes, in an argument that is

characteristic of this Quinean lineage,

The assumption that something is an intentional system is the assumption that
it is rational; that is, one gets nowhere with the assumption that entity x has be-
liefs p,q,r. . . unless one also supposes that x believes what follows from p,q,r,. . . ;
otherwise, there is no way of ruling out the prediction that x will, in the face of its
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beliefs p,q,r. . . do something utterly stupid, and, if we cannot rule out that pre-
diction, we will have acquired no predictive power at all.5 (Dennett 1978a, p.17,
my italics)

Just as Quine introduced the principle to rule out translation that would impute

logical silliness, the reason for introducing a rationality constraint is to pare down on

an otherwise unbridled indeterminacy that would plague mental state ascription.

For instance, suppose we are to ascribe mental states to an individual taking an um-

brella as she leaves the house. We could attribute to her a belief that it will rain, a

belief that taking an umbrella will keep rain from falling on her, and a desire to stay

dry. Or, we could attribute a belief that it absolutely will not rain, a belief that an

umbrella keeps rain off her, and a desire to stay dry, thus interpreting her as being

prudentially irrational.6

5A couple of similar quotes from the Quinean lineage: “When we are not [rational], the cases defy
description in terms of ordinary belief and desire” (Dennett 1987b, p.87). “If we are intelligibly to at-
tribute attitudes and beliefs . . . then we are committed to finding, in the pattern of behavior, belief, and
desire, a large degree of rationality and consistency” (Davidson 1982a, p.237).

6It is worth nothing that these Quinean philosophers maintain that the content of our mental states
is determined through a process of interpretation. Call this interpretivism. Many non-doxasticists who
make the irrationality argument bind themselves tightly to interpretivism (e.g. see Campbell (2001)
and my comments on him in a later chapter). However, this is a stronger claim than is needed in or-
der to make the Quinean argument for a rationality assumption. Non-interpretivists (such as Fodor or
Dretske) do not think that content is fixed by interpretation, but the arguments in favor of a rationality
requirement are still directed at them. A theory of content on its own has nothing to say about the pos-
sibility of irrational organisms: the theory must also be fitted with a theory of attitude ascription. For a
functionalist, this theory will involve interpretation, even if her theory of content does not involve inter-
pretation. So, for example, one could agree with Fodor that the content of our thoughts is fixed through
asymmetric dependence. However, the typing of the attitude with that particular content will require a
different sort of theory: very possibly one that depends on a process of interpretation. Suppose that a
computer or a brain contains an inscription written in Mentalese. Is this particular Mentalese sentence
in a “belief box”? Or is it in an “imagination box” and the agent irrationally acts as if her imaginations
are beliefs? Non-interpretivists find themselves in the same boat as interpretivists: if interpretivists
need a principle to pare away attitude ascriptions, so too do non-interpretivists.

Note that this reading of the non-interpretivist’s situation does not rule against the possibility of a
punctate language (i.e. there could be a language with but a single term or expression), but strongly
suggests against the possibility of a punctate mind (i.e. there could not be a creature or system with but
a single belief). Why should we interpret the agent with a single Mentalese token in its head as believing
the content of that token? Fodor agrees that “the holism of belief doesn’t entail the holism of content”
(Fodor and Lepore 1992, 128). It’s not clear to me why Fodor doesn’t make this move in response to
Stich’s Mrs. T thought experiment (1996), in which a woman assents to the claim that McKinley was
assassinated while also being unable to say anything else related to assassination. Fodor should, I
believe, say that although Mrs. T has the concept ASSASSINATED (fixed by asymmetric dependence),
it languishes in her head without playing a role in any of her beliefs. This is not Fodor’s response (see
Fodor (1987, p.62)), but it is consistent with it. In any event, this shows that the issues that motivate
rationality assumptions are not the concern of solely interpretivists: any functionalist will need to come
to terms with them.



43

In addition to the Quinean tradition, a second major source of historical support

for rationality requirements came from formal models of economic behavior. Stan-

dard decision theoretic or game theoretic models, such as those put forth by Von

Neumann and Morgenstern in The Theory of Games and Economic Behavior (1944),

are descriptive of human behavior only if in accord with the dictates of the theory,

which are usually norms of rationality. Davidson, for one, was heavily influenced

by Ramsey’s “Truth and Probability” (Ramsey 1931). Ramsey gives a procedure for

representing an agent’s utilities and degree of beliefs in any proposition when sim-

ply given that agent’s preferences; he then gives a representation theorem proving

that if the agent’s preferences satisfy certain requirements, the agent’s degrees of be-

lief will be coherent. Davidson took radical interpretation to involve something like

Ramsey’s procedure.7 Dennett did too: taking up the intentional stance involves in-

terpreting an agent to have beliefs and desires “roughly as Bayes would have them”

(Dennett 1978a, p.307). The constraints of rationality touted by Davidson and Den-

nett result from demanding that mental state ascription involve a procedure akin to

Ramsey’s. Interpreting individuals through a formal theory that guarantees the as-

cription of rational beliefs is much the same as adopting a rationality constraint.8

3.3.2 Do We Need a Rationality Constraint?

The above sorts of arguments are illustrative. They make it seem like we need ratio-

nality constraints to get interpretation off the ground. But they are not decisive, and

to my mind, the arguments fail to satisfyingly answer the following two questions:

7Davidson saw various affinities between Ramsey’s procedure and Quinean radical translation. For
example, he writes, “Quine’s solution resembles Ramsey’s, in principle if not in detail. The crucial step
in both cases is to find a way to hold one factor steady in certain situations while determining the other”
(Davidson 1990, p.319). See Rawling (2003) for more on Quine and Ramsey’s influence on Davidsonian
radical interpretation.

8I’m glossing over questions about what it means to be rational. Is a subject who forms beliefs for
pragmatic but non-epistemic reasons considered rational? Does the constraint guarantee both theo-
retical rationality in one’s beliefs and practical rationality in one’s actions, or just one or the other? Is it
irrational to strongly desire something that you know will never come to be? Can desires be rational and
irrational, or only beliefs? Many different versions of the principle of charity have been offered, all of
which differ on questions such as these. I shrug off details here because I’m not proposing a rationality
constraint of my own, but a supporter of a rationality constraint will need to give answers.
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1. Must a rationality constraint be one of the constraints on psychological inter-

pretation?

2. Is a constraint on psychological interpretation really required at all?

The line of ancestry running through Ramsey provides some apparent reason to

think that, if there is a constraint, it is a rationality constraint. The line of ancestry

running through Quine provides some apparent reason to think that some sort of

constraint is needed, but it doesn’t provide much reason to think that the constraint

needs to specifically be about rationality.

Let’s deal with the Ramseyan line first. The support offered by the Ramseyan line

is merely apparent. Humans can be formally represented as rational, but this means

nothing in itself, for they can also be formally represented as irrational. As Lyle Zynda

(2000) has proved, for any preference ordering that allows one to be representable as

having degrees of belief that obey the laws of probability, that same preference order-

ing allows one to be representable as having of degrees of belief that don’t conform to

the laws of probability. In order to establish that humans are rational, it is not enough

to simply establish that humans are representable as having consistent and rational

beliefs; there are other representations that say otherwise. Why should we think that

the best formal theory of mental state ascription should be contained within the set

of formal theories that guarantee rational beliefs? There are other formal models:

some posit mental states other than belief and desire (such as intention or emo-

tion); some do not assume that our preference ordering is transitive; some allow for

unsharp probability functions. Perhaps a model that does not guarantee rational-

ity will do a better explanatory job. Since the original suggestion that unelaborated

Ramseyan decision theory could be used as an empirical model of actual human

decision-making (Edwards 1954), the claim has been steadily attacked; psychologists

and behavioral economists have developed competing accounts of decision-making

and competing research programs. If an interpretive principle that limits indeter-

minacy is needed, we needn’t simply take on the most simplistic decision theoretic

models at hand.



45

Ramsey’s representation theorem may have been a motivating influence on the

widespread acceptance of a rationality constraint, but its sheer existence cannot be

pointed to for the justification of a constraint.

It’s worth subjecting Dennett’s intentional stance to this sort of criticism. Taking

up the intentional stance involves interpreting an agent as having coherent and ra-

tional degrees of belief. Now, people obviously don’t act exactly like perfect Bayesian

agents all the time, and Dennett admits this, but he maintains that this doesn’t imply

the surprising fact that no one is a believer. The intentional stance is still useful in

predicting behavior, and this is because people closely resemble Bayesian agents in

important respects (Dennett 1991). The property being a believer is somewhat like

the property being a rabbit-shaped image. Some images only vaguely resemble rab-

bits; others might be smudgy or pixellated. As the fidelity of the image goes down

and noise is introduced, it becomes less of a perfect rabbit image, but it still has the

same basic pattern that a perfect image would. People are, metaphorically, “smudgy

images” of fully rational Bayesian agents. To ask whether a schizophrenic really be-

lieves that there is a nuclear reactor in his head is akin to asking whether a shape in a

smudgy picture really is rabbit-shaped. It’s like a rabbit image in some respects but

not in others—its status is indeterminate and there is no fact of the matter.9

Let’s grant this story. Taking up the intentional stance is just representing or mod-

eling an individual as having coherent degrees of belief. Now, however, recall that

there are other cognitive models and representations waiting in the wings. Consider

a new stance—a “schmintentional stance”—according to which individuals are rep-

resented or modeled by some different formal structure. Perhaps this representation

does not preserve rationality, or perhaps it posits mental states that the intentional

stance does not. These models might very well do a better job of predicting human

behavior. Dennett often speaks as if, when an individual can’t profitably be under-

stood on the intentional stance, we need to plunge down to the design stance or

9The metaphysics here are difficult. Whether this account demands ontic vagueness is an open
question; accounts of indeterminacy that are purely linguistic don’t seem to capture what Dennett has
in mind. I’ll leave issues related to Dennett’s “metaphysics of real patterns” to the side. (Because of this,
my language will be rather metaphorical; hence the smudgy talk.)
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physical stance. But why? Why not look for models of human psychology that are

similar to (but distinct from) the one applied by the intentional stance, but also not

steeped in the teleology of the design stance?

We should not conclude that humans must be interpreted according to some psy-

chological model just because they can be successfully interpreted according to that

psychological model. There might be a better model out there. So, why should we

assume the best model guarantees that agents are perfectly rational?10

Perfect rationality is an awfully strong demand. Many fans of rationality con-

straints have agreed, and instead offered constraints that demand less than complete

consistency and closure in one’s beliefs. Lewis (1974) and Papineau (1991) both sub-

scribe to versions of Grandy’s (1973) “Principle of Humanity,” which states, roughly:

interpret agents to have the sorts of beliefs that humans would have.

As previously mentioned, Bortolotti proposes an intelligibility requirement : “in-

tentional behavior must be intelligible or amenable to rationalization” (Bortolotti

2009b, p.100). She suggests that we should consider the interpreter’s assumptions

about intelligibility to be “flexible and revisable heuristics, not constraints. They are

supposed to guide the interpreter and help her to ascribe intentional states with de-

terminate content to a variety of subjects in a variety of situations” (Bortolotti 2009b,

p.107). Similarly, Bayne and Pacherie (2004) praise Cherniak’s (1986) minimal ratio-

nality constraint in support of doxasticism. This is a weakened demand that states

that, if A has a particular belief-desire set, A would undertake some, but not nec-

essarily all, of those actions that are apparently appropriate. The minimal rational-

ity requirement can, allegedly, accommodate the fact that human beings are in “the

finitary predicament of having fixed limits on their cognitive capacities and the time

available to them” (Cherniak 1986, p.8).

10Dennett has another argument for a rationality constraint: natural selection, he claims, would pre-
fer rational agents, as rationality contributes to fitness, so we should expect people to be inherently
rational. Firstly, it is not clear that rationality really is fitness-inducing (Stich 1985). Secondly, even if
we should expect people to be rational because they are evolved entities, this is quite different than
saying that rationality is a condition on interpretation. I develop this argument in section 3.3.3.ii.
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Cherniak’s minimal rationality constraint and Bortolotti’s intelligibility require-

ment are not adequate alternatives to the sort of rationality constraint that non-

doxasticists appeal to. To see why, let’s consider the second of the questions with

which I opened this section: do we require any sort of constraint on psychological

interpretation at all?

3.3.3 Do We Need Any Sort of Constraint?

3.3.3.i Individual Ascription

There are two tasks one might be undertaking when one attempts to explain men-

tal state ascription. Firstly, one might wish to give a psychological theory explaining

how individual human agents ascribe mental states to other human agents. This is

often called ‘mindreading’. Secondly, one might wish to explain how psychologists

and scientists develop theories that ascribe mental states. Let’s call the first type of

ascription individual ascription, and the second type scientific ascription. The first

is employed by individuals in real-world situations; the second is employed by the

psychological community in scientific theorizing. An investigation into either sort

of ascription can have a descriptive or normative focus. One might be interested

in how individuals actually do go about mindreading, or one can make suggestions

about how people ought to mindread. Similarly, one can describe how psychologists

build theories that attribute mental states to observed actors, or one can offer sug-

gestions about how their theory-building ought to go. Investigations into individual

ascription are traditionally descriptive; investigations into scientific ascription are

traditionally normative.

These two projects are distinct. They are also often conflated. As Goldman notes

(2006), Dennett and Davidson seem to take a theory of mindreading to be identical

with a theory of the metaphysics of mental states. Their commitments to the meta-

physics of mental states leads them to reject simulationism (a theory of individual

mental state ascription) right off the bat. Although Dennett and Davidson may think
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that individual acts of mental state ascription involve the application of a tacit the-

ory, the bulk of their writings are more thoroughly engaged with the metaphysical

project, and most of their arguments are in support of it.

The project of scientific ascription must be the one that non-doxasticists are en-

gaging with. They are interested in finding out what mental states delusional sub-

jects actually have. They aren’t interested in finding out whether individuals as-

cribe mental states to delusional subjects through application of a folk psychological

theory or otherwise. This should be clear from the non-doxasticists’ positive sto-

ries: many of them claim that delusions are newly-introduced mental states, such as

“bimagination,” that are not part of our folk psychology. The folk do say that delu-

sions are beliefs (Rose et al. manuscript); this shouldn’t in itself be taken as a refuta-

tion of non-doxasticism.

In arguing against a strong rationality requirement, Bortolotti assumes that the

non-doxasticist is engaged in making a proposal about the first sort of ascription—

individual ascription—and that rationality constraints are a feature of mental state

ascription as performed by actual humans. For example, she writes, “One way of de-

scribing interpretation is to say that when an intentional state is ascribed to some-

one, it is ascribed in virtue of casual relations between an interpreter (the individual

who does the ascribing), the subject of interpretation (the individual whose behavior

is being observed), and the environment shared by the two” (Bortolotti 2009b, p.9).

Or: “My suggestion is that we should view the practice of interpretation as guided

by fallible (but generally successful) heuristics” (Bortolotti 2009b, p.106). Many of

her comments decrying a strong rationality requirement depend on the observation

that we do not seem to demand perfect rationality when ascribing mental states. She

posits “intelligibility” requirements rather than the stronger rationality requirements

in order to explain actual ascription.

This does not engage with the non-doxasticist’s project.
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3.3.3.ii Scientific Ascription

Let’s put theories of mindreading to one side and consider scientific ascription. This

is a sort of mental state ascription that the non-doxasticist should be interested in,

for the non-doxasticist wants to make a claim about what science ought to posit: our

best psychological theories or models should not present delusions as beliefs. Thus,

a non-doxasticist might claim that psychological theory construction is constrained

by a rationality requirement on belief; the rationality constraint is needed to resolve

indeterminacy that would otherwise plague theory construction. Is there any rea-

son to think that rationality constraints (or anything like rationality constraints) are

required by our best scientific theory of the mind?

Consider the observational data we acquire when building theories of physics.

We take measurements, we construct atom chambers and run experiments, we build

instruments, etc. The actual theory we construct is underdetermined by all this data.

We posit atoms and subatomic particles, but an evil demon manipulating all our

observations will fit the data equally well. What prevents us from inviting in ram-

pant indeterminacy in our commitments are certain epistemic principles or scien-

tific virtues that guide our theorizing: simplicity, conservatism, scope, fecundity, and

so on. If rationality were a constraint on mental state ascription, it would be serving

as another such scientific virtue. It would be another such principle that we would

use to reduce indeterminacy.11

However, there is something very odd about a rationality principle. It constrains

only a particular special science: psychology (and perhaps economics). No other

sciences seem to require an additional virtue. This should make us suspicious of its

necessity. In fact, it’s not clear that the other virtues cannot do the indeterminacy-

reducing job that we want a rationality requirement to do.

I maintain that it is often predictive and profitable to attribute rationality (rather

than irrationality) to an agent without appealing to a rationality requirement. This

is because ascribing irrationality to a subject is wholly uninformative. To interpret

11The virtues listed above are some of those presented by Quine and Ullian (1970).
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a person crossing the street as irrational and as not wanting to do so doesn’t predict

much else about them. Why will they say they crossed the street? Would they cross

if they wanted to? The theory doesn’t say. Attributing rationality and the desire to

cross the street, on the other hand, offers up wealth of other information about their

potential behaviors in various situations. Thus, we have reason to avoid attributions

of irrationality, and the reasons given do not appeal to a rationality constraint.

Consider a version of Quine’s field linguist, who, seeing speakers assent to pp ka

qq when they assent to some p and dissent from some q, prefers to translate ‘ka’ as

‘or’ rather than as ‘and’. Why should he prefer this hypothesis? On one account, it

would be because translating it as ‘and’ violates a requirement of rationality. Can we

get the same result without appealing to such a constraint? If we posit that ‘ka’ means

‘or’ and that the speaker is rational, we end up making all sorts of other predictions.

For one, we anticipate that he will accept pr ka sq if he accepts any r or s. The hy-

pothesis systematizes a whole lot of possible data about the speaker’s dispositions.

On the other hand, if we posit that ‘ka’ means ‘and’ and that the speaker is irrational,

and if we don’t have a theory about how the speaker is irrational, then we can’t predict

much else. We don’t know how the speaker will respond to pretty much any instance

of pr ka s.q Thus, whatever scientific virtues push one to prefer simple and predictive

systematizations of the facts will suggest a theory in which the agent is rational. We

have a theory that tells us what can be expected when an agent is rational; simply

claiming that an agent is irrational jettisons all those predictions. If a patient has the

delusion that he is Napoleon, we can predict at least some things about his behavior

(such as the fact that he will say that he is Napoleon). If we simply say that the agent

has the irrational belief that he is Napoleon, then we should be hesitant to draw any

conclusions whatsoever. We lose information. It’s the epistemic virtues of predictive-

ness and systematization that should make us wary of attributing irrational beliefs,

and not a distinct rationality requirement.

However, if we have a theory of agential irrationality—one which gives us specific

predictions about how an agent will irrationally act in various scenarios—then these
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same virtues can prefer attributions of irrationality to attributions of rationality. Sup-

pose we do come up with a theory of the speaker’s irrationality. Suppose we notice

that the speaker’s behavior is altogether rationally consonant with ‘ka’ meaning ‘and’,

but that the speaker tends to make errors when forming complex statements involv-

ing some particular sentence. We might then hypothesize that it’s difficult for the

speaker to reason about that sentence—maybe it introduces a lot of cognitive load.

This hypothesis once again lets us systematize the speaker’s dispositions to assent:

we expect that the speaker will assent to pr ka sq if and only if he assents to r and to

s unless either r or s is one of the sentences that causes cognitive load. The virtues

will prefer a theory in which the agent is irrational if and only if the various irrational

inferences the agent is disposed to make are patterned instead of piecemeal, and can

be systematized into a theory of the agent’s cognitive system that yields the patterns

of irrationality. By positing various subpersonal cognitive mechanisms we explain

the agent’s dispositions, and this can go on without taking preservation of the agent’s

rationality to be any sort of goal.12

Sometimes it is argued that we should prefer models that assume humans to be

rational because they are simpler than other models. Sober (1978) argues for this.

Heil writes that it is useful to regard charity “as parsimony applied in the mental

realm” (1994, p.120). It’s not clear that these sorts of warnings put any additional

strictures on scientific theory-construction. We already have parsimony in the men-

tal realm: it goes by the name ‘parsimony’. Moreover, we don’t want to equate charity

with parsimony, because we cannot guarantee from the outset that the most parsi-

monious (or otherwise virtuous) theory will be the one with the result that people

12The account has affinities with Cherniak (1986), who argues that we don’t only holistically ascribe
mental states and language meanings: we holistically attribute mental states and the meanings of our
words along with a theory of the agent’s cognitive system. This is in order to account for the ascription
of irrational inferences that are the product of memory constraints and computational difficulty or
intractability. Cherniak, however, takes his project to be one of individual psychological ascription
rather than the ascription of our best scientific theory, and still thinks that a constraint of minimal
rationality is needed on top of all this.
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are rational. Thagard and Nisbett (1983) respond to Sober by presenting psychologi-

cal evidence that people apparently behave irrationally in various domains; explain-

ing away these apparent irrationalities will probably be less parsimonious than just

building a model of irrationality in these domains. They present a moderate version

of a principle of charity: “Do not judge people to be irrational unless you have an em-

pirically justified account of what they are doing when they violate normative stan-

dards.” I endorse this as a general methodological principle. However, I also note

that it’s easily derived from other norms of theory-construction. It’s a corollary of

epistemic conservativism. If you see possible counterevidence to the otherwise best

theory on offer, don’t immediately throw the whole theory out; wait to see whether

there’s an empirically justified theory that can better explain the recalcitrant data.

The reason that we usually ought not interpret people as irrational is that doing

so would contravene other epistemic virtues. It is an outcome of interpretation that

agents are rational—it is not a constraint on interpretation in the same way that par-

simony is—just as it is an outcome of physics that there exist particles that have neg-

ative charge, not a mandate of anything like negative-charge constraint. Rationality

is not needed as an additional interpretive constraint.

Why did so many great philosophers in the past posit rationality constraints if

they are unnecessary, and why do so many supporters of minimal rationality projects

today still posit similar constraints? Here are some possible contributing factors.

• Davidson thought that rationality went hand-in-hand with the anomalousness

of the mental. In fact, Davidson used rationality constraints as a premise in

one argument for anomalous monism: the “constitutive force of rationality”

in the psychic realm has no equivalent in the physical realm.13 However, one

13“My general strategy for trying to show that there are no strict psychophysical laws depends, first,
on emphasizing the holistic character of the cognitive field [. . . ] [I]n inferring [an agent’s beliefs and
motives] from the evidence, we necessarily impose conditions of coherence, rationality, and consis-
tency. These conditions have no echo in physical theory, which is why we can look for no more than
rough correlations between psychological and physical phenomena” (Davidson 1982a). Also see Heil
(1989, p.574). Sellars and McDowell are other philosophers who lean heavily on the notion that mental
ascription, justification, and rationality all belong to “the space of reasons.” Dennett similarly distin-
guishes the intentional stance from the design stance and the physical stance partly by appeal to its
commitment to norms of rationality.
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can easily reject psychophysical laws without appealing to rationality: Putnam-

style arguments that appeal to multiple realization are enough to establish the

anomalousness of the special sciences. Being-a-predator is a multiply realiz-

able property (there are many ways to be a predator), so there quite plausibly

aren’t any bridge laws that will link generalizations about predators to laws in

physics. Yet we do not need to invoke anything like rationality constraints in

order to explain boom-and-bust cycles in elk populations.

• Conflations between individual and scientific ascription might well have con-

tributed to support for rationality constraints. See, for example, Dennett (1989)

for an example of such conflation. The sort of explanatory gymnastics I went

through when describing how a translation of pp ka bu qq might go is not a

plausible account of what we do during actual mental state ascription. Bor-

tolotti and Cherniak are probably right that we use heuristics if we do tacitly

apply a theory when ascribing mental states, and a rationality assumption is a

fairly plausible heuristic.

• Philosophers might have had the intuition that it is characteristic of a belief

that it have a rational functional role,14 and confused this with the thought that

there must be a Principle of Charity or rationality constraint on interpretation.

Lewis conflates these two conceptions in “Radical Interpretation” (1974). In

this paper, he often describes the constraints as simply being our “general the-

ory of persons” and he claims that it’s an empirical question about whether

people actually do have mental states that conform to our folk theory.15 It is

hard to square this with the normative principles he offers—principles that

would guarantee rational beliefs—with the goal of reducing indeterminacy in

14I explore this intuition in the next section.

15“Karl might have no beliefs, desires, or meanings at all, but it is analytic that if he does have them
then they more or less conform [to] the constraining principles by which the concepts of belief, desire,
and meaning are defined” (Lewis 1974, p.335).
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interpretation.16 The principles can reduce indeterminacy only if they are con-

ditions on radical interpretation, not postulates that can be empirically con-

firmed or disconfirmed.

• Rationality constraints might have been considered important in opposing elim-

inativism and defending realism about mental states. The claim that rationality

has a constitutive force in mental state ascription implies a kind of unrevisabil-

ity for psychology.17

3.3.4 The Error in Rationality Constraints

To summarize: we can concur with Bortolotti in thinking that there is no strong ra-

tionality constraint on belief ascription. However, Bortolotti took the non-doxasticist

to be making an argument about individual ascription, and this was a misfire. Sci-

entific ascription, not individual ascription, is the type of ascription relevant to the

non-doxasticist’s project. It is also the type of ascription that is discussed in the philo-

sophical tradition that non-doxasticists tend to cite. Bortolotti’s argument against

rationality assumptions on scientific ascription comes down to her demonstrating

various mundane but irrational mental states, and hoping that the non-doxasticist

will agree that they are irrational beliefs. The non-doxasticist will do no such thing.

Rather, the reason that we should think that there are no rationality constraints

on mental state ascription is that such constraints would be otiose. The rationality

assumption was posited by philosophers to do work paring on down on a potentially

unlimited number of mental state ascriptions, but other norms of theory construc-

tion already pare down interpretation enough. Moreover, even if an assumption of

some sort were needed, the need for it to be a rationality assumption (instead of

some other sort) seems unmotivated. We can therefore conclude that there is no

16“Karl should be represented as believing what he ought to believe. . . ” (1974, p.336).

17The principle of charity originated from such concerns: Quine’s appeal to the principle of char-
ity was largely motivated by his desire to make classical logic unrevisable, which sat uncomfortably
with his claims elsewhere that no scientific statement was immune from potential revision. See Haack
(1996).
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rationality constraint on the process of mental state ascription.18

3.4 Rationality and the Functional Role of Belief

3.4.1 Conceptual Analysis

There is a second way of understanding rationality to be a requirement of belief—

one that doesn’t make any claims about the process of ascription. One might think

that the functional role of belief is one in which a belief stands in rational relations

to behavior and other mental states. Let’s draw another analogy with theories in

physics. To be an electron, a subatomic particle must have certain features. It must

have negative charge; it must have intrinsic angular momentum of ½, and so on. If

some particle under observation does not display these properties, it isn’t an elec-

tron. Similarly, for a mental state to play a belief-role, it might need to stand in ratio-

nal relations with other mental states.

Unlike a rationality constraint on interpretation, this sort of requirement on the

functional role of belief does not limit theories of psychology. Physics might eventu-

ally discover that there is nothing that plays the electron-role; we are not forced by

18Before leaving this topic, I should note that there is a third type of ascription—one in which ra-
tionality requirements are needed for reasons that are not purely epistemic or theoretical. Rationality
constraints are sometimes thought to be important to the metaphysics of belief. Lewis, for instance,
wrote that “It should be obvious by now that my problem of radical interpretation is not any real-life
task of finding out about Karl’s beliefs, desires, and meanings. I am not really asking how we could
determine these facts. Rather: how do the facts determine these facts?” (Lewis 1974, p.333). This is
a curious statement. ‘Interpretation’ or ‘ascription’ standardly refer to an epistemic process that gen-
erates beliefs about mental states, psychological theories, or other representational items. Lewis here
denies that this is what he has in mind. Radical interpretation doesn’t generate psychological theories.
It generates psychological facts.

The claim seems to confuse epistemology and metaphysics. The world is indifferent to interpreta-
tions of it: Lake Erie either contains water or it doesn’t, and the truth of this proposition is independent
of any anything that would require a rationality constraint. Lewis, however, claims that a rationality
constraint on interpretation is needed in order to reduce indeterminacy of the mental. What sense can
we make of this claim if ‘interpretation’ doesn’t refer to an epistemic process of theory construction?
We might want to reduce indeterminacy in our theories to help settle our thoughts, but why does the
world need an interpretive constraint to reduce indeterminacy?

Lewis, I believe, subscribes to a picture of metaphysics in which the virtues that make for a good
theory are truth-conducive in their very nature—a theory is true in virtue of possessing theoretical
virtues (Williams 2007). This is a variety of metaphysical pragmatism (Douven 2008). I think there are
also reasons to read Dennett and Davidson as being tempted by this. It’s arguable that for Dennett,
being interpretable as a belief through an application of the intentional stance is constitutive of being a
belief. I won’t say much about this variety of mental ascription; the arguments I offer against rationality
being a constraint on scientific ascription should work here, mutatis mutandis.
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epistemic principles to hold onto a commitment to electrons at all costs. Similarly,

psychology might discover that there is nothing that plays the rational-belief role.19

How do we know whether the belief-role really does require rationality? Concep-

tual analysis of BELIEF is often invoked. The methodology here is sometimes called

the “Canberra Plan,” associated with David Lewis and Frank Jackson. According to

the Canberra Plan, philosophers are in the business of performing a priori analysis

on folk concepts to determine what the world would have to be like in order for our

common sense theories to be true. After the conceptual analysis is complete, only

then do we consult empirical theory to determine whether there is anything in the

world that fits our concepts (Braddon-Mitchell and Nola 2009).

There are three concerns about the application of this methodology in this case.

Firstly, there are familiar worries about the variability of concepts from popula-

tion to population and even from within person to person (Stich 1988). There might

not be such as thing a folk psychology with a concept of belief. Empirical work (that

I do not think has been done) would need to be done. One would need to show that

there is stability in the concept across persons and cultures.

Secondly, many of the proposals that claim that rationality is constitutive of be-

lief do not seem to be borne of careful and sensitive conceptual analyses. The non-

doxasticist who offers various necessary conditions of beliefhood typically proposes

criteria that rule out many similar states that we would intuitively accept as beliefs.

For example, Graham and Stephens claim that the “propositional attitude inter-

pretation of the notion of belief commits one, at least implicitly, to the following

claims” (Stephens and Graham 2004): (1) beliefs possess representational content;

(2) believers are confident or convinced that the representational content of the be-

lief is true; (3) believers take account of the truth of the content or proposition in

reasoning and action;20 (4) beliefs tend to call up suitable affective responses or emo-

tions, given one’s values or desires.

19There are tricky semantic issues here about the referent of the ordinary term ‘belief’ if there is
nothing that plays the rational-belief role; see Stich (1996) and chapter 3 of this dissertation.

20This is Graham and Stephens’s formulation, but they should probably say that believers take ac-
count of what they take to be the truth rather than the truth.
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(1) is unobjectionable, but the others are problematic. Regarding (2): there are

debates about how full belief is related to degrees of belief, but no one would want to

say that full belief requires absolute conviction and confidence. If that were true, we

would have very few beliefs, if any. Regarding (3): the criterion simply makes it nec-

essary that the content of a belief motivates action, but this is so weakly stated that

delusions would satisfy the criterion (delusional subjects talk about their delusions,

after all). Graham and Stephens clearly have something stronger in mind, but it is

difficult to see how a stronger criterion would allow for irrational beliefs. Regarding

(4): not all beliefs seem to generate affect, and any affect that is the result of holding

a belief seems incidental to the nature of belief. A psychopath who lacks empathy is

not thereby barred from having beliefs about members of his family. It would be one

thing if these were offered as features that were generally or usually true of beliefs,

but they are meant to be criterial. Graham and Stephens claim that the doxasticist is

committed to delusions having all of these features. If they allow that there are cer-

tain irrational beliefs that lack these features, their claim will not stand, for delusions

could similarly be beliefs that lack these features.

Thirdly, and most importantly, the non-doxasticist is revisionary, and not partic-

ularly concerned with folk concepts. Remember: the folk are prone to calling delu-

sions a type of belief (Rose et al. manuscript). Professionals are too, as can be seen

from characterizations of delusions in diagnostic texts. Should this concern the non-

doxasticist? I do not think so. The non-doxasticist hopes to provide an account of the

deluded mind. We don’t think that the folk concept of mass has much to tell us about

physics; folk physics can get things radically wrong, and mature physics is allowed to

innovate. So too should a mature psychology. The non-doxasticist might have to bite

some bullets and say that superstitions (such as Nishad’s superstition in Bortolotti’s

example) are not beliefs, but unintuitive claims are the price of scientific progress.21

21In chapter 5, however, I do argue that the notion of acceptance (the non-doxasticist state that I
endorse) is implicit in folk psychology, and the folk do have a nascent understanding of it. I don’t think
science must be beholden to folk psychology, but the less revisionary an account is, the less it will worry
a certain class of philosophers.
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3.4.2 Toward Explanatory Arguments

What, then, is the non-doxasticist to do? Consider the philosopher who wants to ar-

gue that some other established cognitive state (such as imagination, memory, anger,

or perception) is an irrational form of belief. Imagination isn’t sensitive to evidence,

but this is also true of irrational beliefs. Beliefs typically motivate action, but this is

also true of imagination. Imaginings can be voluntarily formed, but this is not true of

all imaginings (some are annoyingly unbidden), and it is arguable that some beliefs

can be voluntarily formed.

The problem this philosopher will face is explaining why a certain class of “be-

liefs” behaves in such a systematically irrational way. I can, right now, voluntarily

imagine that there is a dragon in the room. When I do so, I don’t leap up and scream,

and I don’t revise beliefs that I have about the inexistence of dragons, but I do start

forming inferences and beliefs about what it would be like if there counterfactually

were a dragon in the room. By postulating a cognitive system in which imagination

is a distinct attitude from belief, I can explain why the attitude reliably leads to other

mental states. The philosopher who claims that imaginings are irrational beliefs will

be unable to predict and explain (as I am able to) why this particular irrational be-

lief (but not others) leads to counterfactual beliefs and yet largely does not otherwise

affect non-verbal behavior.22

Attitudes must do explanatory work; there is no point in proposing one if it does

not tell us anything that we could get by subsuming it into an already acknowledged

one. Merely conceptual arguments for non-doxasticism cannot get off the ground.

They must be accompanied by an explanatory argument giving a competitor the-

ory. Bortolotti complains at one point that Currie’s “(positive) thesis that delusions

are imaginings [. . . ] derives most of its plausibility from the (negative) thesis that

delusions are not beliefs” (p.74). Perhaps she is right; perhaps much of the the force

22I am, of course, glossing over the theory explaining exactly how imagination affects behavior. For
example, an adequate theory would need to explain why sometimes my dragon-imaginings don’t lead
to any overt behavior at all, and at other times they can lead to elaborate games of pretense, such as
when a child and I jointly pretend that I, a dinosaur, am locked in combat with him, Batman. Currie
and Ravenscroft develop the beginning of such a theory in their (2002).
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of Currie’s proposal comes from a (negative) conceptual argument. However, that is

not the only source of its power. Currie also thinks that his positive thesis can explain

what doxasticism cannot.

3.5 Summary

Conceptual arguments for non-doxasticism attempt to establish that delusions lack

certain constitutive features of belief. The most popular conceptual argument—the

irrationality argument—holds that delusions are not rational enough to qualify as

beliefs. One type of irrationality argument holds that an assumption of rationality is

required for mental state ascription at all, but this is mistaken. Scientific ascription

does not need a rationality assumption, for our general tools of theory construction

are sufficient. It is conceivable that a rationality assumption is required in individ-

ual ascription, on the other hand, but this type of ascription does not concern the

non-doxasticist. A second type of irrationality argument uses conceptual analysis

to reveal that rationality is necessary for belief. However, not only are these concep-

tual analyses usually perfunctory, they should not interest the non-doxasticist for the

same reason that individual ascription should not. Non-doxasticism is revisionary,

unconcerned with folk concepts and folk processes of ascription.

The onus is now on the non-doxasticist to flesh out a revisionary theory. In the

next chapter, I discuss some contenders.
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Chapter 4

Unsuccessful Non-Doxasticist Theories

The non-doxasticist needs to describe a benefit that is provided by refusing to count

delusions that p as beliefs that p. This must involve providing not just a negative

story about what delusions aren’t, but a positive story about what delusions are. The

non-doxasticist requires a competitor theory that can provide an explanation of the

features of delusion that remain mysterious under doxasticism.

These competitor theories can vary greatly in how much they deviate from cur-

rent philosophical theories and from commonsense talk about the mental. Bayne

and Hattiangadi (manuscript) distinguish between two sorts of proposals for deal-

ing with belief-like mental states: the conservative and the radical. Conservative

accounts for explaining delusions subsume them within familiar psychological cat-

egories. Such accounts include:

• Accounts in which delusions are a currently-countenanced mental state that is

not belief (such as an imagining or a piece of pretense).

• Accounts in which to have a delusion that p is to have a belief that q, where

p 6= q.

• Doxasticist accounts on which delusions are non-paradigmatic beliefs.

Radical strategies for explaining delusions, on the other hand, attempt to develop

previously unacknowledged mental state types. The radical non-doxasticist is in the

business of positing attitudes.

In this chapter, I survey various proposals that have been offered, and argue that

each is deficient in some way. The chapter has three sections, each dealing with a dif-

ferent sort of non-doxasticist strategy. The first concerns strategies that attempt to
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explain delusions by arguing that their content is not what it appears to be. The sec-

ond concerns strategies that posit mental states that are intermediate between belief

and some other mental state, such as imagination. The third concerns strategies that

claim that delusions are “framework propositions.”

A theme that will emerge is that accounts which look radical—which appear to

posit new attitudes—are in fact covertly conservative. Moreover, many offer no ex-

planatory value over standard doxasticism; they are in fact merely terminological

variants of doxasticism. We need to be more radical.

4.1 Redescription and Metarepresentation

4.1.1 Redescription Accounts

When a delusional individual asserts a bizarre proposition p, the doxasticist takes

this to be the expression of a belief with content p. Non-doxasticists have more dif-

ficulty saying what is going on in this case. If it’s not a belief in p that generates the

assertion, then what does? One option is to posit that the person bears a mental at-

titude other than belief toward p. However, some non-doxasticists find no need to

break with the conventional stock of psychological attitudes, and instead toy with

the content rather than the attitude. Let’s call these non-doxasticist strategies re-

description strategies. A redescription strategy attempts to sever the explanatory link

between a subject’s utterance with apparent content p and a mental state that p. This

can be done by either claiming that (1) the delusional utterance does not actually ex-

press its apparent content p, or that (2) the person’s assertion has content p, but we

can explain the assertion by appealing to the person’s belief that q, where q is distinct

from p.

There are three main forms of the redescription strategy in the literature. The

first is to adopt the “senseless ravings” and “empty speech act” views of Berrios and

Jaspers that were discussed in the first chapter. To recount: Jaspers held that ascrib-

ing mental states to a person required being able to “genetically understand” their
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words; the psychiatrist must be able to make sense of the mental states in the per-

son’s biographical life story. Because the madman is entirely beyond understand-

ability, his words are mere “senseless ravings” (Jaspers 1963, p.577). The psychiatrist

German Berrios followed Jaspers in holding that delusional speech is senseless, argu-

ing that the reports of the delusional individual are “empty speech acts that disguise

themselves as beliefs” (Berrios 1991, p.8). On these views, a subject does not report a

belief that p, because his or her utterances fail to express any content at all.

“Senseless ravings” is overly harsh, but it is not an altogether inaccurate descrip-

tion of the utterances of some individuals with mental pathologies. Schizophrenia is

often accompanied with thought disorder and dysfunctional speech; the individual

produces semantically garbled language. The “word salad” produced by individuals

with thought disorder often does not look like it expresses a belief at all. For instance,

Covington et al. (2005) write,

Very florid impairments are sometimes reported. When a patient with schizophre-
nia says something like:

Oh, it [life in a hospital] was superb, you know, the trains broke, and the
pond fell in the front doorway. (Oh et al., 2002, p. 235)

do the words mean anything at all? Is the patient actually expressing a thought
of a pond falling in the front doorway?

Perhaps not. (Covington et al. 2005, p.14)

Similarly, Louis Sass has recounted to me a person who, when asked to explain

the proverb “Don’t swap horses when crossing a stream,” replied, “That’s wish-bell.

Double vision. It’s like walking across a person’s eye and reflecting personality. It

works on you, like dying and going to the spiritual world, but landing in the Vella

world.” Do we really want to say that person entertains a thought with that content?

Again: perhaps not.

However, it is untenable to claim, as Berrios does, that all expressions of delu-

sion have no semantic content. Many delusional individuals are perfectly capable of

holding conversations about their delusions. They draw inferences. If delusion re-

ports are not belief reports, some other explanation must be offered to explain these
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semantic capabilities. The utterances above are not the best models of delusion;

it is standard to distinguish delusions from formal thought disorder, and the dia-

logues above are expressions of thought disorder. Though the two are often comor-

bid, delusions can exist without thought disorder, as they do in many monothematic

delusions brought about by organic brain injury. This suggests that we have two sep-

arate phenomena at hand, even though in schizophrenia they are often found to-

gether and presumably have a common etiology. Jaspers and Berrios may be misled

in treating the word salad that arises from thought disorder as exemplary of delu-

sional speech.

A second strategy is to interpret the delusional subject’s assertion metaphorically.

“Surely he can’t literally mean that!” is a common reaction to the crazed assertions of

the schizophrenic. This has led to the thought that patient must be trying to express

something else, confusedly or badly. Why do delusions not act like normal beliefs?

According to the alternate-content theorist, this is a trick question: they do act like

normal beliefs, but the content of the belief is not immediately apparent.

Metaphorical reinterpretation of delusional assertions has been historically pop-

ular. For instance, psychodynamic and psychoanalytic theories have long main-

tained that our psychologies are largely controlled by subconscious motivations and

repressed memories of the primal stage. This hidden inner life burbles out into

dreams, slips of tongue, and other scarcely-noticed behaviors, but it only does so

encoded in symbol and archetype. A skilled interpreter is needed to decrypt the

metaphorical messages. This Freudian picture of the mind has surely been more

influential than it merits, but the suggestion that delusional patients communicate

metaphorically is widespread. R. D. Laing (1969) argues that delusional patients are

metaphorically expressing their emotions. Richard Bentall (2003, p.29) recounts a

patient of his research assistant’s who claimed that she had been turned into a port-

folio. This at first seemed to him to be a perfect instantiation of Karl Jaspers’s fa-

mous claim that psychotic patients are ununderstandable. How could she literally

think she was a portfolio? Eventually, however, his research assistant came to learn

that this patient had been diagnosed with a rare disease and had been subjected to
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batteries of physiological examinations. Bentall’s assistant concluded that her asser-

tions metaphorically reflected the dislike she had of being uncaringly interpreted as

an object of scientific study. This sounds like a plausible interpretation.

Similarly, the Cotard delusion is typically comorbid with severe depression and

can be alleviated with antidepressants. It seems possible that the patient who says “I

am dead” might be hyperbolically communicating that they are unimportant, or that

they are unable to feel emotion, or that they wish to be dead, or something of the like.

Louis Sass (2004) points out that we all use the word ‘dead’ to signify that someone

is exhausted or emotionally distant. Why not think that the delusive patient is also

being creative with his words? Moreover, patients with forms of brain damage that

render language use difficult will often resort to metaphor. Subjects with Alzheimer’s

disease or some forms of aphasia, unable to call up the word they are looking for,

can hit upon forms of communication that seem out-and-out poetic. It would not be

surprising if for some reason cognitive confusion or performative disability rendered

psychotic patients unable to express what they really wanted to express, and they

were forced to communicate in a roundabout way.

It is certainly true that many of the outlandish claims of the delusive might be

chalked up to metaphor. We need to be careful and sensitive in interpreting their

words. However, the metaphorical account will not suffice to fully explain all the

oddities of delusions. There is a world of difference between the poet and the mad-

man. Compare the delusional patient who claims he is made of glass to the romantic

who, overtaken by a sense of emotional fragility, claims the same. If you ask the poet

why you can’t literally see through him, he’ll admit that you can’t literally do so, but

also claim that this isn’t in conflict with his earlier poetic claim of being made of glass.

He was, after all, just being metaphorical. Delusional patients will feel the conflict,

and will either confabulate some justification that makes the two claims compatible,

or shut down the conversation. More important is the fact that delusional patients,

in certain contexts and in certain ways, act as if their delusions are literally true. Al-

though people treat their delusions metaphorically in some ways, they don’t entirely

treat their delusions as metaphorical. For example, consider delusional parasitosis:
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the delusion that bugs are crawling under one’s skin, sometimes experienced in re-

sponse to cocaine withdrawal. When I am itchy, I might describe the sensation by

saying that I have bugs under my skin. I certainly will not call up exterminators,

as sufferers of delusional parasitosis might do. Some story must be told about how

delusional subjects can treat their delusions as literally true in some respects but

not others. Moreover, there are many delusions that are very hard to interpret even

metaphorically.

The third redescription strategy—the most well-developed—is employed in the

metarepresentational accounts most forcefully argued by Currie and his various coau-

thors (Currie and Ravenscroft 2002, Currie 2000, Currie and Jones 2006, Currie and

Jureidini 2001).1 Instead of interpreting the delusional subject’s reports metaphor-

ically, they ought be interpreted metarepresentationally. The schizophrenic should

not be said to believe his delusion that p; he imagines that p, and because he misiden-

tifies this imagining as a belief, he comes to believe that he believes that p.

4.1.2 Currie’s Metarepresentational Account

The metarepresentational gambit that Currie employs is not unique to the literature

on delusions. It is a tactic commonly used by those who subscribe to rationality

constraints in order to explain apparently irrational beliefs. For example, Lewis is

committed to radical interpretation guaranteeing that subjects accede to all logical

truths, and Davidson is committed to any individual having mostly true beliefs about

the world. What does Lewis say about the dialetheist, who claims to believe in true

contradictions, and what does Davidson say about the skeptic who claims not to

know that the external world exists? Lewis and Davidson should think that, if the di-

aletheist and the skeptic are sincere in their philosophical commitments, then they

are “deluded” in the vernacular sense of the term. The dialetheist thinks he believes

contradictions and the skeptic thinks he does not know that the world exists, but

1For brevity’s sake, I’ll only mention Currie when discussing proponents of the metarepresentational
theory, as he is the common link who has produced multiple publications defending the view. You may
mentally inscribe an ‘(and coauthors)’ after each mention of his name.
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they are both sorely mistaken about what they actually believe. Their behaviors belie

their philosophical avowals. The skeptic goes on interacting with the world, pub-

lishing papers, giving talks, and so on. These actions are indicative of his real beliefs

about the world. Similarly, Stalnaker’s diagonalization strategy for dealing with Frege

cases and problems of logical omniscience can also be interpreted as an instance of

the metarepresentational gambit (Stalnaker 1984). Someone who asserts “all primes

are odd” can’t actually believe that all primes are odd, for it’s a necessary falsehood.

Rather, they believe that the sentence ‘all primes are odd’ expresses a truth. The con-

tent of this belief is false, but only contingently false. In worlds in which ‘primes’

means SUMS OF TWO CONSECUTIVE NATURAL NUMBERS, the belief is true.

Metarepresentational strategies have lately been popular as a way of explaining

and naturalizing religious belief.2 It is problematic for various reasons to think that

self-proclaimed religious folk genuinely believe their avowals in the existence of God.

The best explanation is that they don’t believe; they just believe they believe. Dennett

(2007) and the economist Steven Landsburg (2009) argue that no one would be so

irrational that they would cheat and steal and lie if they really believed in eternal

hell. They take a metarepresentational approach in order to resolve the tension. Rey

argues that self-identified believers don’t have the emotional response to death that

one would expect if they genuinely did believe in God (Rey 2007). Sperber (Sperber

1996, 2000) posits metarepresentational beliefs in order to explain how the cultural

transmission of mysterious and only partially-understood propositions is possible.

A person who asserts a sentence such as ‘The Father, the Son, and the Holy Ghost

are One’ might actually believe a metarepresentational proposition, such as “ ‘The

Father, the Son, and the Holy Ghost are One’ expresses a holy mystery,” or “My priest

tells me that ‘The Father, the Son, and the Holy Spirit’ is true.”

Currie’s account is in this ballpark. According to Currie, the delusional person

2See, for instance, Sperber (1996, 2000), Atran (2002), Boyer (1994), Dennett (2007), Landsburg
(2009), Rey (2007).
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imagines a proposition p, but a deficiency in self-monitoring causes him to misiden-

tify this imagining as a belief. So, the person doesn’t genuinely believe p—he imag-

ines p—but he believes that he believes p. In presenting the advantages of his theory

(Currie and Ravenscroft 2002, p.176–9), Currie points out that schizophrenic patients

do not always act on, or pretend to act on, the contents of their delusions. And he

notes that they do not often draw correct inferences from their delusions or attempt

to reconcile them with other beliefs. These are features that we would not be sur-

prised to see in imagination. In fact, the disordered train of thought we encounter in

schizophrenia would not be thought shocking if seen as the flow of imagination. He

gives an example of a soldier, who upon hearing cows lowing, becomes convinced

that he is about to become slaughtered like cattle. It would not be incredibly un-

usual for a person to idly daydream this when prompted by the lowing, suggesting

that there may be a link between the formation of the delusion and the formation of

an imagining. However, delusions are not simply imaginings. Where the behavior of

delusional individual deviates from that of the dreamer, we can appeal to the delu-

sional individual’s metarepresentational belief. Why does the Capgras patient say

that his wife is an imposter if he is only imagining that she is an imposter? Because

he thinks he believes that she’s an imposter.

Particularly compelling is Currie’s description of thought monitoring, and his ex-

planation of how the imagining is mistaken for a belief. It appeals to our current

best models of disorders of volition, such as passivity phenomena and alien hand

syndrome. Schizophrenics will often claim that their bodies are being controlled by

someone else, or that their thoughts are not their own. The reigning explanations

of these phenomena is owed to Christopher Frith; it appeals to the ‘efference copy’

model of volitional action (Frith 1992, Frith et al. 2000). Once a person forms an in-

tention to act in a certain way, a command is sent to motor control. An efferent copy

of that same command is sent to a comparator and stored there. When we receive in-

formation about the way that our body moves (through proprioception, vision, and

other senses), a representation of that bodily movement is compared to commands

stored at the comparator. If there is no efferent copy with matching content, then
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the movement is experienced as not controlled by the agent and non-volitional. This

is why we experience a felt difference when we raise our arm and when our arm is

raised for us.

In schizophrenics suffering from an alien hand, there is something wrong with

the comparator. When the schizophrenic sends a command for his hand to move

in a certain way, and his body actually does move that way, the comparator should

say: “yes, that all checks out!”, and generate a volitional experience. But because the

comparator is broken, it does not register a match, and so the person feels pushed

around. This sensation of willing is allegedly generated not just when we move our

bodies, but also when we think. (Currie approvingly cites the notion that thinking is

a form of motor action.) Schizophrenics don’t feel that their thoughts are their own

because of a broken comparator.

One of the features of imagination, according to Currie, is that imaginings are

normally recognized as such by their subjection to the will. This is a variant on the

Wittgensteinian notion that imagination is distinguished from perception by being

subject to the will. Currie’s amendment is that imagination is recognized as imagi-

nation by being felt as if willed. Because of a broken comparator, the schizophrenic

does not take an imagining that p to be his, and so does not recognize it as an imag-

ining that p. Instead, the free-floating thought that p is experienced as a belief. So,

the schizophrenic comes to believe he believes that p.

The theory is ingenious. Let’s criticize it.

4.1.3 Criticism of Currie

Imagination has long been summoned in explanations of delusion formation. Here

is Locke, in his Essay Concerning Human Understanding :

Madmen “do not appear to me to have lost the faculty of reasoning, but having
joined together some ideas very wrongly, they mistake them for truths; and they
err as men do that argue right from the wrong principles. For, by the violence of
their imaginations, having taken their fancies for realities, they make the right
deductions from them. Thus you shall find a distracted man fancying himself a
king, with a right inference require suitable attendance, respect, and obedience;
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others who have thought themselves made of glass, have used the caution nec-
essary to preserve such brittle bodies. Hence it comes to pass that a man who is
very sober, and of a right understanding in all other things, may in one particular
be as frantic as any in Bedlam. . . . In short, herein seems to lie the difference be-
tween idiots and madmen; that madmen put wrong ideas together, and so make
wrong propositions, but argue and reason right from them; but idiots make very
few or no propositions, and reason scarce at all.”3

The theory Locke describes here is very similar to Currie’s, but it does not have

a metacognitve component. Instead of the delusional subject misidentifying their

imagining as a belief, they use their imagining to form new beliefs, as if it were a

belief that could legitimately act as an acceptable premise. Reasoning is otherwise

unimpaired. Let’s call this the Lockean theory of delusion formation.4 According to

Currie, an individual might imagine that, say, there is a power plant on the inside

of his body, and go on to believe that he believes that there is a power plant inside

his body. On the Lockean view, a delusional individual who imagines that there is

a power plant inside his body will then infer whatever he would infer if this were a

belief (for example, that his insides are radioactive).5 What is wrong with this the-

ory? Why not think that the content p of the imagining is used as a premise rather

than positing that the metarepresentational content pI am imagining pq is used as a

premise?

Currie’s metarepresentational theory has certain explanatory benefits: the story

about the comparator model tells us the origins of the delusion. However, the Lock-

ean can exapt most of Frith’s story about the comparator for his own purposes. It

might well be that when an imagining is experienced as non-volitional, we don’t form

a meta-belief about the kind of mental state that it is; we instead use it as another

sort of mental state in reasoning. Perhaps when an errant thought runs through

3It is somewhat interesting that Descartes (as mentioned in chapter 1) and Locke both refer to the
delusions that one is a king or that one is made of glass. I haven’t been able to determine their source,
if there is one. One suspects some slight cribbing going on.

4McGinn (2005) is a modern proponent of a similar view.

5The theory leaves open whether the content of the imagining would also be believed. One could
hold that, because inferring p from p is rather useless, it is not something we naturally do all that often,
and the delusional subject wouldn’t necessarily infer the belief that p from the imagining that p. In this
case, the account might be considered semi-doxasticist—to be deluded that p would be to imagine that
p and use the imagining as a premise in reasoning.
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our heads and isn’t identified by the comparator police as an imagining, it just gets

straightaway slotted into our knowledge store.6

In any event, the Lockean theory has a problem. It does not explain the trou-

bling data that we want a theory of delusions to explain. Locke explains how delu-

sional beliefs are formed, but the theory doesn’t handle the stickiest features. The

theory doesn’t explain why delusional individuals retain the bizarre beliefs instead

of subsequently rejecting them; it doesn’t explain double-bookkeeping; and most

importantly, it doesn’t explain the circumscribed effects of delusions on action and

theoretical reasoning.

Does Currie fare any better? He seems to think so: he claims the metarepresen-

tational addition of his theory can handle these features, and this is an advantage

of his account. His reason is that imaginings have the features of delusion that are

most troublesome: they are not sensitive to evidence, they do not typically alter ac-

tion, or other belief, and so on: “imaginings seem just the right things to play the role

of delusional thoughts; it is of their nature to coexist with the beliefs they contradict,

to leave their possessors undisturbed by such inconsistency, and to be immune to

conventional appeals to reason and evidence” (Currie and Ravenscroft 2002, p.179).

The problem here is that as the theory was presented above, delusions are not

imaginings: they are metarepresentational beliefs caused by wayward imaginings.

Currie is not consistent on this point: he waffles on what he wants to affix the term

‘delusion’ to. At some times he says that delusions are imaginings; at other times he

says that delusions are misidentified imaginings; at other times he says that they are

metarepresentational beliefs. In itself, this is not a problem: this might just be a case

of Currie having a non-substantive terminological dispute with himself (as it were)

about the proper referent of the term ‘delusion’. It’s perfectly possible to describe

Currie’s theory without using the term ‘delusion.’ A schizophrenic person imagines

p; owing to a faulty comparator he identifies that imagining as a belief, and thereby

6Recall the Wittgenstein thought that the difference between perception and imagination consists
in the feeling of will. There is nothing in this theory about metarepresentation; that was an addition of
Currie’s.
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comes to believe that he believes p. It should now be clear that Currie cannot appeal

to the circumscription of imagination to explain the circumscription of delusion. He

needs to appeal to the circumscription of metarepresentational beliefs.

We now face a tricky question about whether metarepresentational beliefs are

circumscribed, and whether they are circumscribed in the same way that delusions

are circumscribed. How should we expect someone to behave when they believe that

they believe p, even though they don’t actually believe p? Currie’s response is that

they will say p, but not otherwise act as if p. Our actions manifest what we believe,

and our words manifest what we think we believe. I maintain that this is not a good

explication of a belief in a belief that p. Beliefs have non-verbal manifestations, and

metarepresentational beliefs are beliefs too; we should expect them to also have non-

verbal manifestations. These are manifestations that Currie ignores.

Consider that not all metarepresentational beliefs are expressed primarily in ver-

bal behavior. My beliefs about other people’s beliefs are not entirely manifested in

verbal behavior. They are manifested in the ways that respond to others and coordi-

nate my actions with others. Take, for example, the following scenario: I think that

my partner has forgotten her dentist appointment, so I leave a reminder on her lap-

top. Doing so manifests a bunch of my metarepresentational beliefs about what she

believes. I believe that she believes her laptop is on her desk, that she believes that

she needs her computer, that she does not believe she has a dentist’s appointment,

etc.

Now, suppose that I am worried that I will forget about my dentist appointment,

so I leave a note for myself on my laptop. Doing so similarly manifests beliefs that I

attribute to my future self: my future self believes that his computer is on his desk,

etc. It’s fair to suppose that I attribute beliefs to my future self based upon what I

currently take my beliefs to be. The reason I think my future self will believe that his

computer is on the desk is that I think that I currently believe that my computer is on

my desk, and I don’t expect these beliefs to change in the interim. Thus, just as it is

possible to manifest attributions of belief to other people non-verbally, it is possible

to manifest self-attributions of belief non-verbally.
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Metarepresentational beliefs are often manifested in the construction and ini-

tiation of plans. In order to create a complicated plan, we need to consider how we

would act in various counterfactual scenarios, and this will be influenced about what

we believe we actually believe. Let’s say that my drill breaks and I need to buy a new

drill bit. I decide that when I go shopping for groceries later in the day, I will travel

down Avenue B instead of my more common Avenue A, because there’s a hardware

store on Avenue B and I’ll be able to run in and get a drill bit. My implementing this

plan does not only manifest a belief that the hardware store sells drill bits; it also

manifests a belief that I believe that the store sells drill bits.7 If I did not attribute this

belief to myself, I would not expect to successfully buy any drill bits at the store. After

all, if I were to give this plan to another person—if I asked someone to swing by the

hardware store because I destroyed my drill bit—I would be manifesting a belief that

the other person believes that there are drill bits available for purchase. Not much

changes in the case where I give the plan to myself.

The question now is whether a delusional individual’s plans—and not just ver-

bal affirmations—reveal a metarepresentational belief. I do not think that they do.

Suppose I believe that my friend believes that his wife has been replaced with an

evil robot. (I’m not attributing a delusion to him in this scenario, mind you; I’m at-

tributing an actual belief.) I could not expect him to successfully carry out a plan

that involves him bringing a drill bit back to his house. After all, if he really believes

that his wife has been replaced with an evil robot, he wouldn’t go anywhere near that

house! Now, suppose a person with the Capgras delusion breaks her drill bit, and be-

gins to formulate a plan to fix the drill. If she really believed that she believed that her

7Please be aware that I do not claim that this metarepresentational belief must occurently enter into
my thoughts. It might well be the case that when I develop plans of action, in order to determine how I
would act in various situations, I use simulation—I imaginatively inject myself into various counterfac-
tual scenarios. This would mean that I would not have to explicitly reason with the premise, ‘I believe
that there are drill bits available at the hardware store’. However, one needn’t have a proposition enter
into conscious thought in order to be the object of belief. Rather, the construction and implementation
of all but the most simple plans will manifest a metarepresentational belief. My acting on the plan to
acquire a drill bit also manifests the dispositional belief ‘I will not be eviscerated by dinosaurs if I go to
the hardware store’, even though that proposition does not enter into my explicit reasoning. (Usually.)
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husband had been replaced with an evil robot—and that was the only thing patho-

logically unusual about her—then she would never expect to come home. She would

expect to run away and call the police, or whatever else you’d expect from a person

who genuinely thinks that her husband has been replaced. She couldn’t put that plan

in motion. However, individuals with the Capgras delusion are able to live with the

purported imposters, and carry out relatively normal lives with normal plans.

Currie notes that verbal and non-verbal behavior often come apart. His explana-

tion of this phenomenon, which is a typical one, is to claim that we verbally express

metarepresentational beliefs and act on non-metarepresentational beliefs. How-

ever, this does not sufficiently do justice to the role that metarepresentational beliefs

would have in our reasoning and our lives. Currie is here falling prey to a temptation

that many have felt when attempting to characterize belief. It’s tempting to overem-

phasize the role of verbal affirmation in belief, and to think that all beliefs (and not

just metarepresentational beliefs) are primarily manifested verbally. It’s tempting to

take belief to simply be a disposition to sincerely affirm a proposition. However, this

is usually seen as an overly linguistic characterization of belief.8 Beliefs are mani-

fested in our intentional actions, in our reasoning, and in the ebb and flow of of our

other mental states. Verbal behavior is just one out of many manifestations of belief,

and metarepresentational beliefs are simply beliefs with a certain sort of content.

In addition to the criticism that Currie does not accurately portray the functional

role of metarepresentational beliefs, one can also criticize his portrayal of the func-

tional role of delusions. Currie identified metapresentational beliefs and delusions

by appealing to their both being manifested verbally. However, it is not quite right to

say that delusions are only manifested verbally. Delusions are only partially behav-

iorally and affectively circumscribed, and they do have some effects on non-verbal

reasoning and behavior. This might seem like it would help Currie out—I just argued

that metarpresentational beliefs have a broader role than affecting verbal behavior—

but it is hard to see how a metarepresentational belief will explain the precise pattern

8In the next chapter, I call this the ‘assent theory of belief’, and subject it to further criticism.
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of circumscription that we see in genuine delusions. A person who says he is Je-

sus might dress as Jesus does while also being unperturbed about his residence in

a mental hospital. Is there any way to interpret those inconsistent patterns of be-

havior as a metarepresentational belief that he is Jesus? Currie has an explanation.

He offers that metarepresentational beliefs will eventually get entrenched as non-

metarepesentational beliefs; he writes,“it may well be that over time certain delu-

sions come to take on the action-guiding character of beliefs.” But as Egan points

out (2009, p.11), this means that we should expect delusional persons to act just like

imaginers (and believers in the metarepresentational proposition), and then at some

point in time, see them switch to acting as true believers. We should never expect

to see the “somewhere-between-belief-and-imagination pattern of circumscription

that we actually see.” Egan, and Bayne and Pacherie too (2005), also argue that Cur-

rie’s theory makes some other false predictions. If a person has a merely metarepre-

sentational belief, then we would expect a person to act more delusional when in a

reflective mood, as she attends to beliefs about her mental state. This doesn’t appear

to be the case.

Although Currie officially adheres to a metarepresentational account of delusion,

he does float a somewhat different idea in a recent coauthored work, perhaps recog-

nizing that he equivocates between treating delusions as imaginings and as metarep-

resentational beliefs:

we suggest—rather tentatively—a somewhat different view: that delusions con-
sidered as a class of states do not fit easily into rigid categories of either belief or
imagination. While delusions generally have a significant power to command at-
tention and generate affect, they vary a great deal in the extent to which they are
acted upon and given credence by their possessors. In that case it may be that
cognitive states do not sort themselves neatly into categorically distinct classes
we should label ‘beliefs’ and ‘imaginings’, but that these categories represent
vague clusterings in a space that encompasses a continuum of states for some
of which we have no commonly accepted labels. (Currie and Jureidini 2001)

They do not elaborate, but this is a more radical type of non-doxasticism than

that in Currie’s previous work. It bears many similarities with the “bimagination”

view that Egan has recently proposed. This will be the topic of the next section.
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4.2 Bimagination and In-Between Belief

4.2.1 Egan’s Bimagination Account

In “Imagination, Delusion, and Self-Deception” (2009), Egan proposes that delu-

sions are not straightforward beliefs. Rather, a delusion is an instance of a novel

attitude that is somewhat intermediate between imagination and belief: “bimagina-

tion.” Bimagination has some of the distinctive features of believing and some of the

features of imagining. For example, delusions, like imaginings, are not very sensi-

tive to evidence, and like imaginings, they are inferentially and behaviorally circum-

scribed. However, their behavioral effects are more profligate than those of standard

imaginings—they share many of the dispositional features of belief as well. Bimag-

ination is presented as a response to Currie: it accounts for the seemingly intimate

relation between delusion and imagination without being a metarepresentational

theory. As it turns out, Egan’s theory offers us an apparently radical form of non-

doxasticism that turns out to be less radical than it first seems.

Egan’s primary goal in the paper is to make conceptual space for the notion of

bimagination rather than to give a positive argument for delusions being instances

of it. Thus, he spends the bulk of his paper arguing that there is room in our cognitive

theories for hybrid attitudes: attitudes that are neither fish-nor-fowl—neither belief-

nor-imagining—but something in between. Egan imagines that some opponents of

bimagination might vouch for a restrictive view on mental attitude types, according

to which there are only a few roles available, and every attitude of a particular type

has the same functional profile. The existence of belief fragmentation challenges this

assumption.9

Egan presents a picture of fragmented belief, or compartmentalized belief, or par-

titioned belief, in which the behavior-guiding role of a belief is active only in certain

9I produce an argument with a similar conclusion in the next chapter that does not rely on belief
fragmentation.
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contexts, or the belief is only able to affect certain domains of behavior.10 A paradig-

matic belief that p disposes the believer to act all the time and in every respect in

ways that would likely be successful if p. Yet, most of our beliefs fail to be paradig-

matic. In many contexts I will be disposed to act as if I believe p, but there will al-

most surely be contexts in which my dispositions are not those of a paradigmatic p-

believer. For example, Egan offers the folk psychological distinction between recog-

nition and recall. Recalling a fact is more difficult than recognizing that the fact is

true: a source of frustration for Trivial Pursuit players everywhere. If you ask me the

capital of Peru, I might draw a blank. If you then tell me it’s Lima, I’ll smack my head

and say “I knew that.” In contexts in which I’m asked to recall the capital of Peru, my

behavior is that of an ignorant person, but in contexts in which I’m asked to verify

whether Lima is the capital of Peru, my behavior is that of a knowledgeable person.

When it comes to the functional profile of the belief “Lima is the capital of Peru,”

some of my reactions swing one way, and some of my reactions the other.

There’s nothing especially contentious about this. It is common for people to

have inconsistent beliefs, or to fail to bring pieces of knowledge to bear upon one

another, or to fail to recall pieces of known information in certain contexts. The best

and most natural explanation of these phenomena is that only some of the repre-

sentations in our heads are accessed, or are available for access, by any particular

subsystem at any particular time. Only certain representations are currently active at

any one time. Cherniak (1986) describes a man who met his end by lighting a match

to peer into a gas tank. The poor man presumably believed that it is dangerous to

light flames around gas fumes, but he unhappily failed to activate that belief and

have it influence his plans.

Beliefs are often characterized in something like the following way: agents are

disposed to acts in ways that would satisfy their desires if their beliefs were true. A

picture of fragmented belief might include something about this only being true for

currently active beliefs. As a first pass: agents are disposed to act, in a context c, in

10Egan gives a fuller account of his thoughts on fragmentation in his (2008). Also see Davidson (2001),
Stalnaker (1984), and Lewis (1982).
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ways that would satisfy their c-active desires if their c-active beliefs were true.11

The problem with relativizing fragmented beliefs only to contexts is that it implies

that in certain contexts we will act like we would if we paradigmatically believed p,

and in other contexts we will act like we do not. Descriptions of fragmentalized or

compartmentalized belief will often use temporal language such as ‘sometimes’ or

‘currently active’: e.g. an agent with the fragmented belief that p sometimes behaves

as if he believes p, and at other times he does not. The problem is that we often

behave as if we believe two inconsistent things at a single time. Self-deceivers, for

instance, will say one thing but do another. Or, consider the Ebbinghaus optical illu-

sion: a subject will verbally report that various circles appear to be of different sizes,

but when asked to manipulate the circles by using her hands, her movements are

not those of someone who is taken in by the illusion. Verbal and non-verbal mo-

toric behavior come apart: verbal behavior indicates the presence of a certain belief

but motoric behavior does not. It appears that it is not just the case that particular

representations are active in particular contexts. Each representation is only able to

affect a particular domain of behavior.12 Of course, it is also difficult to individuate

or characterize contexts.

Thus, Egan’s final characterization of the behavior-guiding role of belief and desire—

one which allows for fragmentation—is that “agents are disposed to act, in a context

c and within a domain d, in ways that would satisfy their 〈c,d〉 active desires if their

〈c,d〉 active beliefs were true” (2008). Fragmentation demonstrates that the func-

tional role of a belief has various “bits” or “elements” to it, and only some of these

bits may be present in certain contexts. Once Egan has established that lapses in

inferential reasoning that can be chalked up to fragmented belief, he hopes to have

eroded his reader’s hesitance at accepting the idea of states that are intermediate

11Egan also thinks that desires can be fragmented like belief.

12It’s difficult to say exactly how to characterize or individuate domains of behavior. It’s too coarse-
grained to simply count our verbal capacities and non-verbal motoric capacities as responsible for
two distinct domains, for instance. Cases in which verbal and motoric behavior are especially easy to
come up with because they are so overt, but it is not hard to think of entirely non-verbal behavior that
indicates two fragmented beliefs are simultaneously active, such as when one puts on one’s glasses to
be able to better look for one’s glasses.
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between beliefs and imaginings.13

4.2.2 Schwitzgebel’s In-Between Account

Schwitzgebel offers an account of delusions in much the same vein. He argues for the

existence of mental states that are intermediate between the more well-known atti-

tudes, and calls these ‘in-between beliefs’. In a series of publications, Schwitzgebel

(2001, 2002, forthcoming) relies upon them to explain an impressive array of mental

phenomena, including partial forgetting, self-deception, confidence judgments, and

delusions. This characterization of in-between belief differs from Egan’s bimagina-

tion in the specifics, but the basic idea is the same: belief boxes have fuzzy bound-

aries, and there are mental states that have some, but not all, of features of prototyp-

ical beliefs. Once we admit this possibility, we can call upon these states to explain

otherwise inexplicable behaviors, including those of psychotic individuals.

Schwitzgebel’s is a dispositional theory of belief.14 According to his theory, belief-

that-p is a ‘dispositional stereotype’: a stereotype made up of various dispositional

properties. For Schwitzgebel, an object has a dispositional property if and only if

a certain type of subjunctive conditional is true of it. The conditional must be of

the form: in condition C, object O will enter or remain in state S. Beliefs can’t be

single dispositional properties (according to this conception of dispositional prop-

erties), because beliefs cause persons to act in all sorts of different ways in all sorts

of different circumstances. Your belief that there is beer in the fridge is marked by

a disposition to look in the fridge if one wants beer, to tell one’s friend that there is

13“The goal here is just to open up a space for saying that there are such representations and such
representational states by undermining the all-or-nothing-roles view that, if we endorsed it, would rule
out such intermediate roles, states, and representations” (2009, p.270); “[I]t’s not the case that anything
that’s got one element of a certain package has also got to have all of the rest, since we see a variety of
mix and match patterns even within belief” (2009, p.274).

14His view is pretty similar to standard dispositionalism, with one modification. Dispositionalism
holds that mental states are (or realize) dispositions to go from certain inputs (stimuli and other mental
states) to certain outputs (behaviors and other mental states). Schwitzgebel holds that there might be
phenomenal mental states that cannot be described in this way. Thus, on his view, some mental states
are phenomenal and some are dispositional. Dispositional mental states are still characterized the
same way: they are dispositions to go from stimuli and other mental states to behavior and other men-
tal states, but ‘mental states’ in this characterization refers to non-dispositional, phenomenal states as
well.
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beer in the fridge if he asks for one and you are feeling generous, and so on. Beliefs

are collections of dispositional properties.15

To believe that p is simply to match a belief-that-p stereotype to an appropriate

degree and in appropriate respects, and these will vary contextually. An agent has an

in-between belief-that-p if some, but not all, of the dispositions in the belief-that-p

stereotype hold of the agent. Belief-that-p is, thus, a vague or indeterminate matter,

and delusions lie in the penumbral zone. Tumulty (2011, 2012) follows Schwitzgebel

in arguing that delusions are in-between beliefs that play some, but not all, of the

dispositional roles associated with the folk-psychological notion of belief.16

How does Schwitzgebel’s account compare to Egan’s? Bimagination and frag-

mented belief can both be characterized as sorts of in-between belief. A fragmented

belief-that-p is a belief-that-p that will generate behavior in domain d when it is ac-

tive in contexts c, but that is not active in all contexts and/or does not generate be-

havior in all domains. Therefore, it can be characterized with a subset of Schwitzge-

belian dispositions within the stereotype of a belief-that-p: all of those that have c in

the antecedent and d in the consequent of the corresponding subjunctive condition-

als. It is, in other words, a state that behaves like a belief-that-p, but only sometimes

and in some respects. Bimagination is a state that has many of the dispositions in the

stereotype of belief, and some of the dispositions in the stereotype of imagination.17

15Schwitzgebel assumes that all dispositional properties are single-track dispositions (i.e. disposi-
tions to manifest in a particular way under a particular stimulus), and that multi-track dispositions (i.e.
dispositions that would manifest differently in a variety of stimulus conditions) are actually collections
of single-track dispositions. This claim is contentious—there are those who think that multi-track dis-
positions are “Lockean powers” that cannot be reduced to collections of single-track dispositions. I
myself think that Schwitzgebel’s reduction is subject to too many counterexamples to be successful,
but I won’t follow this line of thought here. I mention it only to flag Schwitzgebel’s theoretical commit-
ments.

16Tumulty, however, holds that an adherence to the norms of rationality is the characteristic feature
of belief’s dispositional role: as mental states fail to adhere to the epistemic rules that govern belief,
they become less determinately beliefs. Schwitzgebel does not mention rationality requirements, in-
stead focussing on the behavioral and dispositional effects of belief. As I have dealt with rationality
requirements in the previous chapter and do not find them necessary for belief ascription, I’ll continue
to focus on Schwitzgebel rather than Tumulty.

17I do a little damage to Egan’s view here: the way Egan puts his view does not commit him to
Schwitzgebel’s reductionism about dispositions. Schwitzgebel reduces multi-track dispositions to col-
lections of single-track dispositions, and attributions of single-track dispositions to attributions of sub-
junctive conditionals. Egan could be a Lockean realist about dispositions and think these sorts of re-
duction are not possible.
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The apparent difference between Egan and Schwitzgebel is that Egan proposes a

new propositional attitude. Bimagination is presented as a newly-discovered mental

state. In-between belief however, is not meant to designate a natural or well-formed

category. As Tumulty writes, Schwitzgebel is “not proposing in between belief’ as a

new ascriptive choice” (2011, p.616). The term is is simply meant as a way of refer-

ring to those wayward dispositional complexes that share some characteristics with

belief, just as the term ‘noodle-like object’ refers to a hugely heterogenous variety of

objects that share certain characteristics with noodles. Neither has an extension that

is homogenous or natural enough to be used in developing an explanatory theory.

Egan appears to differ from Schwitzgebel in this respect.

However, it is noteworthy that Egan does not characterize bimagination any more

concretely than by saying that it has some of the dispositional features of belief and

some of the dispositional features of imagination. He does not describe how the

state would fit into a psychological theory, how it would interact with other mental

states, and so on. Actually, it’s interesting how little discussion on imagination there

is in Egan’s paper. There is a tension: fragmented belief is allegedly brought up to

illustrate how bimagination is conceptually possible, but the account of fragmented

belief seems itself rather well-equipped to handle the more bizarre features of delu-

sions. It’s not clear that bimagination is meant to be anything more than a type of

fragmented belief. Bimaginings are said to be like imaginings in that both are cir-

cumscribed, but imagination doesn’t play any greater role in the theory. Egan does

not posit any sort of casual link between imagination and bimagination, for instance.

This makes bimagination look a lot less like a new sort of mental category that could

be used in building a psychological theory, and a lot more like a catch-all category

like in-between belief. In fact, Egan has indicated to me (personal communication)

that he does not think that bimagination is a unified kind. Each bimagining will come

from different origins and will have different effects; no systematized theory is pos-

sible. Thus, Egan shares more in common with Schwitzgebel than is apparent from

his paper.

On both views, delusions exist somewhere off the shores of paradigmatic belief.
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Do Egan and Schwitzgebel offer competitor theories to the standard doxasticist ac-

count that could be used in an explanatory argument?

I maintain that they do not. To label a state a bimagination, a fragmented belief,

or an in-between belief, is simply to say that it behaves like a paradigmatic belief

in some respects but not others. The label will be of no help in developing a the-

ory about why the state differs from a paradigmatic belief, or how it functions in a

person’s cognitive economy, so they cannot do the explanatory work that would be

required to develop an explanatory argument for non-doxasticism. Calling a men-

tal state a bimagination or an in-between belief offers no explanatory or predictive

power over a doxasticist theory.

In fact, given that the accounts don’t generate any predictions or explanations

that are unavailable to the doxasticist, we can even question whether Schwitzgebel

and Egan genuinely offer competitor theories. They agree with the doxasticist about

the functional profile of delusions: delusions are like paradigmatic beliefs in some

respects but not others. So, what exactly do they disagree with the doxasticist about?

Is there even a real dispute? The only dispute appears to be whether bimaginations

and in-between beliefs are non-doxastic states or whether are they are types of belief.

This, I think, is a mere terminological issue. One can use the word ‘belief’ narrowly,

to only cover prototypical beliefs that don’t deviate from their paradigmatic role. Or,

one can use ‘belief’ more broadly, to cover the less paradigmatic cases.

At this point, I digress slightly into an investigation into the nature of terminolog-

ical disputes. This is needed to support my claim that Egan and Schwitzgebel offer

terminological variants of doxasticism, but the digression will have supplementary

benefits. Disputes over merely verbal issues dot this particular philosophical land-

scape like land mines. It’s important for us to know how to identify and defuse them.

4.2.3 Terminological Disputes

It is easy to feel that there is nothing of any substance to non-doxasticism. There

is a threat that the debate might turn on just language rather than facts about the

mind. Some questions of the form “Is an X a Y ?” are substantive, but others are just
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terminological. “Are delusions beliefs?” looks like it might be about as answerable

as the questions “Is Seabiscuit the greatest athlete of all time?”, “Is gum a food?”, or

“Is a burrito a sandwich?” It might be that the question could be settled by deciding

how to use the words ‘delusion’ and ‘belief’ rather than about what delusions and

beliefs are.18 This is a valid worry: the dispute between the doxasticist and the non-

doxasticist should not be about words. It should genuinely be about the psycholog-

ical organization of the deluded subject. Duty falls upon the non-doxasticist to ex-

plain why there is more at issue here than “mere semantics.” Not all non-doxasticists

succeed at doing so. Some positive proposals really aren’t much more than tradi-

tional doxasticist theories gussied up in non-doxasticist language. Any debates be-

tween them and orthodoxy are merely apparent.

It would be good to know exactly when this charge is apt. How can one tell

whether a debate is merely terminological or not? This is not a new question. Figures

such as Carnap, Wittgenstein, and Ryle, have accused metaphysicians of treating

questions of ontology with undue seriousness, when they should be dissolving the

questions by paying attention to the language used to frame the debate. It is also not

a settled question. There has lately been a newfound surge of interest in attempts to

distinguish terminological from non-terminological debates, but no uncontentious

or obviously successful criterion has emerged.19

Some questions are clearly non-terminological. Scientists settled the question

“Is water H2O?” by doing chemistry, not linguistics. Investigations into the atomic

make-up of water did not crucially hinge on a decision about the semantics of the

term ‘water’. Other questions, including many discussed by metaphysicians (e.g.

“Are there mereological sums?”), are ones where it is arguable whether the disagree-

ment is terminological or not. Then, there are questions in which disputants are

18Consider Currie and Ravenscroft’s comment: “If someone says that he has discovered a kind of
belief that is peculiar in that there is no obligation to resolve or even to be concerned about inconsis-
tencies between the beliefs and beliefs of any other kind, then the correct response is to say that he is
talking about something other than belief” (2002, p.176).

19See Metametaphysics (Chalmers et al. 2009) for a recent collection of papers largely devoted to the
issue.
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clearly talking past one another, as in “is gum a food?”20 It’s fun to playfully bicker

this question in a kind of parody of standard conceptual analysis, proposing vari-

ous necessary and sufficient conditions of gum and of food, and responding with

counterexamples. But we shouldn’t take ourselves to be having a substantive dispute

about the metaphysics of gum. A natural reason to think there is no dispute here is

that ‘food’ and ‘gum’, being natural language terms, have imprecise edges and are

soaked through with indeterminacy. Some precisifications of the reference of ‘food’

will include gum, and other precisifications will not. Once we clarify our language,

any debates over whether gum is a food should dissolve. Similarly, debates over the

question “Is a cucumber a fruit?” should be resolved once we ask ourselves whether

the word ‘fruit’ is being used in a botanical or a culinary sense.21

Terminological debates appear to arise when interlocutors use terms that are

vague or lexically ambiguous, or when they are speaking different idiolects, or when

they are using context-dependent language and there are two contexts in play. David

Chalmers offers the following diagnostic test: check whether the dispute disappears

after two different senses of the problematic term are distinguished (Chalmers 2009,

p.88). This test might prima facie suggest that “Are delusions beliefs?” is merely ter-

minological. Doxasticists apply the word ‘belief’ to a set of psychological states that

includes delusions, whereas non-doxasticists restrict the word to a smaller set of psy-

chological states.

However, there is a problem with the test: only the most unsophisticated use the-

ories of meaning will hold that two words have different meanings simply in virtue

of being used differently. Most theories of meaning will deny that two people who

use their words differently necessarily mean different things by their words. It’s not

20Hawthorne (2009) offers a list of examples of clearly terminological disagreements and a list of
others that are clearly not terminological.

21Actually, disputes like these are sometimes taken seriously in court. For example, according to a
2006 ruling by a Massachusetts judge, a burrito is not a sandwich. A shopping complex contractu-
ally offered a Panera sandwich shop exclusive rights to sell sandwiches in their area; soon afterward,
the shopping complex allowed a Qdoba burrito shop to rent space. Courts are sometimes called upon
to adjudicate questions like these when the indeterminacy of language in laws and contracts leads to
indeterminacy of legal and contractual norms. Questions about how judges actually do decide to pre-
cisify the semantics of legal documents, and how they ought to decide to do so, are of obvious interest
to philosophy of law.
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quite that easy to claim that the doxasticist and non-doxasticist are talking past one

another. Chalmers’s test invites us to distinguish different senses of a term, but it is

not easy to know when different senses are in play. There are two different sorts of

pressures–two sorts of externalism about meaning—that increase the likelihood that

conversationalists will converge on the same meanings, even though they use their

words differently. Firstly, as Putnam and Burge brought to attention, social factors

are relevant in determining the semantics of public language terms. David Man-

ley points out that there are many apparently verbal disputes in which people seem

to mean different things by their words, but because a word is “a shared commod-

ity whose meaning is settled by community-wide dispositions,” the one who is using

the term in a more unorthodox or deviant way will simply turn out to be wrong (2009,

p.10). Secondly, many think that the naturalness of a property affects its eligibility to

act as a referent of our words (Weatherson 2003, Lewis 1983, 1984). This too bears on

whether a debate is merely terminological or not. Ted Sider (2009), for instance, has

appealed to naturalness to defend various metaphysical debates. Given these prob-

lems, it is likely that whatever sort of epistemic deficiency is at play in terminological

debates—the feature of conversations that causes us to “speak past one another”—

does not come about because speakers mean different things by their terms.22

The failure of philosophers to give a precise account of terminological disputes

does not mean that we are entirely unable to diagnose disputes. I propose an heuris-

tic that does not involve having to scrutinize the meanings of our terms, also offered

by Chalmers: a dispute is merely terminological if and only if it is not possible to

have the dispute without using whatever words are apparently troublesome. In re-

formulating the debate without using the taboo word, one will have to resort to the

redescriptions, paraphrases, and translations, but we do not take on any contentious

22Eli Hirsch thinks this. He grants that two speakers who mean the same thing in public language
might still be involved in a terminological dispute and speak past one another “in their own language.”
According to Hirsch, X’s own language is determined counterfactually: it is “that language that would
belong to an imagined community typical members of which exhibit linguistic behavior that is rele-
vantly similar to X’s” (see Manley (2009, p.11)). This characterization of a language effectively gets rid
of the externalist semantic constraints that are due to the public nature of language. It doesn’t straight-
forwardly affect externalist constraints on meaning due to naturalness.
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stance about whether these redescriptions are legitimate “senses” of the now-taboo

word or are related to its semantic content in any particular way.

The test just described cannot give a definition of terminological disputes. It is

a diagnostic that is heuristic at best, and it is not foolproof. Firstly, it will surely let

in false positives and incorrectly characterize some genuine debates as terminologi-

cal. There very well might be debates in which the problematic language is primitive

and cannot be replaced with paraphrase and redescription.23 Secondly, the test will

surely let in false negatives, incorrectly ruling various terminological debates to be

substantive. If a synonym of the taboo word is available, one could just replace the

taboo word with it. Barring cognates might help, but picking out words that count as

cognates will prove problematic. Moreover, one could introduce a new word into the

language and stipulate that it is a synonym of the taboo word. (For example: “Let’s

invent a new word, ‘schmood’, and stipulate that it is synonymous with ‘food’. Is gum

schmood?”)24 Luckily, perfect synonymy in natural language is rare (if it exists at all).

If we bar the introduction of new vocabulary, most attempts to replace a word with

a description should precisify the terms used, either dissolving the debate or making

clear what issues of substance are being disputed.

4.2.3.i Are Delusions Beliefs?

Now that we have a diagnostic test in hand, let’s see how it can be put to use. There

are two potentially problematic terms in the assertion “delusions are beliefs.”25 Let’s

first focus on potential indeterminacies in the word ‘delusion’. It is not an especially

23For instance, many of the metaphysical debates suspected to be terminological involve existence
assertions, such as “there are mereological sums.” It does not appear that anyone here is using the
term ‘mereological sum’ in a different way; the problem, if there is one, appears to come from semantic
variance in the quantifier. This is a failing of the new diagnostic test. It might not be possible to con-
duct any sort of metaphysical discussion at all if we are robbed of terms such as ‘there are’, but not all
ontological debates involving existence assertions are bankrupt. Similarly, disagreement among ethi-
cists cannot be ruled terminological simply because the disagreement cannot be conducted without
normative vocabulary such as ‘ought’. See Chalmers (2009).

24Synonyms are not the only problematic stipulations; any definition mentioning the banned term
will be problematic. Antonyms, for example. There is little progress to be made in debating whether
gum is a “nonfood.”

25Specifically, ‘delusions’ and ‘beliefs’. I presume that ‘are’ is benign.
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problematic word—aside for some fuzziness at the fringes, participants in the doxas-

ticism debate largely agree on which sorts of individuals are delusional. However, not

everyone agrees about which mental state of the deluded individual is the delusion.

Some non-doxasticists hold that delusions are rich and involve multiple psychologi-

cal states, including experiences (Spitzer 1990, Parnas and Sass 2001, Ratcliffe 2008).

These experiences can lead to doxastic states with the delusional content, or a delu-

sion can be a complex that comprises the doxastic states as well as the experiences,

but the doxastic states themselves are not the delusions.26

This looks like it might be an entirely semantic dispute over the proper referent

of the word ‘delusion’. You and I might have the exact same theory about the etiology

of Capgras syndrome. We might agree that in patients suffering from Capgras, a dis-

ordered experience causes the patient to have false beliefs about their loved ones.27

However, we disagree on whether the experience is the delusion or the belief is the

delusion. The key point here is that we agree on the functional architecture of the

delusional individual, and we can’t begin to articulate our disagreement without us-

ing the word ‘delusion.’ That’s reason to think that there’s no debate here except over

the term.

Here is George Graham (2011) describing the view he has developed with Lynn

Stephens:

I do not wish to classify delusions as beliefs (and I doubt whether thinking of
delusions as beliefs helps all patients). This is because I think of delusions as
messy, compound, and complex psychological states or attitudes (thoughts, feel-
ings, and so on), defined more by how persons mismanage their content and fail
to prudently act in terms of them, than by qualifying as beliefs (see Stephens and
Graham 2004, 2007, Graham 2010).

One could agree that delusions involve messy complexes of multiple mental states

that include beliefs, but disagree about whether the term ‘delusion’ should affix to

the complex or to a belief within the complex. The phrases ‘classify’, ‘thinking of’,

26I should note that this is not necessarily an argument that the authors cited would themselves en-
dorse; I am extracting it from their claims about the richness of delusion. These authors (and Graham,
below) have other reasons for championing non-doxasticism that are not simply terminological.

27This is Maher’s (1974) explanation.
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and ‘qualifying as’ all suggest that what is at issue is how we should best stipulate the

meaning of a term. This is surely an important debate to have; there are important

pragmatic reasons for psychiatrists and therapists to prefer a clinical term to have

one meaning rather than another (see McHugh and Slavney (1998, p.64–5)). But this

is to say that some terminological debates are important, not that this is not a termi-

nological debate.

The formulation of non-doxasticism that I put forward in the first chapter avoids

any problems on this front. I proposed that non-doxasticism about delusions is the

conjunction of two theses: a conceptual thesis that that one can have the delusion

that p without believing that p, and an empirical thesis that delusional patients in

fact do not typically believe the contents of their delusions. One can think that the

word ‘delusion’ should properly affix to a “messy, compound, and complex” set of

psychological states, and still ask whether there must necessarily be a belief at its

core. Non-doxasticists can avoid using the word ‘delusion’ entirely by ostending to

delusional subjects and denying that those subjects believe the wild assertions that

they affirm.

4.2.3.ii Are Delusions Beliefs?

The word ‘belief’ is a more worrisome source of indeterminacy than the word ‘delu-

sion’. As Mallon and Stich (2000) argue, many apparent debates about belief reduce

to semantic disputes about the extension of ‘belief’. Suppose you and I are debating

whether trucks are cars. You think the word ‘car’ refers to a class of vehicles that in-

cludes the Chevy Silverado (a type of truck), and I think it does not. We both agree

that trucks have pickup beds or cargo holds. You are committed to the idea that cars

do not have pickup beds or cargo holds; I think they can have them, but not neces-

sarily.

It is not easy (if it’s at all possible) to translate this debate into a language lacking

the word ‘car’.

Now let’s draw out an analogy. You think the word ‘belief’ refers to a class of men-

tal states that includes the very peculiar ones seen in schizophrenics, and I think it
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does not. We both agree on the patterns of inference the mental state is disposed

to engage in, and we agree on its functional profile, but you differ in affixing ‘belief’

to states with this functional profile. This mirrors the car/truck example. It appears

extremely difficult to have this debate in a language lacking the term ‘belief’.

A potential problem lurks here. We previously worried that one way to circum-

vent the test would be to introduce a synonym of the banned word. Many non-

doxasticists do introduce new vocabulary (such as ‘bimagination’) in order to articu-

late their positive proposals. Their doing so cloaks the similarity between them and

doxasticists.

Let me sketch out a purposefully ill-conceived non-doxasticist theory. I hereby

posit a new mental state called a schmelief. A schmelief has many of the features of

a belief, but it is poorly integrated with other beliefs, it isn’t sensitive to evidence, it

controls verbal behavior but otherwise isn’t used in practical reasoning, etc. Delu-

sions are not beliefs; they are schmeliefs.

This “theory” contributes nothing: it just describes the functional role that delu-

sions have (in terms of belief, no less) and affixes a silly name to it. It’s certainly not

a theory with any additional explanatory bite; it’s rather a piece of linguistic stipula-

tion. There’s no reason to think that a schmelief is anything other than a kind of belief

that we’ve needlessly rechristened. If someone were adamant that only rational be-

liefs are entitled to the title ‘beliefs’, then that person might prefer to call delusions

‘schmeliefs’, but this would simply be a terminological move. Arguing about whether

delusions are schmeliefs is like arguing about whether gum is schmood.

Many of the non-doxasticist proposals out there do no better than schmelief the-

ory. Usually, non-doxasticists who are open to this sort of charge will argue for claims

that are genuinely contentious and non terminological, but those claims are ones

that doxasticists could happily hold, and the debate they are having should prop-

erly be considered a civil war within doxasticism. Bortolotti rightly complains that

certain non-doxasticist proposals are so imprecisely stated that they do not give her

much of a grasp on how they are different from doxasticist accounts, and she won-

ders whether they really say anything different at all (Bortolotti 2009b, p.169). She is,
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in effect, charging non-doxasticists with positing schmeliefs.

4.2.4 Criticism of Egan and Schwitzgebel

Let’s ban the terms ‘bimagination’ and ‘in-between belief’. What can we say about

Egan’s and Schwitzgebel’s proposals? The most bare-bones description of their views

is that delusions have some of the dispositional features of prototypical belief, but

not all. However, this is not likely a claim that a doxasticist will argue with! Of course

delusions do not act like prototypical beliefs; this is why we consider them patholog-

ical. A doxasticist would want to call bimagination a type of belief, and Egan might

not, but it looks as if this is simply a terminological dispute: Egan and Schwitzgebel

and the doxasticist can agree on all the underlying dispositional facts. If the lesson

to take away from Egan’s paper is that we should think of delusions simply as frag-

mented beliefs, this is simply to agree with Bortolotti that delusions are irrational

beliefs: the description of fragmented belief that Egan offers simply is a description

of inconsistent belief. What could inconsistent belief be if not just fragmented belief?

To believe p while also inconsistently believing not-p is just to manifest a belief that

p at some times and in some respects, and a belief that not-p at other times and in

other respects. Bimaginations and in-between beliefs are schmeliefs.

Bortolotti takes the debate between doxasticism and theories of in-between be-

lief to be substantive, and not merely verbal. She briefly considers the notion that

‘belief’ is vague and that delusions might be a mental state that are only somewhat

like beliefs, but she rejects this on the grounds that it complicates policy applications

and ethical judgments (2009b, p.20). Schwitzgebel (forthcoming) rightly retorts that

these issues probably should be complicated. This debate very much has the feel of a

terminological debate. Bortolotti might be right: it might matter what the we choose

to affix the word ‘belief’ to for policy purposes, and it may be that we should choose

something simple. It also might matter what we choose to affix the word ‘delusion’

to for diagnostic purposes. . . or what we choose to affix the word ‘vehicle’ to for the

purposes of drafting traffic laws. This does not mean these debates are not termino-

logical.
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To some extent, it is unfair to lump Schwitzgebel and Egan in with the doxasti-

cists. Their accounts do militate against doxasticists who adamantly try to explain

the weirdness of people’s behaviors in terms of normal, prototypical beliefs. For

example, a doxasticist might be wedded to a psychodynamic perspective that at-

tempts to explain psychoses in terms of covert beliefs and desires; a doxasticist might

think that delusional subjects are rational, but some sort of performance error is cor-

rupting just the outward expression of the mental state. Egan and Schwitzgebel can

be taken as cautioning theorists against a blinkered search only for explanations in

terms of rational belief-desire psychology.28 However, it is not clear that many dox-

asticists merit this reprimand.

Even if their current accounts are doxasticist, Egan and Schwitzgebel’s accounts

could serve as the inspiration for a genuinely non-doxasticist theory. If Egan were

to develop a full theory about how bimaginations are formed, and a systematic ac-

count of its relations with the rest of the cognitive economy were developed, then it

could be a genuine alternative to doxasticism. To describe these relations would be

to describe the contours of a new functional role. If the functional role were one that

doxasticists do not currently posit and could not easily be assimilated to a form of

fractured belief, then the theory would make a claim beyond a mere terminological

suggestion. Consider how difficult it would be to assimilate an attitude such as desire

or anger to non-prototypical belief. A genuine non-doxasticist proposal should offer

something similarly difficult to assimilate. Egan’s focus on imagination is suggestive

and promising: a consistent story about the imaginative component of delusions,

and a description of how delusions interact with imaginings, would give the the-

ory some heft. However, as previously mentioned, Egan is pessimistic about these

prospects.

28Egan mentions that the standard “boxological” metaphor might be misinterpreted as implying that
all mental representations must fit nicely within boxes.
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4.3 Framework Propositions

4.3.1 Campbell’s Framework Proposition Account

One of the more popular non-doxasticist accounts of delusions claims that delu-

sions are Wittgensteinian framework propositions.29 The suggestion was first made

by John Campbell in his “Rationality, Meaning, and the Analysis of Delusion” (2001),

and the paper remains the canonical text. Campbell was inspired by some of the later

Wittgenstein’s writings on skepticism. In On Certainty (1975), Wittgenstein opined

that when confronted with a doggedly persistent philosophical skeptic, there comes

a point where we reach beliefs that we hold with conviction—epistemic bedrock—for

which we do not feel pressured to provide justification. These “framework proposi-

tions” are beyond question:

“If someone wanted to arouse doubts in me and spoke like this: here your mem-
ory is deceiving you, there you’ve been taken in, there again you have not been
thorough enough in satisfying yourself, etc., and if I did not allow myself to be
shaken but kept to my certainty—then my doing so cannot be wrong.

The queer thing is that even though I find it quite correct for someone to say
“Rubbish!” and so brush aside the attempt to confuse him with doubts at bedrock—
nevertheless I hold it to be incorrect if he seeks to defend himself.” (Wittgenstein
1975, p.497–8)

The analogy with delusions is fairly clear. Examples of framework propositions

given by Wittgenstein include “there are a lot of objects in the world” and “the world

has existed for quite a long time.” Campbell holds that the delusional patient has

pathologically assigned this status to bizarre propositions such as “I am dead.”30

29For papers supporting a framework proposition account, see Campbell (2001), Klee (2004b,a),
Rhodes and Gipps (2008, 2011), and Welz (forthcoming). For arguments in opposition, see Bayne
and Pacherie (2004), Thornton (2008), Bortolotti (2011a), and Bortolotti (2009b, p.187–197). Wright
(2004) has probably done the most work attempting to make framework propositions philosophically
respectable.

30Amusingly, Wittgenstein (1975) also gives the following example: “If we are thinking within our sys-
tem, then it is certain that no one has ever been on the moon. Not merely is nothing of the sort seriously
reported to us by reasonable people, but the whole system of our physics forbids us to believe it. For
this demands answers to the questions ‘How did he overcomes the force of gravity?’ ‘How could he live
without an atmosphere?’ and a thousand others which could not be answered” (p.108). With unfortu-
nate timing, this text was first published (posthumously) in the same year as the moon landing. The
mention of “thinking within our system” demonstrates the difference between framework propositions
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Campbell stresses three features of framework propositions that are central his

account of delusions. Firstly, because a person feels no epistemic pressure to pro-

vide reasons for their framework propositions, the framework propositions are im-

mutable and not subject to ordinary rational revision. Just as delusional subjects do

not feel pressure to revise their delusions at the urgings of medical doctors, so too

do we not feel pressure to revise very central bedrock commitments at urgings of

doctors of philosophy.

Secondly, Campbell presents an etiological account of delusions. He holds that

because framework propositions are outside the realm of rational justification, delu-

sions are accordingly not propositions that we have rationally reasoned our way into.

They have not been formed for reasons. Instead, they are changes in belief caused

by direct “organic malfunction.” (Think of a person who is bumped on the head and

forms a new belief simply in virtue of the neurological damage suffered.) This is to be

contrasted with accounts positing that delusions are the product of broadly rational

inferences from unusual experiences. Campbell calls these latter sorts of accounts

“empiricist” or “bottom-up,” and he calls his own account a “rationalist” or “top-

down” account. These terms have become widely adopted and are now common

coin in all sorts of debates about delusions, whether the debates are about frame-

work propositions or not.31 On a rationalist theory, if a delusional patient has odd

experiences, this is the result of the top-down influence from the framework belief.

Thirdly, framework propositions allegedly have a special kind of semantic sta-

tus. Campbell writes,“Wittgenstein’s notion of a framework proposition was never

and the sorts of foundational beliefs that Descartes had in mind; clearly, Wittgenstein means for beliefs
to only count as framework propositions relative to particular contexts or standards. Also, note that
although Wittgenstein claims that it is a mistake to supply justifications for framework propositions,
he curiously supplies justifications for one in this passage. (To be fair, On Certainty is composed of
unfinished fragments published posthumously, and it is probably unfair to demand much consistency
of it.)

31Unfortunately, they are not always used consistently. Campbell’s explicit definitions of empiricist
and rationalist accounts do not seem to classify “two-factor” etiological accounts, in which a delusion is
formed in response to an unusual experience, but the response is irrational. However, he does classify
two-factor theorists such as Andrew Young as empiricists, suggesting that the crucial feature of empiri-
cist accounts is that delusions are formed in response to experiences (whether rationally or irrationally
formed). These are more useful definitions of ‘empiricist’ and ‘rationalist’ anyhow, as we already have
the terms ‘one-factor’ and ‘two-factor’ to respectively designate theories that involve rational and irra-
tional responses to experiences. I’ll continue to use the terms in this way.
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worked out in great detail. But it is certainly part of the picture here that a change

in framework principles would bring with it a change in the meanings of the terms

used” (Campbell 2001, p.98). Campbell is motivated by arguments of Quine’s and

Davidson’s that the significance of our terms is fixed by the use we make of them in

rational reasoning. A particularly important form of reasoning for fixing the meaning

of our terms is a verification procedure: we must be able to know what sorts of sit-

uations would render a proposition true and which would render it false in order to

legitimately grasp it. In fact, the theory of meaning that Campbell favors teeters to-

ward verificationism. Because framework propositions are treated as background

assumptions, they are “not themselves, in any ordinary way, subject to empirical

scrutiny” (p.96). And since the Capgras patient, for example, “does not use [the

canonical rational] way of checking who it is that is before him, he seems to have

lost his grip on the meaning of the word” (p.91). In fact, Campbell claims that the

delusional subject speaks an entirely different language than the rest of us: “The sit-

uation is rather as Kuhn (1970) described the relations between the terms used in

scientific theory before and after a revolutionary change” (p.98).

It’s important to realize that the three pillars of Campbell’s characterization of

framework propositions—immunity to revision, top-down etiology, and semantic

deviation—are all dissociable. They needn’t necessarily go together. For instance,

take the first and the second pillars. Bayne and Pacherie note that Campbell and

Wittgenstein offer “there are many tables and chairs in this room” as a framework

proposition, but we surely acquire that proposition from experience and not from a

top-down organic defect. And in the other direction: if it is possible for us to acquire

beliefs from a bump on the head without reasoning our way to them, it is not at all

obvious that reason could not kick in at a later time to have us revise them. (At the

very least, if we can’t revise beliefs that arise from a bump on the head, this would

be an empirical truth and not the conceptual truth that Campbell presents.) As far

as the third pillar goes, the first two pillars do not on their own imply that the delu-

sional subject means something different with his words. Campbell requires his ver-

ificationist theory of meaning to get this conclusion. Nonetheless, it is common for
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advocates of framework propositions to subscribe to all three pillars (e.g. see Rhodes

and Gipps (2008)).

4.3.2 Criticism of Campbell

Is there any reason to think that the framework proposition theory offers a genuine

positive proposal and is not just a terminological variant of doxasticism? Not espe-

cially. The most plausible version of the theory is easily statable within a doxasticist

framework. A sui generis class of framework propositions is not of any explanatory

value not available to the doxasticist.

We might ask why Campbell’s proposal is often taken to be non-doxasticist. (Bor-

tolotti targets it in her book, for example.) There are two general ways of creating a

non-doxasticist positive proposal: by altering the attitude or the content. One can

offer up an attitude that is distinct from belief, or one can argue that delusions are

beliefs but the content is not what it appears to be. Campbell’s proposal can be read

in either way. One might think the attitude we bear toward framework propositions

is not, properly speaking, a belief.32 One might additionally be moved by Campbell’s

semantic theory and conclude that the delusion with the apparent content that p

is not about p at all. However, the former is not a substantive claim and the latter

incorporates a semantic theory that is not very plausible at all.

Let’s first get rid of the latter, implausible claim: the claim that the delusional pa-

tient’s words have an entirely different meaning. Here is a strange implication this

would have, were it true: if framework propositions are relieved of needing “empir-

ical scrutiny,” and it is this feature that causes their meanings to be nonstandard,

then we would expect that any framework proposition we hold has nonstandard

meanings. I can use the word ‘table’ in a sentence that does not express a framework

32It’s not obvious whether Campbell’s proposal is meant to posit a new attitude or not—the language
in this literature is often tricky. Just as the word ‘belief’ can refer to the content of our mental states
rather than our mental states themselves (as in “I disbelieve all your beliefs”), and the term ‘framework
proposition’ is surely meant to similarly refer to a content. Thus, it’s not transparent what sort of at-
titude Campbell thinks we bear toward the framework propositions. He does occasionally call them
beliefs, but elsewhere intimates they are not beliefs.
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proposition (“Ikea is selling tables for 20 percent off tomorrow”); does the word ‘ta-

ble’ in that sentence have a different meaning than in the sentence “there are many

tables in the world?” Campbell’s claim that the delusional patient means something

else with his words does not in any way emerge from his commitment to delusions

being framework propositions. Rather, it has to do with his theory of meaning, along

with his observation that delusional subjects make odd assertions. However, except

in extreme cases, delusional subjects use words broadly in the same way that we do.

The Capgras patient knows what spouses are, and we can converse with him about

them. In the previous chapter, we rejected the Berrios theory that delusional patients

are uttering empty speech acts because we are able to have conversations with them

about their delusions. The same evidence applies here: we appear to be able to com-

municate with delusional subjects. Any theory of meaning that claims that we fail to

communicate with one another simply because we use our words differently in some

way is much too strict.

The other two features of framework propositions make up a theory of delusions

that is at least halfway plausible. The theory is, however, just doxasticism in disguise.

Consider the following quotation of Rhodes and Gipps:

It is true that at various junctures in On Certainty Wittgenstein talks of certain
propositions—the ‘hinge propositions’—as lying at the certain foundations of
the language game. Nevertheless, these propositions and the beliefs they seem
to express have so little in common with what we should everyday call a propo-
sition and a belief—what with their (logically) not being able to be proved, ev-
idenced, described as empirically true or false, justified, and so on—that they
barely qualify as such. (Rhodes and Gipps 2011, p.94)

These features might be foreign to the beliefs we standardly talk about in everyday

speech, but are they really unavailable to the doxasticist’s conception of belief? Im-

munity from revision is not difficult feature for a doxasticist to handle. Everyone has

beliefs that they are unlikely to revise. Quine called these “central beliefs”: they are

at the center of our web of belief and deeply ingratiated into our theory of the world.

They are for all practical purposes immune to revision and never very much threat-

ened by recalcitrant observations: we will always make adjustments in our theory
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elsewhere in our web of belief. Whenever an argument tells us that one of our cen-

tral beliefs is false, we will opt to reject one of the premises instead. It is also possible

to put this explanation in terms of credences. There are some propositions in which

we have a very high credence, and our subjective conditional probabilities are such

that that whatever evidence we are likely to encounter will not substantially lower

our credence.

Campbell might complain that framework propositions are importantly different

from central beliefs. Central beliefs are ones that we can offer very strong justifica-

tion for holding: they are firmly enmeshed in our web of belief and receive holistic

support from all sorts of other propositions we believe. Framework propositions, on

the other hand, are supposed to be propositions that do not receive any sort of sup-

port from anything else (and are not treated as if they require support). However, this

vitiates the claim that delusions are framework propositions: delusional subjects do

not feel that they need provide no justification. They feel pressure to explain what

they’re saying, and they typically confabulate responses. If you ask me how I know

that my arm is my own, I might gun you down with an incredulous stare. Delusional

subjects do try to give you reasons. (“It’s my mother’s arm.”) Additionally, it is not

a problem for the doxasticist to posit a rationalist etiology. A doxasticist can hap-

pily say that a stroke directly alters a patient’s credence in the proposition that the

woman who is before him is not his wife.

What should we say about this view, doxasticist as it is? It’s plausible, and I think

its simplicity recommends it. However, it doesn’t account for the data that most

strongly pushes one toward doxasticism. The effects of delusions are not as expected:

delusional subjects don’t appropriately act on their beliefs. Moreover, they seem to

experience “double-bookkeeping.” These features are the mysterious pieces of evi-

dence that many accounts fail to get right, and the “central belief” account fails to

address them. The only portion of Campbell’s theory that attempted to explain these

data was the portion that claimed that the content of the delusions became mangled,

given their status as framework propositions.
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4.4 Summary

A number of philosophers have attempted to offer non-doxasticist accounts of delu-

sion that would serve in explanatory arguments. These accounts tend to fail for one

of two reasons. Firstly, they can fail to be any more explanatory than standard doxas-

ticism, because they amount to simply a redescription of a doxasticist account using

different vocabulary. Egan’s, Schwitzgebel’s, and Campbell’s theories exhibit this fail-

ing. Doxasticism admits that delusions are unlike paradigmatic beliefs—it does little

good to simply give the non-paradigmatic states a new name. True non-doxasticist

explanations of the oddities of delusion, rather than a simple restatement of the phe-

nomena, would need to say that the oddities are explained by delusions being X s

because we have a theory of X s that can account for those features. Secondly, at-

tempted non-doxasticist accounts can fail because they do not accurately predict

the features that delusions exhibit. Currie’s theory exhibits this failing. We would not

expect metarepresentational beliefs to act as delusions act.

In the next chapter, I make steps toward developing a non-doxasticist account—

one that is not a mere terminological variant of a doxasticist account—by assuaging

the worries of those who would quail against novel belief-like attitudes. I diagnose

why doxasticists might be tempted to reject novel belief-like attitudes, and argue that

a radical account that posits acceptances does not carry the burden of being intolera-

bly unintuitive and revisionary by showing that our understanding of belief is shakier

than it might at first appear,
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Chapter 5

Concepts of Belief

5.1 Positing Attitudes

The radical non-doxasticist is in the business of positing attitudes. This is a revision-

ary project. Psychology is concerned with determining the way the mind works, not

just determining the way the man on the street thinks his mind works, and so the psy-

chologist is free to develop previously unconsidered sorts of mental architectures.

A success story comes from the field of memory research. Cognitive science has

revealed that the ordinary concept of memory denotes a number of very different

mental processes, such as working memory, semantic memory, and episodic mem-

ory. The differences between these various faculties are not obvious on the surface;

psychologists had to discover them. Recent work in cognitive neuroscience is also

pulling apart the ordinary notion of imagination (Addis et al. 2009). Psychopathol-

ogy is an especially valuable field of study when looking for evidence that our folk

concepts of the mental can be fragmented. Psychopathologies often present cases of

selective impairment, where one process or faculty is disturbed and another is not.

For example, individuals with anterograde amnesia can act on short-term memories

but are unable to fix long-term memories, indicating that there multiple mechanisms

and faculties at work in memory.

Given the successes found in memory and imagination, we should perhaps ex-

pect that ordinary folk concepts are what Block (1995) calls “mongrel concepts.” A

mongrel concept is a concept that picks out various dissimilar states. It would be

surprising if ordinary intentional idioms were already honed to perfect precision,

unable to be improved upon. If the folk concept of BELIEF is a mongrel concept,
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we would expect to find evidence of this hypothesis by considering pathologies of

belief, and delusions look like a perfect phenomenon upon which to direct out at-

tention. Delusions only partially behave like prototypical beliefs—patients tend to

say things without acting on them—and this could be because belief is a mongrel

concept that denotes multiple types of mental states produced by different sorts of

mental faculties, only some of which are impaired in delusional subjects. Murphy

puts the point nicely: “[p]erhaps the very diverse causes of belief that folk thought

recognizes is evidence that belief is not a natural kind, and that a mature psychol-

ogy should recognize a number of different sorts of intentional state with different

relations to each other and to behavior” (Murphy 2012).

The account that I propose posits an attitude that is not typically recognized by

philosophers: a delusion is an acceptance, which is like a belief in many respects,

but is distinct from belief. One can accept that one’s wife has been replaced with an

imposter without truly believing it, and this is the situation of the Capgras patient.

However, many have urged caution about adopting too revisionary of a psychology;

conservativism of this sort can result in the thought that radical non-doxasticist ac-

count must be getting something wrong. I have found that many philosophers recoil

at radical non-doxasticism in this way, and their worries should be addressed. An

opponent might say,

Look, delusional subjects may not always act on their delusions or reason about
them appropriately, but they do confidently assert them. Delusions are very sim-
ilar to other sorts of irrational beliefs, so in order to claim that delusions aren’t
beliefs, you need to also maintain that all sorts of other superstitions and ideo-
logical convictions are not beliefs. That goes too far; superstitions and ideologi-
cal convictions are beliefs if anything is. You must be misusing the term ‘belief’.
You might be able to develop a theory of a subtype of belief, and convince me
that delusions are this sort of subtype. This is what happened in memory re-
search. We didn’t discover that what we thought were memories turned out not
be memories. We discovered that there are different types of memory. Scientific
progress will be made by investigating belief, not casting it aside. Call your new
state a non-belief, if you must. Call it whatever you want. That doesn’t make it a
non-belief.
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The goal of this chapter is to defray these sorts of concerns. One possible re-

sponse would be to flat-footedly maintain that psychology can be as revisionary as it

needs to be, and while I have sympathies with this maneuver, I do not think it neces-

sary in this case. Rather, it is possible to show that varieties of non-doxasticism are

not as revisionary as they might at first appear. The hypothetical opponent above

charges me with misusing the term ‘belief’, but the standards for correct use of the

term are, I plan to show, hardly well-established or easy to articulate. The term is

used unclearly and inconsistently in technical philosophy papers and in folk dis-

course alike. Categorizing delusions—or even religious convictions or superstitions—

as non-beliefs is not an unacceptably revisionary affront to either folk psychology or

to academic philosophy, because in neither case is there a very principled practice

of typing beliefs. Doxasticism is partly fueled by a sentiment of conservativism, and

this sentiment can be undermined by examining just poorly understood and how

open to reinterpretation the attitude of belief actually is.

Over the course of this chapter, I’ll pursue three goals. Firstly, I will describe the

typical philosophical conception of belief, and show that it is not as clear-cut or well-

defined a theoretical posit as one might think. Any characterization of belief (that is

not obviously faulty) is impressionistic enough to provide ample room for thinking

that there are various sorts of belief-like attitudes, and for thinking that the tradition-

ally philosophical notion of belief might play a smaller role in our cognitive lives than

is often presumed. Secondly, I’ll describe the role that BELIEF plays in folk psychol-

ogy and the role that ‘belief’ plays in the folk vernacular, and establish that there is a

mismatch between the philosophical notion of belief and the folk notion. Folk psy-

chology is not a great place for the defender of the traditional philosophical notion

to turn to; the folk notion fits the philosophical notion imperfectly, and equally well

supports the contention that there is a split between belief and acceptance. Finally,

I’ll explain why a theory that posits acceptance is not a mere terminological variant

of doxasticism.

Before moving on to close examinations of the philosophical and the folk notions

of belief, I begin with a brief comparison of the two.
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5.2 The Lush and the Sparse

Belief-desire psychology holds that we act on our beliefs to fulfill our desires. Fodor

opens his Psychosemantics (1987) with an analysis of a scene from A Midsummer

Night’s Dream in the terms of belief-desire psychology. Here is a sample segment:

Hermia believes (correctly) that if x wants that P, and x believes that not-P un-
less Q, and x believes that x can bring it about that Q, then (ceteris paribus) x
tries to bring it about that Q. Moreover, Hermia believes (again correctly) that,
by and large, people succeed in bringing about what they try to bring about. So:
Knowing and believing all this, Hermia infers that perhaps Demetrius has killed
Lysander. (Fodor 1987, p.2)

Fodor presents this tale in order to make a point about the sorts of inferences that

could be implicitly going on the deep recesses of the reader’s non-conscious mind.

It may well serve as an accurate description of that. Still, it certainly sounds artificial

and artless, as do many explanations of intentional action that are cashed out in

belief-desire terms. One reason for this might be that there is something ungraceful

in using the word ‘belief’ so consistently. Belief and desire have a privileged place

in discussions of belief-desire psychology (hence the name), and non-philosophers

can be taken aback by the prominence of these two particular mental states. The

words ‘belief’ and ‘desire’ do not figure in everyday talk as much as a great many

other propositional attitudes.1

The tools that novelists and playwrights have at their disposal are many and var-

ied. Shakespeare is able to subtly distinguish between various mental attitudes in

our protagonists using a panoply of colorful expressions. There is something lumpen

about trying to capture the inner psychologies of our protagonists using just a hand-

ful of propositional attitude verbs. Our stock of intentional idioms is lush, not sparse.

We hope, we suspect, we consider, we accept, we maintain, we think, we feel, et

cetera.

1An informal search on the Google Books Ngram Viewer, which searches a corpus of all books that
Google has scanned, reveals that ‘believe’ is used about half to two-thirds as frequently as ‘know’, ‘see’,
or ‘think’.
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Yet, there is a consistent drive in the philosophical literature for a sparse theory

of mind, and in this sparse theory, belief and desire take a place of pride. “Many

philosophers think that belief and desire are somehow the most basic Intentional

states,” Searle contends (1983, p.29), and evidence for this claim is in no small abun-

dance. Lewis writes, “I limit my attention to these attitudes in the hopes that all oth-

ers will prove to be analyzable as patterns of belief and desire, actual and potential”

(Lewis 1974, p.332). Why the hope? And why those two? Epistemologists who model

thought using the tools of decision theory do so using credence and utility functions,

representing graded versions of belief and desire. Are there principled reasons to use

only these two, or is this a hand-me-down assumption? In the 1970s, Gilbert Harman

(1976) proposed that belief and desire were not sufficient to explain our abilities to

engage in practical reasoning. We also needed to posit intentions, a class of mental

attitudes distinct from desires, wishes, hopes, aims, and predictions. Davidson, to

whom Harman was largely responding, was unwilling to countenance intentions in

addition to beliefs and desires. Why?

Doxasticists who argue against radical accounts of delusion might simply be re-

sponsibly conservative, demanding a wealth of evidence before we amend or over-

turn traditional belief-desire psychology. However, I think something deeper is go-

ing on; the evidence just mentioned suggests a tendency for philosophers to think

that belief-desire psychology is, and should remain, sparse. An assumption of this

sort would produce a bias toward doxasticism. However, it is not clear that there is

principled reason to hold onto this assumption. We should be skeptical: the drive for

sparseness, and the drive to elevate belief and desire above other attitudes in concep-

tual and explanatory priority, both appear to fly in the face of the actual vernacular,

which is lush.

5.3 ‘Belief’ in the Mouths of Philosophers

In order to determine where this drive toward sparsity comes from, we need to exam-

ine the philosophical conception of belief. What do philosophers think that beliefs
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are?2 Typical investigations into the nature of belief compare various theories of the

propositional attitudes, such as representationalism, dispositionalism, or function-

alism. However, my concern is not with the metaphysics of mental states in general.

My concern is with the features of belief that philosophers think distinguish it from

other mental states.

It is often recognized that the philosophical use of the word ‘belief’ deviates from

the way the word is used in folk discourse; the word is a term of art, allegedly with

a technical use. The word tends to be used in two ways. ‘Belief’ is sometimes used

as a very general umbrella term for informational mental states—those with a mind-

to-world direction of fit. At other times, belief is characterized as a state that plays

a particular role in our cognitive economy and that enters into particular relations

with other mental states. Let’s consider these in turn.

5.3.1 ‘Belief’ as an Umbrella Term

‘Belief’ and ‘desire’ are often used as umbrella terms for states that have an appropri-

ate direction of fit. Beliefs have mind-to-world direction of fit. It’s this sort of usage,

I’ll argue, that fuels the philosophical drive toward sparsity—toward thinking of be-

lief and desire as “the most basic Intentional states.” (Searle 1983, p.29).

It’s easiest to describe this use of ‘belief’ by considering the construction of a very

simple robot. Suppose that you needed to program a robot to accomplish a certain

goal. One strategy would be to have it always perform a certain behavioral sequence:

a robotic arm on an assembly line, for instance, might need to do nothing more than

repeat a series of predetermined movements. This strategy works in the case of an

assembly line because we can assume an unchanging environment. Whenever the

2Obviously, different philosophers have different ideas about the nature of belief, so there is a dan-
ger of being too procrustean and curt in talking about a single way that philosophers use the term.
There are major debates about whether beliefs can be formed voluntarily, whether we should think of
belief as a categorical state or whether we should think instead of degrees of confidence, and so on.
However, there do exist received standards and conventions that govern talk about belief in the pages
of a philosophy journal. A paper that deviates from these standards without flagging the deviation will
generate raised eyebrows, confusion, or charges of incompetence. The claims that I make are general
claims about belief-talk in the establishment of analytic philosophy; I can simultaneously recognize
that many—perhaps even most—philosophers have their own idiosyncratic beliefs about belief.
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arm bends down, the conveyer belt will have pushed forward a new object for it to

manipulate. However, this strategy will not work in a changing environment. We will

need to make our robot more complex for it to register the state of the environment

that it is currently inhabiting. If two different sorts of objects can appear on the con-

veyer belt, each demanding a different routine from our mechanical arm, perhaps we

should graft on a sensor so that it can react appropriately to each. We thereby give

the arm “beliefs” of a sort—informational states about what is in front of it.3 Here are

a few passages that further describe this strategy:

[W]e have every reason to believe that [all but very simple] animals are imple-
menting a behavioral strategy that factors the problem of how to behave into two
problems—the problem of harvesting, processing, and storing information, and
the problem of settling on courses of behavior depending on what information is
made available by harvesting, processing, and storing information. It is, frankly,
a strong point in favor of belief-desire psychology that it predicts the factoriza-
tion strategy that led to the demise of behaviorism and the rise of cognitivism.
(Ichikawa et al. 2012, p.4)

If we think about behavior-planning systems as systems for figuring out ways to
get from some start state (the way things are taken to actually be, right now) to
some goal state (the way things are desired to be) we can characterize this dif-
ference in the roles of belief-type and desire-type representations this way: My
behavior-planning systems look at belief-type representations in order to deter-
mine start states, and they look at desire-type representations in order to deter-
mine goal states. (Egan 2009, p.264)

The distinction between start states and goal states, or between states that repre-

sent the way the world is and the way the world should be, or between the cognitive

and the conative, might be thought of as a basic distinction that must be present in

any reasonably intelligent agent, and ‘belief’ and ‘desire’ (or ‘belief-type’ and ‘desire-

type’) are sometimes used as general terms to cover these two types of state.4

This distinction is part of Searle’s diagnosis for the perceived “primacy” of belief

3I use scare quotes because this use of ‘belief’ does not comport especially well with the vernac-
ular. Nonetheless, the term is often used by philosophers to apply to very basic informational states
employed in even very simple behavioral strategies.

4Bratman (1987) and others have argued that intention must also be posited in agents sophisticated
enough to form plans of action. His belief-desire-intention model of practical reasoning has formed the
basis of “BDI software models,” used in programming artificially intelligences; this is a nice example of
a philosopher having made a contribution to software engineering.
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and desire and the drive toward sparsity. Searle notes that belief and desire are of-

ten used by philosophers very broadly, in a way that departs from ordinary English,

“corresponding roughly to the great traditional categories of Cognition and Volition”

(1983, p.30). Beliefs include convictions, hunches, inklings, and acceptances—any

state with mind-to-world direction of fit.5 Desires include wants, wishes, lusts, and

hankerings—any state with world-to-mind direction of fit.

If belief and desire are conceived of this broadly, then one might think that all

behavior can be explained in these terms. Searle considers whether all other mental

states are reducible to complexes of belief and desire. An expectation that p, for ex-

ample, might simply be a belief that p will be true in the future. A fear that p might be

a belief that p is possible and a desire that p not be actual. Remorse that p might be a

belief that p, a belief that I am responsible for p, and a desire that not-p. A belief, or a

hope, that such reductions are possible, would explain why Lewis thought he might

be able to get away with only positing beliefs and desires, and why decision theorists

use only credence and utility functions when modelling behavior. (It is, in fact, hard

to see where else the urge to interpret human behavior solely in terms of beliefs and

desires could come from.)

However, there are three major problems with treating ‘belief’ and ‘desire’ as um-

brella terms and with thinking that we have all our other intentional states in virtue

of our beliefs and desires.

Firstly, as Searle argues, the attempted reductions are insufficiently precise; they

are not fine-grained enough to distinguish between importantly different mental

states. Being annoyed that p, being sad that p, and being sorry that p all imply a belief

that p and a desire that not-p, but any differences between them cannot be otherwise

cashed out in terms of belief and desire. Being amused that p implies that one be-

lieves that p, but no other beliefs or desires can be extracted, and there is clearly more

to amusement than simply belief. Fear is not simply a combination of a belief that p

5If a state with mind-to-world direction of fit represents p as obtaining but p does not in fact obtain,
then the state has failed in some way. States with mind-to-world direction of fit are truth-directed.
Direction of fit is therefore a normative notion. (Velleman 1992).
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is possible and a desire that p not be actual, for one can hold these beliefs and desires

without experiencing fear. Fear also has, at the very least, a particular affective feel.

Secondly, not all mental states have a direction of fit. Searle disagrees with this

claim. He holds that mental states cannot be reduced to collections of belief and de-

sire, he does maintain that all intentional state attributions imply something about

belief and desire. According to his theory of intentionality, every intentional state

has conditions of satisfaction that are met when either it fits the world or the world

conforms to fit it. However, he is wrong about this. Take, for example, imagination,

assumption, pretense, or supposition. I can imagine that p without this implying

anything about my beliefs or my desires. Imagination does not appear to have a

“proper object” in the way that truth can be said to be the proper object of belief, the

good can be said to be the proper object of desire, and the dangerous can be said to

be the proper object of fear. Searle does, in fact, list “supposition” among the mental

states that the very general category of ‘belief’ is meant to cover (p.29), but this is a

mistake, as supposition does not have a mind-to-world direction of fit.6 One does

not go wrong by supposing that p when p is false.

Thirdly, to make ‘belief’ and ‘desire’ cover such a broad array of mental states

forces us to include mental states that philosophers do not normally consider be-

liefs. Perceptions, for example, have mind-to-world direction of fit, so they would

count as beliefs. However, most philosophers recognize that perceptions are impor-

tantly different from other mind-to-world states, and so they are cordoned off and

not considered beliefs.

These sorts of considerations indicate that there is something wrong with the as-

sumption of sparsity. It is standardly accepted that amusement is not a type of belief,

imagination is not a type of belief, and perception is not a type of belief; although

‘belief’ is sometimes used as an umbrella term, it is usually intended to have a much

narrower extension.7 No one should be motivated to oppose non-doxasticism by

6In the way that Searle understands “direction of fit,” at least.

7One could cling fast to ‘belief’ as an umbrella term, and hold that these really are all types of belief.
Some research programs do treat perception as a kind of fragmented belief (Egan 2008, Gilbert 1991).
However, this is not at all the standard way of speaking of belief in philosophy; if any mode of discourse



107

thinking of belief as such a broad psychological category that it subsumes all other

informational states; this would also motivate one to be a doxasticist about percep-

tion.

What, then, distinguishes belief from perception, amusement, and imagination?

How do we characterize a narrower conception of belief? I next turn to the attempts

that philosophers have made to characterize this conception, and show that they are

insufficiently precise to form the foundation of a fully-established theory that would

trouble the non-doxasticist.

5.3.2 The Functional Role of Belief

If belief states are functional states, what is the functional role that makes for a be-

lief state rather than, say, an imagining? This is, perhaps surprisingly, a seldom-

discussed topic despite the compendious literature on the nature of belief. As is

noted by Schwitzgebel, “[p]hilosophers frequently endorse functionalism about be-

lief without even briefly sketching out the various particular functional relationships

that are supposed to be involved” (2006).

Beliefs are usually taken to be an extremely general and basic sort of state. We

have implicit and explicit beliefs, dispositional and occurrent beliefs, beliefs that are

highly important to our social identities, beliefs that we obsess over, and beliefs in

propositions that we might never consciously entertain because they are trivial or

unlikely to ever bear on our lives, such as a belief that elephants do not have three

beaks. Is there anything we can say to explicate such a general, wide-ranging sort of

mental state? Attempts tend to be rough and illustrative, and many use terms that

are in want of just as much explanation as ‘belief’. For example, take Schwitzgebel’s

characterization in the Stanford Encyclopedia of Philosophy article on belief:

Contemporary analytic philosophers of mind generally use the term ‘belief’ to
refer to the attitude we have, roughly, whenever we take something to be the
case or regard it as true (Schwitzgebel 2006).

is revisionary, this is.
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The language of the characterization is merely suggestive, which Schwitzgebel

knows; hence his use of ‘roughly’. For example, what does it mean to ‘take some-

thing to be the case’ or ‘regard it as true’? These phrases can’t be taken in their every-

day sense, for when someone assumes a proposition for the sake of argument, they

take it to be the case or regard it as true. But assumptions are thought to be distinct

from beliefs. You can assume that p by considering p without necessarily believing p.

Moreover, there is a sense in which we take p to be the case when we perceive that p.

Schwitzgebel’s definition skirts very close to treating belief as an umbrella term, and

it thereby has the previously-described fault of including all sorts of mental states

that we do not typically consider beliefs. If ‘taking something to be the case’ is meant

to be read in some other way, it’s not clear that the explanans will be much better

understood or less technical than the explanandum.

Despite the difficulty in characterizing the non-umbrella philosophical concep-

tion of belief, various analyses have been offered; it will be profitable to examine

some of these. Cherniak (1986, p.6) considers a rudimentary theory that he calls an

assent theory of belief : A believes all and only those statements that A would affirm.

There are a number of problems with this sort of theory. “Affirm” here must mean

“sincerely affirm” in order to allow for a person to make statements that she doesn’t

believe, such as when she lies or when she is acting in a play, but sincerity is not ob-

viously a purely behavioral disposition—sincerity is worn in one’s heart, not on one’s

sleeve—and it is difficult to further explicate the notion without resorting back to

the notion of belief. Kaplan offers a more nuanced assent theory (which he calls an

“assertion view of belief”):

You count as believing P just if, were your sole aim to assert the truth (as it per-
tains to P ), and your only options were to assert that P , assert that ¬P or make
neither assertion, you would prefer to assert that P (Kaplan 1998, p.68).

The most damaging problem with assent theories, for many, is that verbal affir-

mation is usually taken to just be one of many possible manifestations of a belief.

Beliefs are responsible for the production of intentional action writ large, not just

speech. A well-worn example: if A wants a soda, believes that going to the fridge can
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result in the acquisition of soda, and no other overriding desires intervene, then A

will go to get soda from the fridge. In addition, beliefs are thought to be responsible

in the production of other mental states, not just speech and behavior. Given philo-

sophical recognition of the behavior-guiding and reasoning-guiding role of belief, it’s

now common to think that verbal affirmation is not even a necessary feature of be-

lief. A person with poor introspective ability might not assent to propositions that

she believes because she does not realize what mental states are pushing her about

in the world. Moreover, most philosophers would not want to join Davidson (1982b)

in claiming that linguistic ability is necessary for an animal to have beliefs.

Russell subscribed to an internalized version of the public assent theory.8 On this

theory, A believes all and only those statements to which A would internally assent.

To internally assent to a proposition is to entertain a proposition and have it be ac-

companied with a “feeling of assent.” Cohen (1992) also holds a theory that is based

upon phenomenal experience: having a belief requires being disposed to have a cer-

tain sort of “credal feeling.” To believe that p is to be disposed to feel it true that p.

We can call these phenomenological theories of belief.9 The phenomenological the-

ory is not popular. Credal feelings are fairly mysterious. My belief that I am currently

in New York does not generate any strong or easily-identifiable credal feeling that I

can discern. In any event, even if we do countenance credal feelings, the theory goes

wrong for the same reason that the assent theory of belief went wrong; it doesn’t con-

sider the constitutive role that belief plays in intentional action. A person who felt it

was true that p but who was never moved to act as if p, who verbally denied p, who

never used p in reasoning, and so on, would not typically be said to believe that p.

More sophisticated accounts of belief attempt to tie belief more intimately to ac-

tion. Braithwaite (1932) offers a simple version of such a theory, citing Bain (1859) as

its original formulator: A believes p if and only if he or she is disposed to act as if p is

true. Call this the act-as-if theory of belief.

What does it mean to act as if p is true? One natural interpretation is that it means

8This is pointed out by Cherniak (1986, p.6).

9Goldman (1993a) also argues for a phenomenological account of the attitudes.
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to act as one would if p were true. However, a little reflection reveals that this won’t

do. Suppose that it is sunny outside and Sally wants to go for a run. She goes through

the necessary motions by looking for her shoes and her headband, then doing some

stretches. Now, how would Sally act if it were raining? This would depend on whether

she knew that it was raining. Perhaps she’s cooped up in her windowless office, so

even if it were raining, she would still assume it was still sunny. In this case, if it

were raining, Sally would nonetheless get ready to go running. But if Sally were to

act as if it’s raining (or if she believed that it’s raining), she wouldn’t get ready to go

running. Therefore, to act as if p were true is not to act as one would act if p were

true. It’s difficult to avoid the conclusion that to act as if p is to act as one would if

one believed that p were true. The act-as-if theory of belief isn’t of much help, then;

it is either a circular analysis, or it leaves us with an equally mysterious “act-as-if”

notion.

The problems with analysis are not assuaged by turning to degrees of belief in-

stead of flat-out belief. The literature on degrees of belief is rife with overly simplistic

analyses of subjective probability. The most common is surely the betting theory of

degrees of belief, advocated by de Finetti. The idea is that one’s willingness to make

monetary bets is treated as primitive.10 Put aside the problem that such a theory as-

sumes perfect rationality, and that a person will therefore always and only make bets

that are in his or her favor. There are other problems with operationalizing the notion

simply to dispositions to gamble. Many hold self-imposed prohibitions on gambling

for social, personal, or religious reasons. Islam prohibits gambling, and so observant

Muslims are not disposed to make any bets whatsoever. This should not be taken

to imply that they have no beliefs. Eriksson and Hájek write that the literature on

subjective probability contains “frequent gestures at some kind of betting interpreta-

tion, often accompanied with a slightly coy acknowledgment that this interpretation,

well, isn’t strictly speaking correct. But one is then immediately assuaged: at least it’s

10“The probability P(E) that You attribute to an event E is therefore the certain gain p which You judge
equivalent to a unit gain conditional on the occurrence of E: in order to express it in a dimensionally
correct way, it is preferable to take pS equivalent to S conditional on E, where S is any amount whatso-
ever, one Lira or one million, $ 20 or £75” (de Finetti 1970, p.75).
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‘approximately correct’, or ‘correct over a significant range of cases’, or a ‘useful ide-

alization’, or what have you” (2007, p.184).

Why have so many imperfect analyses been offered? The key is in realizing that

hedging is necessary. The problem with trying to identify belief with certain dispo-

sitions is that beliefs are massively multi-track dispositions: they manifest in a wide

number of different ways in a wide variety of stimulus conditions. My belief that

there is soda in the fridge might cause me to go get some soda; but then again, it

might not; much depends on all sorts of other details about my cognitive state and

the situation in which I find myself. I would also need to desire a soda, think that

I’m not being rude to whatever guests I might have by getting a soda, be willing to

suffer the effects of caffeine, be willing to ignore whatever diet I might be on, and so

on. There are also all sorts of other behaviors or changes in cognitive state that might

manifest the belief; it might be manifested when I make shopping lists, when I am

asked whether there is soda in the fridge, when making plans for a party, and so on.

Generalizations about the belief that there is soda in the fridge will, simply because

of the sheer number of stimulus conditions and manifestation conditions, have to

paper over the precise contours of the disposition by introducing hedging clauses,

such as ‘tends to’, ‘typically’, or ‘ceteris paribus’. Goldman writes,

One of the favorite sorts of platitudes offered by philosophers is something like,
‘If x believes “p only if q” and x desires p, then x desires q’. But the relationship
formulated by this ‘platitude’ simply does not systematically obtain. (Goldman
1989, p.79)

Therefore, philosophers who do attempt to describe the role of belief offer a few

non-exhaustive and piecemeal generalizations with hedging clauses.11 When the

hedging clauses are left out, the characterization misses the extension that is clearly

being aimed for; overelaborate characterizations that pile on necessary conditions

are usually overly restrictive.12 The reason for the paucity of descriptions of the role

11E.g. “Believing that performing action A would lead to event or state of affairs E, conjoined with a
desire for E and no overriding contrary desire, will typically cause an intention to do A” (Schwitzgebel
2006).

12For example, see the characterization of belief offered by Graham and Stephens on page 56.
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of belief likely has to do with the difficulty—verging on futility—of trying to charac-

terize a massively multi-track dispositional state.

Belief has a certain behavior-guiding role, but we cannot say what its behavior-

guiding role is, except in the loosest of terms. This is not just a problem for the non-

doxasticist; it is a problem for anyone interested in developing a mature taxonomy of

mental states. It should worry us that we cannot describe the role of belief except in

very general terms and with impressionistic hand waves. A few non-exhaustive and

imprecise generalizations, a coy admission that the account is only “approximately

correct”, and an elbow nudge that says “You know what I’m talking about, right?”:

there is a hope, in these maneuvers, that the reader already has a general idea of

what the author means by ‘belief’; any characterization offered is a nudge meant to

help the reader triangulate on a concept that he or she already understands. We are

deferred to a pre-existing folk conception.

This is especially problematic because the philosophical use of ‘belief’ invariably

deviates from folk use. Note that the philosophical use of ‘desire’ deviates more ob-

viously and more sharply from folk use than ‘belief’ does; ‘desire’ tends to be used to

refer to sexual longing. This function is usually simply ignored: Dancy (2002, p.11)

writes that ‘desire’ is used in philosophical discussion as “a term of art.” If ‘belief’

in philosophical texts is a term of art that deviates from folk notions, we are owed a

definition. But the functional role of belief is never adequately explained. Attempts

to give an account of the role of belief always need to handwave back to the folk psy-

chological notion. The criticism is akin to Austin’s:

[I]t is quite plain that the philosophers’ use of ‘directly perceive’, whatever it may
be, is not the ordinary, or any familiar use; for in that use it is not only false
but simply absurd to say that such objects as pens or cigarettes are never per-
ceived directly. But we are given no explanation or definition of this new use—
on the contrary, it is glibly trotted out as if we were all quite familiar with it al-
ready.(Austin 1962, p.19)

Whatever one thinks of Austin’s claim that ‘directly perceive’ has gone undefined,

the form of the argument is valid. If the notion of belief in folk psychology deviates
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from philosophical use, but philosophy turns to folk psychology to explicate the no-

tion of belief, we have a problem. In the next section, I turn to the folk psychological

notion, and argue that it is sufficiently inconsistent, variegated, and lush to support

a number of different regimentations, including those that would reduce the role of

belief in cognition quite dramatically.

5.4 ‘Belief’ in the Mouths of the Folk

5.4.1 Folk Psychology

What is the folk psychological concept of belief? In “How To Define Theoretical

Terms”, (1970) Lewis offered a method for answering this question.13 We collect all

the “important” platitudes about belief that speakers are willing to assent to—i.e.

propositions about belief that are “common knowledge”—conjoin them into a sin-

gle theoretical statement, then Ramsify: that is, replace all instances of ‘belief’ with

a variable, and identify the denotation of ‘belief’ with whatever unique entity in the

13Lewis’s method is not the only method on offer. In fact, there are multiple sorts of answer that one
might offer to the question “What is the folk psychological concept of X ?”, and Lewis’s method gets
at only one of them. It is worth doing a little ground-clearing here to stave off potential confusion.
Because this is inessential, I do it in a footnote.

Firstly: the question “what is the folk psychological concept of belief?” might be asking about the
content or meaning of the concept typically expressed by the word ‘belief’. On the other hand, it might
be asking about the role of BELIEF in a psychological theory that ordinary folk allegedly hold. (See
Goldman (1993a) for further description of the difference between the two questions.) If you think
that that the meaning of a term is not fixed by its role in a theory (say, you think that meaning is fixed
by a causal chain that goes back to an initial dubbing), then the two questions will come apart. I am
not currently interested in determining the meaning of the term divorced from its role in a theory. Most
philosophers are meaning externalists of some ilk or another, and meaning externalism implies that the
folk do not have introspective access to the contents of their concepts. We would need to do science to
discover what those contents are. Therefore, because we are interested in how our folk understanding
of belief might help us understand how to type mental states, we are interested in answering the second
question, about the role that BELIEF plays in a folk theory.

Secondly: if we are interested in investigating the role that belief plays in a folk psychological theory,
what sort of folk theory should we investigate? There are at least two different sorts of things that one
can mean by ‘folk psychology’. On one hand, the term can refer to an internalized theory that subserves
our ability to attribute mental states to others. On the other hand, it can refer to a systematized collec-
tion of commonsense platitudes about mental states. Stich and Ravenscroft (1994) call the former an
internal account of folk psychology, and the latter an external account. We are interested in the role of
belief in external accounts of folk psychology. Again, we would need to do science to determine the ac-
tual tacit theory that people employ when attributing mental states (if that is how they attribute mental
states), and these states could look very different from the ones that are suggested by folk words such
as ‘belief’. If we are going to turn to folk theory to help us type belief, we need to turn to our explicit
statements about belief, and the principles that we can extract from intuitions about belief.
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world satisfies the open sentence. If nothing in the world satisfies the sentence (per-

haps because the platitudes are inconsistent), whatever nearly satisfies the theory,

by being true of most of the important platitudes, is the referent of the term.14

This latter step is what causes problems. We very often use terms inconsistently

and variously, and they need to be cleaned up in order to be made consisitent—

certain platitudes must be discarded. To use Quine’s term, out concepts and word

use must be regimented. Simply by looking at platitudes about beliefs and the way

in which the term is used, it is not at all clear what the commonsense concept of

belief is, because there are multiple ways to regiment folk theory. The word ‘belief’

has a variegated texture and is used to perform a variety of functions, but some of

these seemingly central functions are regimented away by philosophers or dismissed

without argument as mere pragmatic effects.

What I want to argue is that there are enough tensions in the way that the folk

use the word ‘belief’ to support an alternate regimentation: one in which ‘belief’ is

ambiguously used to pick out two very different sorts of mental state. In other words,

I want to show that something like the belief/acceptance distinction is nascent in our

folk understanding of belief. The theory that I will propose in the next chapter has

the consequence that many of our utterances are not expressions of belief at all. This

is revisionary; but I have received complaints about it being too far from our folk

notion. I want to show that it is not that revisionary. Sperber (2000, p.243) claims

that the folk term ‘belief’ turns out to pick out two distinct mental states, like the

common term ‘jade’ was shown to correspond to two different substances, jadeite

and nephrite. In that case, however, we really had no idea that samples of jade could

be either of two substances. There was nothing like a distinction in our external folk

gemology. In the case of ‘belief’, traces of a bifurcated use can be discerned.

While still motivated by eliminative materialism, Stich made a case for the poten-

tial falsity of folk psychology by extracting the following principle from it:

14It might turn out that there are multiple entities that nearly satisfy the theory, by way of each sat-
isfying a different subset of the platitudes. In such a case, there would be indeterminacy of reference.
See Weatherson (2009) for a fuller account of Lewisian Ramsification.
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It is a fundamental tenet of folk psychology that the very same state which un-
derlies the sincere assertion of ‘p’ also may lead to a variety of nonverbal behav-
iors. There is, however, nothing necessary or a priori about this claim that the
states underlying assertions also underlie nonverbal behavior. There are other
ways to organize a cognitive system. There might, for example, be a cognitive
system which, so to speak, keeps two sets of books, or two subsystems of vaguely
belief-like states. One of these subsystems would interact with those parts of the
system responsible for verbal reporting, while the other interacted with those
parts of the system responsible for nonverbal behavior. Of course it might be
the case that the two belief-like subsystems frequently agreed with each other.
But it might also be the case that from time to time they did not agree on some
point. When this situation arose, there would be a disparity between what the
subject said and what he did. (Stich 1983, p.231)

The separation between states responsible for verbal behavior and states respon-

sible for nonverbal is a distinction that I will exploit in the next chapter. However,

Stich here claims that it is a “fundamental tenet of folk psychology” that there is no

such split. Is this true? Frankish calls the assumption that the mind does not keep

“two sets of books” the unity of belief assumption, and he argues that the folk are

not committed to it in his (2004, ch.2). It depends on how intuitions about belief,

and the principles that underlie folk use of the word ‘belief’, are best systematized.

A very strongly-supported systematization, I contend, would deny the unity of belief

assumption: there are a number of striking divisions in the way that the folk speak of

belief.

5.4.2 ‘Belief’ in the Vernacular

How does folk usage of ‘belief’ differ from philosophical usage? Ordinary talk about

the mental is lush, and teems with all sorts of different words for describing a person’s

inner life. Some philosophers have suggested that this shows that folk psychology is

lush—i.e. it posits many different sorts of mental states—and that the various uses

to which the word is put indicates that the folk concept of belief is not the same as

the philosophers’ concept.15 This, however, is too quick. A rich lexicon of mentalistic

terms does not necessarily imply a rich stock of mentalistic concepts. Two words can

15E.g. (Ratcliffe 2007).
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share a meaning but have different pragmatic effects on the audience, such as is the

case with ‘sweat’ and ‘perspiration’. At this point, I want to describe patterns of folk

usage without taking on theoretic commitments. I do not want to make any claims

about whether any of the linguistic features I identify are due to the semantics of the

word or the pragmatic use to which the word is put.

Needham (1972) is one of the few writers who has investigated use of the term

‘belief’. He argues that ‘belief’ is a “peg word” that acts as a placeholder for a het-

erogenous range of various mental states. His main concern is admittedly to discover

what anthropologists mean by the word, but he notes that the heterogeneity is even

more varied and prevalent in ordinary discourse than it is in formal anthropological

texts. I take it that a “peg word” is similar to Block’s “mongrel concept”; to be a peg

word is to be a word that refers indeterminately.

Take a word like ‘democracy’, ‘love’, ’settle’, or ‘terrorism’. It’s at least prima facie

unlikely that these words are used in a consistent way across an English-speaking

population, or even by a single individual at different points in her life or in different

contexts. These different instances of use will be intended to have different denota-

tions. ‘Love’ will sometimes be intended by the speaker to refer to only romantic love,

sometimes to filial love, and sometimes only strong liking, as when a boy says that he

loves ice cream. The words exhibit some measure of indeterminacy or polysemy if

not outright ambiguity, and some amount regimentation or explicit definition would

need to take place before writing a technical article on any of these. ‘Belief’, I read

Needham as claiming, is in the same boat.

Frankish (2004, 2009), has argued that the uses to which the word ‘belief’ is put

reveals a number of inconsistencies and tensions. Beliefs are sometimes spoken of

as conscious and sometimes as unconscious. The folk are acquainted with uncon-

scious beliefs and drives being responsible for behaviors that we do not identify with.

They are sometimes volitionally formed and other times forced upon us by circum-

stances. They are sometimes manifested primarily verbally, and at other times they

are manifested through the actions that we take, and not what we say. We will some-

times take a person’s avowed statements as an expression of their belief even if they
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act contrary to their words; but on the other hand, it is not unnatural to tell some-

one, “I don’t think you really believe what you’re saying,” and this isn’t necessarily a

charge of insincerity or lying.

The folk do use the term word ‘believe’ to pick out unconscious and non-volitional

states with mundane content, although these are probably more often denoted with

the word ‘think’ (as in, “Bob didn’t take his umbrella. . . I guess he thinks it won’t

rain.”).16 However, the word is often used to serve other very core or prominent func-

tions. Many of these functions are either ignored or regimented away by philoso-

phers interested in belief. Consider the subtle differences between the following:

1. Obama believes that he’s going to win the election.

2. Obama thinks that he’s going to win the election.

3. Obama maintains that he’s going to win the election.

4. Obama holds that he’s going to win the election.

5. Obama is of the opinion that he’s going to win the election.

6. Obama takes it to be the case that he’s going to win the election.

7. Obama predicts that he’s going to win the election.

8. Obama accepts that he’s going to win the election.

All of these statements are of a family, but there are shades of nuance among

them. A philosopher might treat these mostly synonymously, but to a writer or jour-

nalist, each would be appropriate in different contexts.

‘Belief’ is most prominently and paradigmatically used to refer to religious or

spiritual belief. Searching for the word across various corpora, including Google,

Google Books, and The New York Times, will reliably bring topics relating to religion

16‘Think’ is also problematically varied in use, as it often is used to refer to acts of occurrent, con-
scious thought. This is presumably why philosophers settled on the label ‘belief’ instead of ‘think’ in
discussions of belief-desire psychology. It doesn’t always refer to conscious acts of thinking, however;
it also has a reading that refers to a dispositional standing state.
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to the forefront. If you mention ‘belief’ to a non-philosopher, you will bring to their

mind the notion of “belief in God” or “belief in a higher power.” Note that these locu-

tions do not employ propositional attitude verbs. “Believing-in” sentences are syn-

tactically different from those that include the propositional attitude of “believing-

that”, and it has two functions: a commendatory function, in which one attests con-

fidence in the object (as in, “You can do it! I believe in you!”) and a function of

expressing existential commitment (as in, “Herbert believes in ghosts.”) (Macintosh

1995).17 (Interestingly, ‘confidence’ can also be used to generate “confidence-in” and

“confidence-that” sentences, but “confidence-in” does not have the function of ex-

pressing existential commitment.)

Statements of belief in God may serve both of these functions simultaneously.

To assert one’s faith by saying ‘I believe in God’ is not necessarily to simply make the

claim that God exists; it can also be an offering of praise. Because these functions can

be distinguished but can also both be manifested in a single speech act, they can eas-

ily be confused with one another. A very adamant statement of faith might be used

to strongly express praise for God; this shouldn’t be taken to imply that the speaker

has absolute conviction that God exists. If the functions are separable, a strong com-

mendation does not necessarily imply a similarly high degree of confidence in the

existence of the thing being commended.

While these functions may seem associated only accidentally, there is evidence

that their co-occurence was seminal to the development of the English word. The

etymological ancestor of ‘believe’ is the Proto-Germanic ‘galubjan’, which means to

esteem, to hold dear, and which contains the root ‘leubh’, meaning to love. Given that

we are now used to drawing a bright line between the cognitive and the conative, it

is surprising to find the conative so central to the semantic ancestry of ‘belief’. The

commendatory function of the word ‘belief’ is a crucial feature of the word’s ancestry,

not an parasitic use that got tacked on at some point.

17A joke that plays on the ambiguity of function: Santa Claus, lying on a couch, says to his psychia-
trist, “my parents never believed in me.”
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“Belief-that”, on the other hand, does not obviously have the same conative func-

tion that ‘belief-in’ has. Nonetheless, typical use of ‘belief’ as a propositional attitude

verb does depart from typical philosophical use, and I do think a plausible case can

be made for ‘belief-that’ often having something akin to the commendatory function

of “belief-in.”

‘Belief’ often conveys uncertainty. Ratcliffe (2007, p.188) points out the difference

between “careful, there’s a lion in the room,” and “careful, I believe there’s a lion in

the room.” The latter voices a suspicion rather than a statement of fact. This sort of

hedging that comes from using the word ‘belief’ can be an indication of low confi-

dence, but not always. More precisely, the word ‘belief’ indicates something about

the status and quality of the evidence that supports the belief. It conveys that the

mental state is unsupported by epistemic reasons, or at least partly held for reasons

other than epistemic reasons. For instance: the song I Believe I Can Fly does not

translate well into I Think I Can Fly. This isn’t because the former title demonstrates

less confidence than the latter—if anything, the opposite is true. It is because the lat-

ter does not communicate the aspirational motivations that support the conviction.

Consider the slight difference between “Obama thinks he’s going to win the elec-

tion” and “Obama believes that he’s going to win the election.” When would a jour-

nalist would use one sentence rather than the other? The former has Obama making

a prediction; the latter connotes that something like hope is supporting and main-

taining his prediction. This isn’t to say that he doesn’t also have good evidence—he

might know what the polls say and might be entirely justified in predicting that he’ll

win. The non-epistemic factors might not even raise Obama’s degree of confidence

to a level that cannot be justified by evidence. Rather, it is to say that the holding of

the belief is causally overdetermined: it is maintained by both evidence and prag-

matic factors. Just as a supporter at a rally might shout ‘I believe in you, Obama!’

to express a commendation, she might shout ‘I believe that you’ll win, Obama!’ to

express that her prediction is at least partly based on approval. There are, perhaps,

traces of the conative that still reside in ‘belief-that’.18

18This isn’t to say that ‘belief-that’ necessarily, or even typically, connotes hope or commendation.
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These various eccentricities of the word ‘belief’ are partly responsible for why a

nervous swimmer might ask “Do you think there are sharks in these waters?”, but

would not ask “Do you believe there are sharks in these waters?” The word ‘belief’

is typically reserved for cases in which the belief is held for reasons other than be-

ing supported by evidence, or for cases in which the evidence cannot be brought to

mind.19

Thus, there seems to be two reasonably natural readings of ‘believes’, one which

is close in meaning to ‘thinks’, and one which is close in meaning to ‘has faith’, and

the core use of ‘belief’ seems to be the latter. Mixing the two can produce zeugmatic

effects: consider “Joe believes that his car is parked on the west side of the street and

that Jesus saves.” It sounds strange. This may just be due to the inanity of expressing

such a thought, but there is enough material here, I believe and think, to support the

contention that there are two distinctly different functions of the word ‘belief’, and a

regimentation of folk psychology should respect that division—particularly because,

as I’ll argue, a mature psychological theory should include a similar division.

5.4.3 Semantics and Pragmatics

Should these observations trouble those who think that the folk are committed to the

unity of belief assumption? One might remain unperturbed, and hold that the faith-

like features of ‘belief’ identified above are attributable to pragmatic effects rather

than anything having to do with the lexical semantics of the word. Only certain infer-

ences that we are willing to draw from statements about belief are due to semantical

Rather, it connotes that the mental state is partly held or maintained for non-epistemic reasons. Hope
and commendation are just two likely ones. “Obama believes that he will lose the election” doesn’t
express that Obama hopes he’ll lose the election, but it does suggest that his prediction is formed and
supported in part by something other than just evidence from the polls. . . something like a pessimistic
or defeatist character, perhaps.

19It’s an open question whether words in other languages that are typically translated into ‘belief’
have the same function. The distinction between ‘croire’ and ‘penser’ in French, at least, seems to
be roughly the same as the distinction between ‘believe’ and ‘think’ in English. Different dialects of
English might also treat the word differently; British English seems more tolerant of using ‘believe’ to
mean ‘think’. I am happily willing to admit there can be important cross-cultural differences in these
matters.
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relations between belief and other concepts, and only certain infelicities are seman-

tical infelicities. There are two possible explanations for the discrepancy between

philosophical use and the everyday use. Perhaps in many instances the word ‘belief’

picks out a slightly different concept in ordinary English than it does in philosophical

discussions. Philosophers have reappropropriated the word for their own purposes;

a reader unfamiliar with the appropriation might have to struggle to figure out what

the philosopher means by his unnatural use of the word. On the other hand, per-

haps the concept picked out by the word affords the same semantical inferences in

both philosophical conversation and everyday conversation, but the subtle nuances

ignored by the philosopher are conversational implicatures that are not part of the

word’s meaning. The richness of the English lexicon allows for many roughly syn-

onymous ways to express our mental states, so ‘belief’ is chosen in certain contexts

because of the speech act effects that it generates. The former explanation appeals

to a difference in semantics, and the latter appeals to a difference in pragmatics.

It’s important not to ignore this distinction. Some have claimed that because

philosophers fail to consider the various subtleties of ordinary mental talk, philo-

sophical belief-desire psychology diverges sharply from folk psychology. These crit-

icisms do not always consider that the subtleties might just be a part of word’s prag-

matics.20 It would be too hasty to conclude that because philosophers use the term

differently than it appears to be used in the vernacular, they mean something else by

the term. It would also be too hasty to make an argument for non-doxasticism that

relies entirely on folk usage of the word.

Manfred Spitzer makes this error when he attempts to make a very quick argu-

ment for non-doxasticism. He writes, “patients rarely say that they “believe that

(such-and-such),” but rather state that they “know that (such-and-such).” That is

to say, delusional patients express conviction and certainty about certain statements

rather than admit that these statements may be subject to discussion and inquiry”

20E.g. see Ratcliffe (2007, ch.7)
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(1990, p.381). This argument assumes that belief requires a certain amount of uncer-

tainty. However, if a patient says, “I don’t believe that I’m being followed; I know it,” it

is very plausible that they are pragmatically conveying that their belief is not a weak

belief or mere belief. Consider the following exchange:

A: “You spent half a year’s salary on a car?”

B: “A car? This isn’t a car ! This is a Lamborghini!”

Despite his literal words, Speaker B doesn’t think that a Lamborghini is not a car;

his paralinguistic emphasis conveys that it isn’t a mere car or a typical car.21

So, perhaps the various nuances of the word ‘belief’ are attributable to pragmatic

intent; perhaps the semantic inferences that people are willing to draw from ‘belief’

are precisely those that the philosopher would wish to draw. ‘Belief’ only appears to

refer to a heterogeneity of mental states because pragmatic effects draw the listener’s

attention to only some subtypes of belief (such as “mere belief”), and the use of ‘be-

lief’ to pick out a state formed by something other than evidence might just be a type

of pragmatic implicature.

However, none of this can simply be assumed. Tests exist to determine whether

various linguistic effects are semantic or pragmatic, but as far as I know, they haven’t

been done. There are plenty of books and papers that purport to be about the seman-

tics of belief, but these typically investigate the semantics of any attitude verb that

generates an intensional context; they don’t investigate the semantic differences, if

any, between various sorts of intentional attitude verbs, such as ‘believe’, ‘desire’,

‘think’, and ‘hope’. It is optimistic to think that all the various uses to which the word

‘love’ or ‘democracy’ are put will reveal a stable and determinate lexical semantics. I

doubt that anyone thinks that we can develop a single consistent theory of ‘love’ or

‘democracy’ that perfectly captures how the word is used in the vernacular, even if we

take speech act effects into account; people simply have too many inconsistent ideas

21Other examples of this phenomenon in the wild include: (1) HBO’s slogan, “It’s not TV. It’s HBO.”
(2) A scene in the movie Pulp Fiction in which Bruce Willis’s character’s girlfriend asks him where he got
his motorcycle. He responds, “It’s not a motorcycle, baby. It’s a chopper.” (3) A scene in the movie Love
Actually in which a store clerk says, “This isn’t a bag, sir. This is so much more than a bag.”
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about love and democracy. If Needham is right that ‘belief’ is an indeterminate peg

word, we won’t find stability here either. The onus is on the philosopher who thinks

there is a consistent lexical semantics to tell us what the lexical semantics looks like.

5.5 A Subtype of Belief, or Non-Belief?

In the following chapter, I will present an attitude—acceptance—that roughly corre-

sponds the to the attitude that expresses faith and commendation and that is formed

for non-epistemic reasons. Ordinary language and folk vernacular use reveals that

the folk have a nascent but incomplete grasp of the division between belief and ac-

ceptance.

One might think that I am doing harm to my claim that acceptance (and hence,

delusion) is not belief. I’ve just argued that one of the core functions of the word

‘belief’ is to pick out acceptance. So, why think that acceptance is not just one type

of belief? Why not think that, just as we discovered that there are multiple sorts of

memory, we discover that there are multiple sorts of belief?

To some extent, this is just a terminological dispute. If someone were adamant

that acceptances deserves the name ‘belief’, given that ordinary English calls them

this, I would only be willing to put up so much of a fight. What is important is de-

scribing the roles of the various psychological types that we should posit; deciding

on labels to affix to those roles is of secondary importance. However, I do think that

once the revisionary part of the project kicks in, and we start looking at the notion of

acceptance, there are two considerations that militate strongly in favor of refraining

from calling acceptances ‘beliefs’.

Firstly, doing so shrouds important differences between acceptance and the be-

lief state that philosophers typically talk about. Although the folk indiscriminately

use the word ‘belief’ to refer to either beliefs or acceptances, close investigation of

acceptance reveals that it is not as similar to belief as one might think. There might,

in fact, be no natural supertype that includes both types of state; it would be grueish
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and gerrymandered. Calling the various sorts of memory ‘memory’ was not as prob-

lematic. Given that a core function of ‘belief’ in the vernacular is to refer to accep-

tance, it might have once been appropriate to bestow the title on acceptance, and

use a word like ‘thought’ to refer to the other state, but since philosophers have al-

ready adopted the word to name that other type of mental state, they can have it.

Secondly, and more importantly, a close investigation of acceptance reveals that cer-

tain subtypes of acceptance are states that we do not traditionally consider beliefs.

Namely: assumptions and suppositions are acceptances. If acceptances are beliefs,

then so too are assumptions. This is probably too big of a bullet to bite.

5.6 Summary

‘Belief’ in the mouths of philosophers is usually presented as a term of art with a

technical use, but because of the difficulties in actually defining this term of art, they

often handwave back to a folk notion. However, the folk notion of belief (at least if

read off of the way the word ‘belief’ is used) serves the function of denoting two im-

portantly different types of mental state. Only one of these is that which philosophers

typically have in mind.

In the next chapter I present the attitude of acceptance, and pull it into a theory

that can explain psychopathological delusion.
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Chapter 6

A Positive Proposal

A distinction between belief and acceptance has been drawn by many philosophers,

including Bas van Fraassen (1980), Robert Stalnaker (1984), Michael Bratman (1987),

George Rey (1988), Jonathan Cohen (1992), and Pascal Engel (1998, 2000), among

others. I also include in this category Ronald de Sousa’s “assent” (1971), Daniel Den-

nett’s “opinion” (1978b), Dan Sperber’s “reflective belief” (2000, 1996), and Keith Frank-

ish’s “superbelief” (2004). These writers do not draw the distinction between belief

and acceptance (or whatever their preferred terminology) in precisely the same way,

but they tend to either cite the earlier writers as influences and precedents, or they

comment on the similarities.1 It appears that everyone is circling around a common

idea.2 This idea is one that can be fruitfully used to explain pathological delusions.

I will proceed as follows. It is easiest to get an initial grip on the notion of ac-

ceptance that I have in mind by considering various examples, so I’ll begin with a

battery of these, and provide some provisional and preliminary characterizations.

In the sections after, I’ll tighten the characterization of acceptance and describe its

formation conditions, its effects on behavior, and its role in reasoning, by detailing

three defining features:

ROLE IN REASONING: Acceptance that p is a disposition to use p as a premise in con-

scious, deliberative reasoning.

1See Engel (2000) or Frankish (2004, chap.3) for a survey of various accounts of acceptance, includ-
ing those of the writers listed above.

2For ease of exposition, I’ll speak of each of these authors as having a theory of acceptance, even
though not all would endorse the term. When I speak of Dennett’s theory of acceptances, for example,
you can mentally replace the word with ‘opinions’.
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FORMATION CONDITIONS: Acceptances, unlike beliefs, can be, but are not necessar-

ily, volitionally formed.

BEHAVIORAL EFFECTS: Acceptances, unlike beliefs, primarily affect verbal behavior.

I then show how treating delusion as a form of acceptance allows us to explain

the features of delusion that are in want of explanation.

Finally, I turn to questions about the formation of delusions. If delusions are ac-

ceptances, then why do delusional individuals ever accept such bizarre contents in

the first place? The account I propose explains delusional acceptances as the result

of pathological cognitive feelings. In the latter half of this chapter, I explain what cog-

nitive feelings are, and present evidence that they are inculpated in the formation of

delusional acceptances.

6.1 A Preliminary Description of Acceptance

It is easiest to get a grip on the role that acceptance plays in reasoning by consider-

ing a type of acceptance with which everyone is already familiar. Supposition and

assumption are subtypes of a broader category of acceptance; assuming or suppos-

ing that p are ways of accepting that p.3 However, suppositions are easily and readily

discharged: there comes a point where we divest ourselves of the supposition and

are no longer disposed to use it in reasoning about a certain topic. This is not the

case with all acceptances. We can think of acceptances as suppositions that can be

more full-bodied and long-standing: ones that might be used as premises in rea-

soning at any point in time, in many different contexts, and might be enfolded into

our personal narratives about ourselves. The two following examples illustrate the

difference:

THE TRIAL LAWYER: A trial lawyer needs to defend a client against a murder charge.

She has excellent evidence that her client is guilty; in fact, she thinks that he

probably is guilty. However, she is paid to muster the best defense that she can.

3I use ‘assumption’ and ‘supposition’ interchangeably from here on out.
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For the sake of her profession, she assumes that her client is innocent and works

from there. Her client’s innocence is used as a premise in future reasoning in

the context of the courtroom.

It’s important to note that when we assume a proposition, we do not necessar-

ily form a new belief, even temporarily. Assumptions are not merely low degrees

of belief: you can assume something while not believing it in the least. When in

the courtroom, the lawyer bears a qualitatively different sort of attitude toward the

proposition that her client is innocent than she does toward the proposition that her

client is guilty. Assumptions are also not merely temporary beliefs. There is nothing

especially controversial about the existence of an assumption for the sake of argu-

ment or a conversation, and we all recognize that it’s possible to assume something

without believing it. It is also not necessary for a person to be disposed to publicly

admit that their assumption is a mere assumption and not a full-fledged belief. As a

lawyer in a courtroom, I would not admit to disbelieving the conclusion of my own

arguments (at least, doing so would be doing a severe disservice to my client).

Now consider a similar example:

THE MURDERER’S SON: A man’s father is accused of murder. The son has excellent

evidence that his father is guilty. If he were to think coolly on the subject, he

would recognize that he does in fact suspect that he probably did it. However,

for the sake of some (potentially misguided) familial duty, he plants his foot

down: his father is innocent. He forms a commitment to his father’s innocence

and treats this as a premise in future reasoning whenever the topic comes up,

whether inside a courtroom or not.

We typically think that when a person is adamant about a certain subject, and will

brook no evidence or argument to the contrary, their assertions and behaviors man-

ifest their beliefs. However, these sorts of assertions and behaviors can, in certain

contexts, be indicative of assumption, not belief. Just as the lawyer might vocifer-

ously attest his client’s innocence to a jury, even getting angry or riled up in the face

of opposition, the murderer’s son might similarly vociferously get angry with friends
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who try to prod him into admitting his father’s guilt. Given that we already counte-

nance supposition, why should we not think that some suppositions could swamp

a person’s entire life and never be discharged? Remember that suppositions are not

merely short-lived beliefs: it is not their being temporary or context-bound that fun-

damentally distinguishes them from belief. Their distinguishing features reside else-

where. Therefore, why not think that just as there are both temporary suppositions

and temporary beliefs, there are long-standing suppositions that are distinct from

long-standing beliefs?

A noticeable feature of the trial lawyer example is that the lawyer knows that he

is merely assuming that his client is innocent. I said above that a lawyer need not

be disposed to publicly admit that his assumption is a mere assumption. A lawyer

is typically, however, disposed to privately admit that his assumption is a mere as-

sumption. One might think that this is a crucial feature of supposition that distin-

guishes it from temporary belief. That is, one might think that supposition requires

a kind of metacognitive introspective awareness of one’s mental states: a person’s

supposition ceases to be a supposition if it is confused with a belief.

However, this does not seem to be true. You might suppose that p for the sake of

argument, and in the midst of a heated debate, temporarily lose track of the fact that

you have only supposed that p and that you don’t actually believe it. In fact, I think

it is likely that in the case of long-standing acceptances, it is common to be unaware

whether you actually believe p or merely assume it. Consider first the two following

cases:

THE CAREER-BUILDING PHILOSOPHER: A graduate student in philosophy finds a pas-

sage in which a prominent philosopher makes an argument for realism with an

unargued premise p that is not beyond reproach. He realizes that denying this

premise could form the cornerstone of a version of fictionalism that no one in

the literature has propounded. He is sitting on a gold mine of potential articles!

So, the student starts publishing a series of articles that show what follows from
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a denial of p, eventually using not-p as premise of his own in many of his argu-

ments. He gives talks on his version of fictionalism; he acts as if he has a high

subjective probability in it, he is willing to bite the bullet in print and treat any-

thing that conflicts with not-p as something to be rejected. Many years later,

after having established a career, an old friend at a bar asks him if he really

believes this stuff. The fictionalist says, in confidence, what he has known all

along: “No. But it’s a position out there in logical space worth investigating.

And it got me tenure!”

THE UNBELIEVING CLERGYMAN: An observant Catholic youth has his faith shaken in

his senior year of high school and begins to harbor doubts about God’s exis-

tence. He had always planned to become a seminarian upon graduation, and

he still plans to do so, partly in a hope that an environment of that sort will ad-

dress his questions and restore his faith. He enters seminary, and as he goes

through, he never explicitly voices any skepticism, always outwardly exhibiting

an unswerving belief. God’s existence is taken as a premise in all of his studies;

nonetheless, he comes to believe that God does not exist. Eventually, he grad-

uates, and following his best career prospects, becomes a pastor. Though he

does not believe in God, he sees goodness in continuing to preach, and when

members of his congregation ask him for advice in matters of faith, he reasons

from a supposition that God exists. Although he feels guilty, he keeps up a cha-

rade.4

4Cases such as this are not uncommon. Dennett and LaScola have conducted a number of inter-
views with members of the clergy who have lost their faith or have recognized that they never truly
believed. I drew from these interviews in devising the above example, such as an interview of one
anonymous clergyman, who reports,

I didn’t believe in God, but I thought, before I reject the street version of Christianity, I’ll go to
seminary for a year. And I’ll argue with the best theologians and the best religious scholars, and
then I’ll get out. I’m not going to leave the church; I’m not going to leave what I was formed in
until I have a chance to confront the scholars and argue and see what’s going on. Is there anything
in this God business? That was the way I kind of put it. Is there anything to this? So I determined
to enter seminary . . . My first few years of doing this were wracked with, God, should I be doing
this? Is this—? Am I being—? Am I posing? Am I being less than authentic; less than honest?
... And, I really wrestled with it and to some degree still. But not nearly as much. (Dennett and
LaScola 2010, p.129)
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In each of these cases, a person lacks a belief, but supposes or assumes that it

is true for the purpose of constructing arguments, giving advice, and guiding their

interactions with others. They are not dissimilar from the lawyer, but their suppo-

sitions are not confined to a single courtroom—they have folded that which they

accept into their identities and lives. What they are doing is akin to engaging in a

pretense of belief. One might think that they are criticizable for this; they are acting

in bad faith. They know that that what they privately believe and outwardly avow do

not line up.

However, imagine that they had poor introspective abilities. Imagine two biogra-

phies that are essentially the same, but in which the protagonists do not recognize

that they are engaging in something like pretense (the sections that differ from the

vignettes above are in italics):

THE SELF-DECEIVED PHILOSOPHER: A graduate student in philosophy finds a pas-

sage in which a prominent philosopher makes an argument for realism with an

unargued premise p that is not beyond reproach. He realizes that denying this

premise could form the cornerstone of a version of fictionalism that no one in

the literature has propounded. He is sitting on a gold mine of potential articles!

So, the student starts publishing a series of articles that show what follows from

a denial of p, eventually using not-p as premise of his own in many of his argu-

ments. He gives talks on his version of fictionalism; he acts as if he has a high

subjective probability in it, he is willing to bite the bullet in print and treat any-

thing that conflicts with not-p as something to be rejected. Many years later,

after having established a career, an old friend at a bar asks him if he really be-

lieves this stuff. The fictionalist says, (and he fully believes that what he says is

true), “Of course I do!”

THE SELF-DECEIVED CLERGYMAN: An observant Catholic youth has his faith shaken

in his senior year of high school and begins to harbor doubts about God’s exis-

tence. He had always planned to become a seminarian upon graduation, and
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he still plans to do so, partly in a hope that an environment of that sort will ad-

dress his questions and restore his faith. He enters seminary, and as he goes

through, he never explicitly voices any skepticism, always outwardly exhibiting

an unswerving belief. God’s existence is taken as a premise in all of his studies;

nonetheless, he comes to believe that God does not exist. Eventually, he grad-

uates, and following his best career prospects, becomes a pastor. Though he

does not believe in God, he sees goodness in continuing to preach, and when

members of his congregation ask him for advice in matters of faith, he reasons

from a supposition that God exists. The sense of guilt he feels when he reflects

on his skepticism becomes overwhelming, and he resolves this tension by never

again reflecting on his disbelief, always avoiding situations in which he would

be forced to appraise God’s existence. If he asks himself whether God exists, he

will reflexively answer in accord with his acceptance—“of course!”—and quickly

redivert his attention.

In these cases, the mental state in question looks and overtly behaves an awful

lot like belief; but all that I have changed between the two philosopher cases and the

two clergyman cases is a metacognitive, introspective awareness of a state that is not

belief. Introspective confusion about what you are assuming for the sake of argu-

ment is not enough to render your assumption a belief. If the pastor will not admit

to himself that God does not exist, can we really conclude that there is any sense in

which he really doesn’t believe that God exists? Yes. Various triggering conditions

could reveal, to his surprise, that he does not believe what he thinks he believes. For

example, he could discover, on his deathbed, that it does not matter to him whether

he receive last rites.

The attitude that is exhibited in all of these cases is not belief, but acceptance. The

trial lawyer accepts that his client is innocent, but only when he is in the courtroom.

The murderer’s son accepts that his father is innocent in a much wider variety of

contexts. The self-deceived philosopher and clergyman have acceptances that they

do not recognize as something that they can discharge.
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Suppositions are states that exist momentarily for the purpose of reasoning and

are quickly discharged. However, by reflecting on the way that what begins as a sim-

ple assumption for the sake of argument can balloon outward and swallow one’s life

and one’s identity, and then considering the way that we can then lose track of what

we genuinely believe and what we merely suppose, we can see that fleeting assump-

tions are only a narrow subtype of a more general mental state that is responsible for

a lot of our assertions and behaviors.

Acceptance, and particularly acceptance without belief, has been used to explain

a wide variety of phenomena, including:

• Self-deception.

• Apparent beliefs that a person volitionally adopts for instrumental purposes.

• “Quasi-beliefs”, in which a person claims to believe the content of a sentence

that is meaningless or that they do not actually understand.

• “Flat-out beliefs,” as opposed to graded beliefs that admit of degree.

• The attitude that scientists and philosophers hold toward their academic theo-

ries.

• Cases in which a person’s behaviors reveal that they do not really believe what

they say.

• Certain superstitions, mystical attitudes, and religious convictions.

The above characterization is meant to help the reader grasp an intuitive notion

of acceptance. In what follows, I sharpen the notion by describing various features

that importantly distinguish acceptance from belief. Doing so will give the attitude

the shape of a robust theoretical posit.
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6.2 Features of Acceptance

6.2.1 Acceptance and Reasoning

Different theories focus on different aspects of acceptance as the most important. On

my conception of the state, the defining feature has to do with its role in reasoning,

just as the most defining feature of assumption is its role in reasoning. When com-

pleting a logic problem, I might be told to assume that p. Doing so makes it available

for use as a premise in the proof. When with friends at a dinner party, I might assume

for the sake of facilitating conversation that they are right about q even though I don’t

believe q. This allows me to tease out the implications of q in discussion to come.

Jonathan Cohen has produced one of the more influential and seminal accounts

of acceptance in his (1992). According to the definition that he offers, to accept

that p is “to have or adopt a policy of deeming, postulating, or positing that p —

i.e. of including that proposition or rule among one’s premisses for deciding what

to do or think in a particular context” (Cohen 1992, p.4). There are inadequacies

with this definition—for instance, what does it mean to include a rule among one’s

premises?—but the sentiment behind it is clear enough. To accept that p is to have

a certain disposition to use it in reasoning. Frankish refers to this as the “premising

conception” of acceptance (2004, p.81).

Of course, the contents of belief are used in premises in reasoning as well; this

description of the role of acceptance requires some refining in order to distinguish

it from that of belief. Try for yourself to articulate the difference between suppos-

ing that p and believing that p—it’s not easy. (The problems here are not dissimilar

from the problems faced by the philosophers in the previous chapter tasked with de-

scribing the dispositional role of belief.) Nonetheless, it is possible to make progress.

Acceptances are manifested in only a particular sort of reasoning: conscious, delib-

erative, Type 2 reasoning.
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6.2.1.i Type 2 Reasoning and Simulated Belief

A very old debate in psychology concerns whether human reasoning should be mod-

eled as we tend to experience it: as a deliberate and sequential manipulation of

thoughts. An opposing picture casts human reasoning as the product of many as-

sociative processors running in parallel. It is now widely acknowledged by psycholo-

gists that there is some truth to both pictures. Dual process theories posit two distinct

types of reasoning processes operative in human cognition, each of which is per-

formed by different cognitive mechanisms (Sloman 1996). The first sort of processes

are performed by evolutionarily older systems that are shared with many animals.

These operations are typically thought to be fast, parallel, nonconscious, automatic,

and associative. The second sort of processes are evolutionarily younger and are

performed by systems that are uniquely human; these processes are slow, conscious,

serial, rule-governed, and domain-general. The older, quicker, less rule-governed

reasoning processes are known as Type 1 processes. The younger, slower, deliber-

ative processes are Type 2 processes.5 When we employ deliberate, conscious rea-

soning, we employ Type 2 processes. Variants of the distinction were independently

proposed by researchers studying implicit learning (Reber 1993), deductive reason-

ing (Evans 2009), heuristics and biases (Kahneman et al. 1982), and social cognition

(Smith and Collins 2009). Sometimes, our quick-and-dirty Type 1 processing systems

will yield a first-glance verdict on a certain question; when we sit and contemplate

on the issue, we come to another conclusion. Type 2 reasoning allows us to over-

come the mistakes that we reflexively make when reasoning about probabilities, for

example: deliberation lets us avoid committing the Gambler’s Fallacy.

The function of the Type 2 reasoning system (which I will refer to, as Sperber

(2000) does as an “inferential device”) is to generate new beliefs that are logical con-

sequences of our other beliefs (Recanati 2000). However, we are able to exploit it for

5Psychologists sometimes refer to this literature as the “dual systems” literature, and speak of the
Type 1 system and Type 2 system in order to refer to two reasoning systems. I suspect there is a motley
collection of subsystems responsible for Type 1 reasoning, each with their own individual functions, so
I prefer to speak of dual process theories rather than dual systems theories.
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other purposes. We are able to use Type 2 reasoning to draw inferences from propo-

sitions that we consider but don’t actually believe. This makes acceptance a form of

simulated belief. Simulation exists when a mechanism that has a certain function in

a system is used offline—i.e. it is detached from that system and used for a separate

function (Nichols et al. 1996, Recanati 2000).

Acceptances are therefore similar to what Goldman (1993b) and Nichols et al.

(1996) call ‘pretend beliefs’. To pretend-believe p is to feed a representation of p into

the inference device without necessarily believing it in order to enable counterfac-

tual reasoning. The general shape of this suggestion is correct, but calling them “pre-

tend” beliefs invites criticism that can be avoided. Acceptance and pretense both

use inference device offline for their own purposes, and so are both forms of sim-

ulated belief, but despite what is sometimes claimed,6 acceptance is not pretense.

Firstly, many regular beliefs that conflict with the entertained proposition are not

screened off from inference with acceptance in the way that they are screened off

from inference pretense; using an acceptance in inference allows us to (nearly) freely

draw from our other beliefs. Secondly, acceptances are not elaborated or fancifully

embellished in the way that pretenses are. Thirdly, pretending that p usually causes

appropriate pretend behavior that is lacking when one assumes that p.7

If we are in a restaurant and I tell you to pretend that I’m a Wild West cowboy (and

you take me up on my invitation), you will also pretend a whole host of propositions.

You might pretend we are no longer in a restaurant, but a saloon. You might pretend

to be a cowboy yourself and affect a drawl. On the other hand, if I ask you to assume

that I am a cowboy, you won’t engage in this sort of play (unless you misunderstand

my request for an invitation to pretend). Instead, you might ask how a Wild West

cowboy has come to be in twenty-first century Brooklyn. If I tell you to pretend that

a banana is telephone, you’ll pick it up and talk into it; if I ask you to assume that

this banana is a telephone, you might do this, but then ask me how a banana could

6E.g. “When someone assumes that p [. . . ] the agent unmistakeably pretends to believe” (Recanati
2000, p.287).

7These characteristics of pretense are drawn from (Nichols and Stich 2000).
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possibly be a telephone. The belief that it is not a telephone might be screened from

entering inference, but associated beliefs, such as the belief that it is not a banana or

the belief that no banana is a telephone, must be individually screened off through

other acts of acceptance. You also will not be motivated to behave in a way that

accords with having a telephone in front of you; you won’t pick it up.

On an influential model of pretense (Nichols and Stich 2000), pretense involves

the construction of a “possible world” representation. A “possible world box” stores

representations of the way the world could be if a set of initial premises were true.

As the pretense goes on, it is embellished, and beliefs that conflict with the possible

world representation being constructed are screened from being used in the infer-

ence device to further elaborate the possible world. Acceptance does not involve

anything like a possible world box that is elaborated on and that screens beliefs. Ac-

cepting a proposition disposes one to use it as a premise in reasoning.

Recognizing that acceptance is a form of simulated belief in addition to pretense

opens up new avenues for explaining mental phenomena that have been tradition-

ally explained with pretense. For example, it is sometimes said that counterfactual

reasoning employs simulated belief. A counterargument that has been made is that

autistic children have problems indulging in pretend play, but they are able to em-

ploy counterfactual or suppositional reasoning, so counterfactual reasoning cannot

involve simulation (Nichols and Stich 2000, Scott et al. 1999). This argument is only

valid with the additional premise that pretense is the only form of simulated belief.

Autistics may have difficulties screening off relevant beliefs, embellishing possible

world representations, or engaging in pretend behavior, but still be able to accept

propositions and use them in offline reasoning.8 Gendler has proposed that self-

deception involves pretense, but I think it is more likely that it involves acceptance,

as self-deception does not always involve embellishment or fanciful playacting.

I will not follow up on these suggestions, as my focus is on delusion. I do, how-

ever, note that the difference between pretense and acceptance strongly supports

8It might be said that pretense involves acceptance and has these other additional features as well.
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an acceptance theory of delusion over a pretense theory of delusion. If a woman

says to her husband, “pretend for a moment that I’m not your wife”, he might make-

believe a new story about lives and engage in a flirtatious play-act with her, saying

“Helloooo. . . what’s your name?” If she says, “assume for a moment that I’m not your

wife,” a more natural response would be to say, “OK. . . but then who are you, and who

have I been living with for the past few years?!”

6.2.1.ii Validation

The inference device produces representations that are sometimes admitted into our

store of beliefs, but at other times are not. We can reason about our beliefs and

thereby form new beliefs, but when we assume a proposition for the sake of argu-

ment, we are not forced to thereby believe the consequences that we draw from it.

The consequences are insulated from our belief store. Sperber (2000) and Recanati

(2000) propose that the outputs of the inferential device can enter our belief store by

being validated. The basic idea is that the conclusion to a Type 2 inference will be-

come the content of a new belief only if all of the premises are believed. Inputs to the

inferential device are tagged as either validated or unvalidated depending on their

provenance: those that come from our store of beliefs are validated, and those that

are merely accepted or pretended or imagined are not. If all of the premises used by

the inferential device are validated, then the output is validated. If even one of the

premises is unvalidated, then the output is unvalidated.

Only validated propositions can be integrated as new beliefs. Whatever Type 1

mechanisms are responsible for belief revision treat validated outputs of the infer-

ential device as evidence, and conditionalize upon them or otherwise use them to

update the belief store.9 Type 2 reasoning itself does not tell us anything about how

to revise our beliefs. It’s often been noted that deductive arguments tell you which

propositions follow from other propositions, but not whether a conclusion should

9Conditionalization would require the outputs of the inferential device to be weighted. The weight
of the output might be dependent on the weights of the inputs to the inferential device in some way,
but the weights would not be themselves used in the inference.
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be accepted or whether a premise should be rejected. (Thus the familiar phrase:

one man’s modus ponens is another man’s modus tollens.) Bermúdez (2001) dis-

tinguishes between procedural rationality and epistemic rationality: procedural ra-

tionality consists in reasoning in ways that conform to formal logical laws of con-

sistency, and epistemic rationality consists in updating one’s beliefs in accord with

norms of good reasoning. He then argues that while schizophrenics are perfectly

procedurally rational, they are pathologically epistemically irrational in that they do

not reject (as they should) the bizarre conclusions that they draw from their patho-

logical experiences, and do not revise beliefs that are inconsistent with their delu-

sions.10 If delusions are acceptances, as I claim, then we do not need to posit a

pathology of belief integration. It is simply in the nature of acceptances to not be

adopted as beliefs.11

Thus: an acceptance that p is a disposition to use p, unvalidated, in Type 2 rea-

soning.12 I can accept that p without believing it if I am disposed to reason from p

10To look ahead somewhat: because Bermúdez seeks to explain schizophrenic delusions by positing
both a pathological experience and a pathology of reasoning, his is a two-factor theory of delusions.
More on this to come.

11None of this is to say that inference from acceptance can have no effect direct on our beliefs. It
is simply to say that unvalidated propositions on their own do not get taken into belief revision pro-
cesses. After all, we often do assume p in order to form beliefs about what would follow from p. Given
the uses of suppositional reasoning, there is very plausibly a mechanism that validates (and hence al-
lows us integrate into our beliefs) conditional propositions of the form ([unvalidated proposition(s)] →
[unvalidated proposition]) (Mercier and Sperber 2009, Recanati 2000).

12This is a necessary but not sufficient condition; it does not rule out states of pretense. I should
comment on what it means to “be disposed to reason from p.” Brian McLaughlin has pointed out to
me that there is a sense in which I am disposed to reason from any proposition, because if you give
me any proposition and ask me to reason from it, I can do so. I do not want to say that we accept
all propositions, so this is not the disposition I have in mind. Some theorists (Cohen 1992, Frankish
2004) have attempted to navigate around this problem by saying that accepting a proposition involves
setting a policy for oneself to reason from p, or committing oneself to reason from p. These words seem
a little strong for the act that takes place when we form an assumption that p, and they invite further
questions about what it means to “set a policy” that I think are unneccessary. I cannot explicate the
disposition much more than I can by pointing to an intuitive difference between the state that one is in
when one supposes that p and the state that one is in when one is prepared to suppose that p in certain
circumstances. Both are dispositions to reason from p, but they are importantly different. For example,
if a philosopher friend and I want to talk about some of the consequences of incompatibilism about
free will, we might decide that for the rest of the night we will suppose that incompatibilism is true and
see where conversation takes us. Then, throughout the night, we are in a standing state of supposition
even when not actively reasoning about incompatibilism. This is a different state than I am in right
now. I’m currently prepared to suppose that incompatibilism is true if I have good reason, but I am not
supposing that incompatibilism is true. Similarly, there is a difference between pretending to be a duck
and being prepared to pretend I am a duck in certain circumstances. Both are dispositions to quack,
but they are importantly different.
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without its consequences being integrated into my beliefs. I can believe that p with-

out accepting it if p is always validated when it enters conscious reasoning, or if my

belief is a tacit belief that I am not disposed to reason about consciously using Type 2

processes. I can be in the two states simultaneously if I tacitly believe p, but because

I do not realize that I believe p, I accept that it is true and it enters into my reasoning

unvalidated.

I next turn to a second feature of acceptance: its formation conditions.

6.2.2 Formation and Volition

One of the seminal papers in the literature on acceptances is Dennett’s “How to

Change Your Mind” (1978b). Dennett presents a notion of opinion which he con-

trasts with belief (as mentioned earlier, I’ll pretend that he uses the word ‘acceptance’

rather than ‘opinion’). Building off of previous work by de Sousa (1971) and Baier

(1979), Dennett is animated by the thought that we need to posit a new attitude in

order to make sense of the notion of “changing one’s mind.”

Belief formation and belief updating are sometimes presented as purely passive

and involuntary processes, in which our store of beliefs is altered in response to in-

coming sensory evidence without intervention of the will. Hume (1739/2000, p.624)

was an early figure to hold that belief formation is involuntary, and Williams (1973)

has argued that this is not just an empirical fact, like the involuntariness of blushing.

We cannot blush at will, but this is a contingent fact; it needn’t have been so. Rather,

according to Williams, the involuntariness of belief is a conceptual fact. It is in the

nature of belief that it have truth as its aim, so we could not regard a state as a belief

if we know that it has been formed without regard to its truth. Whether or not this

argument is sound, the picture of belief as an involuntarily formed mental state is a

popular one.

As well-regarded as it is, the picture runs counter to some very intuitive features
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of belief. It appears that in ordinary life beliefs don’t only occur to us—we are some-

times able to volitionally make up our minds about certain propositions. The Sto-

ics called this sort of active judgment sunkatathesis. How can we explain this phe-

nomenon and square it with the notion of beliefs passively updating in response to

evidence? Dennett’s solution is to claim that belief-updating really is a passive pro-

cess; when we make up our minds about a certain topic, we form an acceptance, not

a belief. Other acceptance theorists have followed in his stead.

However, many acceptance theorists claim that acceptances not only can be ac-

tively formed; they are by definition active, volitional, and under the control of the

will.13 Active commitment is how all acceptances are formed. It is true that paradig-

matic acceptances are formed volitionally, as are assumptions, but this claim is usu-

ally simply stated outright rather than argued for. Part of the impetus here is clearly

to distinguish beliefs from acceptances; declaring that one is necessarily active and

the other necessarily passive serves well to make their differences apparent.

Not everyone agrees that acceptances must be formed volitionally. For instance,

Tuomela (2000) holds that acceptances are only typically the result of volitional ac-

tion.14 I agree. It matters for my account of delusions that acceptances merely can

be voluntarily formed (as I think that delusions are acceptances that are not formed

voluntarily). It is telling that when many theorists speak of acceptances, their ex-

amples are often not good candidates for voluntary formation. For example, when

discussing other features of acceptance, Dennett uses “Don Larson pitched the only

perfect game in World Series history” as an example of an acceptance “par excel-

lence” (1978b, p.306). This does not look like something that one would make up

their mind about. It is not obvious why we should demand that acceptance must be

voluntary. Better to say that we can, and often do, accept propositions voluntarily.

13E.g. (Cohen 1992, Engel 2000, Frankish 2004)

14“[I]t clearly seems possible that a person comes to accept that there is a tree in front of him without
doing this at will or on purpose. As a matter of psychological fact, if it indeed is one, this acceptance
is normally based on the person’s causally induced belief that there is a tree in front of him. Given
this, the acceptance involves reflection on ones belief (or beliefs) without yet being a mental action
performed on purpose. For instance, the person does not in this case decide that there is a tree (rather
than something else) in front of him, but finds himself to have this information” (Tuomela 2000, p.126).
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6.2.3 Behavioral Effects and Verbal Effects

It is common to find theorists in the dual processing literature arguing for “the pri-

macy of the implicit” (e.g. Reber (1993, chap.3)). According to these theorists, Type

1 reasoning is largely what drives us about in the world and controls our behavior.

Experiments in social psychology conclusively show that many of our decisions are

driven by nonconscious processes to which we have no introspective access. When

individuals are asked why they have made certain decisions, they tend to confabulate

explanations on the spot, and these confabulations have no relation to the underly-

ing heuristics that determine their behavior (Nisbett and Wilson 1977). Given that

acceptances do not play any role in Type 1 reasoning, what role can they play in the

production of behavior? Moreover, explicating the notion of acceptance by appeal-

ing to assumptions and suppositions serves well to demonstrate their role in reason-

ing, but it serves to make them seem rather trivial or otiose. Normally, assumptions

for the sake of argument do not have very sizable effects on our behavior: we assume

that p, draw some derivations, then discharge the assumption and move on.

However, long-standing acceptances are not trivial or otiose; they have important

behavioral consequences and play an important role in our lives. The examples of

the murderer’s son and the self-deceived philosopher and clergyman were meant to

show that losing track of whether a state is a belief or an acceptance could have a

profound influence on the course of a person’s life. What behavioral and cognitive

effects, then, do acceptances produce?

If you and I agree to suppose for the course of a night that incompatibilism about

free will is true, our doing so will not only affect the thoughts that our minds turn to

as we converse. It will also affect the flow of our conversation. Acceptances are often

expressed verbally. In the previous chapter, I presented Stich’s suggestion that there

could be two sorts of databases in our heads, one responsible for directing our verbal

reports, and another responsible for directing nonverbal behavior. This picture is

close to what I have in mind. I do not, however, want to claim that all verbal behavior

is generated from acceptance. Some of our utterances do express belief.
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What I want to claim instead is that many times when we are called upon to speak,

we are motivated to express not what we believe, but what we accept. Acceptances,

like beliefs, interact with desires to produce certain behaviors and acts of reasoning.

Accepting that p is not enough to cause us to reason from it; we must also want to

reason from p. In a similar way, we often want to verbally express our acceptance, be-

cause doing so serves various useful functions. Thus, acceptances can conjoin with

desire to produce behavior; this behavior is usually verbal because we are usually

only motivated to speak our acceptances.

Delusions are not the only phenomenon in which saying and doing come apart.

For many of these other phenomena, philosophers have posited acceptances in or-

der to explain how there can be a mismatch between what one avows and how one

behaves. For instance, Rey (1988) and Audi (1988) develop theories of self-deception

of this sort. The self-deceived individual says one thing but behaves in another way

because there is a mismatch between what he accepts and what he believes. Sperber

(1996), Dennett (2007), and Rey (2007) explain insincere religious avowal by means of

a belief/acceptance split. On weekdays, a person might loudly preach the existence

of an eternal Hell, but go on to engage in all sorts of sinful behavior on weekends.

Does this person really believe in Hell? Or do his actions reveal that he doesn’t actu-

ally believe in Hell? Perhaps he accepts that Hell exists without believing it. A number

of philosophers of science (Maher 1990) have argued that scientists bear a different

attitude toward the content of their scientific theories than that of belief: they can be

willing to assert a particular interpretation of quantum mechanics (say), even though

they can have a low credence in it. Dennett (1978b) describes a smoker who says that

he knows that smoking will give him cancer, even as he lights up a cigarette. An ex-

planation here might be that he accepts he has a good chance of dying from his habit,

but deep down, he really believes that his chances are low. There is an obvious anal-

ogy to draw between this case and the delusional patient who claims that his food is

poisoned even as he eats it.15

15These examples should not be taken as explanations of all instances of saying/doing mismatch
in self-deception, addiction to toxic substances, religious conviction, etc. For example, there are very
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Language is deeply ingrained into many accounts of acceptance. Acceptance is

often said to be “linguistically infected,” and available to only natural language-using

organisms (Dennett 1978b, Engel 2000). Some (e.g. Maher (1990)) have claimed

that acceptance simply is a disposition to sincerely assent, where sincere assertion

does not require belief (but these accounts ignore the important role that accep-

tance plays in reasoning). Sperber (1996, 2000) and Recanati (2000) claim that ‘quasi-

beliefs’ are a type of acceptance. Quasi-belief is an attitude one bears toward sen-

tences one is disposed to say that are meaningless or that have a content that the

accepter does not fully understand. Sperber gives, as examples, the sentence “the

Father, the Son, and the Holy Ghost are one” as spoken by a child at Sunday School,

and the sentence “there are millions of Suns in the universe” as spoken by young Lisa

who just heard her teacher say it. Lisa only knows the word ‘Sun’ as a name for the big

glowing orb in the sky, so the claim is perplexing to her, but she nonetheless accepts

it and is disposed to say it because she trusts her teacher. A five-year old might say

“My daddy is a doctor” without having the slightest idea what it means for someone

to be a doctor (Dennett 1969, p.125); does he really have the belief that his daddy is a

doctor?16 A little reflection reveals that many assertions are of things that the speaker

does not fully comprehend.17

plausibly cases of self-deception that do not conform to an acceptance-based form of explanation. On
Mele’s (2001) theory of self-deception, a person who is self-deceived that p suspects that ¬p might turn
out to be the case if evidence were collected, but has strong prudential reason for believing p, so he or
she orients attention away from potential sources of evidence that ¬p. This is a perfectly comprehensi-
ble description of what might take place in certain peoples’ cognition, and it would produce behavior
that we would naturally call self-deception. I do not wish to impugn it. However, I do not think that
this should be taken as an explanation of all behavior that we would call self-deceived behavior. There
is a bit of a sleight-of-hand involved in presenting the puzzle of self deception—as if all self-deceived
behavior must be the product of a single cognitive phenomenon for which we can discover the expla-
nation. Similarly, some nicotine addicts might believe that their chances of dying are low and casually
say “yeah, I know it’ll kill me” when they are challenged upon lighting up. Others might be very wor-
ried whenever they find themselves smoking because they have genuinely internalized the dangers. An
acceptance-based explanation might serve to explain the former case but not the latter.

16Dennett uses this example to show that belief comes in degrees; he does not consider that it might
well be better explained by his account of acceptance.

17On this account, acceptance is an attitude toward a sentence in some relevantly English-like lan-
guage (possibly syntactically disambiguated). I have occasionally spoken of “acceptance-that-p” where
p is a proposition; this should be parsed as “acceptance-that-s, where s is a sentence that expresses
proposition p.” Sometimes it is claimed that delusions have “impossible” contents (Jaspers 1963). Al-
though I think most alleged cases of impossible contents are merely unlikely, if there are any delusions
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Why would one be disposed to speak one’s acceptances? There are a number of

reasons; language has a variety of functions. It’s easy to be tempted by a myth about

language that goes something like the following: the function of language is to com-

municate information, and it exists to help us share knowledge with one another.

By communicating my beliefs with you, I add to a collective store of knowledge that

aids in the construction of society. When I lie to you or tell you things that I don’t

really believe, I contravene norms that govern the proper use of language. From the

perspective of this myth, it is difficult to see what value there would be in verbally

communicating to you things that I do not actually believe. However, language has

many more functions than this simple myth lets on, and not all of these involve com-

municating belief. Verbally expressing our acceptances, and forming acceptances at

all, has various forms of important prudential value. Forming a long-standing accep-

tance and being disposed to verbally assent to it has both a cognitive function and

social function.

Cognitively: we often volitionally commit ourselves to accept propositions in or-

der to change our beliefs and other mental states: it is a roundabout way of changing

beliefs that are not directly subject to our control. Lisa might accept “there are mil-

lions of Suns in the universe” in order to facilitate conversation that will help her

eventually understand what it means. However, coming to understand a cryptic ac-

ceptance is not the only way that an acceptance can enter into our belief store. For

example, I might discover in myself a host of implicit racist or sexist beliefs that I

do not want to have, so I plant my flag and accept the equality of all. There are a

few ways this can influence me. Firstly, it redirects my attention to arguments that

will hopefully influence my beliefs. The pastor quoted at the end of my Unbelieving

Clergyman vignette hoped to discover a compelling argument for God by taking up

the acceptance. Speaking our acceptances out loud affords us the ability to collec-

tively reason with another person, as happens when you and I assume something

with impossible contents, an acceptance-based account could accommodate them. It is also possi-
ble that some of truly bizarre utterances produced through formal thought disorder (“word salad”) are
delusions without meaningful content. I doubt they are, as I doubt that delusional individuals reason
from them, but I admit the possibility.
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for the sake of argument and then have a conversation. Secondly, it causes me to

be aware of my thoughts and actions that might contradict the consequences of my

anti-racist acceptances. Thirdly, it is possible that by saying something enough, I will

eventually come to believe it through various non-rational biases. For example, ex-

periments from Gilbert et al. (1993) suggest that we are apt to raise our credence in

what we read even if we are explicitly told that what we are reading is false. Exploit-

ing this bias, simply saying things you believe are false can plausibly help get you

to believe that they are true. Fourthly, I might confuse my expressions of acceptance

for expressions of belief—something that is likely for the folk to do, given the fact that

the word ‘belief’ covers both attitudes and they have only a nascent understanding of

the distinction—I will form a metarepresentational belief that I believe that all races

and sexes are morally equal. If I take myself to be fairly reliable at forming beliefs,

I should think that I believing p provides evidence for p, and I should raise my cre-

dence in p. The trickle-down cognitive effects of acceptance can also affect attitudes

other than belief as well. A person might proclaim love for her partner in the hope

that she will eventually come to feel it.

Socially: the benefits of accepting non-sexist and non-racist propositions, and

avowing them, should be fairly obvious. Expressing one’s acceptance of p is a speech

act that publicly expresses one’s commitment to a cause and pledges one’s allegiance.

The metaphor of “flag-planting” is helpful to describe this function. One can plant

one’s flag on all sorts of subjects: from the sacred (the truth or falsity of various re-

ligious doctrines) to the profane (the worth of a particular sports team or political

tenet). For instance, we might commit ourselves in order to display public allegiance

to a cause with which we want to be associated. This comports well with the com-

mendatory function of the use of the word ‘belief’ in ordinary folk English; the word

is often used to avow faith and commitment, rather to express the result of epistemic

deliberation. It is not hard to imagine why the person would be motivated to declare

his or her acceptance. It lets the world know the sorts of claims that the speaker is

willing to stand by and the sort of person the speaker has pledged to be. We might



146

even declare our acceptances to ourselves in order to discover what our commit-

ments truly are.

Expressing allegiance is not a necessary feature or function of acceptance, but

it is one prominent use to which acceptance is put. I think it is likely that many

ordinary public utterances are intended to be expressions of acceptance rather than

expressions of belief. We might call these speech acts ‘endorsements’ to distinguish

them from assertions. It’s easy to fall into the trap of thinking of conversation as the

mere swapping of assertions, but this is an idealized an unrealistic picture; we assert

and endorse (and produce many other speech acts besides), and it is often not clear

to us which mental state we are expressing at any one time.

The social and cognitive functions can both be served by a single acceptance.

We often defer to authority figures and accept what they say. Reasoning from their

premises and avowing their premises in public can have the dual function of mani-

festing one’s commitment to a figure’s authority, as well as beginning a step into fully

understanding the premise and integrating it into one’s beliefs.

However, it is too strong to say that acceptances only affect verbal behavior, even

though many have made this claim. According to Dennett (1978b), acceptances con-

trol what we say, but are otherwise mostly inefficacious. Frankish (2004, p.75) points

out that this picture cannot be exactly right: acceptances cannot be as causally cir-

cumscribed as Dennett would have it. We are often motivated to verbally express our

acceptances because doing so serves certain functions, but other behaviors can also

serve these functions. In such cases, we can be motivated to act on our acceptances

in certain non-verbal ways. For example, if you and I decide over dinner to suppose

that incompatibilism is true, we might not just talk about it; we might also jot down

diagrams on a napkin. Doing so instrumentally helps us reason. A person who ac-

cepts that God exists in order to not be exiled from her social group might not just

publicly declare her allegiance; a desire to make this acceptance known can cause

her to go to church. Acceptances can therefore result in some non-verbal behaviors,

but behavioral manifestations of acceptance are normally verbal.



147

Thus concludes my characterization of acceptance. An acceptance that p is a dis-

position to draw conclusions from a sentence s that expresses p in Type 2 reasoning;

it is typically though not necessarily volitionally formed; the acceptance manifests

itself in verbal behavior because we are often motivated to verbally express our ac-

ceptances, and it is often used to indirectly alter other mental states and to publicly

affirm commitment or allegiance.18 All of the description above should have made it

reasonably clear how acceptance provides a good model for delusion, but I will make

the case explicit in the next section.

6.3 Delusion as Acceptance

On the model I propose, delusions are pathologically-formed acceptances that con-

flict with the deluded individual’s beliefs.19 To be deluded that one’s wife has been

replaced with an imposter is to accept that one’s wife has been replaced with an im-

poster. Doxasticists such as Bortolotti have argued against non-doxasticism on the

basis that delusions share their allegedly bizarre features with nonpathological men-

tal states, but this is in fact a point in favor of an acceptance-based model. These

non-pathological mental states are themselves not beliefs.

I consider below the features of delusion that are resistant to explanation in a dox-

asticist model, and show how they are, in fact, paradigmatic features of acceptance.

6.3.1 Explaining Double-Bookkeeping

‘Double-bookkeeping’ refers to the collection of phenomena that arise because sub-

jects appear to keep two “books” of representations in their heads—one of “the real

18The reader who is familiar with Gendler’s “aliefs” (2008a, 2008b) may be struck by similarities be-
tween her proposal and the one developed here. We both agree that the ordinary term ‘belief’ picks
out two sorts of mental state that ought to be distinguished, though she uses ‘belief’ to denote the state
that I would call ‘acceptance’. Gendler does not use the Type 1/Type 2 distinction to illuminate her view,
though others such as Kriegel (2012) have done so. I won’t explicate her views on the matter, but the
differences are numerous enough to keep our views distinct. (For instance, on her view, the contents of
aliefs are not propositional, whereas I do think beliefs are propositional.)

19Frankish (2009) also suggests that an acceptance-based model can be used to explain delusions,
though his conception of acceptances differs from mine.
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world” and one of “the delusional world”—each of which controls behavior and cog-

nition in a different way. The distinction between belief and acceptance is also of-

ten described in this way (or, more often, in terms of there being two distinct boxes

of representations in the head: a “belief box” and an “acceptance box.”). Double-

bookkeeping is excellent evidence that delusional subjects bear two different atti-

tudes toward a proposition and its denial.

When double-bookkeeping was first presented, I mentioned three possible phe-

nomena that the term could refer to:

BEHAVIOR GUIDANCE: Delusions are behaviorally circumscribed, but this does not

mean that patients lie there inert; instead, their actions seem to rely on a differ-

ent knowledge store.

METACOGNITION: Delusional subjects seem to have a metacognitive knowledge that

there is a division of some sort in what they take to be true.

PHENOMENAL EXPERIENCE: Delusional subjects have a phenomenal experience of

“two worlds” overlaid upon one another.

The first in the list is the easiest for an acceptance-based account to accommo-

date. Delusional individuals seem to behave as if they believe ¬p even when they are

deluded that p, and this is because delusional individuals do believe ¬p—it is written

into the “belief book” that controls much of their behavior.

The metacognitive feature of double-bookkeeping reveals that delusional sub-

jects can tacitly acknowledge that there is something different in their attitudes to-

ward the content of their delusion and the content of their beliefs, but are unable to

articulate what it is. We can often recognize that we accept something that we do not

believe. I doubt that we have perfect introspective access to our attitudes. When I

am speaking, I do not always know whether I am expressing what I believe or what

I merely accept. My beliefs and my acceptances are revealed to me as I see how I

react in various scenarios; I might be surprised to discover that I do not believe what

I have been alleging for many years. Delusional individuals are constantly buffeted



149

with information that there is a split between their verbal behavior and their nonver-

bal behavior, so they are aware that there is some sort of cognitive split, but lack the

resources to describe it. Their difficulty in describing their situation is not surpris-

ing. Folk psychology is underdeveloped and the word ‘belief’ is used to refer to both

states; even non-deluded individuals would be hard-pressed to describe the differ-

ence between their beliefs and acceptances. A regular person-on-the-street might

know that there is something importantly different between her attitude toward the

claim that God exists and the claim that Lima is the capital of Peru, but be unable to

say exactly what this difference amounts to.20

Finally, there is the fact that delusional subjects have a certain sort of split phe-

nomenal experience. The account of acceptances that I have described does not

make many claims about the phenomenology of acceptance. Type 2 reasoning is typ-

ically taken to be conscious, so when an acceptance is actually manifested in reason-

ing, one will have the experience of reasoning with it. Aside from that, there are many

open questions here about how an acceptance/belief mismatch will affect one’s ex-

perience. Still, it would not be surprising if the experience were reported as being

of “two worlds.” Pretense is not acceptance, but it is a near neighbor of acceptance,

and there is a sense in which pretending that p when you know that ¬p gives a kind

of experience of one world overlaid on another. The similarities and differences be-

tween the experience of pretense, the experience of an acceptance/belief mismatch,

and the experience of delusion, is a topic I leave for future researchers.

20I am curious to know whether a delusional individual who understood and internalized a theory
of acceptances would be willing to describe their delusions as acceptances. I should note that I do
not think that teaching delusional individuals that their delusions are “mere” acceptances will be clin-
ically useful. Recognizing that an attitude is an acceptance and not a belief will not in itself cause
one to discharge it. For example, I am aware that many of my more progressive anti-racist and anti-
sexist attitudes are acceptances, but I see the value in them, so I am not motivated to get rid of them.
Delusional individuals don’t have the same prudential motivation to hang on to their acceptances, but
they do have a pathology that caused them to form the acceptance in the first place, which will likely
block them from discharging the acceptance (as I will describe shortly, this pathology is a pathologi-
cal cognitive feeling). In any event, I do not have a theory about the conditions that cause one to lose
acceptances. I am not sure that it is always a willed action or that willed action always suffices.
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In any event, the core idea underlying the phenomenon of double-bookkeeping—

that behavior appears to be controlled by two different stores of information—is eas-

ily explained by the fact that, in an acceptance-based theory of delusion, behavior is

controlled by two different stores of information.

6.3.2 Explaining Circumscription

Circumscription is also easily explained if delusions are acceptances. Delusions are

theoretically circumscribed because unvalidated acceptances are theoretically cir-

cumscribed. They do not generate new beliefs after being manifested in inference.

Moreover, an acceptance-based account can explain how delusional individuals can

spin off long confabulations when prodded. The individuals are fully able to reason

using their delusional premises and give explanations for how their delusion could

possibly be true, yet because these confabulations are themselves unvalidated, they

are not integrated into the belief store and are manifested only verbally.

Delusions are behaviorally circumscribed because acceptances are behaviorally

circumscribed. Accepting that p does not yield the behavior that one would exhibit

if one believed that p. It primarily produces verbal behavior related to saying that p.

However, delusions are not completely behaviorally circumscribed, and delu-

sional subjects do sometimes act on their delusions in various ways. How is this

possible if delusions are acceptances? There are two possibilities. Firstly, it could

be the case that delusional content sometimes comes to be believed. I earlier men-

tioned that one of the reasons to form an acceptance is to try to get its content to

trickle down into belief. Repeated exposure to hearing oneself report a delusion

could gradually change one’s credences and weaken one’s cognitive defenses, even-

tually resulting in a full-blown belief. If this were to happen, the delusional subject’s

actions would be those of a true believer; he would no longer exhibit some but not

all of the characteristic features of belief. This might occur in cases in which a per-

son commits very violent acts such as murdering the suspected imposter, but I think

that it is rather rare if it ever happens at all. We don’t see delusional subjects sud-

denly act completely like true believers: circumscription, double-bookkeeping, and
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unresponsiveness to evidence remain.

Secondly, acceptances do not instigate only verbal behavior; nonverbal behavior

can arise when the person has motivation to act on their acceptances. It could be

the case that delusional subjects are motivated to act on their acceptances in certain

ways for their own prudential reasons. I think this is the likelier of the two explana-

tions. However, given the huge variety of reasons that delusional subjects could have

for acting on their acceptances, and given that no one has yet formulated any general

principles for when delusions results in action, I doubt that a general theory of delu-

sional behavior will be forthcoming. Only case-by-case studies and close analyses

will be able to tell us when and why delusional individuals act as they do.

Let’s consider a case. A compelling example was recently related to me by woman

with schizophrenia, Sophie.21 At one point in her history, a therapist who Sophie

was fond of was reassigned. The two would not be able to see each other any more.

Sophie became extremely upset and distraught, and began to feel betrayed. Even-

tually, during a psychotic episode, she formed a Capgras-like delusion: the therapist

had been killed and replaced with an imposter. She e-mailed this news to all of the

therapist’s colleagues in her psychology department. Looking back on the situation,

Sophie claims that her delusion was a defense mechanism intended to soothe the

sting of betrayal. In Sophie’s delusion, her therapist didn’t actually betray her; her

therapist was killed. When asked why she sent the e-mail to the department, Sophie

responded that doing so was a form of public commitment. Publicly committing

herself to the truth of the delusional proposition made it seem, in some sense, more

real.

In this case, Sophie’s delusion was motivated. Sophie did not want to believe that

her therapist had willingly left her. So, she formed the acceptance that the therapist

who was avoiding her was not her therapist. I think the best interpretation of her

claim that she wanted the delusion to feel “more real” was that she recognized that

she didn’t actually believe the delusion; e-mailing the department was an attempted

21‘Sophie’ is a false name used for the sake of anonymity.
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way of getting herself to fully integrate the acceptance into her beliefs. Why would

e-mailing the department make the claim seem more real? This is a difficult ques-

tion, and close investigation of this particular case would be required to really get to

the bottom of this, but here are a couple of hypotheses. Firstly, doing something as

drastic as e-mailing a whole department is something that someone rational would

only do if they were absolutely sure that the imposter hypothesis was correct, so her

actions are an attempt to trick herself (so to speak) into believing that she believes it.

Secondly, the public nature of her avowal is important. It is easy to feel solipsistic in

one’s delusions. E-mailing everyone was Sophie’s way of planting her flag and shout-

ing to others that her allegiances lie with whoever else agrees that her therapist had

been killed. It manifests something like a desire for others to get involved, and hope

that others will rally to her cause and help convince her that she was right after all.

Delusions are also often affectively circumscribed. A delusional individual might

well be strangely unperturbed and not anxious about the situation he claims to be

in. This feature also comports well with acceptance; to accept that p does not re-

quire having the affective responses one would associate with a belief that p. How-

ever, both delusions and acceptances can result in strong affect. Delusions can be

scary and cause anxiety, but so too can acceptances. Accepting a proposition that

describes a frightening or anxiety-provoking state of affairs can cause one to imagine

that scenario, and simply imagining an anxiety-provoking scenario provokes anxiety.

6.3.3 Unresponsiveness to Evidence

Finally, delusions are unresponsive to evidence. Once again, acceptances share this

feature. Acceptances are not formed on the basis of evidence, and one cannot argue

someone out of an acceptance just by showing them that the acceptance is inconsis-

tent with propositions they believe.

However, we are still left with a question about how delusional acceptances are

formed, if acceptances are not formed on the basis of evidence. Acceptances are

typically formed through volitional action for prudential reasons. Although some

delusions are arguably motivated and are products of volition, such as those that are
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erected as a kind of psychic defense against whatever cognitive catastrophe would

occur otherwise, many are not motivated at all. Most instances of the Capgras delu-

sion are unmotivated (unlike the delusion of Sophie’s which was just mentioned).

The typical Capgras patient accepts that his wife is replaced with an imposter with-

out being motivated to accept it and without deciding to accept it. Some account is

required to explain how the delusional acceptance got lodged in his head.

The delusion, I claim, was forced upon him by a pathological cognitive feeling. I

explain how this can be so in the next section.

6.4 Cognitive Feelings

In the first chapter, I claimed that unresponsiveness to evidence does not strongly

motivate non-doxasticism, and this is because doxasticists have made some measure

of progress on this front. However, it’s still something that the non-doxasticist needs

to explain. How does the bizarre acceptance get implanted in the first place, and

why is it so difficult to dislodge, even when it causes distress? Here, I’ll present what

I consider to be the best theory of delusional belief acquisition, and show how it is

easily and profitably adapted to a theory of delusional acceptance formation.

Among theories of delusion formation are one-factor and two-factor theories.

One-factor theorists such as Maher (1974, 1999) claim that a theory of delusion for-

mation need only posit a single pathology: an anomalous experience. Two-factor

theorists (such as that of Davies et al. (2001)) claim that an anomalous experience

can explain why a delusional hypothesis is considered, but not why it is adopted.

A second deficit—a pathology in reasoning—must be posited. The main problem

with two-factor theories is that there exist delusional individuals who do not exhibit

any deficit in reasoning about topics unrelated to their delusion. This is particularly

acute in monothematic delusions such as Capgras, in which a subject has delusions

on only a single particular theme, and otherwise approximates normal standards of

rationality. If a subject suffered an inability to reject the contents of experience—

what Davies et al. call “a failure to inhibit a pre-potent doxastic response”—one
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would expect that the subject would be taken in by all sorts of sensory and optical

illusions. But this does not happen.

Here is a dilemma (McLaughlin 2009). One-factor theorists have difficulty ex-

plaining why delusional subjects irrationally adopt and hold onto their belief; two-

factor theorists have difficulty explaining why the irrationality is apparent in only

certain domains. This is where the debate currently stands. The debate is easily

translatable to an acceptance-based theory. A one-factor acceptance-based theory

claims that a delusional acceptance is formed in response to an aberrant experience;

a two-factor account claims that a delusional acceptance is formed in response to a

pathological experience and maintained because of a deficit in reasoning.

Notice firstly that there seems to be no reason to posit a second deficit on an

acceptance-based theory. A second deficit is posited to explain why rationality does

not prevent the delusion from being fixed as a belief, but on an acceptance-based

theory, delusions are not fixed as beliefs. Acceptances can be (but are not neces-

sarily) formed for pragmatic purposes or by voluntary decision. If an acceptance is

formed for epistemically irrational reasons, it does not inspire as much mystery as

does a belief that is formed for epistemically irrational reasons. Similarly, it is not

mysterious why acceptances aren’t rejected for clashing with other beliefs. Many

of the things we accept clash with our implicit beliefs. This does not explain how

the delusional acceptance is implanted, but it does suggest that the non-doxasticist

should adopt a one-factor theory.

One way for the one-factor theorist to break the standstill would be to identify

a subset of experiences that automatically initiate belief formation. Suppose that

there are certain experiences which are taken up unquestioningly by a belief-forming

mechanism. The content of the experience is directly believed. A one-factor theorist

could use these sorts of experiences to explain why delusional beliefs are acquired.

This is the position taken by McLaughlin (2009). On his one-factor theory, delusions

are formed in response to powerful cognitive feelings, such as the feeling of unfamil-

iarity, or the feeling of importance. Ratcliffe (2005) presents a similar feelings-based

theory of delusion.
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It is thought that there are two visual pathways involved in face recognition. The

ventral route of the visual system is responsible for conscious, overt facial recogni-

tion, and the ventral limbic structure projecting to the amygdala is responsible for a

covert, affective response. In many Capgras patients, a brain lesion has caused dam-

age to the covert, affective pathway, but not overt, conscious pathway. Thus, there is

conscious recognition combined with a lack of affect, and this combination gener-

ates a powerful feeling of unfamiliarity. The loved one “looks right” but “feels wrong”

(Langdon and Coltheart 2000, p.187). He or she feels unfamiliar and alien; these feel-

ings are so overbearing that they push aside the fact that the person visually appears

unchanged.

Other delusions also involve powerful feelings. The schizophrenic experiencing

delusions of reference feels that ordinary objects are extremely important to her in

some way. The Cotard patient feels emptiness and insignificance. What are we to

make of these experiences? We can all grasp what is meant by a feeling of under-

standing, a feeling of safety, a feeling of importance, or a feeling of familiarity.22

Think of how familiar your neighborhood feels to you now compared to how it felt

when you first moved in. These sorts of feelings are ubiquitous in everyday life, and

are also very naturally deployed in discussions of delusion formation. Yet, they are

not easily captured by the mental states and attitudes typically discussed by philoso-

phers. They are not beliefs or desires, nor are they visual or somatic perceptions, nor

are they emotions or moods.

22These are some of the attitudes that have been mentioned in print; this literature is in its infancy, so
a complete taxonomy and characterization of cognitive feelings is a matter for future empirical work.
Schwarz and Clore (1996, p.386) claim that cognitive feelings include surprise, amazement, and feelings
of familiarity, and they are so-called because they “inform us about knowledge states.” By this, they
mean that such states carry information about our cognition: a feeling of familiarity carries information
about whether we have cognized someone before. This would exclude a number of states that are
intuitively like cognitive feelings, like feelings of religiosity or safety or importance, and would be of less
use in explaining a broad number of delusions, so I prefer to think of cognitive feelings more broadly. It
is the case, however, that most of the cognitive feelings mentioned in the literature have an egocentric
component to them—they imply something about the person experiencing the feeling, if not about his
or her cognition. A person isn’t familiar simpliciter, they are familiar to me; a place isn’t safe simpliciter,
it is safe for me. This might be a characteristic component of the content of cognitive feelings.
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According to McLaughlin, cognitive feelings are intentional states with proposi-

tional cognitive content: an individual feels that a person is familiar.23 The cognitive

psychologists Clore and Gasper (2000) are the most prominent psychologists inves-

tigating cognitive feelings; their experimental evidence has led them to propose “a

feelings-based hypothesis, which says that cognitive [. . . ] feelings, despite the fact

that they are self-produced, may be experienced as internal evidence for beliefs that

rivals the power of external evidence from the environment” (2000, p.26). According

to McLaughlin, this explains the acquisition of delusional beliefs. Our belief-forming

mechanisms respond to feelings as evidence; particularly powerful feelings are taken

as particularly powerful evidence. In normal individuals, feelings are reliable. By and

large, what feels familiar is familiar. In cases where the two diverge, we experience

an illusory feeling. Delusional patients experience these sorts of illusory feelings, and

they are powerful enough to overwhelm counterevidence and immediately implant

their contents into the patients’ stores of beliefs.

I find this story compelling. It circumvents the normal problems with one-factor

theories and does justice to the fact that most theorists do talk about feelings in their

explications of delusion. However, as a doxasticist theory, it does not explain double-

bookkeeping or circumscription. McLaughlin should expect delusional subjects to

behave as if they really did believe their delusions; because they do not, we should

try to adapt the theory to an acceptance-based account. The natural way would be to

claim that feelings do not influence beliefs; they influence acceptances. A powerful

feeling that p tends to leads us to immediately accept p, which can happen without

our coming to believe that p. So, for instance, a powerful feeling of religiosity will

immediately generate a religious acceptance; a powerful feeling of superiority or in-

vincibility will lead to narcissistic acceptances. If a person feels something strongly,

they become committed to reasoning from it. This is the account of involuntary ac-

ceptance formation that I endorse.

23He contrasts cognitive feelings with background feelings; the distinction roughly mirrors that of
moods and emotions. I will not discuss background feelings.
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6.4.1 Acceptances and Cognitive Feelings

One of the few places in the psychological literature where feelings make an ap-

pearance is in the literature on dual process theory. A dual process theorist faces

a problem of predicting when Type 2 processing will be invoked in reasoning. What

conditions prompt a new proposition being taken up by Type 2 reasoning? One ex-

planation on the table invokes a “feeling of rightness” (Thompson 2009). Feelings

of certainty and uncertainty determine whether we deliberate on a proposition; the

strength of a feeling of rightness determines the probability that Type 2 reasoning

will be engaged to work on a problem or to rethink a decision. When we strongly feel

that a proposition might not be right—when we feel uncertain—we then take up the

proposition in reasoning.

In this case, a feeling with the content “I am uncertain about whether p” does

not appear to generate beliefs. Rather, it modulates our reasoning about p, and this

appears to be the primary function of the feeling. I claim that all cognitive feelings

serve this function.

Consider familiarity. McLaughlin might be right that powerful feelings, when they

appear, are reliable indicators of their contents. When we feel that someone is un-

familiar, they often are. However, the converse is not the case: someone’s being fa-

miliar or unfamiliar does not necessarily generate the corresponding feeling in us (or

at least, the strength of one’s feeling does not correspond with degree of familiarity).

Every stranger that I encounter is unfamiliar, yet I don’t experience powerful feelings

of unfamiliarity when meeting every stranger. Whatever mechanism generates feel-

ings is like a geiger counter that goes off only when there is radiation nearby, but does

not go off every time there is radiation nearby.

Others have commented on how it is difficult to determine why we feel famil-

iarity or unfamiliarity in some cases but not others. For example: prosopagnosia is

typically said to be the converse of Capgras Syndrome: there is damage to the overt

visual route but not the covert visual route. Prosopagnosics are unable to consciously

recognize faces—they are unable to tell you who they are looking at—yet they still
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have the appropriate affective response when looking at loved ones, as measured by

skin conductance response (Bauer 1984). However, while the lack of positive affect

in the Capgras delusion (as measured by skin conductance response) is experienced

as a powerful sense of unfamiliarity, the presence of positive affect in prosopagnosia

does not contribute to any strong sense of familiarity. There is a phenomenological

asymmetry (Young 2007).

When do we experience feelings of unfamiliarity, if not simply when among the

unfamiliar? It is when we are among the unfamiliar and this fact demands our atten-

tion. We feel strong feelings of unfamiliarity when we are lost, or when in a dangerous

neighborhood, or when confronted with someone who greets us by name but who

we cannot remember. Contrariwise, strong feelings of familiarity occur when we rec-

ognize someone but cannot place their name, but not when we run into a colleague

at work who we see day-in-day-out. Strong feelings often tell us that something is

potentially amiss, and so they force us to ruminate on that fact, and direct our delib-

erative reasoning toward it.

Type 2 processes are very often called upon to rationalize why a certain judgment

is correct (Evans 1996). When this occurs, a proposition is accepted as true, and the

person searches for justification. He or she assumes that the proposition is true in

order to make a case for it, as a lawyer does in order to make a case for a client.

Thus, feelings exist to instill in us an acceptance when we need one most—a kind

of pretend, temporary belief that directs our attention to resolving something in the

world that is mysterious. Assumptions are normally temporary; acceptances based

upon cognitive feelings normally wane with the passing of the feeling. However, if the

feeling is continuous and powerful, the proposition never gets discharged, and it is

used as a premise in reasoning for a long time. Déjà vu gives us a feeling of familiarity

which causes us to stop and say, “wait, I’ve experienced this before.” Once we realize

that there is no way that events could be repeating themselves, the feeling subsides

and we discharge the assumption that the events taking place are familair. However,

it is well-known that in cases of chronic déjà, the sufferer displays behavior that looks

delusion-like. When a patient is taken to the doctor for the first time, he might say,
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“I’m not sure why you’ve brought me here again; it didn’t work last time.”

A virtue of this acceptance-and-feeling-based model is that it explains psycho-

logical pathologies that are not delusions, but that are similar to delusions. Jennifer

Nagel (2012) has drawn attention to the phenomenon of spider phobia. Arachno-

phobes have responses to spiders that, like delusions, are “often extremely resistant

to corrective verbal information” (Baeyens et al. 1992, p.134), and that they recog-

nize are irrational (Mayer et al. 2000). However, experimental measures of implicit

attitude (which measure the response times of individuals asked to match pictures

of spiders with either positive or negative words) do not reveal any differences in the

implicit attitudes or implicit beliefs of arachnophobes and individuals unafraid of

spiders (de Jong et al. 2002). Arachnophobes have planted their flag in the awful-

ness of spiders (‘Spiders are horrible!’), but the implicit attitude test reveals that their

underlying beliefs do not match.

The authors of one of the studies hypothesize that “the nonfearful individual is

the one who can override [an] automatic negative stereotype, whereas the phobic

individual is the one who does not attempt or is not able to control it” (de Jong

et al. 2003, p.540). Note that this explanation leads to something like the same

dilemma that confronted us when deciding between one-factor and two-factor the-

ories. Does the arachnophobe have a general tendency to be swayed by automatic

negative stereotypes? We can avoid this conclusion by appealing to what seems to

me a plausible explanation: arachnophobes simply feel a much stronger sense of re-

vulsion at spiders. Spiders cause a powerful feeling of creepiness in the phobic indi-

viduals that immediately implants ‘Spiders are horrible’ (or something in the neigh-

borhood) into the patient’s acceptances. All of this suggests a similar experiment one

could do with delusional patients. The Capgras patient will feel that a picture of his

spouse is unfamiliar and will claim that it is not his spouse. What will an implicit

attitude test reveal? I predict that he will exhibit positive attitudes. He will be quicker

to match positive words with a photo of his spouse than negative words.
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6.5 The Final Model

Here is how the final model might be applied to an instance of Capgras Syndrome.

When confronted with her spouse, the Capgras patient experiences a powerful feel-

ing of unfamiliarity, typically due to a brain lesion. The feeling that the person be-

fore her is unfamiliar causes her to accept that the person before her is unfamiliar.

She is now disposed to use this proposition as a premise in reasoning in a wide va-

riety of contexts. The continued presence of the spouse and revisited memories of

him cause continuing feelings of unfamiliarity, and this ensures that her acceptance

never wanes away. However, she never comes to believe it, as it is unvalidated. So,

nothing with delusional content comes to be fixed as belief. Because beliefs are

largely responsible for her behavior, and because she continues to believe that the

man is her husband, her behavior is circumscribed, and she continues to live with

the purported imposter. Nonetheless, she is often driven to verbally express what

she accepts as true, and this results in her stubborn expressions of delusion.

Similar explanations can be invoked for other delusions. A person suffering from

the Cotard delusion might pathologically feel intense feelings of emptiness or re-

move; these straightaway form in him the acceptance that he is empty or dead. A

schizophrenic delusion of reference might be brought about by feelings that objects

nearby are personally significant in some way. Delusions of catastrophe are the result

of feelings of impending doom.

6.6 Conclusion

Clinical delusions are difficult to explain in a belief-desire framework that is sparsely

populated with only a few broad sorts of mental state categories. The model I pro-

pose suggests we will find success if we admit acceptances and cognitive feelings

into our models of cognitive architecture. Double-bookkeeping can be explained in

terms of the belief/acceptance distinction. Circumscription can be explained by the

insulation of acceptance from belief, and the fact that we act on our beliefs, but ver-

bally express our acceptances. Finally, unresponsiveness to evidence is explained by
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the fact that delusional individuals suffer from pathological cognitive feelings, and

powerful cognitive feelings normally cause one to immediately accept the content of

the feeling.

The model I have offered is ambitious. It presents not only a revisionary theory

of delusion, but a revisionary theory of normal cognition as well. Given the scope

of the project, I am not sure that all details of the proposal are correct; I am sure

that the theory is nearly correct, and that many delusions are belief-like acceptance

states that are generated by certain sorts of feeling. Research is ongoing, and I am

optimistic about future prospects and applications. Although I hope that my readers

have found good evidence for believing this account, I would nonetheless be de-

lighted if they have found reason to accept it.
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Bermúdez, J. L. (2001). Normativity and rationality in delusional psychiatric disor-
ders. Mind & Language, 16(5):457–493.



163

Berrios, G. (1991). Delusions as ‘wrong beliefs’: A conceptual history. British Journal
of Psychiatry, 159:6–13.

Bleuler, E. (1950). Dementia praecox; or, The group of schizophrenias. Monograph
series on schizophrenia. International Universities Press.

Block, N. (1995). Some concepts of consciousness. Sciences, 18:2.

Blount, G. (1986). Dangerousness of patients with capgras syndrome. Nebraska Med-
ical Journal, 71(207).

Bortolotti, L. (2009a). Delusion. In Stanford Encyclopedia of Philosophy.

Bortolotti, L. (2009b). Delusions and Other Irrational Beliefs. Oxford University Press.

Bortolotti, L. (2011a). Continuing commentary: Shaking the bedrock. Philosophy,
Psychiatry, and Psychology, 18(1):77–87.

Bortolotti, L. (2011b). In defence of modest doxasticism about delusions. Neu-
roethics, 5(1):39–53.

Bortolotti, L. and Broome, M. (2008). Delusional beliefs and reason giving. Philo-
sophical Psychology, 21(3):1–21.

Boyer, P. (1994). The Naturalness of Religious Ideas: A Cognitive Theory of Religion.
University of California Press.

Braddon-Mitchell, D. and Nola, R. (2009). Introducing the canberra plan. In
Braddon-Mitchell, D. and Nola, R., editors, Conceptual Analysis and Philosophi-
cal Naturalism, pages 1–20. Mit Press.

Braithwaite, R. B. (1932). The nature of believing. Proceedings of the Aristotelian
Society, 33:129–146.

Bratman, M. (1987). Intention, Plans, and Practical Reason. Center for the Study of
Language and Information.

Buchanan, A., Reed, A., Wessely, S., Garety, P., Taylor, P., Grubin, D., and Dunn, G.
(1993). Acting on delusions. ii: The phenomenological correlates of acting on delu-
sions. The British Journal of Psychiatry, 163(1):77–81.

Campbell, J. (2001). Rationality, meaning, and the analysis of delusion. Philosophy,
Psychiatry, and Psychology, 8(2–3):89–100.

Carpenter, P. K. (1989). Descriptions of schizophrenia in the psychiatry of geor-
gian britain: John haslam and james tilly matthews. Comprehensive psychiatry,
30(4):332–338.

Chalmers, D. (2009). Ontological anti-realism. In Metametaphysics: New Essays in
the Foundations of Ontology, pages 77–129. Oxford University Press.

Chalmers, D. J., Manley, D., and Wasserman, R., editors (2009). Metametaphysics:
New Essays on the Foundations of Ontology. Oxford University Press.



164

Chan, T. (forthcoming). Introduction: Aiming at truth. In Chan, T., editor, The Aim
of Belief. Oxford University Press.

Cherniak, C. (1986). Minimal Rationality. MIT Press.

Clore, G. (1992). Cognitive phenomenology: Feelings and the construction of judg-
ment. The construction of social judgments, pages 133–163.

Clore, G. and Gasper, K. (2000). Feeling is believing: Some affective influences on
belief. Emotions and beliefs: How feelings influence thoughts, pages 10–44.

Cohen, J. (1992). An Essay on Belief and Acceptance. Oxford University, Oxford.

Cohen, L. J. (1981). Can human irrationality be experimentally demonstrated? Be-
havioral and Brain Sciences, 4:317–370.

Coltheart, M. (2007). Cognitive neuropsychology and delusional belief. The Quar-
terly Journal of Experimental Psychology, 60(8):1041–1062.

Coltheart, M., Langdon, R., and McKay, R. (2011). Delusional belief. Annual review
of psychology, 62:271–298.

Covington, M. A., He, C., Brown, C., Naci, L., McClain, J. T., Fjordbak, B. S., Semple, J.,
Brown, J., et al. (2005). Schizophrenia and the structure of language: the linguist’s
view. Schizophrenia Research, 77(1):85–98.

Currie, G. (2000). Imagination, delusion and hallucination. In Pathologies of Belief,
pages 168–183. Blackwell, Oxford.

Currie, G. and Jones, N. (2006). McGinn on delusion and imagination. Philosophical
Books, 47(4):306–313.

Currie, G. and Jureidini, J. (2001). Delusion, rationality, empathy. Philosophy, Psychi-
atry and Psychology, 8(2-3):159–62.

Currie, G. and Ravenscroft, I. (2002). Recreative Minds: Imagination in Philosophy
and Psychology. Oxford University Press, New York.

Dancy, J. (2002). Practical Reality. Oxford University Press.

Davidson, D. (1982a). Psychology as philosophy. In Essays on Actions and Events,
pages 229–238. Oxford University Press, Oxford.

Davidson, D. (1982b). Rational animals. Dialectica, 36:317–28.

Davidson, D. (1990). The structure and content of truth. The Journal of Philosophy,
87(6):279–328.

Davidson, D. (2001). How is weakness of the will possible? Essays on actions and
events, 1(9):21–43.

Davies, M. and Coltheart, M. (2000). Introduction: pathologies of belief. Mind &
Language, 15:1–46. 1.



165

Davies, M., Coltheart, M., Langdon, R., and Breen, N. (2001). Monothematic delu-
sions: toward a two-factor account. Philosophy, Psychiatry, & Psychology, 8(2–
3):133–158.

de Finetti, B. (1970). Theory of Probability. New York: John Wiley.

de Jong, P. and Muris, P. (2002). Spider phobia: Interaction of disgust and perceived
likelihood of involuntary physical contact. Journal of Anxiety Disorders, 16(1):51–
65.

de Jong, P., van den Hout, M., Rietbroek, H., and Huijding, J. (2003). Dissociations
between implicit and explicit attitudes toward phobic stimuli. Cognition and Emo-
tion, 17(4):521–545.

de Sousa, R. (1971). How to give a piece of your mind: or, the logic of belief and
assent. Philosophical Review, XXXV:52–79.

Dennett, D. (1978a). Brainstorms: Philosophical Essays on Mind and Psychology.
Bradford Books, Cambridge.

Dennett, D. (1978b). How to change your mind. In Brainstorms: Philosophical Essays
on Mind and Psychology, chapter 16, pages 300–309. Bradford Books.

Dennett, D. (1987a). Brain writing and mind reading. In Brainstorms: Philosophical
Essays on Mind and Psychology, pages 39–50. Harvester Press, Brighton.

Dennett, D. (1987b). The Intentional Stance. The MIT Press, Cambridge, MA.

Dennett, D. (1989). Mid-term examination: Compare and contrast. In The Inten-
tional Stance. MIT Press.

Dennett, D. (2007). Breaking the Spell: Religion as a Natural Phenomenon. Penguin
Books.

Dennett, D. C. (1969). Content and Consciousness. Routledge and Kegan Paul, Lon-
don.

Dennett, D. C. (1991). Real patterns. Journal of Philosophy, 88(1):27–51.

Dennett, D. C. and LaScola, L. (2010). Preachers who are not believers. Evolutionary
Psychology, 8(1):122–150.

Descartes, R. (1641). Meditations on First Philosophy with Selections from the Ob-
jections and Replies. Trans. John Cottingham. Cambridge University Press, Cam-
bridge.

Douven, I. (2008). Underdetermination. In Psillos, S. and Curd, M., editors, The Rout-
ledge companion to philosophy of science, chapter 27, pages 292–302. Psychology
Press.

Edwards, W. (1954). The theory of decision making. Psychological bulletin, 51(4):380.

Egan, A. (2008). Seeing and believing: Perception, belief formation and the divided
mind. Philosophical Studies, 140(1):47–63.



166

Egan, A. (2009). Imagination, delusion, and self-deception. In Bayne, T. and
Fernández, J., editors, Delusion and self-deception: affective and motivational in-
fluences on belief formation, pages 263–280. Psychology Press, New York.

Eilan, N. (2000). On understanding schizophrenia. In Zahavi, D., editor, Exploring
the Self, volume 23 of Advances in Consciousness Research, pages 97–113. John Ben-
jamins Publishing Company, Amsterdam.

Engel, P. (1998). Believing, holding true, and accepting. Philosophical Explorations,
1(2):140–151.

Engel, P. (2000). Introduction: the varieties of belief and acceptance. In Engel, P.,
editor, Believing and Accepting, number 83 in Philosophical Studies Series, pages
1–30. Kluwer Academic Publisher.
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