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Dissertation Directors: Marco Gruteser and Dipankar Raychaudhuri

We are now surrounded by a variety of devices, simple and complex, mbhddeled in an
infrastructure of computing, sensing and communication that spans abmsggobe. This
ever-large computing, communication and sensing ecosystem providagia opportunity to
dynamically and opportunistically compose logical mobile systems from the éiest wire-
less components available locally and globally. Such composable mobile systemsisgics
to easily and seamlessly extend the capability of their device, overcomingsteedeaign lim-
itations of traditional monolithic mobile devices in terms of screen size, weightepsing
power, sensing power, and battery life. However, existing communicatidhote and the
current Internet architecture, designed in the era of large and tribinaiationary computers,
fail to meet the demands of the emerging composable computing era. In thiswmeflcus
on developing new communication methods between devices in the vicinity aigphidegsa
new network architecture to facilitate seamless communication at global scaleniposable
computing.

To enable secure and convenient communication between physically atedodevices,
we designed and evaluated a technique that allows a device to transmit itiforthaough the

screen of touchscreen-enabled devices, calgxcitive touch communication (CT.Qhe key



idea is to exploit the pervasive capacitive touchscreen as a receivabitstring to be transmit-
ted. At the network layer, we revisited two conerstones of the Interhttacture to provide
better support for composable computing: naming and routing. We pro@osé-network

scalable name resolution service, called DMap that lays the foundationfést and global-

scale name resolution service necessary to provide seamless connéetivigen billions of

network-connected objects. To provide reliable and efficient intergr&taonnectivity, espe-
cially in the presence of high mobility, we propose a clean-slate edge-aware&lomain rout-

ing protocol, called EIR. The protocol provides enhanced informationiatetwork topology
and edge network properties in order to enable networks across theelrttemake better rout-
ing decisions than currently possible with BGP. This is accomplished with aogliestetwork

state dissemination protocol which makes the entire network graph visible vegfgrg the

routing overhead within limits.

Preliminary designs and implementations of CTC, DMap and EIR demonstraiefttne
tures and benefits towards composable computing. Our evaluation shaav€l@ is poten-
tially a secure and convenient communication method for touchscreetedrdavices, albeit
at low bit rates. DMap evenly balances storage load across the gldbalrkevhile achieving
lookup latency of~100 ms, considered adequate for support of dynamic mobility across the
global Internet. The EIR interdomain routing protocol provides goodopmance in highly

dynamic environments with frequent migration of clients across network demain
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Chapter 1

Introduction

For a long time, mobile applications have been designed with strict constraithts amount of
resources that the applications could utilize, such as small-sized screé&r\ydoard, limited
energy, and inadequate local sensing information. As a result, pémsaidle computing
experience and the variety of applications currently available, though wegi@mpared to the
desktop-computing era, remain rather confined. Given that we areurogugsded by a variety
of devices, simple and complex, and embedded in an infrastructure of tiogymensing and
communication that spans across the globe, a question facing mobile computinguaity is
how to eliminate these resource constraints to enable new applications gicdsesing all of
these surrounding facilities.

Fortunately, today’s fast-growing computing, communication and sensigystem pro-
vide a unique opportunity to dynamically and opportunistically compose addamobile ser-
vices from the best set of wireless components available locally and gloBaltyy composable
mobile systems allow users to easily and seamlessly extend the capability of thed, deer-
coming the basic design limitations of traditional monolithic mobile device in terms oéiscre
size, weight, processing power, sensing power, battery life and mangewér, existing com-
munication methods and the current Internet architecture, designed irayhef darge and
trustworthy stationary computers, fail to meet the demands of the emergingsabip com-
puting era. This dissertation focuses on (i) developing a new communicatitmodieetween
devices in the vicinity and (ii) designing a new network architecture to faciliaentess com-

munication at the global scale for composable computing.



1.1 Composable Mobile Systems and Their Communication Challges

A composable mobile system is a logical system that is opportunistically assefrtsted set
of local and remote discrete elements, and able to easily and seamlessly iesxwamhbility
by interacting with and utilizing computing, communications and sensing resavadable.
Consider the following scenario to illustrate the features and benefits ofasahfe computing:

It is 8 o’clock in the morning and Bill is heading out the door going to work. taway
out, he grabs his matchbox-sized computer and a jacket. The computer i palevice
with a large storage capacity and equipped with multiple wireless interfacdsestnot have
any built-in display or keyboard. Instead, it only has a single LED to indid&teit is on and
its wireless connections are properly working. Since the jacket is madabdt fthat could
harvest energy from light and human movement, it charges the matchbgputer when the
box is placed inside the jacket's pocket. Content from the computer wileldews to and
appears on the see-through display embedded on Bill's eyeglassesorilhls the computer
using his voice which is recorded by the microphone-like device embedututegacket’s top
button. He quickly skims through his email inbox while walking to his garage tongethe
car.

As Bill enters his car, the computer connects to the audio system of the dalugtnoth,
tunes the radio to his favorite morning news channel and outputs it to tfrisdrsound system
inside the car. Meanwhile, the in-pocket computer shows the estimatedl dime given the
traffic condition, alerts Bill with slowdowns ahead, and optionally assists hinrite an email
saying he might be late for a meeting due to bad traffic. At all time, the computsrthe
frame stream from the eyeglass-mounted camera to monitor the distance ifferoaB to its
front cars to assure a safety distance between the two.

Once Bill arrives at his office, the computer detects the presence oéslidab and laptop
computers. It then transfers latest states of all applications and seitv&cesrrently running to
those devices and then goes into a energy-conserving mode. Bill casaamalessly continue
to work on what he had been working on previously on the matchbox commute finish
reading a report to prepare for a meeting in 45 minutes.

After 45 minutes, he reaches for a tablet and walks to the conferencefoodhe meeting.



The tablet screen is apparently a better choice for both reading a @mbtbking notes in
a semi-stationary environment such as a meeting compared to the see-thcoegi and an
embedded microphone. Bill flips through a couple of slides using his tablét ligtening to
a presentation of his colleague. It is now half an hour into the meeting, Bill iggoipresent
his ideas to his group. As he walks up to the speaker spot, the matchbog uakad sends
Bill's presentation streams to the projector. He starts his presentation aasberreaches the
dais without having to carry the tablet or to manually connect it to the projector

Using this scenario, we imply that rather than being a monolithic device with a@{ered
mined set of components manufactured into a single physical device a$ ifotwday’s mo-
bile devices, the next-generation mobile systems should be opportunisticallyosedhfrom
surrounding discrete elements, and be able to easily and seamlessly extesyhbdity by
interacting with and utilizing computing, communications and sensing resougegisyn That
would not only bring computing experience of user to a new high but alkp dddressing
many challenges that mobile computing have to deal with today including energytiomga
and limited context sensing information.

However, the abovementioned scenario is not yet practical due to a naflaitations
of existing technology. Acquiring complex context information is the firstdhaur In order
to seamlessly blend in, to be a part of and finally take advantage of thaisding environ-
ment, mobile devices first must be able to learn the surrounding contextisoayer nearby
elements in the environment. Examples of such context information include thiickeion
of the nearby networked display panels, the speed at which the whalermment is mov-
ing, or something as simple as who is interacting with the device itself. While theasinge
availability of sensors integrated in mobile devices provides a rich set eéxtoinformation,
not all of it can be directly inferred from those sensors’ output. Eveemthe information
is potentially available, direct measurement might not be practical or possibleexample,
sensing mobility using a GPS receiver might be either too power hungry ceurate due to
the environment, e.g being indoors. Addressing this context acquisitidiernge is the first
step in realizing composable computing. While we have been addressingaafeats of this

challenges [1, 2, 3, 4], it is not the focus of this dissertation.



Once we have an adequate view of our surrounding elements, whichvisigadoy con-
text sensing, the next step in creating these composite systems, applicaticseraces is to
bring surrounding computing resources together via wireless communicattenkey chal-
lenge lies in providing resilient, secured, yet efficient and conveniettiods to allow these
discrete elements to smoothly and seamlessly interact with each other locallpbatlyg It is
challenging because wireless-enabled devices do not inherently hiakdayer (layer-2) con-
nection with each other across a variety of wireless standards. Aslg iiequires either (i)
a discovery-like service that uses the layer-3-and-up protocol iitiaddo layer-2 discovery
(beacons or probes) prior to making connection at layer-2 or (ii) a memnaunication method

that is back-ward compatible with off-the-shelf devices today.

Communication method applied in composable mobile systems must be able to operate in

highly dynamic setups. Users of the systems tend to quickly switch from afieede another
or between environments. In addition, a single physical device or compoagld be shared
among multiple users at different points in time or even simultaneously. For agstBiil, in
the previous example, associates with the matchbox computer when he is hidiilg, math
the desktop when he is in his office, and with the tablet when he attends a medsngthe
projector is used by Bill for only a short period of time during his presematiod is then
utilized by the next presenter. The dynamism caused by device, humareamork mobility
is even more prevalent. Despite the presence of mobility and dynamism, xpecs their de-
vices to just work”, providing convenient, reliable, and responsive services anlicatipns.
However, the protocols of the current stationary-oriented Internedtisim to this task. This
dissertation takes concrete steps towards addressing these challgmgegdmining the key
elements of the Internet architecture in response to the needs of corgposaiile systems
and their users. After introducing the common theme of an identifier-baseden@rchitec-
ture, which many components of this dissertation are based on, we phedatdr chapters

each component in detail.



1.2 Existing Literature on Composable Mobile Systems

In his influential Scientific Americararticle in 1991 Mark Weiser, then a Principle Scientis
at Xerox Palo Alto Research Center (PARC), painted his vision of ‘ubigsitwomputing’
through the fictional world of ‘Sal’ [5]. For the first time, the notions of cargr use ‘beyond
the desktop’ and the computers that ‘weave themselves into the fabric ydayelife until
they are indistinguishable from it’ were described which spawned a nseareh arena of
ubiquitous computing. As Weiser pointed out in his article, providing a netinbrastructure
that ties all discrete computing components and applications is one of the &kgngfes in
realizing the vision of ubiquitous computing. Since then, many systems haphmsed to
provide framework for a varieties of devices compositions. The iRoonjegrat Stanford [6]
connects various information appliances together to create an interadikspace using a
centralized infrastructure. Another early project from Microsoft, cafasyLiving [7], linked
devices in a home environment, focused on sensing people using visiaontarfdrence in a
indoor infrastructure to dynamically decide which connection should bblesttad. These two
projects shares the same constraints of requiring fixed infrastructomeasition.

To support connectivity establishment in a more dynamic and ad hoc mgnamit com-
posable computing (DCC) frame work [8] was proposed by Roy Wanthésdolleagues in
Intel Research Lab. Rather than trying to solve the problem of establisbmectingoetween
users and individual devices, DCC aims to provide users wgthpositioncapability, which
allows users to operate the whole computing systems at a higher level tactanuigple local
entities together into one logical operation. However, the frame work wadyntseigned for
a seamless computing experience betweeal discrete elements. Global composition was not
considered which is a focus of this thesis.

There are many other research efforts in connecting a device to othieeslavithin its
vicinity. Internet-Suspend-Resume (ISR) [9] project shows how &susete can be migrate
from a local machine to a remote host. It shows how to maintain an uninterroptepluting
experience that mobile users could enjoy by suspending then migrating freqphysical ma-

chine to another. ABC et. al, with Pebbles project [10], explores howeaiset of hand-held



devices in conjunction with a public display to create multi-user collaborativkingpenviron-
ment. It allows multiple participants to jointly interact with the shared surface;wdgcves as
an example of what can potentially be done with composable systems in ordéizeophys-
ical computing resources more efficiently. However, it does not andveequestion of how
a flexible platform can support composition, including how device disgoaad connection
occur.

MobiUS [11], a work from Microsoft research, shows how two mobileARI&vices could
wirelessly combine their screens to coorperatively display a video atre$ao screens. This
work focuses the challenges at the application layer — video decodé¢her than general-
izing the composition process. Another piece of work from Intel Rebeancthe Personal
Server [12] allows devices to project their data on a remote screen, daes not support

building a computer system from an ad hoc set of wireless components.

1.3 Identifier-based Internet Architecture for Highly Dynamic Environments
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Figure 1.1: MobilityFirst Architecture Overview

Current approaches for handling mobility involve a combination of cellulawo protocols

(e.g. 3GPP) [13] and mobile IP [14] but it is widely recognized that thekeisns have serious



limitations in terms of scale and service flexibility. This has motivated a numbele#rieslate”
future Internet architecture projects aimed at investigating fundamentallyapproaches to
meeting anticipated needs such as large-scale mobility, security/privacgtent support [15].

The MobilityFirst project [16] represents one of these architectufattefwith a particular
focus on supporting large-scale, efficient and robust mobility serindég future Internet. The
MobilityFirst architecture is based on a clean separation between the “identifiend-users
or other network-connected objects, and their routable addressdgcatdrs”. Separation
of names and addresses makes it possible for mobile devices to have ag@etna@cation
independent name or globally unique identifier (GUID) which can then bepathfo a set
of routable network addresses (NA) corresponding to the currént(gpof attachment. This
concept of separating identifiers from routable addresses or lodasrbeen advocated by
a number of authors in the networking community to address mobility [17, 18,9, IR
provides many advantages, including simplified implementation session mandgerm#n
homing, mobility, disconnection, authentication and security. Figure 1.1 st@aayering of
functionality in the proposed MobilityFirst architecture.

In this approach, a human-readable name such as "Bill's Laptop” is mappad:UID
through one of many possible application level services, called Name CaitificService, de-
ployed by network providers or independent third-party providehe GUID is then assigned
to the mobile device (or other network-connected object) and entered inteetherk-level
GNRS service shown in the figure. The GNRS is a distributed in-netwoxkicsewhich is
responsible for maintaining the current bindings between the GUID andretwddress(es)
(NA's). Mobile devices (or routers at their point of attachments) upda&&tiRS with current
NA values resulting in a table entry such<a&UID: NA1, NA2, NA3, optional properties.
During the communication between endpoints, network addresses (NAsadefor routing
purposes.

A technical problem we address here is thatezlizing a scalable GNRS service with
~100 Billion GUID entries (i.e. network-attached objects) with lookup latencisseaough
to support anticipated mobility speeds and application usage patt&#vasemphasize that since
the GNRS can also be queried by the in-network routers for dynamic G PeSolution for

in-transit packets, low latency in the query response procedure is akrédguirement for the



design.

The MobilityFirst project has a particular emphasis in designing both intra-irsted
domain routing protocols to efficiently support mobility requirements at the.etlgeecog-
nition of the fact that wireless access and mobility at the edge also have itnutisdor rout-
ing between networks and some of the resulting requirements cannattid®yraurrent BGP
solutions, we propose an Edge-aware Interdomain Routing (EIR) gubt®ur objective for
this work is to explore and understand Internet scale routing mechanisrnenirofzemerging
mobility services and use the results to influence evolving standards radineotbhange BGP
in a single step.

In order to address the problem of mapping user identifier to its routable NAeigases
where the user frequently switches between devices, we proposet@rsohat is based on
a combination of a new communication technique, that is backward compatible fivititeo
shelf capacitive touchscreen-enabled devices — called Capacitieh T@ammunication, and

the Global Name Resolution Service (GNRS).

1.4 Research Areas and Contributions

Enriching communication methods for composable mobile systems providedwmfies for
research in many broad fields. This section provides a brief overvidglweé specific pieces
of work in this dissertation.

Managing user identifier through capacitive touch communication R1]. In this work,
we present a capacitive communication method through which a device @agniee who is
interacting with it. This method exploits the capacitive touchscreens, whichaavaused in
laptops, phones, and tablets, as a signal receiver. The signal théfiedethe user can be
generated by a small transmitter embedded into a ring, watch, or other actfaietd on the
human body. We explore two example system designs with a low-power coansitiansmitter
that communicates through the skin and a signet ring that needs to be tdodhedscreen.
Experiments with our prototype transmitter and tablet receiver show thatitap commu-
nication through a touchscreen is possible, even without hardwarerwdie modifications

on a receiver. This latter approach imposes severe limitations on the dathuttbe rate



is sufficient for differentiating users in multiplayer tablet games or paretadrol applica-
tions. Controlled experiments with a signal generator also indicate that fu#signs may be
able to achieve datarates that are useful for providing less obtrusgiverdgication with similar
assurance as PIN codes or swipe patterns commonly used on smartfguayes

Global Naming Resolution Service with DMap [22]: This work presents the design
and evaluation of a novel distributed shared hosting approach, DMamdnaging dynamic
identifier to locator mappings in the global Internet. DMap is the foundatioa fast global
name resolution service necessary to enable emerging Internet seswateas seamless mo-
bility support, content delivery and cloud computing, and composable mgfsileras. Our ap-
proach distributes identifier to locator mappings among Autonomous SysterastpA&irectly
applying K>1 consistent hash functions on the identifier to produce network agdre$she
AS gateway routers at which the mapping will be stored. This direct mappihgitgue lever-
ages the reachability information of the underlying routing mechanism thaeasdiavailable
at the network layer, and achieves low lookup latencies through a singléagwhop with-
out additional maintenance overheads. The proposed DMap technigeedsbed in detail
and specific design problems such as address space fragmentatigingddtency through
replication, taking advantage of spatial locality, as well as coping with instamg entries are
addressed. Evaluation results are presented from a large-scakta@lisoent simulation of the
Internet with~26,000 ASs using real-world traffic traces from the DIMES repositorge T
results show that the proposed method evenly balances storage lossl therglobal network
while achieving lookup latencies with a mean value~d&0 ms and)5'" percentile value of
~100 ms, considered adequate for support of dynamic mobility across thal ¢hdernet.

Edge-aware Interdomain Routing Protocol with EIR [23]: This component of the Mo-
bilityFirst architecture is a clean-slate inter-domain routing protocol dedignmeet the needs
of the future mobile Internet. In particular, we propose EIR (edge-@imder-domain routing)
as a general solution for a range of mobility-related requirements includingedgnd network
migration, cross-domain end-host multi-homing, global roaming agreenteipt @ed wireless
edge peering. The EIR protocol provides enhanced information atetwork topology and
edge network properties in order to enable networks across the Intenmake better routing

decisions than currently possible with BGP. This is accomplished with a telescetwvork
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state dissemination protocol which makes the entire network graph visible véglarig the
routing overhead within limits. EIR enables autonomous systems to optionallg@xmernal
network topology and aggregate properties such as bandwidth, availabitityariability, thus
enabling corresponding networks to select paths which take into aclotimservice require-
ments (such as dual-homing or multicast/anycast) and edge network cassteain LTE vs.
WiFi). Further, EIR is designed to work in conjunction with late binding of natoesidresses
and in-network storage in order to provide robust services in envirotewgth dynamic mo-
bility and disconnection. The design of the EIR is given along with sampleasasdi.e. host
mobility, multi-homing, multicast and edge peering) to further explain the benéfitegro-
tocol. This is followed by a two-stage evaluation of EIR including an Intesnate simulation
model to verify scalability, and a 200-node experimental ORBIT emulation lidate the
protocol design and provide experimental results for selected usagersus.

The remainder of this dissertation is organized as follows: Chapter 2 pseSaiC, the
novel communication method to manage user identifiers. Chapter 3 deschizgs the glob-
ally distributed and scalable naming resolution service. Chapter 4 showsHelRiterdomain
routing protocol that satisfies a range of mobility-related requirement in csatge mobile

systems. Chapter 5 concludes the dissertation with future research disectio
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Chapter 2

Capacitive Touch Communication

As we move into the era of composable computing, we increasingly rely omegyaf devices.
We tend to quickly switch between them and temporarily share them with otresh.dEthese
devices should quickly and accurately recognize the current usenhdior authentication and
identification but also to personalize the services and information it pravidesdevice should
then follow a simple protocol to update the global naming resolution servic®R&EMith the
new UserlD:devicelD mapping so that others, who wish to communicate withstre know
to which device they should designate the communication channel to. For kexafmiice
wishes to call Bill for streaming voice or video, it would be more convenienhér to be able
to use human-readable, short and simple name as “Bill” instead of having teathafind out
which device Bill currently associated with, then look up for the device’s &lAd lastly open
a socket connection between her device and the network address sfdéwice. However,
existing technologies, at best, address these needs through slowgreme, and cumbersome
procedures. Bill would need to first authenticate himself to devices evenhtérewitches from
one to another. He then has to actively update a hame resolution servisbaris@bout his
association with the current device. We explored a new form of “wirglemsimunications,
that we termedtapacitive touch communicatiotisat allows touchscreen-enabled devices to
quickly and unobtrusively identify and authenticate their users. The legyiglto exploit the
pervasive capacitive touchscreen and touchpad input devicesaigears for an identification
bitstring transmitted by a hardware identification token worn by users. ThantsRnsmits
electrical signals as it makes direct contact with the screen, or indirataadahrough human
skin. Since this communication technique has never been explored belitegsiture, realizing

it takes paramount efforts. The first challenge comes from the fachéndtvare and firmware
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of the touch devices are proprietary; hence we do not have the exdetatanding of the in-
ternal electronic and circuitry of the devices. As the result, getting the baslierstanding of
capacitive touch technologies is a long experimental process. We theoh ¢aallenges that
are common in wireless communications, such as bit and frame synchronizatimhhaving
a noisy channel. However, traditional techniques in wireless communicatiorotbe directly
applied to address these challenges due to the physical properties pétidnm sncluding lim-
ited symbol rate, or uncontrolled parasitic capacitance. Instead, wesdexis own calibration
and demodulation algorithms to address theses challenges. We tested timesyateoff-the-
self device and showed the feasibility of capacitive touch communication. Wigleurrent
data rate is limited, it is enough to allow new way of managing user identifiersreatdesnew

classes of applications such as parental control, multi-users gameseakdauthentications.

2.1 Introduction

Mobile devices now provide us ubiquitous access to a vast array of mextiant and digital
services. They can access our emails and personal photos, opears(24] or our garage
doors [25], pay bills and transfer funds between our bank accoonutsy merchandise, as well
as control our homes [26]. Arguably, they now provide the de-facigiesisign on access to all
our content and services, which has proven so elusive on the web.

As we increasingly rely on a variety of such devices, we tend to quickly bvihigtween
them and temporarily share them with others [27]. We may let our childrengalanyes on our
smartphones or share a tablet with colleagues or family members. Sometimeseandayibe
used by several persons simultaneously, as when playing a multi-player@aa tablet, and
occasionally, a device might fall into the hands of strangers.

In all these situations, it would be of great benefit for the device to knbw i interacting
with it and occasionally to authenticate the user. We may want to limit access-tpagepriate
games and media for our children or prevent them from charging oditcard? We desire

to hide sensitive personal information from strangers, colleaguesgrbaps even a curious

1Apple is facing a law suit over children’s in-app credit card purch§2®ls
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spouse [29, 27]. Or, we may simply want to enjoy an enhanced usetiexpe from the multi-
player game that can tell who touched the screen.

Unfortunately, user identification and authentication mechanisms availableayigano-
bile devices have been largely adopted from PC software and havelloetdd the versatility
of the usage and sharing possibilities. For example, several mobile dégigesPad or iOS
devices) do allow to restrict access to device functions, but the devicestgrovide any easy
way to quickly change, let alone authenticate users. They provide Ribscpasswords, for
authentication, and a number of other techniques have been proposesthychers [30]. Yet
they remain cumbersome and very few people enable these security $eaturesir phones.

In this work, we will explore a form of “wireless” communication, that we tarapacitive
touch communicatioto address this issue. The key idea is to exploit the pervasive capacitive
touch screen and touchpad input devices as receivers for an idamgificode transmitted by
a hardware identification token. While the token can take many forms, wédeorsere an
example realization as a ring, inspired by the signet rings used since ttities. The token
transmits electrical signals on contact with the screen, either direct camtentirect contact
through the human skin.

The major contributions of this work are as follows:

e Painting a vision to use the near-ubiquitous capacitative touch sensorsinguigsh and

possibly authenticate users.

e Introducing and exploring the concept of capacitive touch communicasi@me mech-

anism to distinguish users.

e Showing how the output of an off-the-shelf touchscreen system caffdeed by elec-
trical signals generated in a token that is in contact with the screen. Wehaisoh®w

such signals can be transmitted through the human skin.

e Designing and implementing a prototype transmitter in the form of a signet ring and
receiver software for communicating short codes through an offiiedf- capacitative

touch screen
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Figure 2.1: Schematic of a basic capacitive touchscreen

2.2 Background

Touchscreen technology was first developed in the 1960’s for aficti@introl systems [31]
and is now a popular user interface technology on devices rangingAfdns and self-service
terminals in grocery stores or airports, to cars, smartphones, and tablets.the touchpads
used in laptops are based on similar technology. These products empérguiffouchscreen
implementations, including analog resistive, surface capacitive, projeefedtitive, surface
acoustic wave, infrared and optical technology to mention a few. On mohileeds however,

capacitive touchscreens have emerged as the main technology andisetdoevork on those.

2.2.1 Capacitive Touchscreen Technology

A capacitive screen in most commercial tablets and smart phones consastaofy of con-
ducting electrodes behind a transparent, insulating glass layer whichsdatezich by mea-
suring the additional capacitance of a human body in the circuit. Figure @vissihschematic

of one possible realization of such a system [32]. When a user touchastéen, her finger

acts as the second electrode in a capacitor with the screen as the dielels&riuthscreen
electrodes are driven by an AC signal ) which sends a current through the screen capaci-
tanceC; passing through the body capacitari¢g, and then back into the tablet through the
case capacitangg.. This change in voltage measured at one or more screen electrodes is then

passed to the screen controller for processing. Because all of thhamet@pacitance values
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653
Cs

Figure 2.2: Internal touch detection circuit

are small (hundreds of picofarads [33]) environmental noise makestdireasurement of this
current impractical. Instead, the charge integration circuitry in Figure 218dd to measure
the excess capacitance associated with a finger touch. In this case, hsiigid, Vg, is
synchronized with a pair of switches and a charge integrator. Swidh first closed to dis-
charge capacito€’; and then opened. Next, switdh is closed ands; opened whileV;, is
high. This charges the series combination ofthe C., andC,. ThenS; is opened and,
closed, transferring this charge 4. This is commonly known as sample and hold operation.
After a fixed number of cycles, the voltage 6h is directly proportional to the ratio between
C; and the series combination 6fg, C., andC;,. This voltage is then used to detect touch
and, through the matrix addressing of the electrodes, position of the tblecite, even when
a finger moved across the screen surface without lifting it, the finger tegbes detection at

different positions on the electrode array.

2.2.2 Related Work

The most closely related projects to our work are T@f34], DiamondTouch [35], Signet
[36], IR Ring [37], Magkey/Mickey [38]. Proposed in 2001 as onglwf first efforts toward
differentiating touches of different users interacting with the same syriziamondTouch uses
a physical table to transmit capacitively coupled signals through usesschnd finally to

the receiver. Along the line of using human body as a medium of communicateEumBt
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al. [39] proposed a technique to detect the presence of human bodycagiagitive proximity
sensing. However, these approaches require extensive harifvastructure which makes it
impossible to apply to mobile scenarios. Our work seeks for solutions thattdequire any
modification or addition of hardware to existing touchscreen-enabledetevic

Touche proposes a technique, called Swept Frequency Capacitive Setigihgan rec-
ognize human hand and body configurations. While the technique coubdeemnanew way
of human computer interaction, it would require additional special hasla@mponent to be
manufactured onto the devices. Signet[36] uses physical patternsidficiive material as
unigque inputs for authentication through a capacitive touch screen. ntnast, our work fo-
cuses on using arbitrary programmable sequences of bits throughudiesatthe user’s fingers.
As such, it makes the solution non-intrusive and applicable to wider clagsggplications.

There are several ways to authenticate a user, which in general chvide into 1) what
you know, 2) what you have, and 3) who you are. PINs, passvadswipe patterns are the
most widely spread authentication mechanism for mobile phones [30, 48keThethods are
easy to implement and require no special hardware, but are easilywableeby an adversary
and usually have very low information entropy. For example the usual 4ibienic PINs used
in most phones have a theoretical potential entrogy®f(10*) = 13.3 bits. Practical entropy
for 4-digit PINs is likely to be much lower, as is the case with passwords [Aig second type
of authentication mechanisms (“what you have”) are often also reféor@d authentication
tokens, examples include Magkey/Mickey [38], RFID or other wirelessrisksuch as tran-
sient authentication [42], and IR Ring [37]. Magkey and Mickey arenskéat use magnetic
fields and acoustic signals that are received by the phone’s compassienophone respec-
tively. RFID, NFC and other wireless-based techniques are pronevés@@pping and suffer
from interference among multiple radio signal sources. One example teehbaonging to
that category is RingBow [43], a wearable hardware token in the forenrofg, which com-
municates with the mobile device using Bluetooth. This type of communication is isecu
during the pairing period and does not allow touchscreen-enablededeniassociate touch
events to their users. And finally, IR Ring demonstrated the possibility to useried and IR
video cameras to authenticate users on a multitouch display, which is not dapptigable to

today’s mobile devices due to its additional hardware requirement.
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Examples of “who you are” include iris recognition, face recognition avidesrecognition
all of which are being actively prototyped and tested on mobile devices.rdatatrix claims
to be the first phone in the western market to have a fingerprint sendpwple Sony is
developing a novel finger-vein pattern matching technique [45]. Bottettezhiniques require
specialized hardware which adds to the cost and form-factor of hithdéeices and are prone
to known vulnerabilities [46, 47]. On the other hand, face, iris and vacegnition utilizes the
in-built sensors and most of the feature set required are already impksienmobile devices
for other applications [48, 49]. While these techniques can leveragebtimance of past
research in the respective fields, they also suffer from the well kispwofing mechanisms [50,
51]. For example both high-quality photograph of the eye and printed cideteses have been
used to achieve close to 100% spoof acceptance rates for iris recogyistems [52f. Similar
results hold for face detection and voice detection although large stridedsar being made
for spoof detection in biometric authentication systems (see Jain et al. [B4hameferences
therein). More recently, innovative uses of the various sensors bl@ilamost smart phones
have led to a number afnconventional technique&or example, there are proposals [55, 56]
for in-air gesture based authentication mechanism which uses the aotetiersensors of the
mobile device. Being easily visible to an adversary, such a scheme duoffierain unpleasant
tradeoff between coming up with complex gestures and being susceptiblpyt@itacks, and
can also be socially awkward. Implicit authentication is a similar approach vdirok to
authenticate mobile users based on everyday actions such as numbenmichfredilts, location,
connectivity pattern, etc. and keeps a multi-variable continuous authentisatice of the user.
As obvious as it is, this requires a continuous modelling and logging of datadrvariety of
sensors and has a high energy cost.

Today’'s consumer electronic devices often include some form of paoriol mecha-
nisms, which are usually limited to locking out some functionalities of the devicervicg,
e.g. adult content. Parental control mechanisms are an overlookedfassearch, however,
recent studies indicate that there would be demand for flexible accesslanechanisms at

home [57]. Our presented work can be seen as an easy to use enapbrehtal access control

2The face recognition system available in the new Google Android basesy@déxus platform can be com-
promised just by showing a picture taken with another smartphone [53].
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mechanisms.

The problem of device pairing is also closely related to secure authentieattbsolution
approaches often overlap. The general objective in this case is ttednabdevices with no
prior context to securely associate with each other in the presence ahrtlaeqmiddle adver-
sary. The short-range and frequency hopping nature of Bluetootkshie& robust authentica-
tion mechanism, however several recent works expose a key vuilitgrapassive sniffing of
the PIN during the pairing process [58]. Similarly, for near-field commuigna (NFC) [59]
based pairing, eavesdropping using directional antennas has loemtstbe a critical security
threat [60]. Novel use of the accelerometer sensor in mobile devicagtestly been shown
to provide a secure method of device pairing [61]. While robust for twopgmed mobile de-
vices, the requirement of shaking prevents its use from cases whiciha @airing of a mobile
device with a fixed device. Further, replication of the movement by an sameris possible
through careful observation of the pairing process. Finally, a rem@mtoach uses public RF
signals such as TV and FM broadcasts to derive cryptographic kegedare pairing between
close-by devices [62].

Auxiliary channels to establish shared secrets have been studied eskgirsthe domain
of secure pairing since the resurrecting duckling model [63]. Examptdsda using infrared
[64] or humans [65]. More recently secure pairing efforts have $eduon using the same
channel for authentication and data, and deriving the keying materiadllmasthe local envi-
ronment, e.g [62]. In contrast, our approach provides a seamless \waghtsecurely pair the

device and authenticate later.

2.3 Capacitive Touch Communication

To allow mobile devices to identify their users in a less obtrusive manner, plerexa novel
form of “wireless” communication in which a touch panel acts as a recadra small ring-
like device worn by the user serves as the transmitter. This type of communicafiich
we termcapacitive touch communicatipoould have wide applicability since touch panels are
now ubiquitous.

While it would be interesting to also consider modifications to the touch sensiwéie
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Figure 2.3: Capacitive touch screen communication sho@i@dK modulation and variations in

number and timing of generated events

and firmware to facilitate such communication, we focus this first study on exglto what
extent the communication can be achieved with off-the-shelf touch seystenss. This means
we will only have access to the touch events exported by the screergs, aibt the raw voltages
measurements. It imposes very stringent requirements on the communicatiocofs, as we
will see in the next sections. We believe, however, that this is a useful galittion within the
design space of capacitive touch communication, since this approach attmvidmore rapid

deployment on existing devices.

2.3.1 Creating Artificial Touch Events

Motivated by this goal, we discovered a technique for “spoofing” theestdetection algorithm
by causing the system to alternately register touch/no touch conditions éamntie finger is
not moving. This allows us to send a digital signal into the touchscreen.

Referring again to Figure 2.1, one possible method for artificially creatinthteuents is
by injecting a synchronized signalfsgg) into the circuit with the proper amplitude and phase
to increase or decrease the charge integrate@;onJUnfortunately, the signal in the device,
Vsig, IS Not available to the external user, so such synchronization woulktizeresly difficult.

As such, we use an unsynchronized lower frequency signal of mghitade which charges

and discharge§’; asynchronously, leading to repetitive, but irregular, touch/no touehtsv
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Figure 2.4: Touch event structure retrieved by touch sceeetroller

captured by the touchscreen controller. This process essentiallyf&Sgbe touch detection
mechanism by injecting high level repetitive signals and introduces a teéhtogend a low
bit rate signal into the tablet. With precise knowledge of the proprietary teeisbor systems it
should be possible to create much more fine-grained signaling methodsefpaorgose of this
feasibility study, however, we will now consider how this coarse technigquebe leveraged for

designing a user identification system.

2.3.2 Communication System Overview

The communication scheme we are proposing can be modeled as a classinalrioation
system with a transmitter, a receiver and a complex channel connectingghagwhown in
Figure 2.3.

Transmitter: The transmitter in our system is a wearable battery-powered hardware toke
One possible form that such a token could take is that of a ring, essentididytal version
of the signet rings carried by nobility in earlier tinfesVhile many other forms of tokens are
possible, we will use theng concept as a running example throughout this chapter.

The ring would contain a small flash memory that stores a bit sequence osageew/hich
could be a user identifier or a secret key that authenticates a usea lizas simple processor
that reads the bit sequence and generates an On-Off keying (O6Khflulated signal. That
is, bitone is represented by turnir@na carrier signal; and bitero by switchingoff that carrier
signal, as thé'x Signalshown in Figure 2.3. When the ring is pressed against the screen, it
acts as a voltage sourc\eg(ig in Figure 2.1) which creates a set of touch events with timestamps
following the bit sequence being transmitted.

Channel: Since the events generated follow the bit sequence being transmitted \thiete e

can be used to reconstruct the original bit sequence, which is unkiaativa screen otherwise.

3A finger ring bearing a hard-to-fake engraved pattern, which s@wesseal of authority, a signet.
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Thus, in this setting, the channel can be thought of as the combination ddrdllvare and
software components that affect the relationship between the transmittedjbérece and the
events registered: (i) the series of capacitances, (ii) the firmware thescwith the screen,
and (iii) the proprietary driver that is a part of the device’s operatiraesy.

Unfortunately, due to the internal switching frequency inside the toucél paon-deterministic
amount of charge accumulation and the firmware/driver artifacts, the mantdehe timing of
the events do not directly follow the input sequence. For example, in Fig8revhen the first
bit one is transmitted, three touch events are triggered, while in the succeedindive and
four events are produced. Furthermore, even though transmissioreod ahould not trigger
touch events, one and two events are registered in thedws presented in this example re-
spectively. In addition, the channel adds a variable and unknown Hetayeen the transmitted
sequence and the touch event registered.

Receiver: TheTx Signaltransmitted by the ring generates touch events represented by the
6-tuple structure depicted in Figure 2.4 (a detailed description of this steuistypresented in
Section 2.5). Because the only information we can use is the timestamps of tite reggstered
by the screen driver, the system requires an unconventional eeckeigign. Instead of the usual
practice of looking at the amplitudddquch Amplituddield) of the received signal, which in
this case is not related to the transmitted data, we usedhgber of events registerddr
demodulating. That is, the software component receives a bit 1 if the muhbeents which
appeared in that bit period is greater than a certain threshold andegseeit O otherwise.

We note that there is a variable delay from the moment that touch events egse r
tered to the kernel until it is handed to the application-level software, winickur case is
the application-level demodulator. This delay makes demodulating less teccdiae time
variance, we suspect, is due to the queueing and processing delagednatnen the event
information travels up the software stack, from the touch-event handtéeiAndroid kernel
to the application level. To mitigate this inaccuracy, our demodulator looks attich gvent
timestamps at the kernel level (using a fprintk commands in the touchscreen driver of our
prototype).

The key challenge is to handle the variance in the number and timing of the ¢vanis

introduced by the channel. To address this issue, we characterizepetexk behaviour of the
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Figure 2.5: Overall architecture of the capacitive toucmgwnication system

channel, reflected in terms of event counts, for decoding of the exte®quence, as described
in Section 2.4.1. Specifically, we apply a joint decoding-synchronizatidmtgoe that uses
a threshold-based and distance-based method to simultaneously syrelaodt decode the
received sequence.

Figure 2.5 shows the high level architecture of the system and how comiganéeract.
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Note that since we do not have access to the touchscreen controllerutiheeieents, not the
underlying physical voltage differences, are the input to the receiver
Indirect Communication: Even without direct contact with the screen, the ring can com-

municate with the touchscreen device as long as the ring bearing finger istattwiith the
screen. In particular, the electrical pulses that are transmitted througmanhfinger’s skin
from the ring create the same effect of changing the screen capacitanegister artificial
touch events. However, we found that due to the skin resistance, theenwbvents gen-
erated through this type of indirect contact is only enough for detectingrénsence of the
ring, but not stable and regular enough for reliably decoding the datg lensmitted. We
can leverage this capability of the communication system to enable a noveigieeha dif-
ferentiate two users simultaneously interacting with the same touchscreesxaimiple in a
shared-screen two player game. The detection algorithm used for thisahoolemunication

is described in Section 2.4.3.

2.4 Decoder design

The proposed capacitive touch communication system allows users to sesdgee to the
application layer of the device. This unconventional use of the touatiscespecially under
the constraint of using commercial off-the-shelf devices without lowegrl@gcess, poses a

number of challenges:

1. We observed that the receiver responds differently to the samefaljowting a different
bit pattern; this could be due either to the physical layer or the softwarestbptimized
for detecting touch events from a human finger. For example, the numtmreots
registered to the screen when bit 1 is sent after a long sequence ofifierisrd from
that of a bit 1 that comes after a sequence of 1s. The normal solution idécioe data
to avoid this pattern dependent effect. Rather than adopting a typical-bit-dgcoding
solution, our data rate is already so limited that we developed our own caitheizgxl

specifically for the observed pattern dependence.

2. There is a variable delay between the transmission of a symbol and it$ioacapthe
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Algorithm 1: Threshold selection algorithm
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12

13
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input : Egserete - EVvent sequence in time domain
Tz BitSeq - Original transmitted bit sequence
BitRate - Transmission bit rate (bps)

output: 1e andOe - Expected number of eventsdmes andzeros

bitPeriod + 57 5o
oneC <« 0// Event counter for all ones
zeroC <« 0 // Event counter for all zeros
/[Convert discrete events to event vector in time series
for i =1 — max(Egiscrete) dO
if eXiStEg;scretelj] == ithen Ey[i]=1
elseE;[i] =0
//Find the starting position that gives the mbixX)e Ratio
for startPos =1 —bitPeriod do
for j=1 — length(l"z BitSeq) do
eCount = sumf; [startPos + (j — 1) « bitPeriod, startPos + j x bitPeriod])
if TxBitSeq(j) == 1then

oneC =oneC + eCount

elsezeroC = zeroC + eCount

/I UpdateleOe Ratio

currente = oneC/no. bit 1 in Tx BitSeq
currenbe = zeroC/no. bit 0 in TxBitSeq
if currentle/currene > maxRatio then
maxRatio = currente/currente

le =currente ; Oe= currenfe

return le andOe;
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receiver after processing through all layers of firmware and softw&his jitter signif-
icantly increases the difficulty of detection. Since the communication chaasdbiv
bandwidth and high jitter, no traditional symbol synchronization schemekedirectly
applied. We overcome the bit synchronization challenge by simultaneoustysniz-

ing and demodulating the signal.

3. The channel adds an unknown delay between receiver and tramsthitgoroblem is
classically solved using a frame synchronization which requires usinggarfire. Since
we have a low bandwidth channel and would like to transmit the message in tevy a
seconds, the message can only include limited number of bits. Thus, we tcaffiond
to add the preamble. Instead, we use constrained bit patterns that are unagr cyclic

shifts caused by unsynchronized frames.

The conversion from touch events to a sequence of binary digits is bagé principle of
On-Off keying; the touchscreen driver produces several evemts & binaryne is transmitted
and only a few events whenzaro is transmitted. The key challenge is to handle the variance
in the number of events associated withes andzeros. In the coming sections, we describe
an off-line calibration procedure to characterize the expected behadithe channel, which
is then used in the online phase to classify touch responsesrasor one transmissions.
Once a sequence of bits is decoded, we use a “closeness” metric to detdmmitistance of
the received message from the set of all possible messages of the sgthe [Enis process
corrects for uncertainty in timing and event number. Details about the dektbe closeness

metric and the decoding process are presented in the next sections.

2.4.1 Determination of Expected Number of Events fobnes and zeros

To determine the number of touch events associated witlear zero, it is necessary to cali-
brate the device at each data rate before use. This calibration to deterresteoilds only needs
to be performed once per device, at initialization; thereafter it can bedsitote lookup table
and adjusted during self calibration depending on an estimate of the datd laéeimcoming
data sequence or fetched as an input from applications. To determirmutiténg threshold for

each data rate, a sequenceoés andzeros is repeatedly transmitted in a prescribed pattern.
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Figure 2.6: Offline calibration process searching for theex bit synchronization point at which the

1leOeratio reaches the maximum value

On the receiver side, event sequence is detected and recorded tfile@ [dgreshold selection
algorithm, algorithm 1, takes the log file and the prescribed pattern as inputijoute the two
expected counter thresholtls and0Oe. We devise Algorithm 1 to simultaneously demodulate
the received event sequence and find the bit starting point. The intuitiondoiae algorithm is
that the correct bit synchronization maximizes total number of eventsdmadland minimize
number of event in alteros . We defineleQeratio as being the normalized ratio between the

total number of events in allhes andtotal number of events in alleros :

Y(Event Counters in Ones)
Number of Ones

Y (Event Counters in Zeros)
Number of Zeros

leOe Ratio =

This ratio is maximized when bit synchronization is correct. The ideal spmitation, for
example, should have total number of events inatbs close to 0, and number of events in all
ones close to the total number of events in the whole event sequence, in whiehe@eratio
reaches its maximum. lllustrated in Figure 2.6, in which the transmitter repeateiiyrtita

a sequence of alternating 0 and 1, the incorrect synchronization misaligmg events of bit
ones in to bit zeros making theleOelower compared to that of the correct synchronization.
Algorithm 1 first converts the discrete timing event information to a event/eotdime series
data. That is, if the received sequence of everfjs  cte = {E1, Eo, ..., Ep} in which E;

is i*" event, it will be represented by a vector in the forfit. = [Et,, Bty ....Et; . ] where
Et; = 1 if there exists an everfi,, such that, = i, and0 otherwise. In the second step, the
algorithm tries all possible bit starting points within the first bit period, with ggehinvolving

a counting of the number of events in all bit periods of the sequence. tahang point that
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Bit Rate (bps) 4 5 8 | 10| 12 | 15

Expected no. of | 11.3| 9.2 58| 45| 3.6 3.3

events inones (1e)

Expectedno.of | 20 | 1.6|1.2| 1.0| 0.7| 0.7

events inzeros (0e)

One-Zero threshold 7 6 4 4 2 2

Table 2.1: One-Zero threshold and expected number of eirebtsone andzero for different bit rates
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Figure 2.7: Number of events in hite and bitzero for transmissions at 4 bits/s

leads to the highest ratio is considered the correct bit sync position, whilbittsequence
corresponding to that starting point is the demodulated result of the eaguntisce. At the end
of this process, since the total number of events imads and total number of events in all
zeros is found, the expected number of eventsites andzeros, 1le and0e can be derived
and stored in memory for future demodulation. Figure 2.7 shows the distrilnfttbe number
of touch events registered corresponding to the transmissionsrofand one evaluated by
using algorithm 1 for a 3000 bit sequence of alternatiagos andones. The variations due
to the transmission bit rate is recorded in table 2.1, which shows that theceveritthreshold

required for decoding varies from 7 events for 4 bits/s to 2 events foitds.
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Figure 2.8:Type, SizendApmlitudevalues generated from finger swipes with and without the. ing
ring bearing finger produces maAMP events while swipe without ring induces correlation betwee

SizeandAmplitude

2.4.2 Minimum Distance Demodulation

Using the counter thresholds from the previous section, Algorithm 2 delateduthe timing
event sequence to get the data sequence sent by the transmitter. 8tesame synchroniza-
tion challenge with the threshold detection algorithm, this algorithm has to detegbitein
time at which the data is transmitted. At the same time, it demodulates the eventetpen
get the information that has been transmitted. Note that simply relying on thevest to
determine the starting point is not enough since there is a fair amount of timiegtaimty in
the communication channel. Intuitively, the algorithm traverses the seqtetrgeall possible
starting points. At each point, it gauges the “distance” between the esgmésce and all mes-
sages. It then ranks the positions with “similarity” value and selects the ohéakaiighest
“similarity” index. The message corresponding to that index will be the dstedlue of the
event sequence.

So the question remains as to how to measure the similarity between two sequéfeces
define a distance metric as following: (3, j) be the distance between an event sequence that
has a starting point at pointand the messagé;, with j = 1..number of messages. Using
the same notations as defined in the previous algorithm, in whiich [Et;, Ets, ....Et;, ]IS

the event vector re-sampled along the time domain, an event coeitefor bit atp;;, position
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Algorithm 2: Min Distance Demodulation Algorithm

input : E, - Event sequence in time domain
BitRate - Transmission bit rate (bps)
MessageLength - Original message length
PosMessageV ec - Possible message vector
le andOe - Expected number of events in ones and zeros

output: Rz BitSeq - Received bit sequence

H H 1000
1 bitPeriod « BitRaic

2 minDistance + MAX-INT

3 for startPos =1 —bitPeriod do

4 foreach messagén PosMessageV ec do
5 rotatedMesgVec getAllCyclicVersions(message)
6 for j=1 — MessageLength do
7 eCount][] = sum(E;[startPos + (j — 1) = bitPeriod, startPos + j « bitPeriod])
8 foreach rotatedInstancen rotatedMesgVedo
9 currentDist = 0;
10 foreach i*" bitin rotatedInstance do
1 if it bit == 1then
12 currentDist = currentDist + max(Q¢ - eCountf])
13 else
14 currentDist = currentDist + max(0,eCouijtf Oe)
15 /I Update Min distance
16 if currentDistance< minDistance then
17 minDistance = currentDist;
18 RxCandidate = rotatedInstance;

19 return RxCandidate
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from the starting point can be computed by:

pxbit period

eC)p = Z Et,

q=(p—1)xbit period
Then distancé (i, j) can be derived as:
message length
D(i,j)= Y,
k=1
with
; maz(0,eC, — 0e), if the k' bit on messagé; is 0
. maz(0, le — eCp), if the k' bit on messagé; is 1
We note that since messages are cyclically transmitted, the algorithm doeslyyxacbmpute
the distance of a sequence to a message but it does so for all uotqtex version of that
message.

The intuition behind this metric is that it rewards starting points that make the eécod
sequence look similar to one of the messages in the message vector. The $raallstance,
the closer the decoded sequence to the message. Hence, sm@llgswill tell which position
on the sequence is correct synchronization position and which messhgeeigent sequence
representing.

We note that when the number of possible messages is small (order oeldghdt is fea-
sible to apply Algorithm 2 to exhaustively search through the whole mesgage $ demodu-
late. However, when the number of possible messages is large, the abewustve algorithm
can become prohibitively expensive or impossible. In such cases, nfiwiergfalgorithm as-
suming no knowledge of the message becomes handy. That algorithra 8fesame intuition
with Algorithm 1, in that it tries all possible starting points. However, at eadsile position,

it directly converts the sequence to data bit sequence by counting the naf@vents in each

bit period and select the one that yields the highe8t ratio.

Other demodulation schemes.n the process of finding the most suitable demodulation
scheme, we experimented with several other demodulations schemes dlarirthsesholding
modulation 1eOe ratio demodulatiorandmaximum key correlatiorNon-thresholding modu-

lation scheme does not require any training to learn expected numberri$ évezeros (€
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and ones1e). It instead looks at all possible starting positions and compares them with all
possible keys to find the best match. The comparison is done by countingrtiteenof touch
events in bitones and bitzeros . The ratio between the two counters is used as the corre-
lation metric. The algorithm simultaneously picks the synchronization point aodd#s the
sequence of events by selecting the starting point that gives the highesaton with one of

the possible keys. The maximum key correlation method takes an approadch ghmilar to

the minimum distance modulation but has a different evaluation function. Fowthdefined
another correlation coefficient function to take the noisy channel intoustc Specifically, the
function gives one point to a bit that is equal to the bit at the same positiorearotiect key
and gives partial point to the bit that is not correctly decoded but hasrdoer of events close

to theOne — Zero threshold. Lastly, by relaxing the requirement about the prior knowletige
the possible message space, we have the third alternative algotithenratio demodulation
algorithm. It becomes useful when the possible message space is un@nswaarge that it

is prohibitively expensive to conduct an exhaustive search to find minidistance or maxi-
mum correlation. All three alternative algorithms however do not perfamwall as the Min
Distance Algorithm presented earlier after the calibration process unel@sgumption of a

manageable and known message space.

2.4.3 Ring Detection for Indirect Communication

As mentioned in Section 2.3, an indirect mode of communication is enabled wheadnsf
the ring, a ring bearing finger is in direct contact with the touchscreesudh cases, only the
presence of a ring needs to be detected. However detecting the ring ireenpe of finger
movements (or finger swipes) is challenging since the events generatéal ttheemovement
of the finger and those by the ring cannot be easily distinguished.

Figure 2.8 shows three fields of the touch event outplygie Sizeand Amplitude gen-
erated when a user swipes a finger across the screen with and withointgh&Ve leverage
two key observations from the patterns observed for designing atrdbtection algorithm:

(i) events generated by the finger movement without the ring are mostly oM{péE while
those generated by the ring are mostly of td&P, however due to the excess pressure exerted

from the drag force of the finger on the touchscreen, aA&HP events can also be generated
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Figure 2.9: Touchsreen responses to 10 \olt peak-to-pasksgvave signals with different

frequencies ranging from 100Hz to 120KHz (log scale)

during finger swipe movements without the ring; (i) in the absence of thethierggequence of

SizeandAmplitudevalues are correlated since increasing the pressure brings moreesairéa

of the finger in contact with the screen. We confirm these observationsllegting data from

a large number of swipe movements, both with and without the ring from 5 eliffersers.
Since both the presence of a large numbeABIP events and the absence of correlation

betweerSizeandAmplitudeindicate the presence of a ring, we define a meiyig,, which re-

lates to the normalized number AMP events registerech(,,,,) and the correlation coefficient

between th&izeandAmplitudevalues ¢s 1) as:
Pring = & X Ngmp + (1 —a) x (1 —cga)

wherea € [0, 1] is parameter which signifies the relative contributions:gf,, andcgy4 in
determining the,;,, value. Given a set of generated events, a detection threshpld then

used on thep,;,, value to classify the presence or absence of the ring. We determined the
values of the two parametesisand\;;, through a training set consisting of 1000 swipes from 3
different users, using traditional least square minimization. After the tiginimand \;;, were

determined to be 0.83 and 0.5 respectively.
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1KHz square wave signal captured in kernel level log files

2.5 Exploring the parameter space

Data transmission using capacitive touchscreen communication is an umekplode of com-
munication. In this section, we explore the dynamic ranges of frequenktggecand signal
types that can be used for triggering usable events through the scinemm ldaving picked the
most suitable set of parameters, we then study the performance of the caratimmsystem
for different use cases.

In order to conveniently vary the input signal parameters, as requirtdsimnalysis, we
placed a flat, rounded copper piece on the screen surface of a Sp@alaxy Tab 10.1, which
uses a Atmel maxTouch touch panel [67], and attached it to the outputAfF@m3000 Series
function generator [68]. This setup simulates the touch of the ring on teerssurface while
offering two main benefits over the battery-powered prototype deschib8dction 2.6: (i) it
alleviates the microcontroller’s limitation in generating arbitrary waveforms ani greatly
expands the scale of repeated experiments (order of tens of thousdadging runs) which

would be otherwise limited by time and human effort.
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2.5.1 Triggering Touch Events

The inner-workings of the touch screen are proprietary and not alailar use in designing
either our hardware or software. A main task is to determine what type dfie@signal will
be interpreted as a touch event when it is injected into the touchscreemserathis, we
inject different signals from a function generator through an attaclestrede approximately
the size of a finger to the surface of the touchscreen. Note that we aomlyanterested in
reliably creating artificial touch events but also trying to create those eenaximum rate.
Since the transmitter modulates the signal using an OOK scheme, the higheerhheate is,
the faster it can transmit.

The touch events retrieved by the tablet's operating system, Android & 2¢piresented
in a 6-tuple structure depicted in Figure 2.4. Indicated throbgént Typdield, touches are
classified into one of the following type#OVE, AMP, MOVEAMP, PRESSRELEASEand
SUPPRESS-or example, MOVEAMPevent is registered when both touch pressure and X, Y-
coordinates change at the same time; aBJ® PRES8vent happens when the touch pressure
exceeds a predefined threshold. Note that such touch events aredriggeen a finger first
touches the panel, when the position of the finger on the screen chaviyssthe pressure
changes, and when the finger leaves the scr@ench Sizeand Touch Amplitudespecify the
size and amplitude of the touch respectivélginter ID is used to differentiate the presence of
two or more points of contact at the same time, or multi-touch. A physical touesa/oltage
changes at many different electrodes, but the firmware and driggegate them to output a
single touch event to the operating system. Since the aggregation algorithopigtary, the
conversion from electrical signals of our interest to such touch evanterly be empirically
learnt.

An important aspect of the system is the maximum possible data rate througtrékea,s
which depends on two key characteristics of the screen: (i) the higitesatrwhich the driver
and firmware allows touch events to be registered and (ii) the internal swjtireiquency of the
sensing hardware. Atmel mXT1386’s datasheet specifies a maximum o&d30uch events
per second [67]. However, due to the driver in Android’s softwaaels the maximum rate

is significantly reduced. We conducted many experiments to gauge the metdgiahum event
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files with 10 Volt peak-to-peak 1KHz square wave input signal

detection rate. We transmitted signals with different waveforms, at différequencies and
voltage levels to a screen. With frequencies ranging from 100 Hz to 120 WeElobserved that
a 10 \olt peak-to-peak square wave signal at a frequency of 1 KiHzegister the maximum
rate of 41 events/second (i.e. average inter event arrival tingke ef 24 ms).

In particular, we began with finding the frequency to which the touchescreas most
responsive. To do so, we set the Tektronix digital function generatgenerate square wave
of different frequencies at 10 Volt peak-to-peak amplitude. Theueagy was varied from 100
Hz to 1 KHz with 100 Hz difference, from 1 KHz to 10 KHz with 1KHz differes and from
10 KHz to 120 KHz with 10s KHz difference. To collect the signals, we wirezloutput from
the function generator to a flat soldered electrode, then placed the dkeotrdhe surface of the
Samsung Galaxy Tab 10.1 touchscreen. To make the electrode stable arfake,sve taped
it tightly to the touchscreen to avoid unintended movement. For each fregqueacollected
the data for 200 seconds. Then recorded the number of events collextethe kernel. The

average number of events is shown in Figure 2.9, which suggests thatdlea Hest responds
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to a signal at 1 KHz.

Figure 2.11 shows the CDF of inter-event arrival times at the kernebpptication level
log files. While almost 90% of the times, two consecutive events captured kkethel log
happen within 20 ms with very little variation, that number widely varies from 3 ms8to 4
ms in the case of the application level log. That observation indicates thaf thertiming
information from kernel level log would could improve the demodulation resulish mainly
relies on event timestamps. In addition, we also observed that sinusoid@nguiar signals
do not register any events. With such waveforms, the rate of signagetiarso slow that the
voltage amplitude sensed is not high enough to be considered a touch\&esfurther tested
with signals with different amplitudes and noticed that if the voltage amplitude afigral
is too high, the screen blocks all subsequent touch events for a @t pf time and sends
an error event to the operating system, which is the SUPPRESS event redrdloove. If the
voltage is too low, the signal is either not detected or detected at a very tewoyahe touch
screen.

A scatter plot of 86,200 events collected over 1850 seconds, Figure iRubfrates the
distribution of inter-arrival times, i.e. the time difference between two carnse&cevents,
captured in kernel level log. An interesting pattern can be observed imd=&y10 is: most of
the inter arrival times fall into specific narrow bands which we believe tousetd firmware
throttling. Its cumulative distribution shows that®&f the time, the inter-event arrival time
is less than 40 ms. Note that this event detection rate is more than 7 times lowerghateth
of 150 raw touch events per second specified by the manufacturenjifjout access to the
physical layer and the proprietary driver, we cannot determine thinasfghis discrepancy.
We suspect that the touch panel device driver imposes a practical limdvemiany events the
operating system can see under certain assumption on the maximum possnbiata/that can
generated by human being.The data rate could be at least 7 times fastehttamexcurrently
achieve with access to the driver; and even higher data rate might bblpagith direct access

to the lower physical layer.
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2.5.2 Bitrate vs. Detection Rate Trade-off

The main performance metrics here are the detection rate and the falseaaceapte. The de-
tection rate signifies the probability of correct decoding of a message waifalde acceptance
rate characterizes the probability of a wrong message being incorrectiglel@ as the original
message. As explained in Section 2.4 and shown in Table 2.1, there existe-affraetween
the detection rate and the bit rate at which messages can be decodeddtonrctiscreen event
logs. Correspondingly, since there are higher chances of incaleeoding at higher bit rates,
the number of false positives increase as the bit rate increases. Intorgigantify this phe-
nomenon, we use the setup described above to repeatedly transmit rsedsditierent length
at different bit rates. Figure 2.12 and Figure 2.13 show the detectioriads®l acceptance
rates observed. To derive the detection rate for each message leddift eate, we transmit
each message of that length 5000 times and present the average peroéntagsages that are
correctly decoded. Similarly, the false acceptance rate is derived loyeseally fixing each
message as the correct message and transmitting all other messages ofethenggh 5000
times.
The trends in Figure 2.12 and Figure 2.13 indicate a gradual decline in thetide rate

with the increase in either the transmission bit rate or message length. We ndite thatple
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parental control applications, a 99% detection rate can be achievedrgyZisr 3 bit mes-
sages at 4 bits/s. For applications that have a less stringent detectioaguitement, a much
higher bit rate can be used to speed up the required data transmission timagitHentication
applications, transmitters typically need to transmit a longer bit sequenceet Thegsimilar
entropy level that the 4-number PIN code has, for example, transmitteestdaend a 14-bit

long sequence into the screen, which could take about 3 seconds &5 bits

2.5.3 Indirect Communication Results
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Figure 2.14: Multi-user games: Swipe detection rate
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The next set of results are targeted towards detection of individued ursan indirect commu-
nication scenario. In this scenario, while the bit rate required is not ughy touching the ring
to the touchscreen would hinder in the game-playing process. As suckevade the fact that
even if the finger-tip of the ring bearing finger touches the screen, tterpsin the registered
event logs can be used to differentiate between a user with a signet drigeaane without it.

In order to quantify the performance of this algorithm, we collected a totaj0ifBswipes
from 3 different users with half the swipes with a ring on. We asked thestigsevary the swipe
duration between 300ms to 1.5 seconds but since making a swipe last ¢@epyea given
time is difficult, we bucketed the collected swipes into 100ms durations startingZE®ms
to 1550ms and discard swipes outside of this range. The swipe duratidirsefiges within
a bin are approximated by the mean value of the bin. Using the move eventsnmegjis this
dataset, we calculated the detection rate of ring bearing users and tlemtpgec of swipes
without rings which were wrongly classified as one with rings, i.e., the false@ance rate.

The resulting values shown in Figure 2.14 shows that the detection ratasesreith the
duration of the swipe, at first sharply frorb68% for 300ms swipes t©92% for 500ms swipes
and then gradually after that. Thus if the duration of the swipes used in a rfaygfgame is
longer than 700ms, the users can be classified correctly with a 95% cwrditkyel.

We note that the use of the ring and this communication technique in general hiasmin
impact on the screen’s operational performance (i.e. power consumfatiar event param-
eters) and to the running applications. Because it generates multiple toetwts evhich are
handled by the screen’s firmware and the operating system, the ring ioé®dusmall pro-
cessing overhead to the mobile device. That overhead however is nkgtigimpared to the
legacy load of the mobile device. On the other hand, the effects of the ringuch events’
amplitude and size is observable. That would affect legacy applicatiohsplaates on the

two parameters.

2.6 Ring Prototype and Evaluation

The use of this communication channel with touchscreen device requisashadre token to

generate the appropriate electrical signal and inject it into the touch getistwitry. In this
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Top view

(a) Prototype circuit board (b) Usage of the prototype ring

Figure 2.15: The prototype ring and its usage for transngjtthort messages from the ring to a

touchpad

section, we describe our prototype of the ring which uses off-the-sbeiponents.

2.6.1 Hardware Prototype

The core of the token is a low cost, low power microprocessor, TI-M8P2322 [69] that was
programmed to generate modulated 3 Volt square waves at a frequeni§ydnf Figure 2.16
shows the schematic of the custom-built ring. This square wave is modulated nvi@Hf®ey-
ing to trigger artificial touch events in the screen’s firmware. The micregggsar is mounted on
a 18 mm x 30 mm off-the-shelf board, part of TI-MSP430 eZ430 devetoy kit, as shown on
Figure 2.15(a)-bottom view. We specify the transmission data rate andetpiarse by pro-
gramming the microprocessor through the USB interface that comes with thehl@tsquare
wave and its parameters were selected through experiments with a funatieratpe, as de-
scribed in section 2.5. Since we found that 3 Volt was not adequaterieragigng touch events,
we amplify the output of the microprocessor using a single bipolar transB@s48B [70],
with the supply voltage of 9 Volt (Figure 2.15(a)-top view). One of the mhatlenging parts
of the prototype was to design the electrode configuration that would allowignal to be
injected in series with the touchscreen and the body capacitance of theTisebest point
in the circuit to inject the signaﬁ(;’ig in figure 2.1, would be in series with the finger and the
rest of the body at a point close to the screen. This has obvious analafifficalties and

the low internal resistance of the body makes injection between two closelgdpéectrodes,
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Figure 2.16: Schematic of the custom-built ring

as on the inside surface of a ring, impractical. We opted for a system whengser would

. o ,
wear an insulating ring whergj;

was injected between electrodes on the inside and outside
of the dielectric band. The inner electrode was connected with the fingettemadgh the body
capacitanc&'p and case capacitance (as described in section 2.2), to the internal circuitry
in the tablet. The outer electrode on the ring was directly pressed on tlem stwemingC; to
complete the circuit.

Because a uniform and reproducible contact between the touchsamdethe ring is es-
sential to minimize the error rate, we choose to use a flexible conductive nhé&demake the
electrode and design the face of the ring to control the compression ofnttatial. If the
pressure is too high, the screen bends and its capacit@pcmcreases which in turns can in-

troduce errors. We control this pressure by surrounding the electvat an insulating spacer

of the correct thickness to properly control the compression of the feeglbctrode.

2.6.2 Preliminary Prototype Performance

Using the prototype ring, we experimented with injecting messages throughatheu8g
Galaxy Tablet 10.1 touchscreen. We implemented an Android application that sriaia-
mon login authentication procedures. The application decodes the k&ddayrand transmit-
ted from the ring. Depending on which key its receives, the application wil {ba profile of
the corresponding user that associates with that key. While conductingglgraent, we no-

ticed that at times no events were triggered during the transmission of a Miwearersa. This
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lead to unreliable decoding of messages but we were still able to distinguistoties with a
larger hamming distance. One user carries a ring with the key “1110” asti@ruser carries
a ring with the key “1000”. Each users touched the ring on to the tablet'sagig® times.
A simple threshold-based algorithm that uses the number of touchscreets generated as
input was able to identify the first ring correctly 44 times and the second 8rines, leading
to an overall detection rate of 87%. We suspect that the quality of the ¢dr&eeen the ring

and the touch panel plays a critical role in these experiments. To eliminate ti@isc&adue to
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contact differences from touch to touch, we experimented with transmitting euttipssages
while the ring was held steady on the display. Here, we used message lbatytlegn 2 and 5
bits transmitted at the rates of 4 bits/s and 5 bits/s from which the detection rateidRalse
acceptance rate (FAR) are evaluated. For each message at eacialate put the ring down
onto the screen 3 times and keep it there long enough so that 200 repetftiblesnoessage
are transmitted from the ring to the screen. We show in Figure 2.17 the DRARdd3ults
over the 200 repetitions from best case (presumably best contactpgefitiree trials. Each bar
represents the average rates over different data rates and messige. [éVe observed that the
detection rate decreases with the increase of both the message lengthratel itote, how-
ever, that the overall detection rate could be improved through retransnsssd the message.
Therefore, even the lower detection rate of 82% may still be adequaterfer sf our targeted
applications. For the user identification application, for example, up to $idsad continuous
repeated message transmission would results in less than 6 errors pers&800 hese results
illustrate what can be achieved with this transmitter if the reliability issues aresgfanbt.

We believe that another source of error in this prototype stems from thivegtdong rise
time of the square wave since the touchscreen events appear to be ttiggéhne edges in the
input signal. Itis also important to note that both the electronics and the firerobéne screen,
which we do not have access to, are optimized for the relatively slow movesharhuman
finger. Thus, the screen driver deliberately throttles the maximum rate cif ®rents, which
reduces touch error in normal use but limits our system to very low bit ratertrssion. We
believe that the transmission rate could be improved substantially with accessdat¢hscreen
controller firmware, which should allow processing internal touchscreeasurements, e.g.

physical voltage differences.

2.7 Discussion

Let us briefly consider remaining issues related to the energy consumpticseaurity appli-
cations of this technique.
Energy Consumption. The current prototype implementation is based on a 3 Volt mi-

croprocessor driving a 9 Volt high speed bipolar transistor amplifier teigee a continuous
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signal. Energy consumption and some of the synchronization issues imatotype could be
significantly reduced by incorporating a switch under the contact sutfeat powers up the
ring when pressed against the touch screen. To estimate the cost angllatt# such a ring
version, we use the smallest readily available lithium primary battery, the CGR&bBh is 10
mm in diameter and supplies 3.0 volts with a 30 mA-h capacity. The typical cudrairt in
standby with RAM-retention of a modern microprocessor (e.g. the TI MB8RtRily) is about
0.1 microamps. Even with this small battery, this would provide over 3 decddaaralby
lifetime for the ring electronics. Once awake, the processor will use signtficmore current,
but the minimal computing requirements result in this being low, also. The smaller438
processors typically use about 220 microamp at 1 MHz, so even if shiftinthe short code
takes 100 cycles of the CPU, this battery will still provide enough enenggvier 5000 uses.

Since the capacitances are very small, the current will also be low and a siogddooost
dc-dc converter with one miniature inductor will be quite adequate to suppl9 Wt [71].
Assuming only a 10% charge conversion efficiency for the converter, this circuit still uses
only about 2 nanocouloumbs/charge-discharge cycle. Modulating &z d0d sending 10
bits/second, this allows the battery to supply over 50 million bits, far in exceasybf the
other limits in the system. The cost of such a system will be dominated by thessoycseveral
tens of cents, but in high volume that can be replaced by a simple sequamsei®r, either
read-only or flash, for only a few cents.

Security considerations. The current limits on data rate only allow transmission of very
short codes and thus allow only weak authentication at best. Improvemelaaimate through
modifications in the touchscreen firmware could alleviate these limits, howdweioW carrier
frequency of our system, between 5-10 kHz, would then also offétiaddl protection against
eavesdropping. Since antenna size should be proportional to the ngtvelef the signal,
transmission of this signal into the RF domain would require an antenna muart than
the size of the human body. While we cannot rule out that some signal caatéiged with
customized resonant antennas, however, the level of effort relgueald be much higher than
for picking up a e.g. 2.4 GHz signal used in WiFi and Bluetooth. If suctesénopping ever
were an issue, it could also be addressed by transmitting a noise sigmatheoreceiving

device.
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Another security consideration is the concern of unauthorized use batidevare token. It
however can be addressed by integrating bio-metric signature techfir@jegith the token,
activating its transmission capability only when the token recognizes the swsignature.
Note that the referred biometric signature techniques cannot be direetlyiruseplacement of
our techniques for authentication due to its required infrastructure stuppo

Alternative hardware designs. The current design could be enhanced with a feedback
channel using a photodetector. The ring could receive information frmmmobile device
through this visual channel, where the device encodes the information pixeélantensities.
This would enable a challenge response protocol, which could greathneatthe security
of an authentication system. In addition to challenge response securitycamhent, the pho-
todetector could receive acknowledgement signals from the tablet tcegthsureliability of the
transmission. One way to use this feedback information would be for thet sigg¢o optimize
detection by the tablet by varying the frequency and phase of the elépuisa pattern.

An alternative physical layer approach could be to vary the effecipactance between
the ring and screen. This could be done by inserting another capadiigdrethe ring surface
and the screen whose area or thickness could be modulated. Dondyptbigcould generate
touch events with even less power than the current hardware designg e form factor
of the ring surface that creates multiple contact points with the screen tattiramptage of
the multi-touch capabilities could further improve the data rate for any of theigdiylayer
technique we discussed.

Error correction and control coding schemes.Under the current data rate, we design our
code to reduce the false positive and improve detection rate by first sguthgpattern of error
when a short data sequence is transmitted. We choose the code wosats tinare distinguish-
able given the observed error patterns. In particular, we use cddel fhhave frequent changes
in values and, hence can be easily synchronized. In addition, we edbairbeginning of the
code sequence is easily distinguishable by avoiding non-cyclic patterns.

When able to achieve a higher data rate and target applications that ribguir@nsmission
of a long data sequence, we plan to exercise the same process to deajgprapriate coding
scheme. A specific application would determine the length of the code beirgyritéed and

the characteristics of error pattern would indicate which coding schemstisiigd.
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Applications. As alluded to in the introduction, there are several applications that could

make use of our capacitive touch communication technique. With the cuedntimance, the
proposed technique can be directly applied to parental control applisatiwuiti-user games
and weak authentication for mobile devices. Further improvement in transmisg® and

reliability would open up many other of applications.

User identification and authentication in many cellular networks has so farbizsed on
SIM cards, essentially tokens directly inserted into a cellular phone. Thisawaadequate
solution when people access the network through a single device. Wittsaoadiverse devices
such as smart phones, laptops, tablets, and cars that may be shargchauttgrie users - who
may be constantly on the move - it is becoming more important to understand wdgclisu
interacting with them at any given time. In addition, with future shared datsssimared
across devices) data usage from any device could be charged toserrdccount instead of
charging toward devices. That billing model can be realized by our geabtechniques in
which the signet ring is used as a separate identification token, a portdblev8in by users.

The ring can be used as a replacement for credit card (i.e. creditfanguthenticating
monetary transactions on mobile phones and ATM machines. At the same tinmks thdhe
pervasiveness of capacitive touch technology, the same ring couldeeto access a smart-
home where it would not only unlock the door but could also authorizesactweand load
user-specific preferences on all the user’s devices in the houseasientertainment systems,

home appliances.

2.8 Conclusion

We have presented the design and implementation of a technique to transmittigorthrough
a capacitive touchscreen. Our method triggers touch events in the toeshsievice by inject-
ing an electric signal that affects the capacitance measurements of tee.Owg experiments
show that this is feasible even with an off-the-shelf touchscreen systieeit, @t very low bi-
trates. Controlled experiments with a signal generator demonstrates datafr&td. 0 bps.
While some reliability challenges remains, we also achieved up to 4-5 bps witlaable

transmitter token in the form of a small signet ring and demonstrated that sonadssign be
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transmitted through the human skin. Transmission of information via small phijskeas can
be used to distinguish who is interacting with a mobile device, and can be fisepdrental
control, multiuser games (particularly when played on a single device),a@ssilgy play a role
in authentication solutions. It differs from other short-range communicaljstems in that it
requires physical touch for communication, which can be an advantagédtiplaypotential
users are so close that they cannot be differentiated with the otherrahgeg-systems. The
technique could also be used to distinguish different devices touchingtéenssuch as sty-
luses or boardgame tokens. We believe that significantly higher data catiesbe achieved
by designing receiver capabilities into touch screens and few this waakiest step towards
exploring how this touch sensor can participate in the exchange of infommagigveen mobile

devices.
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Chapter 3

Global Naming Resolution Service

DMap is the foundation for a fast global name resolution service nagessanable emerging
Internet services such as seamless mobility support, content delivégtard computing. In
the context of composable mobile systems, DMap allows devices to lookupnkdbgators of
other endpoints efficiently at scale. To address the most challengingepreln global nam-
ing resolution — scalablity and latency — DMap distributes identifier to locator mgppmong
Autonomous Systems (ASes) by directly applying consistent hashing foeaiothe identifier
to produce network addresses of the AS gateway routers at which th@ngag stored. The
novelty comes from leveraging the reachability information of the underlyongmg mecha-
nism that is already available at the network layer, and achieves low Idakemcies through
a single overlay hop without additional maintenance overheads. Theagealuesults, using
a large-scale custom-built discrete event simulation of the Internetvd6)000 ASs and real-
world traffic traces, show that the proposed method evenly balancegysttwad across the
global network (hence scalable) while achieves lookup latency with a nmaaa of~50 ms
and95*" percentile value 0f~100 ms, considered suitable to support dynamic mobility across

the global Internet.

3.1 Introduction

The concept of separating identifiers from routable addresses toistes been advocated by
a number of authors in the networking community [17, 18, 19, 20]. Separatinames from
addresses makes it possible to avoid implicit or explicit binding of sourcgéglastinations
to the network’s actual topology. Using existing terminology, ithentifier names a commu-
nicating object, such as a particular mobile phone, whileldbator identifies an address the

network can use to route messages. For example, a phone connectirfigrent8G, 4G, and
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WiFi networks would get a separate locator for each network. Howtherdentifier, which in
this case could be the International Mobile Subscriber Identity (IMSI) rermkould remain
the same. The goal of this work is to explore the feasibility of identifier bagedranication
under the assumption of large-scale dynamic mobility of named objects. Indlkie akample,
programmers should be able to send messages to a particular phonemésd8l number
rather than to an IP address. We take the position that identifiers can alssetdéo name
abstract entities and services; they need not to be tied to a particular.device

Identifier based communication has many advantages, including simplified impétioan
session management, multi-homing, mobility, disconnection, authentication aumitys§L?,

18, 19, 20]. When there is a high degree of dynamism between the comtinmieatities

and the network (as in most mobile service, content retrieval and cloudutmgscenarios),
using identifiers to define network-attached objects is more appropriateusiag locators.
Intuitively, it is easier to work with networking primitives based on identifierewthe locator
changes faster than the timescales of the communication session. For exampies call
may last 30 minutes, but a mobile device in a vehicle may change its network attetchme
points many times during this period.

Realizing an identifier based protocol stack has several challengingts;sipe key design
issue we address in this work is the dynamic binding of identifiers to locatbeg.ig, when the
user presents the networking stack with an identifier, the networking stamsymust quickly
return a set of locators, oretwork addressgNAS) back to the user. We address the challenge
of providing a fast global name resolution service at Internet scale ichiaigter, and describe
and evaluate a specifidgirect Mapping DMap) scheme for achieving a good balance between
scalability, low update/query latency, consistency, availability and increinggpéooyment.

We take note of two trends in the Internet community that have significaninigeam the
design of a global name resolution scheme. First, a flat identifier spacefesred to the
hierarchical domain names currently used in the Internet. The use of 8atido independent
identifiers is a central tenet of a number of clean slate proposals suchPd33, HIP [19],
ROFL [74] and MobilityFirst [16]. The key advantage of flat labels lies i@itluse for direct
verification of the binding between the name and an associated objec?7&der[a detailed

discussion). As a result, name resolution schemes that rely on the hieahrsthucture of
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Figure 3.1: Distributed global identifier to locator mappservice

the name such as the Domain Name System (DNS) or LISP-TREE [76] amauitalble for
supporting such a flat identifier space.

The second trend is that due to its separation from the network attachnieptgiobal
names or identifiers will tend to belong to end-users or application providéner than to
the network, as is currently the case with IP. Hosts and other networlattazbjects (con-
tent, computing services, etc.) are not owned by any Internet Sernvie@Br (ISP), but they
just happen to be connected to a particular Autonomous System (AS).ndos resolution
schemes propose to store the mappings of the identifiers belonging to aniéé& timest AS
only [77]. The same rationale, however, does not work for a hostebiaentifier space because
hosts (or content) do not belong to any particular AS, especially with thedasrg number
of mobile hosts which often have multiple simultaneous points of network attachrkos
we challenge the assumed constraint of ownership based storage sagd aescheme with

network-wide sharing of the identifier-locator mappings independenecAhboundaries.

Motivated by these trends, we propose a dynamic identifier to locator mapginggement
scheme called DMap which supports a flat space of a identifiers, réferesGlobally Unique
Identifiers or GUIDs. A GUID is a long bit sequence, such as a public key, that isadjip
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unique and long enough that the chance of a collision is infinitesimally small. &athost,
such as laptops, mobile phones, servers and virtual machines can Ekaln addition,
even abstract objects, such as a piece of content or a particular caatexave GUIDs. Each
GUID is associated with one or more network addresses (NAs) that it atamtbelongs to.
For example, the NAs of a multi-homed laptop in Figure 3.1 includes the NA of itseBdce
provider and the NA of the network that its WiFi interface attaches to. Wetddahe identifier
to locator mapping as the GUBNA mapping.

To perform the mapping service for a given GUID, DMap applieeK > 1) hashing
functions onto it to produce a list df network addresses, which are IP addresses in today’s
Internet, and stores the GUIBNA mapping in the ASs that announce those network addresses.
By doing so, DMap spreads the GUZHBENA mappings amongst ASs, such that an AS will host
mappings of other ASs, as well as have its mappings hosted by others. adlkagtage of this
shared hostingpproach is that it allows the hosting ASs to be deterministically and locally
derived from the identifier by any network entity. DMap is simple yet efficiideverages the
routing infrastructure to reach the hosting AS in a single overlay hop; & doerequire a home
agent, unlike mobile IP and existing cellular networks. Further, the potehiatcoming of
the direct mapping scheme, the lack of locality, is addressed by having mulbipiescof the
mappings that are stored in multiple locations. We further improve the desigrclging a
local copy of the mapping within the AS that the GUID is residing in (this AS mayghas
the host moves).

Through detailed simulation studies, we show DMap achievig apercentile round trip
qguery response time of below 100ms, which is important to support therastngy class of
mobile devices connected to the Internet. Our results also show that DMapagortionally
distribute GUID—NA mappings among ASs, which is critical to scale our system to support
billions of GUIDs and NAs associated with a global scale network.

The rest of this chapter is organized as follows. In Section 3.2, we mrdk&background
and motivation for DMap. The working of DMap and how DMap addresss®ral technical
challenges are discussed in Section 3.3. We present detailed simulatioatievatesults in
Section 3.4, and an analytical model in Section 3.5. Finally, we have the relatedin

Section 3.6 and the concluding remarks in Section 2.8.
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3.2 Background and Motivation

3.2.1 Identifier and Locator Separation

While there is broad agreement on identifier locator separation [17, 78glingmtation pro-
posals vary widely along two main design dimensions: (i) what does an idectiieespond
to? and (ii) how is it mapped to a locator? There are two main approacheg rbutkr-based
proposals such as LISP [79], Six/One [80] and APT [81], the idendiiigentify the network
endpoints, and hosts can be reached by specifying the endpoint hwduigh they are con-
nected to the network. Thus a host has to acquire a different endpeinitfidr every time it
changes its network attachment point (though patches to work aroundabiem have been
proposed [82]). In contrast, there is an alternakigst-based@pproach in which identifiers are
designated to end hosts, resulting in each host maintaining its identifier ctespaf changes
in its point of attachment to the network. HIP [19], MILSA [20] and Mobility$tif16] pro-
posals have shown the distinct benefits of having host-based identifisggria of mobility
support, multi-homing support and security, evidently at the cost of rieguihanges in the

host-side protocol stack.

3.2.2 Requirements of Host-Based Identifiers

We believe that a host-based mapping scheme must meet the following requseme

e Flat Identifiers: The mapping architecture needs to support structureless, flat identifiers

e Low Latency: Since mobility is directly handled using dynamic identifier to locator

mapping, latency requirements are much stricter in host-based schemes.

e Low Staleness:Fast mobility support also requires that the identifier-locator mappings

be updated at a time-scale smaller than the inter-query time.

e Storage Scalability: Since flat identifiers would lead to substantially more number of
identifier to locator entries, the mapping scheme needs to scale to the ordéon$ lof

entries instead of thousands [83].
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The above requirements call for a fundamental shift from traditional nmésimas such as
MobilelP, DNS and DHT. While it is applicable at small scale, the mapping scloéMebilelP
incurs high overhead since all mappings are resolved by the home agandless of its dis-
tance to correspondents. A home agent acting as a relaying node onglpéeatee in tunnelling
mode makes MobilelP not scalable to global Internet scale. On the othéy $iane it relies
on extensive caching, DNS cannot deal with fast updates. In additietore the mappings of
billions of hosts and handle their updates/queries, a much larger dedichtstrircture than
the current DNS would be required. Traditional Distributed Hash TabkT(Dschemes and
their optimized variations, e.g., [84, 85], aim to solve the problems of centlasiakitions
but invariably introduce a fundamental tradeoff between service lamtyable/maintenance
overhead. A detailed discussion of other existing mechanisms along with theiapd cons

are presented in Section 3.6.

3.2.3 Incentive for Shared Hosting

To address the problems above, in this work, we propose DMap whiclili®buhe principle
of shared hosting of the locator to identifier mappings among all the ASs in theme A
concern that may arise naturally with shared hosting is incentitag:would Network Operator
A store and manage Network Operator B’s identifies® we argued above, with host-based
identifiers, the concept of site-dependent or provider-dependemtifigrs are diluted specially
in the case of mobile hosts. For fixed legacy hosts, we assert that justeldretgzpeer file
sharing systems and TCP congestion control, cooperative schemesgtlitim a common
good with a small individual cost have a natural incentive mechanismefologment as long
as the individual cost of participation is reasonable. In particular, trenines for foul-play,
i.e., not storing or answering mapping requests in this case, would depethe denefit vs.
possible penalty of non-compliance. Both technical solutions (such atatem management
in peer-to-peer systems) and non-technical policy bindings (analdgddstwork Neutrality
arguments) can be invoked to force/persuade ASs to fairly participate stiteene. However,
in this work, we focus on the architectural and performance aspecte actieme and leave

the design of the incentive mechanisms open.
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3.3 Direct Mapping (DMap)

In DMap, each GUID+»NA mapping is stored in a set of ASs. Each GUID is directly hashed
to existing network addresses and its mapping is thus stored within the ASespmmrding to

these network addresses.

3.3.1 Overview of DMap

In designing our mapping method, we strive to minimize update/lookup latenciesllass the
amount of state information that needs to be maintained. We achieve thesdygtalsrag-
ing the globally available BGP reachability information to distribute the GUIA mappings
among all the participating ASs. In our scheme, DMap first hashes a GUHD txisting
network address, and then stores its GU{NA mapping within the AS that announces this
network address. This results in exactly a single overlay hop for all tHatefiookup requests
without introducing any additional state information on each router. Nextowleat an exam-
ple to illustrate this approach. In this example, we assume the usage of thegebstiddress
space, but we note that the same technique can be easily extended tduaeyafidressing

scheme such as IPv6, AIP [73] or HIP [19].
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Global Prefix Table

X Next-hop =
Prefix AS # address User A ( GUID =10)

8/8 1 8.8.8.8

67.10/16 55 67.10.1.1
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AS 55
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Figure 3.2: DMap with K=3 independent hash functions

Let us suppose host, with GUID G, is attached to NAV,.. X first sends out &UID Insert
request, which is captured by the border gateway router in its AS. Ttiebgateway router
then applies a predefined consistent hash functio&' pand maps it to a valuéP,. in the IP
space. Based upon the IP prefix announcements from its BGP table rttes bateway router
finds out which AS owng P, and sends thé&', — N, mapping to that AS. Later, suppose host

Y wishes to look up the current locator for GUIR,. Y sends out &UID Lookuprequest.
After the request reachas’s border gateway router, the border gateway runs the same hash

function to identify the AS that stores the mapping. Every time wKerhanges its association
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and connects to a different AS, it needs to update its mapping by sendiagzdliD Update
request. Update requests are processed similarly as insert and |leokigsts.

Using the above approach, a GUID’s mapping is hashed to a randomit®iivconsider-
ing the locality between the GUID and its lookup requests. This lack of localitypotgntially
lead to unnecessarily long lookup latencies. Thus, instead of storing @mgaginly one AS,
we consider havingds replicas of the same mapping storedsatandom ASs. Havinds repli-
cas can significantly reduce the lookup latency as the requesting noadtcase the closest
replica (e.g., based upon the hop count between itself and the hostingMé&a)while, it will
not have a big impact on the update latency as we can update the replicaslial pavith K
mapping replicas, the lookup latency becomes the shortest latency amakigitBs, while the
update latency becomes the largest amondiiheSs. Figure 3.2 illustrates an example update
and lookup process witik = 3. Finally, we note that important DMap parameters, such as
which hash functions to use and the valuefof will be agreed and distributed before hand
among the Internet routers.

Compared to other mapping schemes, one distinct feature of DMap is thé phrgici-
pation of network routers in storing GUIBNA mappings and in responding to updates and
lookups. DMap does not require any additional state information as thealdhability infor-
mation is already made available by the BGP routing protocol. In addition, wehmettanlike
many recent proposals [86, 87, 76, 77], DMap does not distribut&d@uHppings based on the
assumption of the aggregate-ability of the GUID space. Our scheme is stidab address

spaces, which has been pointed out as a desirable feature for the Fuéunet [73, 19].

3.3.2 Handling Unallocated Network Addresses

DMap hashes a GUID to an IP address, and stores the GUID mapping irstttefannounces
this IP address. Due to fragmentation in the IP address space, it is pdhsibiee hashed IP
address is not announced by any AS. This problem is referred to 4B thale problem To
understand the extent of this problem, we take a close look at today’sdifessdspace. At
present, 86% of th3? IP addresses available in IPv4 are allocated to various entities [88]; the
rest are reserved for other purposes including multicast, limited multicastydo&pmddress,

broadcast, etc. Among the allocated addresses, 63.7% of them areneeddyy one of the
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ASs. This leads to an overall 55% announcement ratio over the entiratielvdss space, which
results in a 45% chance that a randomly hash&d will belong to the set of unannounced
addresses.

We address the IP hole problem by finding a deputy AS through rehai$tiiveglP address
after the first hash falls into a hole. Aftdf — 1 rehashes, if the resulting address still falls
into an IP hole, we pick the deputy AS as the one that announces the I8sadbat has the
minimumIP distanceto the current hashed value. Given two k-bit addresses, A and B|Eheir

distance is defined as:
k-1 '
IP _distancejs g = Z |A; — Bj| % 2°.
i=0

We further define the IP distance between an address and an addasasthe minimum IP
distance between that address to all addresses in the block. In this vagrvguarantee that

a deputy AS can always be found.  There is a concern that the abovedmatly introduce

Algorithm 3: Hashing GUID to address space
input : GUID - theGUID to be hashed

M - maximum number of rehashing

output: An address guaranteed to be found in prefix table

1 number_of_tries «+ 0;

N

result + hash( GUID) ;

w

while (number_of_tries < M) do
4 if Longest _Pref i x_Mat chi ng( result) > 0then

5 L return result; //ended here if found

6 /I no prefix was found

7 result «+— hash( result) ;

8 number_of_tries < number_of_tries + 1;

9 //No match found after M hashes

10 nearestPrefixID = findNearestPrefixésult);

11 return An address imearestPrefixID;

load imbalance among ASs: the AS that announces an IP address thatcesnadiaa large
set of reserved addresses (thus unannounced) may become a pigpuity AS and needs to

store a large number of mappings. Fortunately, the probability of reachitig hole after)/
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Figure 3.3: Bucketing scheme handling non-contiguousestdspace issue

hashes decreases rapidly with increadifigFor instance, this probability is as low as 0.034%
for M = 10. As a result, the chances that we need to resort to the ASs that anrtberiée
addresses with the minimum IP distances to the holes are very low.

Algorithm 3 summarizes the steps taken by the border gateway to deal with thaldP
problem. Since hashing, rehashing and prefix matching processemartodally by the border
gateway, these operations introduce very little delay to the network.

When extending DMap to other network address schemes, such asv@®uéged to rethink
how we deal with the IP hole problem as these network address spacdmasagubstantially
more holes than used address segments. To address such spagse sgaces, we propose to
use a two-level indexing method to index each announced address $epouet ID and seg-
ment ID within that bucket. Suppose we haVebuckets, each with a capacity 8fsegments.
We makeN large so thatS can be kept small. Given a GUID, we run two hash functions, the
first one mapping the GUID to bucket ID, and the other one mapping the Gz segment

ID. Figure 3.3 illustrates the bucketing scheme.

3.3.3 Spatial Locality and Local Replication

The main advantage of DMap lies in its simplicity: hashing a GUID to a random A@#eMer,
this random placement ignores locality, and so may degrade performéataaéng multiple
replicas partially addresses this problem, but it still has the inherent pnaifla direct hashing
scheme: the GUID mappings are stored at faraway ASs when the hostguektor are close

to each other. Thus, we enhance the baseline DMap for an expected ootas® of when
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a requesting node is attached to the same AS as the GUID that it is resolvirgvefage
this spatial locality, DMAP stores an additional replica of a GUID mapping at its attached AS.
When a host registers/updates its GUID, it creates/updates a localatdpy dttached AS) in
addition to creating/updating thi€ “global” copies. When a node needs to lookup a GUID, it
sends out a local and a global lookup simultaneously. When the hostenehiester are from

the same AS, the local request should lead to significantly reduced lodiemgya

3.3.4 Inconsistent GUID—NA Mappings

BGP Churn:  Since a change in the prefix announcements directly influences DMap, we
analyze the potential effects of BGP churn. A long term study of BGPrchuolution [89]
shows that a major reason for churn in the BGP tables is router configumaigtakes or
other anomalies. Changes in prefix announcements occur when an ASawitha previously
announced prefix or announces a new prefix. The actual rate oprefix announcement and
prefix withdrawal is small, with the former dominating the latter.

When an AS withdraws a certain prefix, all the mappings previously hostetiebAS
whose GUIDs are hashed to the withdrawn IP addresses will becomegsdae, resulting in
what we callorphan mappings To address this problem, we let the withdrawing AS run the
IP hole protocol to find a deputy AS for these mappings before withdrawirsgnds aGUID
insert messagds the deputy AS and deletes its own copy of the mapping. Subsequentsjuerie
will then hit an IP hole. Following the same IP hole protocol, they will reach #auty AS
and find the mapping.

Announcing new prefixes can also result in orphan mappings. The &t were orig-
inally hashed to these IP addresses had followed the IP hole procedufdeputy” AS, and
announcing these addresses now can make the mappings on the depuphAfS mappings.
As a result, queries that reach the announcing AS will not find the mappitgle the map-
pings on the deputy AS become inaccessible. To solve this problem, whennbereing AS
receives a query and finds the mapping missing, it sen@&JED migration messagéo the
deputy AS to relocate the mapping to itself. This operation could cause a n&gbgie-time
overhead, which only occurs for the first query after the announceme

Mobility: Mobility can also lead to inconsistencies in DMap. Suppose Kostith GUID
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G, is connected to AS\. As a result, DMap has the mappifg', : A). Then suppos&
moves to ASA’ at timet(, and its mapping will be updated {6:,. : A’) at time¢;. While we
expectt; — to to be small, it is possible for a querying node to get the old mapping right after
X has moved. The querying node will then be unable to communicate Mithn this case,
the querying node should mark the mapping as obsolete, and keep checkilritgreceives an
updated one.

Router Failure: An AS can lose part or all of its mappings due to router failure. This
is a rare event, but we need to address the resulting complication. If adoeguest reaches
an AS, but cannot find the mapping due to this problem, the requester wilfavaittimeout.
Following the timeout, the requester will contact the next mapping replica (resrambwe
haveK replicas in total). We note that the probability f&r Internet routes to fail at the same
time is extremely low, and thus our replication strategy also improves systemmesikad

reliability.

3.4 Evaluation

In this section, we present the results from a detailed performance toalad the DMap

scheme using a mix of qualitative reasoning and event-based simulation.

3.4.1 Storage and Traffic Overhead

To analyze the storage requirements in absence of specifications ab@it/tb/NA lengths
and related headers, we make the following assumptions. We assume fla¢ GlUéngth 160
bits, each associated with a maximum of 5 NAs (accounting for multi-homed d¢watiength
32 bits each. 32 bits of additional overhead per mapping entry is assuneueduld include
type of service, priority and other meta information. Each mapping entry #mia Bize of 160
+ 32x5 + 32 = 352 hits. We assume a total of 5 billion GUIDs, roughly equaldmtiesent
number of mobile devices, and a replication factor’of= 5. Based on the average prefix
announcement by individual ASs as determined from a current soapftine BGP table [88],
the storage requirements per AS, assuming proportional distribution, isLl@8lvbits. This

storage requirement is quite modest, even if it is multiplied several times to inatudmobile
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devices as well as future growth.

The update traffic overhead is also a key parameter of interest in egpsadtability. The
DMap technique reduces the traffic overhead in comparison to other ngeggiemes by: (a)
Ensuring a single overlay-hop path to a storage location, (b) Not addintphle maintenance
traffic as required in DHT schemes. Using a broad estimate of the 5 Billion Gbéing those
of mobile hosts which update their GUIBNA mapping at an average rate of 100 updates/day,
the world-wide combined update traffic would b0 Gb/s, a minute fraction of the overall

Internet traffic of~ 50x10° Gb/s as of 2010 [83].

3.4.2 Query Response Time and Load

The round trip response time of a query is composed off{(Ibngest prefix matchings at the
local gateway router, (ii) network latency between the query sourcéh@nchosen destination
AS, (iii) the queuing and processing delay of the mapping server at thimakgsn AS and
(iv) the return network latency between the destination AS and the quergesdSince routers
use fast longest prefix match algorithms, requiring on order of 100 cigins per lookup, i.e.
~30 nanoseconds on a 3 GHz processor [90], we ignore this comparantevaluation. Also
sufficient resources are assumed at the mapping server to make thegnguand processing
delay very small compared to the round trip latency. Note that this processmdd add any
delays to the normal data packets as the steps described above areptiely tmpGUID query

packets and are assumed to be handled at a separate compute layeatdtiag gouter.

3.4.2.1 Simulation Setup and Input Workloads

We develop a discrete-event simulator consisting-@6000 nodes, each emulating an AS.
The connectivity graph of the network, inter-AS and intra-AS connggtiatencies, and the
announced IP prefix list are derived from measurement driven gatkescribed below. We
consider three types of events: GUID inserts, GUID updates and G iufis®

We use the AS-level topology of the current Internet as our networkeimdextracting

the following real-measurement data from the DIMES database [92]: @ih&aivity graph

1The source code for our simulator is available at [91]
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containing 26,424 ASs and 90,267 direct links between them, (ii) Averaditoeend latencies
between each pair of AS and within each AS. The DIMES database psmtideto-end median
latency for about 9 million pairs of hosts which are either within the same AS oiffareht
ASs. From this dataset, we extract the average inter-AS and intra-ASyatérce we only
work with an AS-level network topology in our simulation. Due to the inherectinpleteness
of real-trace data, intra-AS latency humbers are not available for &6utf the ASs that are
involved in the storage or transit of the mapping data. For these ASs, whaisgedian value
(3.5 ms) of the set of available intra-AS latencies as a working solution.

Since our scheme allocates GUIDs to ASs according to the prefix annoentg we use
a complete list of IP prefixes advertised in the Internet default free gORZ), as seen by
APNIC’s router at DIX-IE in Tokyo, Japan [88]. This dataset cotssizf roughly 330,000
prefixes spanning close to 52% of the 32 bit IP address space whichsstant with recent
estimates [89] about the size of the prefix tables in DFZ routers. We coatirmesults with
two other prefix tables taken from BGP routers in the continental USA anopeuespectively
and observe similar trends.

To discard any location bias and to incorporate the global scale of opgratause another
dataset from DIMES that contains the number of end-nodes connecfesitto characterize
the distribution of the source of GUID insert and query. Each GUID irsouulation originates
from a randomly picked source AS, where the probability of choosingtaineAS is weighted
in proportion to the number of end-nodes found in that AS.

The number of queries for any GUID depends on its popularity amontgshkt hosts. In
order to capture the effects of the wide variations in host popularity, e hdandelbrot-Zipf
distribution [93, 94] to model the varying host popularity. The Mandel&ipf-distribution

defines the probability of accessing an object at rank k out of N avaitdipeets as:

H

Gt~ (3.1)

p(k) =

whereH = 1/ 5 1/(k + ¢)*, with o determining the skewness andffecting the “flat-

ness” of the peak. We use a valuecof= 1.02, ¢ = 100 following the arguments in [94].
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Figure 3.4: Round trip query response times

3.4.2.2 Evaluation Results

We present two sets of results that characterize the query responsadtithedoad distribution
of our scheme respectively.

Query Response Time:We evaluate the query response time for DMap by inserting
GUIDs and generatingj0® queries according to the popularity model. By repeated trials with
increasing number of GUIDs/queries, we verified that the response tomesrged after reach-
ing the above configuration and larger numbers are not necessagn Wéstore a mapping
at multiple locations, i.e{ > 1, in the results below, we assume that the querying node has
sufficient information to choose the location with the lowest response time. oféetiat in
today’s Internet, this information is only partially available, but at the leash @& has hop
count information for reaching all other ASs through the routing protottding least hop
count instead of lowest response time leads to similar results albeit with margmakased
latencies. We would also emphasize that many techniques are being urepbséter estimate
the response times [95].

Figure 3.4 plots the cumulative distribution function (CDF) of the round tripryue-

sponse times with varying values. We make two observations. First, with= 5, 95% of
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the queries complete within 86ms. This is well within the range needed for valthand-
offs [13]. Indeed, given that many WiFi and IP handoff protocoésaften on the order of 0.5-1
second [96, 97], DMap updates would not introduce an undue addibangen. Second, stor-
ing each GUID mapping in multiple locations can significantly reduce queryorssptimes,

as it allows a querying node to choose the replica that is “closest” to itsedf athdressing the
locality of the requests. The effect of increasiigcan be clearly seen with the leftward shift
of the CDF curve as we increase the valuelof In particular, the mean, median ang”
percentile query latencies & = 1 and K = 5 cases are tabulated in Table 3.1, which shows
a marked decrease in the tail of the response time distribution.

However, even the curve fdt = 5 has arelatively long tail. This long tail arises from a few
queries originating from those ASs with unusually long intra-AS response tiaoeording to
the DIMES dataset. For example, the 18 queries with the longest responseatirngginated
from AS 23951, a small AS registered in Indonesia with a one-way latehayoce than 2.3

seconds on each of its outgoing links.

Impact of BGP Churn: The above study assumes that the BGP table at the query origin
exactly reflects the current state of the Internet. However, BGP tabtkfesent places in the
Internet can be inconsistent because of new prefix announcemeprfigrwithdrawals. This
inconsistency may have an adverse impact on the overall query respores as the query
may reach an AS which does not host the requested mapping. In this sifubhgoAS will
then reply with a “GUID missing” message, and the querying node will haveritact another
replica. Thus, a query may require multiple round-trips to different A8&é&zh resolution.

We note that the probability of two churns occurring at the same time for the Gdtie is

K | Round Trip Query Response Time (ms)

Mean | Median 95th percentile
1| 745 57.1 172.8
5| 49.1 40.5 86.1

Table 3.1: Query Response Time StatisticsKoe 1, 5
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Figure 3.5: Effect of BGP Churn on query response times.

negligible. Here, we conduct a set of experiments to quantify the impactsoihttonsistency
caused by BGP churn. In the experiments, we vary the percentagefofesrthat are newly
announced or withdrawn from 0 to 10%. Figure 3.5 plots the CDF of theyqasponse times
for K = 5 and 0% to 10% lookup failures. A 5% failure rate, which already seeménpisis
according to [98, 99], shifts the median and 95th percentile from 40.5m8&fchs to 41.3ms
and 129.1ms, respectively.

Storage Distribution: We next study the distribution of GUEBNA mappings amongst
ASs to evaluate DMap'’s ability to spread the storage load proportional tozb@fsthe ASs.
We measure storage load using M@rmalized Load Rati@NLR) at each AS, which is defined
as the ratio of the percentage of GUIDs assigned to an AS divided by therpage of IP
addresses advertised by that AS. For example if an AS annour@gwefix, corresponding to
0.39% of the 32 bit IP space and is assigned 20,000 out of a total of 1 MillWID§ i.e., 2%
of GUIDs, then its normalized load would be 2/0.3%. Ideally, each AS’s NLR would be 1.

Figure 3.6 plots the CDF of the NLR when we inserted froon to 10 GUIDs, with K =
5. We observe that for0” GUIDs, 93% of the ASes had NLRs between 0.4 and 1.6. Further,

we observe that as the number of GUIDs increases frohto 107, the CDF becomes much



66

\\\\\\\\\\\\\\\\\\\\\
||||||||||||||||||

vvvvvvv

\\\\\\

0.9r
0.8f
0.7r

06F & ]

0.5

Fraction of ASs

i
[

0.4} ! 1
Y

03f .

0.2F e # of GUIDs = 100K M

01l = = =#of GUIDs = 1 Million ||
’ # of GUIDs = 10 Million

0 2 4 6 8 10
Normalized Load

Figure 3.6: Normalized Load Ratio per AS

sharper around NLR equal to 1 (with a shorter tail). This suggests thatoen distribute the
storage load better when the system scales. These results show thatdobp very good
job of spreading out the storage load proportional to the percentage ® pace that an AS
claims.

Interestingly, the median NLR value is 1.16. The fact that the median NLR iatyreater
than 1 is expected since in addition to its fair share of GUIDs, many ASs aralidsated a
portion of the GUIDs that has hashed values after M retries falling in theléstas described

in Section 3.3.2.

3.5 Analytical Model for Query Response Time

In this section we present an analytical model for an upper bound oruthvg gesponse time
and parametrically study its dependence on the Internet topology andataplidactor K .
While the simulation framework of Section 4.5 shows the response time perfoerodDMap
based on the current Internet topology, this analytical model allows ustitoae its perfor-

mance based on a predicted future Internet model.
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3.5.1 The Jellyfish Model

An accurate parametric model of the Internet topology is known to be audiffindeavor due to
the inherent complexities in routing policies, detour paths and limited visibility of tine-&S
structure [100]. The Jellyfish model, however, has been found tolglasow the evolution

of the Internet topology at a relatively coarse scale [101]. In this ywaek build a Jellyfish
model based on the PoP-level Internet topology. We first label thewitd¢he highest degree
as the rooty and the maximal cliguecontainingv, as thecore, denoted ashell-0. Letv be

a non-root node angla non-negative integer. The smallest path leffihm v to a node in the
core is itsdistance to the coreNe useShell-; to denote the set of nodes whose degree is more
than 1 (intermediate nodes) and whose distance to the cgréie useH ang-;j to denote the
set of nodes whose degree is 1 (leaf nodes) and whose distance twahgjc+ 1. These are

standard notations in the Jellyfish model [100]. Then we have
Layer(j) = Shell-j U Hang-(j — 1) forj > 1,

and Layer(0) = Shell-0. We further denote the total number of layers in the Internet PoP
topology asN and the percentage of nodes in laydwy r;; if n is the total number of nodes

in G, thenr; = |Layer(j)| /n. The separation of one degree nodes at each layer distinguishes
between stub connections and transit connections which makes the modetloser to the

Internet topology than a standard tree structure.

3.5.2 Upper Bound for Query Response Times

Following the above model, if we assume no peer links between the nodes éasideayer,
then the distance between any two nodesdt (in layersjs andj; respectively)d(s,t), is

at mostj; + j; + 1. Note that since the core forms a completely connected graph, all hops in
the core are of length one. To drive a simple parametric upper bound fouerg response
time, we assume that the network address space is uniformly distributed aneoRgRls and

all addresses within a PoP behave in an identical fashion. Following thdtafgalescribed

in Section 3.3, let the source of a GUID query belong to Baihd letty,ts, ..., tx be the

Iclique: a completely connected subgraptGof

2path length: the number of edges in the path, that of the involved PoPs in the path minus 1.



68

destination PoPs for the query determined byshbash functions.y, ho, ..., hx applied on
the GUID G. Assuming a linear relationship between PoP path length and response time, the

query response time(s, G), is thus given by

7(s,G) =co - 12i<n1( d(s,t;) + c1, (3.2)

wherecy andc¢; are constants. In order to average over all possible source andadiestin
PoPs, we treal(s, ;) as a random variable and find its probability distribution based on;the
values defined in the previous subsection. In the analysis, we use tharstaotationsr(-)
and Pr(- | -) for the probability and conditional probability of argument events, & for
the expected value of a random variable.

Given a uniformly selected source PoP, we h@€s € Layer(j)) = r;. Note that
since DMap actually chooses a network address uniformly over all pessidresses, thg”
layer could include a different number of addresses than the rati®ur analysis assumes
the uniform distribution of addresses among PoPs but the model canilyesgtended to non-
uniform distributions by considering weighis proportional to the number of addresses in PoP
s. Since accurate estimates of such a distribution is not directly available themygpf the In-
ternet measurement frameworks, we assume- 1 for all s. Based on the same assumptions,
we havePr(t; € Layer(j;)) = rj, foreachi =1,2,..., K andj; =0,1,2,3,4,...,N — 1.
Thus the conditional probability of(s,¢;) > [ 4+ 1 given thats € Layer(j) is at most the
percentage of nodes ibayer(l — j) U Layer(l + 1 — j)--- U Layer(N — 1). (Sinces is
in Layer(j), d(s,t;) = | + 1 whent; is in Layer(l — j), d(s,t;) = [ + 2 whent; is in

Layer(l + 1 — j) and so on in the worst case). In other words,
Pr (d(s,ti) > ‘ s € Layer(j)) < Djis

def
Whel'epﬂ = 1—j +Tp1—j Frigo—5

. ' N o< pK
= Pr (lglgnK d(s,t;) >1 | s € Layer(g)) =Pl
=Pr < min_d(s,t;) <1 | s € Layer(j)) >1 pJK,l’

1<i<K
N-1
P i ) < (1 —p).
=Pr <121<an(3,@) < l) > ZO (1= pjiy)
J:

This provides an upper bound for the CDF of average distance froaotiree to the closest
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destination. Thus the probability thatin; <;< x d(s, t;) > [ is at mostl — ¢;, where we define

q; as:

N—
; Z 1_p]l

7=0

Finally, noting that the diameter of our PoP grapffis— 1) + (N — 1)+ 1 = 2N — 1 or less,

2N—-1
E( min_d(s, t)> < Z (1—a)
1<i<K =1 (33)

2N—1
= E (7(5,0)) < 0 ( S - ql>> o

=1

3.5.3 Analytical Results

We use the formulation derived above to study the response time uppet indthinee different
scenarios with varying number of replicadS. The first scenario reflects the current Internet
topology, for which we use measured data from the iPlane project [10Zdtting the pa-
rameters;,j = 1,2,...,N. The data set shows a graph of 193,376 nodes within 8 layers
and more than 60% of the nodes residing in layers 3 and 4. The next twargxe model

the medium-term and long-term future Internet topologies. In order to cqnveith models

for the future Internet, we leverage the following two distinct trends ateskfrom the widely

regarded CAIDA measurement framework [103]: (i) The number okesade growing almost
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linearly with time, (ii) The topology graph is getting flatter with time, i.e. ASs are obtginin
more direct paths to the core. Extrapolating these trends, we model the mextian(5-10
years) future Internet as having 20% more nodes than present cahtaif layers. Similarly,
the long-term (25-30 years) future Internet model contains doubleutrer of nodes con-
tained in 4 layers. Figure 3.7 shows the analytical upper bound of arqrary response time
for the three scenarios using the measured least squared errorfealegs, = 10.6,8.3. The
plot shows that based on the predicted future Internet topology, mesgone upper bounds
for DMap queries become smaller with the evolution. Also, the analysis clealilyaites that
increasing the replica number results in diminishing returns beyond a fdigagpWe note
that actual values for the query response upper bound will typicallyradler than the ones
obtained in this analysis, since we did not consider the presence of gpéekisibetween nodes

in the same layer.

3.6 Related Work

Given the importance of locator/identifier separation schemes in both tamdrfuture net-
works, various architectures for mapping identifiers to locators havegre@osed and studied.
Most of the early mapping schemes [86, 87, 76, 77] assumed aggriegdeitifier spaces and
proposed ideas based on that vantage point. However, this assumptiomndsttactive making
such schemes not applicable to many recent mainstream proposals $lieh[&S], AIP [73]
and MobilityFirst [16] which propose flat identifiers. Our approach,dnteast, targets a flex-
ible resolution service by not making any assumptions about identifier tiigrar locator
structure.

There are some recent mapping architecture proposals that incorflatéentifier space
such as DHT-MAP [104], SLIMS [105]. However these approaddigser incur high lookup
latency, making it not applicable to highly mobile environment, or high managemwertiead
which limits scalability. For example, the DHT based scheme in [104] can enttl&ifpgical
hops introducing an average latency of about 900ms as per their assusnptio

In contrast, our scheme aims for much lower latencies by employing the gnbkashing
approach and ensures minimum management overhead for feasiblerdeptogn a global

scale. We argue that making use of network entities and the IP reachabiitgnistion already
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available through the underlying routing infrastructure provides a pedaiicd scalable ap-
proach to realize mapping resolvers. Reference [106] uses a similatirork hashing scheme
to target the different but related problem of name-based routing inpeisienetworks.

This work also focuses on a global-scale simulation to validate the desigrh) Wascheen
neglected in most of the prior works referenced above. Referei@desa recent exception
which presents a trace based simulation using the iPlane dataset [102kin@uation ap-
proach is more realistic than that of [76] on two counts: (a) We use a la@aset from
DIMES [92] to extract AS level connectivity and latency information. Th&IES dataset is
based on measurements fres000 vantage points compared~+@00 for iPlane, resulting in
information for about twice the number of ASs as compared to iPlane; (befergte reso-
lution lookup events, [76] uses DNS lookup traces from two particularcgolocations which
introduces a significant locality bias in their results. In contrast, we globatyilalite lookup
source locations by weighting the chances of choosing a particularesimaation (source AS)
in proportion to the available data on number of end nodes near that loc@tierbasic intu-
ition here is to mimic realistic deployment where more lookup requests will be gieairom

more densely populated areas.

3.7 Concluding Remarks

In this chapter, we presented the concept, design and evaluation of ,CViheme for low
latency, scalable name resolution service in the future Internet. DMap dissibame to ad-
dress mappings amongst Internet routers using an in-network singleasbing technique that
derives the address of the storage router directly from a flat, globaliyerndentifier. In con-
trast to other DHT-based techniques, DMap does not require any tabiéemence overhead
since we use network level reachability information already available threxigting routing
protocols. In addition, DMap supports arbitrary name and addresdwsgganaking it more
widely applicable than prior techniques. Through a large-scale disevet&-simulation, we
show that the proposed DMap method achieves low latencies with a mean ¥al68 ms and
95th percentile value 6£100 ms and good storage distribution among participating routers.

In further work, we plan to consider other variations of the proposedpM#istribution
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scheme - for example GUIDs can be hashed directly to AS numbers or allosaas can be
varied to reflect economic incentives at ASs. We also plan to extend tpe stohis work by

studying a feasible in-network caching methods that builds on top of the DMap scheme.
Since our scheme interacts with the hosts, the inter-domain routing protatohannternet

routers, security is a critical requirement at each level. The MobilityFiajept [16], takes

a holistic approach towards self certification based security, which tie inintelthe relevant
aspects of our scheme. Our future work plan also includes incorpothgrigansient effects of
BGP updates, misconfigurations and router failures.

On the validation and evaluation front, there is an ongoing effort to implemenoaf-
of-concept global scale DMap system using the GENI (global envirohrioe network in-
novation) framework. A first DMap prototype was demonstrated at the IGENineering
Conference-12 in Kansas City and efforts are currently under wawllipihstrument the la-
tency and overhead measurements necessary to evaluate scalabilityrfanchanece. If the
GENI experiments successfully confirm DMap performance, therelsodwather plans to use

the proposed technique as part of a complete identifier-based pra@dolrsthe MobilityFirst

future Internet architecture project.
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Chapter 4

Edge-aware Interdomain Routing Protocol

In recognition of the fact that wireless access and mobility at the edge alsoilmplications
for routing between networks and some of the resulting requirements tchenoet by cur-
rent BGP solutions, we propose a Edge-aware Interdomain Routingcpto@ur objective for
this work is to explore and understand Internet scale routing mechanisnisairo¥ emerg-
ing mobility services and use the results to influence evolving standards tiaéimeto change
BGP in a single step. This component of the MobilityFirst architecture is a-cieda inter-
domain routing protocol designed to meet the needs of the future mobile éntdmpartic-
ular, we propose EIR (edge-aware inter-domain routing) as a geswtaion for a range of
mobility-related requirements including device and network migration, crossihoend-host
multi-homing, global roaming agreement setup and wireless edge peeriegelRhprotocol
provides enhanced information about network topology and edge rlepwoperties in order
to enable networks across the Internet to make better routing decisionsuirantly possi-
ble with BGP. This is accomplished with a telescopic network state disseminatitycpiro
which makes the entire network graph visible while keeping the routing osdnivéhin limits.
EIR enables autonomous systems to optionally expose internal networkdg@old aggregate
properties such as bandwidth, availability and variability thus enablingsqmoreling networks
to select paths which take into account both service requirements (sdahlasoming or mul-
ticast/anycast) and edge network constraints (e.g. LTE vs. WiFi). FuEHens designed to
work in conjunction with late binding of names to addresses and in-netwadggtdn order to
provide robust services in environments with dynamic mobility and disconmediite design
of the EIR is given along with sample use cases (i.e. host mobility, multi-homing, nailéind
edge peering) to further explain the benefits of the protocol. This is fotldwyea two-stage

evaluation of EIR including an Internet scale simulation model to verify si@jaland a 200
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node experimental ORBIT emulation to validate the protocol design and jgrexjgerimental

results for selected usage scenarios.

4.1 Introduction

This chapter presents the design and evaluation of a new interdomaingratiothe future
mobile Internet. The proposed Edge-Aware Interdomain routing (El&ppol was developed
as a part of the “MobilityFirst” future Internet Architecture project [1@imed at a clean-slate
redesign of the IP protocol architecture. The MobilityFirst project haaréicular emphasis
in designing both intra- and inter-domain routing protocols to efficiently stippobility re-
guirements at the edge. In earlier work [108, 109], we have propasgéxtensively validated
the GSTAR (generalized storage aware routing) protocol as a solutiamtfa-domain routing
in wireless/mobile edge networks. EIR proposed here was motivated lmpgnigon of the
fact that wireless access and mobility at the edge also have implicationsutorgdetween
networks and some of the resulting requirements cannot be met by cB@&hsolutions. Our
objective for this work is to explore and understand Internet scale guotgchanisms in view
of emerging mobility services and use the results to influence evolving stn@dher than to

change BGP in a single step.
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As a motivating example, consider the increasingly important “hetnet” mobigcsesce-
nario in which a mobile device may be simultaneously connected to a dynamicatiginga
set of cellular and WiFi networks. It is possible to consider a variety ofiee objectives for
this scenario ranging from “most economical” to “best interface” to “allrifiatees”. Since the
cellular and WiFi networks will in general be in different Internet domaioaters need to have
visibility of the network graph and some awareness of edge network piepm order to make
informed forwarding and/or multicast copy decisions. Another emergiagase involves net-
work mobility in which an entire network may migrate from one location to anothéigating
the need for a robust routing protocol which is tolerant to disconnectindsapidly changing
network graphs at the edge. Clearly, these new requirements aresitpieelaressed via minor
modifications to BGP, indicating the need for a fundamentally different roapmyoach that
leads to improved topology visibility and a degree of wireless edge awaenes

The EIR protocol we propose here is based on the following key feat\(i@ “aNodes”
and “vLinks” as abstractions for optionally exposing aggregated intestevork topology; (2)
telescopic flooding of network state packets in order to limit routing overl{8athte binding
of object names to network addresses; and (4) support for spéoificaf a broad range of
routing policies. The aNode and vLink abstractions are inspired by théePadluting proto-
col [110] and are intended to provide a mechanism for autonomous sygi&s)sto optionally
express some details about their internal graph and wireless edget@®apé&he use of net-
work state packets with telescopic flooding is meant to provide fast updateatby networks
while eventually providing all networks with a global view of the network toggld_ate bind-
ing is a key element of the design which is predicated on the use of namelaltg unique
identifiers” (GUIDs) to identify all network attached object, along with a loljyceentralized
global name resolution service (GNRS) for dynamic binding of names to netaduresses
(seerefs [107, 111] for further details on these components of thdlilybirst architecture).
In our proposed architecture, any router in the network can optionadiyyghe GNRS for an
updated name to address binding, thus enabling packets to be deliverectlgeeven when
the routing protocol cannot keep up with the pace of dynamic changes atife. Increased
capabilities such as edge awareness or late binding in network routers irapteéld for en-

hanced policy specification capabilities that apply to services such as mafilitii;homing
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and multicast.

The main contributions of this work are summarized as follows. First, we presgean-
slate inter-domain routing framework designed to support the emerging néebbile wire-
less services at the edge while also maintaining capabilities currently asdowigteBGP.
The proposed EIR protocol is based on telescopic network state upbtigmed to provide
network graph visibility and edge awareness without excessive routgrpead. EIR incorpo-
rates “aNode” and “vLink” abstractions that enable networks to optioeaiiypse some of their
internal structure in an aggregated manner. The protocol also takastade of late binding
between names and addresses in order to deal with fast changes inktepadogy. We iden-
tify several use cases (mobility with disconnection, multi-homing, multicast, edgeng) to
demonstrate the value of the EIR protocol. EIR is validated using both laaje-simulation
and ORBIT testbed emulation with hundreds of routing nodes, and resalresented for

metrics such as packet delivery rate, delay and routing overheagfi@sentative use cases.

4.2 Key Principles and Techniques

EIR is designed for architectures which separate the identifier and locéerof IP addresses.
This separation principle is used in several recent proposals (suctsBs[79], HIP [112],
AIP [113], MobilityFirst [107], XIA [114]), and is being increasinglyeg@loyed by autonomous
systems as per a recent measurement report [115]. We use the termidefoged in Mo-
bilityFirst [107]: self-certified location-independent end-host ‘nanoesdentifiers are called
Globally Unique Identifiers (GUIDs), and the locators are called Netwatllrasses (NAS).
While this split architecture itself provides support for end-host mobilitydyayamically map-
ping the GUID of a mobile node to NAs corresponding to the current poiot@fachment), in
this work we show the need for supporting wireless links and mobile nodes intér-domain

routing protocol.

4.2.1 Design Principles

Our design decisions are directed towards enabling and using (i) moreation about links

(e.g. whether wireless or wired link between networks), and (ii) informadtoosut more links
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(e.g. internal structure of the AS). Here we first present the top-tle&tn principles behind
EIR.

In-network mapping of names to addressesA major point of differentiation of the differ-
ent split architectures mentioned above is their implementation and use of themaduress
mappings. As shown in Fig. 4.1, the mapping infrastructure can either bedhas services
external to the network layer and be accessed only by end-nodekemratively be imple-
mented in-network and be accessible at the network layer by both et&ldmab routers. We
make use of the in-network mapping approach for ensuring deliverpaigts in the case of
fast end-host mobility as depicted in Fig. 4.1(c). Several past workes stzown the feasibility
of Internet-scale, distributed, in-network mapping infrastructure witheexédy small query-
response times [116, 111].

Propagating link-level information in inter-domain routing: BGP does not differentiate be-
tween wired and wireless inter-network links, making it difficult to make routiegisions
based on capacity constraints. For example, in an early in-flight WiFi implextiem, Boeing
associated each flight with an IP address block which was announceithéngdobal routing
system from different locations as the plane moved [117]. Other nesaedeiving such an-
nouncements had no idea that the last hop for this path had a groundi®wpiieless link
instead of the usual high-capacity peering-point wired link and thus migVe kent excess
traffic towards this network without realizing the capacity constraint. In, Efarse-grained
link-level information about each inter-network link is propagated thrabgtrouting protocol
to enable networks to make forwarding decisions based on aggregateeigprk properties.
Increased visibility of alternative paths: More often than not, there are multiple routes avail-
able between any two networks in the Internet and those routes can estijildifferent prop-
erties [118]. In BGP, a network might learn about many routes to a destinatiocan only
select and propagatane best route to other networks, which leads to a myopic view of the
network graph. In order to support the increasingly common use-cédisealti-path, multi-
cast and multi-network operations, EIR entails network-wide visibility of multiplesible
paths between each pair of networks. In addition, EIR incorporates hamisen that allows
networks to realize policy routing beyond common routing policies as seey itn@iP. Sec-

tion 4.3.3 discusses how EIR handles routing policies in detalil.
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Flexibility in exposing internal structure: EIR enables flexibility in the amount of internal
network structure that a domain announces to the other networks. Teaffioeering, dif-
ferential network services and source routing can be done more eadilgféiciently when
networks havenore fine-grainedriiew of multiple possible paths; i.e. not only AS-level paths
but also intra-AS level paths. The flexibility of network boundaries ersabféicient support

for network mobility and facilitates virtual network formation.

4.2.2 Enabling Techniques

The EIR protocol combines the following four techniques in order to stfpe requirements
of mobile nodes and networks.

1. Network-wide visibility of aggregated nodes:In EIR, the granularity of implementa-
tion of the inter-domain routing protocol is changed from AS-levehidpdelevel, as shown
in Fig. 4.2. We define aNode or aggregated node as a set of routengjimg/do the same AS
which share certain common properties. Each AS can group routers iatoranore aNodes
based on internally relevant criteria (e.g. routers in geographic proximéyooup of wireless
routers deployed in a campus can constitute an aNode). ASs can dynarmieailye the num-
ber and composition of aNodes that it exposes to other networks. Gostydmetween aNodes
is represented in terms of virtual links ekinks Aggregated information about aNodes and
vLinks in a nework are disseminated to every other AS in order to providergplete view of
the network graph. As elaborated in Sec. 4.3, the aNode and vLink efisti®allow each AS
to flexibly control the amount of internal structure exposed to other n&svor

2. Telescopic state dissemination for scalability:While having richer network states
helps routers to make better routing decisions, it comes at the cost ofisgal&bparticular,
if each routing update is flooded to every other AS in the network, the regtifiic overhead
would clearly make the system unscalable beyond 1000’s of nodeseHbeaesign challenge
is how to control the amount of state being disseminated to minimize the overhegtdrings
the second key techniquielescopic route disseminatiofhe basic idea of this dissemination
technique is to dampen the flood emanating from a certain node as it pregthssugh the
network by algorithmically varying the amount of time a node holds an updateageggfore

forwarding it to its next-hop neighbors. This hold time at a given nodeviecgthe update is
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set as a function of the the hop count between that node and the sdulhesupdate - larger
the hop count, greater the hold time. This results in all nodes eventually getiitagas from
all other nodes, but with distant nodes having less up-to-date informatiomt &ach other.
The term ‘telescopic’ comes from the analogy of distant nodes seeitgatiaer through the
reverse-end of a telescope, i.e. they are visible but less clearly soilsDaiaut the type
of telescopic functions used in EIR and further intuitions behind this apprzaprovided in
Sec. 4.3.2.

3. Late-binding for mobility support As a side effect of telescopic route update dis-
semination, network states that a network observed from far away ceubthdoleted during
transit of the packet and hence result in routing failure. To address#his, EIR incorporates
the additional design feature spatially late name-to-address bindinbate name-to-address
binding serves as a fail-safe mechanism that allows routers activeljtodad variations and
mobility of end nodes as well as networks. In particular, EIR makes usdast an-network
global naming resolution service, GNRS [111], to retrieve the curremiark location of the
destination.

4. Explicit policy expression through link and network attribute

EIR handles routing policies by separating route classification from rel¢et®n on the
control plane, sharing the same idea with Morpheus [118]. Networkesgpheir policies for
individual links by announcing their set of routing criteria which is thenefissated through
out the whole Internet. Each policy objective is represented as a sepdidbute. For ex-
ample, business relationship could be one attribute with three possible valtmstmsner”,
“peer”, and “backup”. When computing the routing and forwarding taddeh network uses a
weighted-sum decision process to balance trade-offs among diffelo@ttives (described in

Section 4.3.3)

4.3 EIR Protocol Design

While BGP is sufficient for basic inter-domain routing with static ASs, it tradedhllity in
route selections and router-level link state information for a high level strattion and scala-

bility. In contrast, we argue for a more balanced architecture that resealgyh internal state
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Figure 4.2: Overall architecture aNodesandvLinks

of the network so that network entities can make a smarter decision in messageyd sat-
isfying different requirement of today’s services, but also havelflexaggregation capability
to make the architecture scalable. We contend that a network entity that wadetivier a
packet to a far away destination does not need to know the most up-tstdtde around that
destination node until the packet gets closer to the destination. Merely kpohérexistence
of possible paths and the approximate condition of paths connecting the dpoiets is useful
to make smarter routing decision.

The overall architecture is illustrated in Figure 4.2. Each AS has an optialiviafing
its routers or other networked entities (such as access points andta@ges$ into one or
more than one group (called aggregated nodeaNwde$. Entities belonging to the same
aNode typically share some operational or physical attributes. aNoglesramected vigLinks
which are a single-hop or multiple-hop connection. Both aNodes and th&s/bigtween the
aNodes are characterized by a set of property values. Theserfgropkies constitute the
link state packet that is propagated from one aNode in the system to allaitloeles. For
example, in Figure 4.2, the announcements from aNode 12 in AS 1063 iagaiga to all
aNodes in both the networks; however the rate of propagation of sutdtegdecreases as the

updates move further out from that aNode (this method of routing disseminsitraplemented



81

through the use of telescopic functions as described in Section 4.3.%.aNade 13 receives
updates from aNode 12 far more often than aNode 169, which is séwgpalaway. In the
following subsection, we describe the key design features of EIR in@uitirbuilding blocks
of aNodes and vLinks(4.3.1), route dissemination protocol with telescogimigue (4.3.2),

routing policy handling(4.3.3) and route selection (4.3.4).

4.3.1 Building Blocks
4.3.1.1 Aggregated node (aNode)

An aggregated node (or aNode) is defined by an AS to represent theag&ructure of the AS
or to group a set of networked entities with some common properties for maeagpurposes.
As examples, possible compositions of aNodes include: the entire AS; gfaopters in a
geographical area; all routers that support flow-based routingxtmmple through OpenFlow);
wireless routers on bus/train/plane networks; and cell-site routers inTiahketworks. Note
that a single physical router could belong to different aNodes simultaheolhere are two
main motivations behind defining new aNodes in an AS: (i) to achieve traffinearing goals
by exposing the internal structure of the AS, and (i) to express the estg@rk information
so that traffic can be delivered to the hosts connected to the aNode rfiorendf.. An AS
creates an aNode by assigning a globally uniqgue aNode number to thgsbbtdonging to
the aNode. Similar to the way AS numbers are currently assigned, in EIRA&shassigned
a range of aNode numbers with the size of the allocated range being poopbto the size of
the AS. Internal to the aNode, any addressing and routing scheme caedéo suit the needs
of the network. For example, one network might choose to have a flaéssldg scheme for
seamless intra-network mobility support while another might have a hieratctame space

for higher scalability.

4.3.1.2 Virtual link (vLink)

The link connecting two aNodes or a sequence of aNagdes> as ... — a, is termed as

vLink. Similar to aNode, the notion of vLink provides an abstraction for ptalconnectivity
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between aNodes. That allows networks to partially expose their internalectivity struc-
ture while keeping it at the level of detail that fit the networks’ need. Kanwle, an AS
X could announce different cut-through paths with different qualityes¥/iee by announcing
many multi-hop vLinks; it can advertise its internal structure by announdinfpeaNodes
that it has along with single-hop vLinks connecting those aNodes; and letlitsgle ASes to
decide by which path inside X outside ASes want to route through. Along Wtides and
its properties, vLinks information are announced by every AS in the nk&tuging telescopic

link-state dissemination, which is described next.

4.3.2 Route Dissemination

The internal structure of a domain is expressed through a graph ofesNe&riodically, each
aNode broadcasts to its neighboring aNode the current state of its netwioidh includes
three major parameters: aNode absolute bandwidth (B), bandwidth variatige (V), and
availability rate (A). Absolute bandwidth of an aNode could be the amounaffitit can carry
through if it is a transit aNode; or it could be the aggregated bandwidthedlirtks through
which the aNode connect to the end-host if it is a stub aNode. For exaamp@Node that
is composed of a single airplane might be an aNode that has absolute bgmeguel to the
bandwidth that it could deliver to all passengers. By varying the thresnpeters on different
aNodes, a domain can control traffic patterns that traverses into ane iitsidetwork. In
addition, with its fine-grain internal structure exposed to outside netwarlemain can also
offer its clients with flexible route section as a value-added service. A doonsais the same
set of properties<B,V,A>, to describe its vLinks which similarly represent vLinks’ absolute
bandwidth, variation range and availability.

EIR uses link-state routing throughout the whole Internet in conjunction t&léscopic
route dissemination mechanism. Specifically, route update messages cowndisttiginternal
and external properties of a network geriodicallydisseminated by ASs. These messages fall
into one of two categories: (i) inter-AS messages which describe the nestate, callechSP
and (ii) intra-AS messages which describe the aNode states and its asbwotiates, called
aSP. An aNode broadcasts aSPs to its directly-connected neighboring aloddgertise its

internal properties and conditions of links. ASs can use gossiping ooty mechanism to
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(b) Inter-AS route update structure

Figure 4.3: (a) An aNode state packet contains an aNode fiipand properties of links from the
aNode to its neighbouring aNodes, (b) A network state pat&etnternal network topology, and its

neighboring information.

further propagate the aSPs internal to the AS. Border aNodes, upaining the aSPs from all
the aNodes inside the AS, construct nSPs by combining the complete viewroilmetwork
with export policies of the AS. The nSPs are then announced to neighba8s. Fig. 4.3
shows the structure of the aNode state packet and the network staté packe

The border aNodes also relay nSPs originated from other AS®lagcopiananner, which
means that the relaying rate of a particular border aNode is determined thigtiwece, i.e. hop
count, between the originator and the relaying border aNode. For exgfrgpleaNode makes

2 updates in a minute, its first-hop neighbors might relay all the updates R+titye neighbors
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curb half the updates and relay only the most recent update every mirsigeresult, a router
would get more frequent (hence up-to-date) routing updates frotenothat are closer to it.
Different telescopic functions can be defined by changing the relatiovelea the hold-delay
(time for which an aNode holds a received nSP before relaying it to otfighbors) and the
hop-count. The steeper the increase in hold-delay per additional hestegis the reduction
in traffic overhead, but it also leads to a corresponding increase in theakee by far-away
nodes to receive the updates. To explore this tradeoff, we test siratiffeeuristically defined
functions. The following equations characterize the telescopic functidesrirs of the relation
between hold-delay (denoted pyand the hop count (denoted by, and Fig 4.4 illustrate their
shapes.
Constant: ¢y = A
Linear: ys = Ax

Exponential: y3 = Aexp®1)

. A ifr<a
Constant-Linear: y4 =
Alx —a+1), ifz >«

A ifer<a
Constant-Exp: y5 =

Aexpl=®) if 2 >
Afr<a
Constant-Exp-Constantiys = ¢ Aexp® @, ifa <z < f8

AexpB=2) if 2 > 8

4.3.3 Policy Handling

Through telescopic link-state and network-state dissemination, all ASeschawlete visibil-
ity of the whole network. Hence, it requires a mechanism to allows domaiotand enforce
their routing policies, achieving their policy objectives. In response, &l&ots a mechanism
to support broad range of routing policies, ranging from common typage&fdomain busi-
ness relationship arising from the inherent hierarchy of legacy Intéonmany other flexible
routing policies that is beneficial to both ISPs and their customers.

Similar to the idea of representing different policies objectives by difteatributes from
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Figure 4.4: Shape of different telescopic functions useddducing routing traffic overhead

Morpheus [118], EIR allows domain to tag vLinks and aNodes to descréehblicy objec-
tive. For example, to express business relationship, a domain may tag awithirficustomer”,
“peer”, or “provider”; to express the truth worthy level of an aNod&lomain may tag a route
as “suspicious”, “neutral”, or “truth-worthy”. The idea of tagging vkéiand aNode to express
policies is analogous to usingB,V,A> to express the quality of those entities. The only differ-
ent is that these three parameters are more commonly used among all vidréds@ates while
policies objectives are widely different and domain-dependent. Thggatainformation is
then disseminated through out the Internet in a way that is similar to how nestaiekpackets
(nSPs) are propagated. When compute forwarding tables, netwalswsighted-sum deci-
sion process to select the route that balances trade-offs amongrifi®jectives as described
in [118].

It is worth noting that EIR naturally supports domainsgetup global roaming agreement
which is an emerging need area mobile era. In particular, a domain (hostimgimothat
is willing to provide network connectivity for client of other domain (remote dimhéags
their incoming links and its aNodes with “roaming” tag to indicate that it is willing to ptce
roaming agreement. Assuming it agrees with the hosting domain on the termsratitiocs
of the agreement, the remote domain could register its name to the roaming pattperf éhe
hosting domain on the GNRS, finishing the setup procedure. When a renmotanoclient

migrates to and associates with the hosting domain, the domain will first verifigbéhaient
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belongs to the remote domain using the self-certifying GUID of that client. NeieBIR is
based on the identifier/locator separation in which a network entity has aestffed global
identifier. Once the verification is completed, the hosting domain will allow uprstieaffic
from the client and update GNRS with a GUID-to-address mapping for lieat so that others

network entity can reach the remote domain’s client.

4.3.4 Route selection

After each aNode learns about all available vLinks, other aNodes anibthing policies, it
can build a graph in which each aNode is a vertex and each vLink is a simgigted edge
(where which the weight can be derived from the link properties). Theers comprising
the aNode can then run different weighted-sum algorithms based oredifferiteria on this
graph to produce a sequence of edges to each destination. For exBijqga’s algorithm
can be applied to find paths with the smallest latency or hop-count, while Néax¥in-Cut
algorithm can be applied to find paths with highest stability or availability.

It is also important to note that EIR supports multi-cast inherently by utilizing tex k
components - telescopic link-state routing dissemination and the GNRS. Bythsi@NRS,
multi-cast groups are represented by GUIDs or a set of GUIDs, thus aliminthe need
for any multi-cast group management protocol. The complete network gilpts nodes to

decide branching points more efficiently.

4.4 Case Studies

We now present the following three case studies to illustrate how EIR casdayto support

dynamism in the edge networks:

1. Dynamic mobility support - handled through late binding and storage awatiag.

2. Cross-domain multi-homing - enabled by providing the complete view of theonletw

graph.

3. Wireless edge peering - supported through the use of link level giepand nSP flood-
ing.
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Figure 4.5: Example of mobility support through late-bimglof name-to-address

4.4.1 Dynamic Mobility Support

In this section we show the basic technique through which EIR supporteebf in-transit
packets during end-host or network mobility. In this example, a fixeddhbstants to send
packets to another (fast-moving) end-host L2 which is initially connecteN¢al@22. In order
to do so, L1 simply sends the packet to its default router which does a GNIRSufpto as-
certain the current network address (NAl:aNode22) to which the palkeld be sent to. The
GNRS, in addition to storing the up-to-date network address(es) comds to the perma-
nent identifier of each host, also stores the average dwell time of the massitgih a network.
This is calculated by the GNRS by averaging the time difference betweeassive network
address updates from the host.

In this example, the default router of L1 receives the average dwell timl€2fand decides

(based on its small value) that packets sent to the currently connectel aiNo aNode22,
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might not get delivered since the host is likely to move out of that aNod#hisrsituation, it

utilizes the complete view of the network graph available at each aNode thElRy to find a

transit aNode (say aNode7) whose latency to the destination aNode iy egglal to the aver-
age dwell time of L2 obtained from the GNRS. Packets are then forwardeddde7, at which
point another look-up is made to the GNRS. While the packet is in-transit, it iy likat the

GNRS has been updated to reflect the current network address afitpims NA2:aNode67.
Thus packets are received by the end-host through aNode67 irtdtbéaihg sent to the old
network address.

The main intuition behind in-network look-ups is that for fast-moving hosts/owdsy it
is better to send packets towards the destination up to an aNode which is mtngghdo the
destination such that the name-to-address binding done at that aNodéyisdike still valid.
While this simplistic example might suggest that late-binding is only useful if thdl diwe
of a host in each network is equal to or less than the packet transit timetieetechnique can
be used in situations which comprise of disconnections, toggling betweeonmstG and

WiFi), and network mobility.

4.4.2 Cross-domain multi-homing

While devices with multiple interfaces are increasingly common (for example abfieshart-
phones have both Wi-Fi and 2G/3G/4G radio front-ends), making usesgdatallel connec-
tivity opportunities through existing schemes is still extremely challenging. Bidbles a
‘network-based’ multi-homing scheme where the bulk of sophistication liesarisid net-
work rather than at the end-host stacks, as in the case of most pripogais on multi-
homing [119, 120].

EIR accommodates end-host multi-homing through three key design compofig¢nhe
global naming resolution service that provides fast in-network name teessldnapping (ii)
differential service identifiers (SID) that allows end-host to expresaiiisi-path requirements,
and (iii) fine-grained network graph, which allows the source routerézsthe path depending
on the end-host requirements. Figure 4.6 shows an example of how EIBeaatilized in the
end-host multi-homing scenario. Consider the case where an applicaterdemost L1 wants

to send packets to a multi-homed host L2, which is associated to aNode8Se@tditn) in
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Transit network

Figure 4.6: An example of EIR routing in end-host multi-hagscenario

network NA2 through a 4G interface and to aNode32 (a WiFi AP) in netwdAk through
a WiFi interface. Prior to the transfer of packets, L2 sequentially updage&NRS with the
network addresses that it obtains through the two networks. Thus theSGhtRes an entry
of the form: < L2 => {NAl : aNode32, NA2 : aNode89} >. In order to send packets
to L2, the host L1 does not need to keep track of the multiple interfacesymmement a
data-striping algorithm. Instead, it simply hands out packets labeled with ttizakestination,
to the transport layer. Based on the application’s service requirementsratinsport layer
sets an appropriate value for the service ID. For example, if it is a timetiserapplication,
a low-latency service will be selected; whereas, if it is a bandwidth-interegbplication, a
high-bandwidth service will be specified (in which case all interfaces nmbghtitilized for
data transmission). Let’s assume in this case the service L1 selects ist“fstdse”. Once
the service ID is specified, the packet is handed to L1's default rouer Fhe router RO
does a GNRS look-up to ascertain the aNodes to which L2 is currently cmthd.e. <
alNode32,aNode89 >. Through EIR, RO has a complete and fine-grained view of the entire
network graph, thus it can compare multiple possible paths to reach L2 vitooh the best
route and the associated aNode is selected. The router then routeskéetpdice designated
aNode (say aNode89).

If there are no physical changes in the link quality along the path, the {saskelld reach
aNode89 and get delivered to L2. However, in the event of link qualitgdtion, routers along
the selected path can react in response to the fluctuation when using é&i&Rkcansider the

scenario where the link between aNode78 and aNode89 is broken whpadket is in transit
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from RO to aNode89. As the packet reaches the border aNode78fdui to the telescopic
nature of EIR, routers in aNode78 realize the broken link, making L2aamable through
aNode89, since the routers have fresher information about quality of dilolser to aNode78.
As aresult, instead of forwarding the packet to the next hop, the roxgeutes another naming
look-up to find L2’s latest address to which the packet is then deliveredrdingly through

the neighboring transit network to NA1, to aNode32 and then L2.

4.4.3 Wireless edge peering

Peering between autonomous domains in the Internet is one of the most inppetaleast
understood technique used in the Internet. Different ASs employ difféypes of peering
agreements with different number of neighboring ASs and a recentt igpmwing the presence
of 75% more peering links than previously known [121] shows the lackadéar structure to
specify, infer, and instantiate peering relations between networks.

Through the use of more granular primitives at the interdomain level (eNiodéead of
ASs) and the inclusion of link-level information in the routing updates, El&bés a new form
of wireless peering relations between edge networks. Consider thefdasesmall enterprise
networks N1 and N2 which operate in geographically close locations (a.different floors
of a building) and have different Internet service providers N3 a#dDue to the geographical
proximity, some wireless routers in both networks can connect to each fathexample using
the bridging-mode available in many enterprise WiFi APs [122]. Using thedaMbstraction,
N1 and N2 can then establish a wireless edge peering link by exchangiafltue specific
policy specification with each other. This wireless peering link would keefvtbenetworks
connected even if networks N3 and N4 both are undergoing failurds;aanhelp one network
to use the connectivity of the other network in case either one of N3 andbld link failure.

We believe that wireless peering would be increasingly important for the mdbitenant
future Internet, especially for supporting disaster-recovery (whieadwconnections to ISPs
might fail) and congestion (to maintain partial edge-connectivity when the mis tiacome

too congested).
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Figure 4.7: Overall architecture of the Click router prgfm based on ORBIT nodes

45 Evaluation

In this section, we evaluate the EIR protocol in terms of scalability and mobilitp@tip
capability through a large-scale prototype evaluation and an Internlet-sicaulation study.
Sec. 4.5.1 describes the implementation details and the results from testeddkpsriments,

and Sec. 4.5.2 describes the setup and insights frer26000 node simulation effort.

4.5.1 Implementation

To measure the performance and implementation feasibility of EIR, we builtatppe router
(based on the Click modular router design [123]) and deployed a netefo2K0 physical
machines on the ORBIT testbed [124].

4.5.1.1 Prototype Design

Fig. 4.7 shows the overall structure of our Click implementation. Our routesists of two
components: control plane and data plane. The control plane sendsmd88P packets as per
the specifications outlined in Sec. 4.3 and also receives and forwaPdsreSP packets sent
by other routers. Upon receiving a routing update packet (with a higlgeresice number than
it currently has for that source), the router takes the following steps:

First, it calculates the duration for which it needs to hold the receivedtabedore relaying

it to other neighbors (i.e. the hold-delay) based on the telescopic functiog lised (see
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Fig. 4.4). The router then uses the information contained in the updatetpadieecompute
its routing table using Dijkstra’s shortest path algorithm. Changes in the cothpaths are
reflected in the forwarding table which is used in the data plane. Lastly, tdlteelpte-binding
operation in the data plane, the control plane builds another table called tiendieg table.
Each entry of this table contains a full path and the corresponding costiestiaation and is
used only for late-binding operations.

The data plane sends and receives data packets to and from othes.robeeGNRS server,
which is implemented as a daemon in one of the nodes of the testbed, is usesivektdoy
the data plane. As explained in the dynamic mobility and cross-domain multi-homing use
cases in Sec. 4.4, the GNRS server is queried by the data plane whidreadtode address

corresponding to the destination of a packet needs to be ascertained.

45.1.2 Evaluation Methodology

Topology Generation: Since it is infeasible to emulate the complete AS-level graph of the
current Internet, we use 200 physical nodes of the ORBIT testbed wihlad-down topology
which mimics the AS-level structure of the Internet. In order to do so, wedkisact the de-
gree distribution and the latency distribution of the measured AS-level dgraphthe DIMES
database [125]. Next, we build a Jellyfish topology [101] consisting 6fritiles by matching
the distribution of ASs in each layer and the proportion of links betweendayerthe val-
ues ascertained from the DIMES dataset. Finally, the real-world meakuesdy values are
used to assign link delays in our topology in a manner that preserves theylatistribution.

Fig. 4.8 compares the CDF of the latency values used in our topology withfttreg complete
AS-level graph obtained from the DIMES database.

Performance Metrics In evaluating our system performance, we consider several met-
rics. We compute the overhead caused by aSP and nSP advertisememtgsimgedifferent
telescopic functions (as described in Sec. 4.3.2) and for differenévafiupdate interval. To
show the effectiveness of using late-binding and rebinding technigigesompute the percent-
age of lost packets when a sender tries to send data packets to a mobilerré&abinding’
here refers to the case when packets sent from a source are ned birithe destination aNode

while the packet is in transit, but forwarded to the destination through a GER®kup only
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if the host has moved out of the original destination.

We use the term ‘mobility interval’ to indicate the duration an end-host staysecded to
an aNode. For the mobility experiments, we assume fixed senders and mabileers. For
collecting each data-point, we randomly select the attachment aNode fagrtlersand two
attachment aNodes for the mobile receiver. The sender sends 50{aQtadkets each of size
64 bytes to the receiver at a rate of 1000 packets per second. W tkizeexperiment while

varying the mobility interval and present the average results over 180 run

45.1.3 Results

Fig. 4.9 shows the overhead of aSP and nSP advertisement using thseepeld¢unctions. At
all update intervals, the overhead incurred by function 1 is greategheraverhead incurred
by function 3 is the smallest. The reason is that the duration we hold the upaiztetp is
longest for the 1st function. Fig. 4.10 shows the CDF of the percentecaitode population
that receives the update packets as a function of time.

Fig. 4.11 shows the percent of lost packets when a sender sendsadkédspto a mobile
receiver with and without using the late-binding and re-binding technidoekse early-binding
case, the percent of lost packets will increase as the receiver mftgas ohis is because we

only resolve the attachment aNode at the sender. Whenever the reneixes to another node
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it will not receive the packets sent from the sender. Our results alsfirrothat late-binding
and rebinding ensure packet delivery in mobility.

In Fig. 4.12 and Fig. 4.13, the performance of both late-binding and relgradte shown
for end-to-end latency and the stretch. Both late-binding and rebindingairalow stretch at

all mobility interval, and re-binding results in increased latency as expected.
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4.5.2 Internet-scale Simulation

To evaluate the protocol at a global scale, we designed and implementatbandouilt dis-
crete event-driven simulation to reflect the actual Internet topologyrdicap provided by
DIMES [125]. Through the simulation, we evaluate routing event dissemmatierhead and

dissemination latency.

4.5.2.1 Methodology

The simulator takes AS-level topology of the current Internet as the metmodel by ex-
tracting the following real-measurements from the DIMES database: (i) &ximity graphs

containing 26235 ASs and100K links between them, (ii) Link latency between each pair of
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AS. Because the number of dissemination packages increases exgbneittidhe number of
nodes in the topology, our simulator cannot emulate the event propaga@ti?6K ASs for
a long duration of time. Therefore, we limit the duration of the simulation so thadewer, a

Linux machine with 32 cores and 75 GB of memory, could handle.
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Figure 4.16: Routing event update overhead with differeletsicopic functions

In particular, we generate 60 second worth of routing event with diffemuting event rate,

ranging from 1 to 8 events per second, which also covers the measGifeddsiting event rate
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of around 1.8 event per second. In the simulation, for each routingeipdant, we simulate the
propagation process from the original aNode to all other aNode in théompdNe then count
the number of packets it generates and the amount of time it takes to disseminatghtut

the network.
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Figure 4.17: Routing update message dissemination witlrdiit telescopic functions



98

I—m=w=— ‘ ‘ —
I X:533e+04 .
I Y:0.9882
[ ] 4 EH E E B EEEEEEEEEN -l
. | L} i
08 h
1! "
1! .
0.6, . ]
s | :
O L] .
0.4, : ]
[
- [
: n 25%
0.2 . = = =50%
: '-----l -==75%
0 -I - -: Il Il Il .= 100%
0 2 4 6 8 10
Time (ms) x 10°

Figure 4.15: Routing event update time with different patide of recipients

4.5.2.2 Routing update latency and overhead

Figure 4.14 shows the CDF of the time required for every AS in the graphttthgaipdate
generated. This captures the worst-case scenario since some ASkedehiough very high-
latency links. This plot shows that when using the constant functionsSaliréceive the update
in a short time but even with other telescopic functions except the expohemtizhe constant
exponential, the update times are not very long. Figure 4.15 shows the timediffexent
percentages of ASs get the update made from an AS for the constamtestial-constant
telescopic function. This shows that the previous graph was really th&t wase scenario as
most ASs get the update much ahead of the last AS.

Figure 4.16 shows the peak traffic overhead when using differenttgd&sfunctions for
different values of update generation rate. The gain when using treararexponential-
constant function increases with the increase in the generation rate.e Hdut shows the
number of update messages being sent as a function of time for threemnliffelescopic func-
tion. As expected, the constant function leads to the highest peak bubaveashape whereas
the constant-exponential-constant function shows a good balancednetvespeak rate and the

reduction offered in overhead.
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4.6 Concluding Remarks

In this work, we have presented the design and evaluation of a novelatgre interdomain
routing protocol intended as a clean-slate solution for the future mobilenktteThe EIR pro-
tocol is based on telescopic flooding of a "network state packet (NS&)gavith late binding
of end-point names to locators at intermediate routers in the network. IniE&Rnal network
topology and state can optionally be exposed by autonomous systems usiadldige” and
"vLink” abstractions described here. Dissemination of NSPs acrossitbekt provides im-
proved visibility of the network topology as a whole along with aggregatednmdtion about
internal structure for those networks which choose it make it availables@mechanisms en-
able routers to make informed routing decisions for mobility-oriented sersiggdsas roaming
with intermittent disconnection, multi-homing and edge peering. The EIR priohasoalso
been extensively validated using both large-scale simulation and ORBI Edesithulation us-
ing 200 network nodes running a real-time Click software implementation of thien®o The
results confirm that the telescopic NSP flooding approach effectively limitsng overhead
to acceptable values, and that the late-binding EIR protocol provides gerformance for a
mobility service scenario with frequent migration of clients across netwonkailts. Future
work on EIR includes design of policy mechanisms qualitatively similar to thoseGR, Bis
well as more realistic performance evaluation via integration into the Mobility@nstoyment

on the meso-scale experimental GENI network.
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Chapter 5

Future Directions and Conclusion

This dissertation describes new applications and services that composabile systems
could bring. Taking concrete steps towards realizing composable mobilesyste proposed
three new components to enrich communication methods. We proposed a meaunica-
tion method for capacitive touch enabled devices, which enable a wide cirapplications
that are suitable for composable computing. Furthermore, under the umbirellanobile-
centric network architecture, MobilityFirst, we presented a new haminduteso service and
an inter-domain routing protocol that provide better support for highlyile@nd dynamic en-
vironments as found in composable mobile systems. However, there are stjlicmalienges,
not limited to communication issues, preventing the proliferation of fully comgesabbile

architecture. The following sections suggest directions for futureareke

5.1 Extracting Information from Shifting Contexts

In order to provide the best computing experience, the system itself madil&éo observe,
model, and predict the user’'s environment and user’s states. Devisingiqaes that help
mobile devices to gain a comprehensive view of the surrounding contextehés a critical
mission. One possible extension of our work along this vein is distilling contéoutnmation

through mobile crowd-sourcing, location sensing, and combining, in raititnaal ways, other
sensing capabilities of mobile devices (e.g. capacitive sensors, ligldrseatc). We explore
a technique that integrates wireless wearable devices with hardwaretdpprovide spatial
context information with a high level of accuracy from objects and peapiendoor envi-

ronment. For example, accurately estimating relative angles and rangmation between

nearby devices is a hard problem, yet of importance to many context-applieations such
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as augmented reality, autonomous automotive systems, smart manufactstamgsyetc. Ex-
isting indoor localization techniques could not meet the applications’ requirtsngéven the
resource constraints. RF-based techniques can easily provide a linflatal@ase but suffer
from multipath effects and the need for careful calibration if used to deterspatial orienta-
tion. Camera-based technigues are computing intensive and battemyhQqugical links, on
the other hand, can provide accurate spatial orientation but are lesseei®d more energy
intensive than radio for transmitting data. To get the best of both techns]ogeattempt to
utilize radio-assisted free-space optical links to estimate the azimuth andtobgects in
the environment while providing detailed information about them. Anothercasi@serving
research attention is inferring human factors in mobile systems. Mobile compatiag has
been personalized to meet users’ needs and enhance their expar@edban ever before. For
example, video content is encoded to different bit rates before beeanséd to an end-user,
adapting to the computational capability and screen size of the client’s dévaeever, this
personalization is merely done to the device, not to the individual activéhg ukat device.
This limitation is due to the lack of techniques to help the device understand theiasd
human factors. We are exploring new methods to help mobile devices appremee about
its active users. In particular, we will continue to work on improving the grenfince of ca-
pacitive touch communication by exploring other modulation and demodulationitpes,
revising hardware design, and getting access to the lower level andjfaiareapacitive sens-

ing information.

5.2 Minimizing User Attention and Effort in Human-System Interactions

The system should automatically adapt to changes in the environment as wedrasinten-
tions. In many cases, the interaction between the user and the systenmidasgdo the user’s
primary task. Hence, the interaction should take the least amount of the atfention and
avoid distracting him from the primary task. For example, Bill, in our initial sceria Chapter
1, ideally should be able to focus on his presentation without worryingtabtaracting with
his matchbox computer to connect to the projector in the meeting room. For thegipiern, one

should explore new communication methods and new human-computer insdfidaegeryday
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and continuous use of the system, allowing unobtrusive and quick aftcdss system with

very little effort from the users.

5.3 Support Mobile Communication at Wireless Edge Networks

Deep inside the network, DMap shows the immense benefit of leveragingutiognpower
of the distributed routers across the global. We could further exploretbdake advantage
of other network resources to improve in-network services. For ingfante could leverage
the ever-large storage capability of network entities to enable storage-ewding that would
enhance disruption tolerant communications, where packets make fargardgress despite
the absence of a contemporaneous end-to-end route to the destinagoto (ehobility, for
example). It is also promissing to study how we can dynamically place cathbe adge
networks that are very close to users, and to exercise caching utilizinghtvdedge of the
current network’s conditions and content servers made available bgdipe-aware routing
paradigm. The flexibility that software-defined networking (SDN) prosideuld change the
way wireless edge networks are designed, built and operated to allowribenits happening
at the edge to be gracefully handled. To deliver agility for ad-hoc mobilearksyone could
greatly benefit from SDN by tailoring the networks to fit their needs withoyt riedundant
functionality, to minimize the overhead and satisfy the strict resource corsioé mobile
devices. We want to study how SDN could be used to enforce networkgearent tasks such
as device discovery, access control, and dynamic spectrum accessefastence between

heterogeneous radio systems.

5.4 Protecting User Privacy and Securing Context Informaton

While making context information available to mobile devices is critical to the saaufethe

provisioned mobile platform, in the wrong hands that information could not vgal sub-
jects’ private information but also seriously damage personal, sociapafdssional life of
the individual. For example, leakage of a user’s frequently visited locationld expose his
or her ostracized political view, alternative lifestyles or medical probleme iportant as-

pect of research is exploring techniques to both secure context infomaad provide context
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information privacy protection.

Above possible research areas are those directly related to realizingosabig@ mobile
systems. Many other practical issues, for example energy harvestingofuile components,
reliable information delivery between devices, or even easing infragteiamplementation,
require more research attention. Like any exploration of an immature cbsiggd, this disser-
tation poses more questions than it answers. Hopefully, the trend towamgosable mobile
system will continue to emerge in the near future, obviating the need fonedstaesearch in
the topics suggested in this chapter. Maybe then, we will see composable nysidms at

every corner in everyday life.
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