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## Chapter 1

## Introduction

Let a 2-dim surface $S \subset \mathbb{R}^{3}$ be parametrized by $\vec{r}=\vec{r}(s, t)$ with $(s, t)$ in some domain $\Lambda \subset \mathbb{R}^{2}$. Let $\mathcal{W}$ denote the Weingarten transform from the tangent space of $S$ at $P_{0}$ to itself, defined by (cf. [PeCh02]):

$$
\begin{equation*}
\mathcal{W}\left(a \vec{r}_{s}+b \vec{r}_{t}\right)=-\left(a \vec{n}_{s}+b \vec{n}_{t}\right) \tag{1.1}
\end{equation*}
$$

here $\vec{n}$ is the unit vector in the direction of $\vec{r}_{s} \times \vec{r}_{t}$ at $P_{0}$. The Weingarten transform does not rely on the choice of parametrization for the surface $S$, and it has the coefficient matrix with respect to the basis $\left\{\vec{r}_{s}, \vec{r}_{t}\right\}$ as

$$
\frac{1}{E G-F^{2}}\left(\begin{array}{cc}
L G-M F & M E-L F  \tag{1.2}\\
M G-N F & N E-M F
\end{array}\right)
$$

where $E, F$ and $G$ are the coefficients in the first fundamental form of $S$, and $L, M$ and $N$ are the coefficients in the second fundamental form of $S$. The product of the two eigenvalues of $\mathcal{W}$ is called the Gaussian curvature $K$, which can be calculated as

$$
\begin{equation*}
K=\frac{L N-M^{2}}{E G-F^{2}} . \tag{1.3}
\end{equation*}
$$

According to Gauss' "Theorema Egregium" or notable theorem, the Gaussian curvature is independent of the embedding of the surface in higher dimension spaces, i.e. the Gaussian curvature is an intrinsic property of the surface. Hence, by making smart choices of parametrization of the surface, $K$ can have simpler expressions. In particular, the so called "isothermal ${ }^{1}$ parametrization" $(s, t) \rightarrow\left(x_{1}, x_{2}\right)$ yields $E=G$ and $F=0$,

[^0]such that $K$ is neatly expressed by
\[

$$
\begin{equation*}
K=-\frac{1}{2 E}\left(\partial_{x_{1}}^{2} \ln E+\partial_{x_{2}}^{2} \ln E\right) ; \tag{1.4}
\end{equation*}
$$

\]

the pair of isothermal coordinates $\left(x_{1}, x_{2}\right)$ plays the role of two Cartesian coordinates. Furthermore, set $2 u=\ln E$, then

$$
\begin{equation*}
K=-e^{-2 u} \Delta_{\mathbb{R}^{2}} u \tag{1.5}
\end{equation*}
$$

The specific local coordinates chosen above correspond to the surface metric $g=$ $e^{2 u} g_{0}$, conformal to the 2-dim standard Euclidean metric $g_{0}=\mathrm{d} x_{1}^{2}+\mathrm{d} x_{2}^{2}$. Such surfaces are called conformally flat. Similarly, a conformal deformation of the 2-dim standard sphere $\mathbb{S}^{2} \subset \mathbb{R}^{3}$ also corresponds to a metric $g=e^{2 u} g_{0}$, and here (with some abuse of notations) $g_{0}=\mathrm{d} x_{1}^{2}+\mathrm{d} x_{2}^{2}+\mathrm{d} x_{3}^{2}$ is the 3-dim standard metric restricted to $\mathbb{S}^{2}$. The Gaussian curvature $K_{g}$ of $\left(\mathbb{S}^{2}, g\right)$ is calculated by the following formula, with the function $u$ given:

$$
\begin{equation*}
K_{g}=\frac{1-\Delta_{\mathbb{S}^{2}} u}{e^{2 u}} \tag{1.6}
\end{equation*}
$$

here $1\left(=K_{g_{0}}\right)$ is the Gaussian curvature of the standard metric. For a more general 2-dim Riemannian manifold ( $M, g_{0}$ ), an analogous formula can be derived:

$$
\begin{equation*}
K_{g}=\frac{K_{g_{0}}-\Delta_{M} u}{e^{2 u}} \tag{1.7}
\end{equation*}
$$

here $K_{g}$ is the Gaussian curvature for the metric $g$ which is conformal to the metric $g_{0}$, and $K_{g_{0}}$ is the Gaussian curvature for the metric $g_{0}$.

Incidentally, we here mention already that in recent years also higher order curvatures, the so called $Q$-curvatures, which are related to conformally covariant higher order (pseudo)partial differential operators, the so-called GJMS operators [GJMS92], have been considered. rf.[Cha08] , etc. Specifically, in 4-dim, the prescribed $Q$-curvature [Cha96, Bra87] reads as

$$
\begin{equation*}
Q=\left[-\frac{1}{6} \Delta R+\frac{1}{6} R^{2}-\frac{1}{2} R^{a b} R_{a b}\right] \tag{1.8}
\end{equation*}
$$

where $R$ is the scalar curvature of the metric $g$, and the GJMS operator is known as the Paneitz operator, given by

$$
\begin{equation*}
P=\Delta^{2}+\operatorname{div}\left(\frac{2}{3} R I-2 R i c\right) \mathrm{d} \tag{1.9}
\end{equation*}
$$

see [Pan08, Cha96]. There will be more on this in a moment.
Continuing with the 2 -dim setting, we note that the above formulas (1.5), (1.6) allow us to compute the Gaussian curvature $K_{g}$ if the conformal deformation $g_{0} \rightarrow g=e^{2 u} g_{0}$ is known. The inverse problem is to find a conformal deformation, i.e. to find $u$, which results in a surface with a desired Gaussian curvature $K_{g}$. This is known as the "prescribed Gaussian curvature problem": Given a function $K$, does there exist a function $u$ such that the metric $g=e^{2 u} g_{0}$ has Gaussian curvature $K_{g}=K$ ? To answer this question, one has to solve equations (1.5) and (1.6), or in general (1.7), which are now nonlinear partial differential equations for the unknown $u$. This is equivalent to look for the existence of solutions to the equation:
in the conformally flat case,

$$
\begin{equation*}
\Delta_{\mathbb{R}^{2}} u+K e^{2 u}=0 \tag{1.10}
\end{equation*}
$$

in the conformally round case,

$$
\begin{equation*}
\Delta_{\mathbb{S}^{2}} u+K e^{2 u}=1 ; \tag{1.11}
\end{equation*}
$$

and more generally,

$$
\begin{equation*}
\Delta_{g_{0}} u+K e^{2 u}=K_{g_{0}} \tag{1.12}
\end{equation*}
$$

all these equations have to be supplemented by suitable boundary conditions for $u$. Alternatively, suppose $\bar{u}$ is a harmonic function satisfying the required boundary condition, then the difference $u-\bar{u}$ should satisfy the same type of equation (1.10), (1.11) or (1.12) as that of $u$ but with a zero boundary condition, and with $K$ changed into $\bar{K}=K e^{2 \bar{u}}$.

The 2-dim prescribed Gaussian curvature problem has an analogue in D-dim, the prescribed $Q$-curvature problem. The prescribed $Q$-curvature problem, on $\mathbb{S}^{4}$ in particular reads

$$
\begin{equation*}
P u=Q e^{4 u}-6 . \tag{1.13}
\end{equation*}
$$

In general, on the D-dim sphere $\mathbb{S}^{\mathrm{D}}$, the prescribed $Q$-curvature equation is

$$
\begin{equation*}
P u=Q e^{\mathrm{D} u}-(\mathrm{D}-1)! \tag{1.14}
\end{equation*}
$$

while the conformal covariant operator is defined by

$$
P_{\mathrm{D}}= \begin{cases}\prod_{k=0}^{\frac{\mathrm{D}-2}{2}}(-\Delta+k(\mathrm{D}-k-1)) & \text { when } \mathrm{D} \text { is even }  \tag{1.15}\\ \left(-\Delta+\left(\frac{\mathrm{D}-1}{2}\right)^{2}\right)^{\frac{1}{2}} \prod_{k=0}^{\frac{\mathrm{D}-3}{2}}(-\Delta+k(\mathrm{D}-k-1)) & \text { when D is odd }\end{cases}
$$

It has been studied, rf. [Kie00, Pan08, Cha96, Bra87, Cha08, Li95B, Li96], etc. We will come back to this at the end of this introduction.

Of course, there is an even vaster literature on the prescribed Gaussian curvature problems. Thus the conformally flat case was studied in [Sat72, Aub79, Ni82, McO85, Avi86, ChNi91A, ChNi91B, ChKi94, ChLi97, ChLi98A, ChLi98B, ChKi00]. The conformally round case is the well-known Nirenberg problem; see [Mos71, Oba71, Mos73, KaWa74, Ono82, Bra87, ChYa87, ChYa88, Han90, CaLo92, Bec93, Li95B, Ma98, Kie00, KiWa12]. More generally, the prescribed Gaussian curvature problems are studied on Riemannian manifolds, [Li95A, DJLW97, Tar97].

Although the prescribed Gaussian curvature problems, in particular the Nirenberg problem, are PDE problems coming from the area of differential geometry, the name "isothermal coordinates" indicates a connection with the science of thermodynamics. Indeed, consider the self-gravitating ideal gas in thermal and mechanical equilibrium. The gravitational potential satisfies the following Poisson's equation

$$
\begin{equation*}
\Delta \Phi=4 \pi G \rho \tag{1.16}
\end{equation*}
$$

where $\rho$ is the mass density, assuming that $\Phi$ is continuously differentiable without specific boundary condition and decreases like $-G \frac{M}{r}$ outside of the domain, with $M=$ $\int_{\Lambda} \rho$. Besides, the gravitational force density is equal to $\rho(-\nabla \Phi)$. When the gas reaches mechanical equilibrium, the pressure gradient and the gravitational force density should add up to zero, i.e.,

$$
\begin{equation*}
-\nabla P-\rho \nabla \Phi=0 \tag{1.17}
\end{equation*}
$$

The above two equations (1.16) and (1.17) with three unknowns $\Phi, \rho$ and $P$ don't make a closed system. We postulate the ideal gas law

$$
\begin{equation*}
P=\rho k T \tag{1.18}
\end{equation*}
$$

where $T$ is the thermodynamic temperature in Kelvins. Here, $T$ is a constant because the gas is in thermal equilibrium. This makes a complete system for $\Phi, \rho$ and $P$.

We now eliminate the variable $P$ by substituting (1.18) into (1.17), and get

$$
\begin{equation*}
-k T \nabla \rho-\rho \nabla \Phi=0 \tag{1.19}
\end{equation*}
$$

then after rearrangement,

$$
\begin{equation*}
\frac{\nabla \rho}{\rho}=-\frac{1}{k T} \nabla \Phi \tag{1.20}
\end{equation*}
$$

the left side above is equal to $\nabla \ln \frac{\rho}{\rho_{0}}$, where $\rho_{0}$ is a constant with the dimension of mass density so that $\frac{\rho}{\rho_{0}}$ is dimensionless. Thus $\ln \frac{\rho}{\rho_{0}}+\frac{\Phi}{k T}$ is a constant, denoted by $\theta$, i.e.,

$$
\begin{equation*}
\rho=\rho_{0} e^{\theta-\frac{\Phi}{k T}} \tag{1.21}
\end{equation*}
$$

Plug (1.21) into (1.16) and obtain the so-called isothermal Lane-Emden equation:

$$
\begin{equation*}
\Delta \Phi=4 \pi G \rho_{0} e^{\theta-\frac{\Phi}{k T}} . \tag{1.22}
\end{equation*}
$$

If we rename the exponent $-\frac{\Phi}{k T}$ on the right side as $2 u$, then an equation of $u$ is derived

$$
\begin{equation*}
-\Delta u=\frac{2 \pi G \rho_{0}}{k T} e^{\theta+2 u} \tag{1.23}
\end{equation*}
$$

Denote the constant $\frac{2 \pi G \rho_{0}}{k T} e^{\theta}$ on the right hand side of the equation by $K$, and then the equation looks like

$$
\begin{equation*}
-\Delta u=K e^{2 u} \tag{1.24}
\end{equation*}
$$

the same form as (1.10), except for the difference in dimensions. Notice that the physics here is done in a 3 -dim domain, but nothing prevents us from considering (1.10) as the 2-dim caricature of the 3 -dim real world.

Thus, two different fields of science, geometry and thermodynamics, contain problems that lead to the same equations. This leads to the following interesting perspective: In the 19th century, mathematicians and physicists began to implement atomistic ideas to derive the known laws of continuum physics, in particular, thermodynamics, from
deeper physical principles. According to these ideas, the formulas of continuum physics, using partial differential equations, are approximate descriptions of an underlying atomistic reality, governed by finitely many ordinary differential equations, namely Newton's equations of motion of $N$ atoms. Formally at least, the continuum laws should emerge in the limit as $N \rightarrow \infty$ of a system containing $N$ atoms. This means if these derivations can be proved rigorously, they not only substantiate the physical understanding of the world, but also provide an alternative way of looking at partial differential equations.

To see this more clearly, we revisit the ideal gas model with $N$ being the total number of particles in the domain (or a "container"), and let $k=\frac{k_{\mathrm{B}}}{m}$, where $k_{\mathrm{B}}$ is the Boltzmann's constant, $m$ a suitable mass unit, and $\nu=\frac{\rho}{m}$ the number of particles per volume. Then the equation (1.21) of $\rho$ turns into an equation of $\nu$,

$$
\begin{equation*}
\nu=\nu_{0} e^{\theta-\frac{m \Phi}{k_{\mathrm{B}} T}} . \tag{1.25}
\end{equation*}
$$

Since now the integral $\int \nu d V$ taken over the domain is equal to $N$, we have

$$
\begin{equation*}
N=\nu_{0} e^{\theta} \int e^{-\frac{m \Phi}{k_{\mathrm{B}} T}} \tag{1.26}
\end{equation*}
$$

and (1.25) transforms into

$$
\begin{equation*}
\nu=N \frac{e^{-\frac{m \Phi}{k_{\mathrm{B}} \mathrm{~B}^{T}}}}{\int e^{-\frac{m \Phi}{k_{\mathrm{B}} T}}} \tag{1.27}
\end{equation*}
$$

Plug (1.27) into (1.16) and obtain

$$
\begin{equation*}
\Delta \Phi=4 \pi G m N \frac{e^{-\frac{m \Phi}{k_{\mathrm{B}} T}}}{\int e^{-\frac{m \Phi}{k_{\mathrm{B}} T}}} \tag{1.28}
\end{equation*}
$$

Note that this equation is different from its counterpart with an extra normalization denominator. Yet if we regard $\kappa$ as a rescaling of $K$ with the relation $\kappa=K \int e^{2 u} \mathrm{~d}^{2} x$ in (1.10), then an equation of the form (1.28) shows up. Of course, (1.28) is still a continuum equation in appearance, but now it has a different interpretation, namely as the continuum approximation to a discrete distribution with $N$ atoms. In concert with (1.23), it reveals the $N$-scaling in which the underlying discrete distribution should converge to the proper continuum equations ${ }^{2}$, namely

$$
\begin{equation*}
\Phi=N \phi \tag{1.29}
\end{equation*}
$$

[^1]and
\[

$$
\begin{equation*}
T=N \Theta \tag{1.30}
\end{equation*}
$$

\]

both in the leading order $N$, where $\phi$ and $\Theta$ are " $O(1)$ " quantities.
Among the first rigorous results in this direction was the work [MeSp82] by Messer and Spohn. They treated the case of bounded Lipschitz continuous pairwise interactions, and derived an integral equation which is equivalent to a regularized isothermal Lane-Emden equation.

Later, this technique was generalized to the point vortex interactions with logarithmic singularities, independently by [CLMP92] and [Kie93], and further developed in [CLMP95] and [KiLe97]. It can be applied to study Nirenberg's problem in 2-dim, see [Kie00, Kie11, KiWa12], etc.

To illustrate how the idea works in 2-dim, we follow [Kie11]. In 2-dim Newtonian physics, points on the 2-dim sphere can be interpreted as particles that move according to the Newtonian equation of motion with pairwise logarithmic interactions, i.e.,

$$
\begin{equation*}
\ddot{\mathbf{s}}_{k}(t)+\left|\dot{\mathbf{s}}_{k}(t)\right|^{2} \mathbf{s}_{k}(t)=-\gamma \sum_{1 \leq j \leq N, j \neq k} \Pi_{\mathbf{s}_{k}(t)}^{\perp} \frac{\mathbf{s}_{k}(t)-\mathbf{s}_{j}(t)}{\left|\mathbf{s}_{k}(t)-\mathbf{s}_{j}(t)\right|^{2}} \tag{1.31}
\end{equation*}
$$

here $\Pi_{\mathbf{s}_{k}(t)}^{\perp}=1-\mathbf{s}_{k}(t) \otimes \mathbf{s}_{k}(t)$ is the projection from ${ }^{3} \mathbb{R}^{3}$ onto the tangent space to $\mathbb{S}^{2}$ at $\mathbf{s}_{k}(t) \in \mathbb{S}^{2} \subset \mathbb{R}^{3}$. Here, $\gamma=+1$ is for the gravitational interactions, and $\gamma=-1$ for the electrical interactions. The mechanical energy of the system,

$$
\begin{equation*}
H^{(N)}\left(\mathbf{s}_{1}, \mathbf{p}_{1} ; \ldots ; \mathbf{s}_{N}, \mathbf{p}_{N}\right)=\sum_{1 \leq j \leq N} \frac{1}{2}\left|\mathbf{p}_{j}\right|^{2}+\frac{1}{2} \sum_{j \neq k} \sum_{j} \gamma\left(\left|\mathbf{s}_{j}-\mathbf{s}_{k}\right|\right), \tag{1.32}
\end{equation*}
$$

is preserved, with the particles located at $\left(\mathbf{s}_{1}, \ldots, \mathbf{s}_{N}\right)$ in the configurational space $\Lambda^{N}=\left(\mathbb{S}^{2}\right)^{N}$ and their momenta as $\left(\mathbf{p}_{1}, \ldots, \mathbf{p}_{N}\right) \in \prod_{k}\left(T_{\mathbf{s}_{k}}^{*} \mathbb{S}^{2}\right) \subset \mathbb{R}^{3 N}$. As the number of particles increases, there is no way for us to know the exact state of each specific particle, but by looking at an ensemble of systems all with fixed energy $E$, the so-called microcanonical ensemble, we can determine the "typical" macrostate of the system as

[^2]a whole. More precisely, if the law of large numbers holds, then the empirical measures
\[

$$
\begin{align*}
\Delta_{X_{t}^{(N)}}^{(1)}(\mathbf{s}, \mathbf{p}) & =\frac{1}{N} \sum_{1 \leq j \leq N} \delta_{s_{j}(t)}(\mathbf{s}) \delta_{p_{j}(t)}(\mathbf{p})  \tag{1.33}\\
\underline{\Delta}_{X_{t}^{(N)}}^{(2)}\left(\mathbf{s}, \mathbf{p} ; \mathbf{s}^{\prime}, \mathbf{p}^{\prime}\right) & =\frac{2}{N(N-1)} \sum_{1 \leq j \neq k \leq N} \sum_{s_{j}(t)} \delta^{(\mathbf{s})} \delta_{s_{k}(t)}\left(\mathbf{s}^{\prime}\right) \delta_{p_{j}(t)}(\mathbf{p}) \delta_{p_{k}(t)}\left(\mathbf{p}^{\prime}\right)
\end{align*}
$$
\]

and higher order U-statistics $\underline{\Delta}_{X_{t}^{(N)}}^{(n)}\left(\mathbf{s}_{1}, \mathbf{p}_{1} ; \ldots ; \mathbf{s}_{n}, \mathbf{p}_{n}\right)$ will each converge in probability to some "typical" distribution $\varrho_{t y p}^{(n)}$ i.e.

$$
\begin{equation*}
\operatorname{Prob}\left(\operatorname{Dist}\left(\underline{\Delta}_{X_{t}^{(N)}}^{(n)}, \varrho_{t y p}^{(n)}\right)>\delta\right) \rightarrow 0, \text { as } N \rightarrow \infty, \forall \delta>0 \tag{1.34}
\end{equation*}
$$

More generally, the typical state does not have to be unique. It can even be an orbit $\mathcal{O}\left[\varrho_{t y p}^{(n)}\right]$, so that the above equation becomes

$$
\begin{equation*}
\operatorname{Prob}\left(\operatorname{Dist}\left(\underline{\Delta}_{X_{t}^{(N)}}^{(n)}, \mathcal{O}\left[\varrho_{t y p}^{(n)}\right]\right)>\delta\right) \rightarrow 0, \text { as } N \rightarrow \infty, \forall \delta>0 \tag{1.35}
\end{equation*}
$$

The question is now how to prove the law of large numbers and what specifically it says for the microcanonical ensemble.

The microcanonical ensemble is a family $\left\{\left(\mathbf{S}_{k}^{(N)}, \mathbf{P}_{k}^{(N)}\right) \mid k \in \mathbb{N}\right\}$ of i.i.d. (independent and identically distributed) copies of a random vector $\left(\mathbf{S}^{(N)}, \mathbf{P}^{(N)}\right)$ taking values $\left(S^{(N)}, P^{(N)}\right) \in\left(T^{*} \mathbb{S}^{2}\right)^{N} \subset \mathbb{R}^{6 N}$, with stationary ${ }^{4}$ single-system probability measure

$$
\begin{equation*}
\mathrm{d} \mu_{\varepsilon}^{(N)}=\Omega_{N}^{\prime-1}(\mathcal{E}) \delta\left(\mathcal{E}-H^{(N)}\right) \mathrm{d}^{2} p^{N} \mathrm{~d}^{2} \underline{\alpha}^{N}, \tag{1.36}
\end{equation*}
$$

which also defines the microcanonical ensemble partition function, as

$$
\begin{equation*}
\Omega_{N}^{\prime}(\mathcal{E})=\iint \delta\left[\mathcal{E}-H^{(N)}\left(S^{(N)}, P^{(N)}\right)\right] \mathrm{d}^{2} p^{N} \mathrm{~d}^{2} \underline{\alpha}^{N} \tag{1.37}
\end{equation*}
$$

with $\mathrm{d}^{2} \underline{\alpha}=\frac{1}{4 \pi} \mathrm{~d}^{2} \alpha$, and $\mathrm{d}^{2} \alpha$ the standard uniform measure on $\mathbb{S}^{2}$. Besides, $\Omega_{N}^{\prime}$ means the derivative of

$$
\begin{equation*}
\Omega_{N}(\varepsilon)=\iint \chi_{\left\{H^{(N)}\left(S^{(N)}, P^{(N)}\right)<\varepsilon\right\}} \mathrm{d}^{2} p^{N} \mathrm{~d}^{2} \underline{\alpha}^{N} \tag{1.38}
\end{equation*}
$$

with respect to $\mathcal{E}$, where $\chi_{B}$ is the characteristic function of the Borel set $B \subset\left(\mathbb{S}^{2}\right)^{N}$.
Indeed, when the Hamiltonian $H^{(N)}$ is fixed to some value $\mathcal{E}$, several main results for the typical distribution have been proved in [Kie11]:

[^3]Theorem 1. For $N$ large enough, the ensemble entropy defined by $\ln \Omega_{N}^{\prime}(\mathcal{E})$ has the asymptotic behavior ${ }^{5}$

$$
\begin{equation*}
\ln \Omega_{N}^{\prime}\left(N^{2} \varepsilon\right)=N \mathscr{S}(\varepsilon)+o(N), \tag{1.39}
\end{equation*}
$$

with $\varepsilon$ independent of $N$.
The term $\mathscr{S}$ is the so-called "entropy per particle", which will be studied in the next chapter in detail, and is characterized by the maximizers of the following entropy variational principle, see [Kie11]:

Theorem 2. The entropy per particle $\mathscr{S}$ is equal to the maximum of an entropy variational principle $-\mathcal{H}_{B}(\rho)$, i.e.,

$$
\begin{equation*}
\mathscr{S}(\varepsilon)=-\mathcal{H}_{B}\left(\rho_{\varepsilon}\right) \tag{1.40}
\end{equation*}
$$

where $\rho_{\varepsilon}$ is a minimizer of the (negative) ${ }^{6}$ entropy functional $\mathcal{H}_{B}$, defined by

$$
\begin{equation*}
\mathcal{H}_{\mathrm{B}}(\rho)=\iint \rho(s, p) \ln \rho(s, p) \mathrm{d}^{2} p \mathrm{~d}^{2} \underline{\alpha}(s), \tag{1.41}
\end{equation*}
$$

over the set $\mathfrak{A}_{\varepsilon}=\left\{\rho \in\left(\mathfrak{P} \cap \mathfrak{L}^{1} \ln \mathfrak{L}^{1}\right)\left(T^{*} \mathbb{S}^{2}, \mathrm{~d}^{2} p \mathrm{~d}^{2} \underline{\alpha}\right): \mathcal{E}(\rho)=\varepsilon\right\}$. Here,

$$
\begin{equation*}
\mathcal{E}(\rho)=\iint \frac{1}{2}|p|^{2} \rho(s, p) \mathrm{d}^{2} p \mathrm{~d}^{2} \alpha+\iiint \int \frac{1}{2} \gamma U\left(\left|s, s^{\prime}\right|\right) \rho(s, p) \rho\left(s^{\prime}, p^{\prime}\right) \mathrm{d}^{2} p \mathrm{~d}^{2} \alpha \mathrm{~d}^{2} p^{\prime} \mathrm{d}^{2} \alpha^{\prime} \tag{1.42}
\end{equation*}
$$

Furthermore, the minimizers of $\mathcal{H}_{B}$ satisfy the Euler-Lagrange equation

$$
\begin{equation*}
\rho(s)=\frac{e^{-\beta \gamma \int U\left(s, s^{\prime}\right) \rho\left(s^{\prime}\right) \mathrm{d}^{2} \alpha\left(s^{\prime}\right)}}{\int e^{-\beta \gamma \int U\left(s, s^{\prime}\right) \rho\left(s^{\prime}\right) \mathrm{d}^{2} \alpha\left(s^{\prime}\right)} \mathrm{d}^{2} \alpha(s)} \tag{1.43}
\end{equation*}
$$

with $U$ being the Green's function of the Laplace-Beltrami operator on $\mathbb{S}^{2}$, and $\beta$ the Lagrange multiplier for the constraint

$$
\begin{equation*}
\mathcal{E}(\rho)=\varepsilon . \tag{1.44}
\end{equation*}
$$

[^4]The next result relates the minimizers of $\mathcal{H}_{B}$ (or equivalently, the maximizers of $\left.-\mathcal{H}_{B}\right)$ to the typical distribution of the microcanonical ensemble measure, see [Kie11]:

Theorem 3. Suppose the (negative) entropy functional $\mathcal{H}_{\mathrm{B}}(\rho)$ has a unique minimizer $\rho_{\varepsilon}$. For any fixed positive integer $n$, the sequence of the $n$-th marginal measure of $\mu_{N(N-1) \varepsilon}^{(N)}$, denoted by ${ }^{(n)} \mu_{N(N-1) \varepsilon}^{(N)}$, converges, up to the extraction of a subsequence, in probability to the tensor product of $\rho_{\varepsilon}$, i.e.,

$$
\begin{equation*}
\lim _{N \rightarrow \infty}{ }^{(n)} \mu_{N(N-1) \varepsilon}^{(N)}=\rho_{\varepsilon}^{\otimes n} \tag{1.45}
\end{equation*}
$$

In general, $\mathcal{H}_{\mathrm{B}}(\rho)$ can have a family of minimizers, then the sequence ${ }^{(n)} \mu_{N(N-1) \varepsilon}^{(N)}$ converges, modulo the extraction of a subsequence, to a superposition of these maximizers, namely,

$$
\begin{equation*}
\lim _{N \rightarrow \infty}{ }^{(n)} \mu_{N(N-1) \varepsilon}^{(N)}={ }^{(n)} \mu_{\varepsilon}=\int_{\mathfrak{P}\left(\mathbb{S}^{2}\right)} \zeta^{\otimes n} \nu\left(d \zeta \mid \mu_{\varepsilon}\right) \tag{1.46}
\end{equation*}
$$

where the measure $\nu\left(d \zeta \mid \mu_{\varepsilon}\right)$ for the convex decomposition of ${ }^{(n)} \mu_{\varepsilon}$ is concentrated on the set of minimizers of $\mathcal{H}_{\mathrm{B}}$ on $\mathfrak{A}_{\varepsilon}$.

In the case that $\nu\left(d \zeta \mid \mu_{\varepsilon}\right)$ is not a singleton but a convex linear combination of maximizers of the entropy functional $-\mathcal{H}_{\mathrm{B}}$, the "implicitly defined" typical distribution can be only one of these maximizers.

Remark 1. For a detailed explanation of "convex decomposition" into product measures, the readers is refered to the references [deF37, Dyn53, HeSa55].

Among these results, we take a look specifically at the equation (1.43) of $\rho$. Apply the substitution $2 u=-\beta \gamma \int U\left(s, s^{\prime}\right) \rho\left(s^{\prime}\right) \mathrm{d}^{2} \alpha^{\prime}$ so that the equation turns into an equation for $u$ :

$$
\begin{equation*}
-\Delta u=\frac{1}{2} \beta \gamma \frac{e^{2 u}}{\int e^{2 u} \mathrm{~d}^{2} \alpha}-\frac{1}{4 \pi} \tag{1.47}
\end{equation*}
$$

with the same form as the equation of the prescribed Gaussian curvature problem. Here, of course, the Gaussian curvature $K=\frac{\beta \gamma}{2 \int e^{2 u} \mathrm{~d}^{2} \alpha}$ is constant, and $K>0$ for $\gamma=1$ and $K<0$ for $\gamma=-1$.

The microcanonical ensemble is tricky and difficult to deal with, and it may look like "magic" how (1.47) emerged from (1.36). However, the derivation becomes more transparent if we shift the problem to the canonical level - possibly with some loss of information - by applying the bilateral Laplace transform to the microcanonical ensemble partition function (1.37). Taking $\frac{1}{N-1} \beta$ as the conjugate variable of $\mathcal{E}$, we obtain the canonical ensemble partition function

$$
\begin{align*}
& \int_{\mathbb{R}} e^{-\frac{1}{N-1} \beta \varepsilon} \Omega_{N}^{\prime}(\mathcal{E}) \mathrm{d} \varepsilon \\
= & \int_{\mathbb{R}} e^{-\frac{1}{N-1} \beta \mathcal{E}} \int_{\left(\mathbb{S}^{2}\right)^{N}} \int_{\prod_{k}\left(T_{s_{k}}^{*} \mathbb{S}^{2}\right)} \delta\left[\mathcal{E}-H^{(N)}\left(S^{(N)}, P^{(N)}\right)\right] \mathrm{d}^{2} p^{N} \mathrm{~d}^{2} \underline{\alpha}^{N} \mathrm{~d} \varepsilon  \tag{1.48}\\
= & \left.\int_{\left(\mathbb{S}^{2}\right)^{N}} \int_{\prod_{k}\left(T_{S_{k}}^{*} \mathbb{S}^{2}\right)} e^{-\frac{1}{N-1} \beta\left(\sum_{j} \frac{1}{2}\left|p_{j}\right|^{2}+\frac{1}{2} \sum_{j \neq k} \gamma U\left(\left|\mathbf{s}_{j}-\mathbf{s}_{k}\right|\right)\right.}\right) \mathrm{d}^{2} p^{N} \mathrm{~d}^{2} \underline{\alpha}^{N}
\end{align*}
$$

The last double integral can be factored into two integrals-one in terms of the momentum $p$, the other in term of the position $s$. The former part can be calculated explicitly,

$$
\begin{equation*}
\int_{\prod_{k}\left(T_{S_{k}}^{*} \mathbb{S}^{2}\right)} e^{-\frac{1}{N-1} \beta \sum_{j} \frac{1}{2}\left|p_{j}\right|^{2}} \mathrm{~d}^{2} p^{N}=\left(\int_{T_{\mathbf{n}}^{*} \mathbb{S}^{2}} e^{-\frac{1}{N-1} \beta \frac{1}{2}|p|^{2}} \mathrm{~d}^{2} p\right)^{N}=\left(\frac{2(N-1)}{\beta} \pi\right)^{N} \tag{1.49}
\end{equation*}
$$

where $\mathbf{n}$ is the north pole of the sphere, leaving the latter part

$$
\int_{\left(\mathbb{S}^{2}\right)^{N}} e^{-\frac{1}{N-1} \beta \frac{1}{2} \sum_{j \neq k} \sum_{\gamma} \gamma U\left(\left|\mathbf{s}_{j}-\mathbf{s}_{k}\right|\right)} \mathrm{d}^{2} \underline{\alpha}^{N}
$$

namely the configurational integral, to be considered. Moreover, the measure

$$
\begin{equation*}
\mathrm{d} \mu^{(N)}=\frac{e^{-\frac{1}{N-1} \beta \frac{1}{2} \sum_{j \neq k} \gamma U\left(\left|\mathbf{s}_{j}-\mathbf{s}_{k}\right|\right)}}{\int e^{-\frac{1}{N-1} \beta \frac{1}{2} \sum_{j \neq k} \gamma U\left(\left|\mathbf{s}_{j}^{\prime}-\mathbf{s}_{k}^{\prime}\right|\right)} \mathrm{d}^{2} \underline{\alpha}^{\prime N}} \mathrm{~d}^{2} \underline{\alpha}^{N} \tag{1.50}
\end{equation*}
$$

is the configurational canonical ensemble measure. Then the "typicality" problem of the microcanonical ensembles shifts to the limiting behavior of the canonical ensemble measures, and it leads to the results above except that the $\mathcal{E}$-constraint is gone. To see this, notice that a law of large numbers for (1.50) suggests that if the configurational empirical measure

$$
\begin{equation*}
\underline{\Delta}_{Q_{t}^{(N)}}^{(1)}(\mathbf{s})=\int \triangle_{X_{t}^{(N)}}^{(1)}(\mathbf{s}, \mathbf{p}) \mathrm{d}^{2} p \rightharpoonup \rho(s) \tag{1.51}
\end{equation*}
$$

as $N \rightarrow \infty$, then

$$
\begin{equation*}
\frac{1}{N-1} \sum_{k \neq j} \gamma U\left(\left|s_{k}-s_{j}\right|\right) \approx \gamma \int U\left(\left|s_{j}-s\right|\right) \rho(s) \mathrm{d} \underline{\alpha} \tag{1.52}
\end{equation*}
$$

so that

$$
\begin{equation*}
d \mu^{(N)} \approx \prod_{j=1}^{N} \frac{e^{-\beta \gamma \int U\left(\left|s_{j}-s^{\prime}\right|\right) \rho \mathrm{d} \underline{\alpha}^{\prime}}}{\int e^{-\beta \gamma \int U\left(\left|s_{j}-s^{\prime}\right|\right) \rho \mathrm{d} \underline{\alpha}^{\prime}} \mathrm{d} \underline{\alpha}} \mathrm{~d} \underline{\alpha}^{N} . \tag{1.53}
\end{equation*}
$$

This plausibility reasoning can indeed be made rigorous, as first done by Messer and Spohn [MeSp82] (for Lipschitz continuous and bounded interactions).

In the above sketched examples, the Gaussian curvature obtained from statistical techniques is a constant, either positive or negative, depending on whether $\gamma=+1$ or $\gamma=-1$. However, by adding a so-called external potential term $\sum_{k} \psi\left(s_{k}\right)$ to the Hamiltonian (1.32), one can produce a non-constant Gaussian curvature $K \propto \pm e^{\beta \psi}$.

One of the shortcomings of this method, apparently, is that the prescribed Gaussian curvatures, or $Q$-curvatures in higher dimensions, never change sign. This fact let Prof. Alice Chang raise the question: Can one generalize this technique to the type of curvatures that change sign? This thesis is in part concerned with answering Prof. Chang's question.

Another part of this thesis is concerned with the direct application of the statistical mechanical approach to other types of differential-geometric partial differential equations, like the equation of the immersed tori [Abr87]

$$
\begin{equation*}
-\Delta u=\sinh u \tag{1.54}
\end{equation*}
$$

in 2-dim and its higher dimensional analogues.
The rest of the thesis, therefore, consists of two parts:
In Part I, we will apply established statistical mechanics techniques to study a generalization of the prescribed $Q$-curvature problem on the D-dimensional sphere. While the Gaussian curvature corresponds to the Laplace operator $-\Delta, Q$-curvature is related to the GJMS [GJMS92, Cha08] operators $P_{2 k}^{\mathrm{D}}$. The GJMS operators have order $2 k$, and the leading term is $(-\Delta)^{k}$. In particular, when $\mathrm{D}=2 k$, the kernel of $P_{2 k}^{\mathrm{D}}$ has $\ln \frac{1}{|x|}$ as its leading order, similar to that of the Laplacian in 2-dim. So we can treat the prescribed
$Q$-curvature problem of all dimensions in one setup, see [Kie00]. We will show that this statistical mechanics strategy can also handle a generalized prescribed $Q$-curvature problem which in particular contains the equation $P u=\sinh u$ as a special case.

Before dealing with the problem itself, however, we will first review the results without external fields of Messer and Spohn, in Section 2.1. Then in Section 2.2 we discuss the proof technique of Messer-Spohn. More to the point, we recall the properties of entropy in Subsection 2.2.1, then discuss the continuum limit proved by Messer-Spohn in Subsection 2.2.2. The incorporation of external fields is an immediate generalization, studied in Section 2.3; and another generalization involving a coupling constant, the distribution of which is presumed, is in Section 2.4. Then in Chapter 3, we apply the Messer-Spohn technique to a generalization of the prescribed $Q$-curvature problem which contains the latter as a special case; however, the $Q$-curvature is without signchange.

In Part II, we will generalize the technique of Messer-Spohn to the prescribed $Q$ curvature problem with sign-change. In order to fulfill the task, we decompose the equation into a pair of equations without changing sign. In the view of statistics, neither the system nor the ensemble of systems contains just one species of particles, but two species of particles. Besides, the interactions are no longer symmetric, voiding the Hamiltonian mechanical interpretation. Instead, we will give an interpretation in terms of biological populations. In contrast to Part I, Part II is not concerned with the application of established rigorous techniques, but with the development of a conceptually new method.

## Part I

## Application of Statistical

 Mechanics Techniques to a
## Generalization of the Prescribed Q-Curvature Problem on $\mathbb{S}^{\text {D }}$

## Chapter 2

## Introduction to statistical mechanics technique

In this chapter, we introduce the readers to the technique of Messer and Spohn [MeSp82]. For the sake of simplicity and to emphasize the essence, we focus on the pairwise interactions with Lipschitz continuity and boundedness and work in a bounded region of the flat space $\mathbb{R}^{\mathrm{D}}$. Subsequently when we treat the interactions with logarithmic singularities, we will have to change the topology of the function spaces in order to discuss the convergence of measures.

### 2.1 The Main Results of Messer-Spohn

Assume that the function $U \in C_{b}^{0}\left(\Lambda^{2}\right)$ satisfies $U(x, y)=U(y, x)$ for $x, y \in \Lambda \subset \mathbb{R}^{\mathrm{D}}$, where $\Lambda$ is a bounded domain, and $D$ is a positive integer. The fixed point problem

$$
\begin{equation*}
\rho(x)=\frac{e^{-\int_{\Lambda} U(x, y) \rho(y) \mathrm{d} y}}{\int_{\Lambda} e^{-\int_{\Lambda} U(x, y) \rho(y) \mathrm{d} y} \mathrm{~d} x} \tag{2.1}
\end{equation*}
$$

is the Euler-Lagrange equation associated with the problem for finding $\min _{\rho} \mathcal{F}(\rho)$, where $\mathcal{F}$ is the free energy functional defined by

$$
\begin{equation*}
\mathcal{F}(\rho)=\frac{1}{2} \int_{\Lambda} \int_{\Lambda} U(x, y) \rho(x) \rho(y) \mathrm{d} x \mathrm{~d} y+\int_{\Lambda} \rho(x) \ln (|\Lambda| \rho(x)) \mathrm{d} x \tag{2.2}
\end{equation*}
$$

for all $\rho \in\left(\mathfrak{P} \cap \mathfrak{L}^{1} \cap \mathfrak{L}^{1} \ln \mathfrak{L}^{1}\right)(\Lambda)$.
The functional $\mathcal{F}$ is known in the physics literature as the thermodynamic configurational free energy of $\rho$, and $\rho$ is a particle density function. The first integral in $\mathcal{F}$ is the potential (configurational) energy of $\rho$, the second is the negative of the entropy of $\rho$ relative to uniform Lebesgue measure. Messer and Spohn studied $\mathcal{F}$ using statistical mechanics tools and showed that there exists a solution of the Euler-Lagrange equation (2.1). However, in general this procedure won't give all solutions.

More precisely, Messer and Spohn studied the canonical ensemble measures

$$
\begin{equation*}
\mu^{(N)}\left(\mathrm{d} x_{1}, \cdots, \mathrm{~d} x_{N}\right)=Z(N)^{-1} \exp \left[-\frac{1}{2(N-1)} \sum_{1 \leq j \neq k \leq N} \sum_{N} U\left(x_{j}, x_{k}\right)\right] \mathrm{d}^{N} x \tag{2.3}
\end{equation*}
$$

where

$$
\begin{equation*}
Z(N)=\int \exp \left[-\frac{1}{2(N-1)} \sum_{1 \leq j \neq k \leq N} U\left(x_{j}, x_{k}\right)\right] \mathrm{d}^{N} x \tag{2.4}
\end{equation*}
$$

is the canonical partition function. They showed that as $N \rightarrow \infty$ the limit of the canonical measures (2.3) can be characterized as follows:

Definition 1. (Marginal Measure) For any positive integer $n \leq N$, define the $n$-th marginal measure of a measure $\mu_{N}$ on $\Lambda^{N}$ by

$$
\begin{equation*}
{ }^{(n)} \mu_{N}\left(\mathrm{~d}^{n} x\right):=\int_{\Lambda^{N-n}} \mu_{N}\left(\mathrm{~d}^{n} x \mathrm{~d}^{N-n} x\right) . \tag{2.5}
\end{equation*}
$$

Result 1. Suppose the free energy functional $\mathcal{F}$ has a unique minimizer $\rho$, then the sequence of the $n$-th marginal measures $\left\{{ }^{(n)} \mu^{(N)}\right\}_{N=1}^{\infty}$ converges weakly to an $n$-th tensor product of $\rho$, i.e.,for any positive integer $n$,

$$
\begin{equation*}
{ }^{(n)} \mu^{(N)} \rightharpoonup \rho^{\otimes n} \in \mathfrak{P}\left(\Lambda^{n}\right), \text { as } N \rightarrow \infty . \tag{2.6}
\end{equation*}
$$

We can consider the measures $\mu^{(N)}$ as probability measures on the infinite product of the space $\Lambda$, namely $\Lambda^{\mathbb{N}}$, in the following sense [HeSa55]:

Let $B(\Lambda)$ be the $\sigma$-algebra of Borel subsets of $\Lambda$, and $\mathfrak{P}(\Lambda)$ the set of probability measures on $\Lambda$. Now let $\Lambda^{\mathbb{N}}$ be the countably infinite Cartesian product of $\Lambda$ equipped with product topology, and denote $\tau_{N}$ the projection mapping from $\Lambda^{\mathbb{N}}$ to $\Lambda^{N}$. Then a measure $\mu_{N}$ on the $\sigma$-algebra of subsets of $\Lambda^{N}$ can be considered equivalent to a measure $\tilde{\mu}_{N}$ on $\Lambda^{\mathbb{N}}$ in the sense that for any product set $E_{1} \times \cdots \times E_{N} \subset \Lambda^{N}$,

$$
\begin{equation*}
\mu_{N}\left(E_{1} \times \cdots \times E_{N}\right)=\tilde{\mu}_{N} \circ \tau_{N}^{-1}\left(E_{1} \times \cdots \times E_{N}\right) \tag{2.7}
\end{equation*}
$$

In this sense, the weak limit point $\mu$ of (2.3) is an infinite tensor product of $\rho$, i.e.,

$$
\begin{equation*}
\mu=\rho \otimes \rho \otimes \rho \otimes \cdots \in \mathfrak{P}\left(\Lambda^{\mathbb{N}}\right) . \tag{2.8}
\end{equation*}
$$

For each canonical ensemble measure $\mu^{(N)}$, define its free energy by ${ }^{1}$

$$
\begin{equation*}
\mathcal{G}^{(N)}\left(\mu^{(N)}\right)=\frac{1}{2 N} \int_{\Lambda^{N}} \sum_{1 \leq k \neq l \leq N} \sum_{\left(x_{k}, x_{l}\right) \mathrm{d} \mu^{(N)}+\int_{\Lambda^{N}} \ln \left(|\Lambda|^{N} \frac{\mathrm{~d} \mu^{(N)}}{\mathrm{d}^{N} x}\right) \mathrm{d} \mu^{(N)} . . ~ . ~}^{\text {. }} \tag{2.9}
\end{equation*}
$$

The so-called "free energy per particle" stands for the limit

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \mathcal{G}\left(\mu^{(N)}\right) \tag{2.10}
\end{equation*}
$$

Result 2. For the sequence of canonical ensemble measures $\left\{\mu^{(N)}\right\}_{N=1}^{\infty}$, the set of its weak limit points consists of minimizers for the functional $\mathcal{F}$, i.e., suppose $\mu$ is a weak limit point of $\left\{\mu^{(N)}\right\}_{N=1}^{\infty}$, then

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \mathcal{G}\left(\mu^{(N)}\right)=\lim _{n \rightarrow \infty} \frac{1}{n} \mathcal{G}\left({ }^{(n)} \mu\right)=\inf _{\rho} \mathcal{F}(\rho) \tag{2.11}
\end{equation*}
$$

Result 3. In general, $\mathcal{F}$ may have a family of minimizers, then each weak limit point $\mu$ is a superposition of these minimizers, in the sense that

$$
\begin{equation*}
\mu=\int_{\mathfrak{P}(\Lambda)} \zeta^{\otimes \mathbb{N}} \nu(\mathrm{d} \zeta \mid \mu), \tag{2.12}
\end{equation*}
$$

or equivalently, for any positive integer $n$,

$$
\begin{equation*}
{ }^{(n)} \mu=\int_{\mathfrak{P}(\Lambda)} \zeta^{\otimes n} \nu(\mathrm{~d} \zeta \mid \mu), \tag{2.13}
\end{equation*}
$$

where the decomposition measure $\nu(\mathrm{d} \zeta \mid \mu)$ has its support within the set of minimizers of $\mathcal{F}$.

### 2.2 The Proof Technique of Messer-Spohn

In this section we recall the technique of Messer and Spohn, and in later sections, two generalizations will be discussed.

### 2.2.1 Properties of Entropy

First, we need some general facts about "the entropy" of some classes of probability measures:

[^5]Definition 2. (Entropy) Let $\mu_{N}\left(d^{N} x\right) \in \mathfrak{P}\left(\Lambda^{N}\right)$ be a probability measure which is permutation invariant (or permutational symmetric), with $\Lambda^{N} \subset \mathbb{R}^{N D}$ bounded. We define its entropy as
$\mathcal{S}\left(\mu_{N}\right)= \begin{cases}-\int_{\Lambda^{N}} \ln \left(|\Lambda|^{N} \frac{\mathrm{~d} \mu_{N}}{\mathrm{~d}^{N} x}\right) \mu_{N}\left(\mathrm{~d}^{N} x\right) & \text { if } \mu_{N}\left(\mathrm{~d} x^{N}\right) \ll \mathrm{d}^{N} x \text { and } \frac{\mathrm{d} \mu_{N}^{(N)}}{\mathrm{d}^{N} x} \in \mathfrak{L}^{1} \ln \mathfrak{L}^{1}\left(\Lambda^{N}\right) \\ -\infty & \text { otherwise }\end{cases}$

For a marginal measure, the entropy $\mathcal{S}\left({ }^{(n)} \mu_{N}\right)$ is defined analogously. Entropy of the marginal measure has the following properties:

Property 1. (Decrease of Entropy) For any positive integers $n$ and $m$, satisfying $n<m \leq N$, the entropy of the $m$-th marginal measure cannot be greater than the entropy of the $n$-th marginal measure, i.e.,

$$
\begin{equation*}
\mathcal{S}\left({ }^{(m)} \mu_{N}\right) \leq \mathcal{S}\left({ }^{(n)} \mu_{N}\right), \forall n<m \leq N . \tag{2.15}
\end{equation*}
$$

Indeed, by setting

$$
\begin{aligned}
{ }^{(m)} \mu_{N}\left(\mathrm{~d}^{m} x\right)= & \rho_{m}\left(x_{1}, \ldots, x_{m}\right) \mathrm{d}^{m} x \\
\text { we have } & -\int \rho_{m} \ln \left(|\Lambda|^{m} \rho_{m}\right) \mathrm{d}^{m} x+\int \rho_{n} \ln \left(|\Lambda|^{n} \rho_{n}\right) \mathrm{d}^{n} x \\
= & -\int \rho_{m} \ln \rho_{m} \mathrm{~d}^{m} x+\int \rho_{n} \ln \rho_{n} \mathrm{~d}^{n} x-\ln |\Lambda|^{m}+\ln |\Lambda|^{n} \\
= & -\int \rho_{m} \ln \rho_{m} \mathrm{~d}^{m} x+\int \rho_{n} \ln \rho_{n} \mathrm{~d}^{n} x-\ln |\Lambda|^{m-n} \\
= & -\int \rho_{m} \ln \frac{\rho_{m}}{\rho_{n}} \mathrm{~d}^{m} x-\ln |\Lambda|^{m-n} \\
= & \left\langle\ln \frac{\rho_{n}}{\rho_{m}}\right\rangle-\ln |\Lambda|^{m-n} \\
\leq & \ln \left\langle\frac{\rho_{n}}{\rho_{m}}\right\rangle-\ln |\Lambda|^{m-n} \\
= & \ln \int \rho_{m} \frac{\rho_{n}}{\rho_{m}} \mathrm{~d}^{m} x-\ln |\Lambda|^{m-n} \\
= & \ln \int \rho_{n} \mathrm{~d}^{m} x-\ln |\Lambda|^{m-n} \\
= & \ln |\Lambda|^{m-n}-\ln |\Lambda|^{m-n}=0
\end{aligned}
$$

The " $\leq$ " comes from Jensen's inequality, since the function $\ln x$ is concave, then $\langle\ln \cdot\rangle \leq \ln \langle\cdot\rangle$, here the notation $\langle\cdot\rangle$ represents the average with respect to $\rho_{m}$.

Property 2. (Subadditivity of Entropy) For positive integers $m$ and $n$, the entropy of the $(m+n)$-th marginal measure cannot exceed the sum of the two entropies for the two marginal measures, i.e.,

$$
\begin{equation*}
\mathcal{S}\left({ }^{(m+n)} \mu_{N}\right) \leq \mathcal{S}\left({ }^{(m)} \mu_{N}\right)+\mathcal{S}\left({ }^{(n)} \mu_{N}\right) . \tag{2.16}
\end{equation*}
$$

Indeed,

$$
\begin{aligned}
& -\int \rho_{m+n} \ln \left(|\Lambda|^{m+n} \rho_{m+n}\right) \mathrm{d}^{m+n} x+\int \rho_{m} \ln \left(|\Lambda|^{m} \rho_{m}\right) \mathrm{d}^{m} x+\int \rho_{n} \ln \left(|\Lambda|^{n} \rho_{n}\right) \mathrm{d}^{n} x \\
= & \int \rho_{m+n} \ln \frac{\rho_{m} \rho_{n}}{\rho_{m+n}} \mathrm{~d}^{m+n} x \\
\leq & \ln \int \rho_{m+n} \frac{\rho_{m} \rho_{n}}{\rho_{m+n}} \mathrm{~d}^{m+n} x \\
= & \ln \int \rho_{m} \rho_{n} \mathrm{~d}^{m+n} x \\
= & \ln \left(\int \rho_{m} \mathrm{~d}^{m} x \int \rho_{n} \mathrm{~d}^{n} x\right)=\ln 1=0
\end{aligned}
$$

Again, the " $\leq$ " comes from Jensen's inequality.

Property 3. (Negativity of Entropy): For any $N \in \mathbb{N}$, the entropy of $\mu_{N}$ is always non-positive, i.e.

$$
\begin{equation*}
\mathcal{S}\left(\mu_{N}\right) \leq 0 . \tag{2.17}
\end{equation*}
$$

The equality occurs if and only if the measure $\mu_{N}$ is the normalized uniform Lebesgue measure on $\Lambda^{N}$, i.e. $\mu_{N}\left(\mathrm{~d}^{N} x\right)=\frac{1}{|\Lambda|^{N}} \mathrm{~d}^{N} x$.

Indeed, a) if $\mu_{N}\left(\mathrm{~d}^{N} x\right)=\frac{1}{|\Lambda|^{N}} \mathrm{~d}^{N} x$, then

$$
\ln \left(|\Lambda|^{N} \frac{\mathrm{~d} \mu_{N}}{\mathrm{~d}^{N} x}\right)=\ln 1=0
$$

b) using the fact that the function $x \mapsto x \ln x$ is convex, we have

$$
\begin{aligned}
&-\int \ln \left(|\Lambda|^{N} \frac{\mathrm{~d} \mu_{N}}{\mathrm{~d} x^{N}}\right) \mu_{N}\left(\mathrm{~d}^{N} x\right) \\
&=-\int \ln \left(|\Lambda|^{N} \rho_{N}\right) \rho_{N} \mathrm{~d}^{N} x \\
&=-\int \ln \left(|\Lambda|^{N} \rho_{N}\right)|\Lambda|^{N} \rho_{N} \mathrm{~d}^{N} x \\
&|\Lambda|^{N} \\
& \leq-\int\left(|\Lambda|^{N} \rho_{N}\right) \frac{1}{|\Lambda|^{N}} \mathrm{~d}^{N} x \cdot \ln \int\left(|\Lambda|^{N} \rho_{N}\right) \frac{1}{|\Lambda|^{N}} \mathrm{~d}^{N} x \\
&=-\ln 1=0
\end{aligned}
$$

Once again, the " $\leq$ " comes from Jensen's Inequality, with $x \ln x$ convex.

Remark 2. The combination of subadditivity and negativity properties of entropy actually implies the decrease property of entropy.

Now we extend the concept of entropy to compatible sequences of probability measures $\left\{{ }^{(1)} \mu,{ }^{(2)} \mu,{ }^{(3)} \mu, \cdots\right\}$. By "compatibility", we mean the marginal measures of lower indices can be obtained from integrating the marginal measures of higher indices, i.e.,

$$
\begin{equation*}
{ }^{(n)} \mu=\int_{\Lambda^{m-n}}{ }^{(m)} \mu\left(\mathrm{d}^{n} x \mathrm{~d}^{m-n} x\right), \forall m>n . \tag{2.18}
\end{equation*}
$$

Definition 3. (Mean Entropy) For a sequence of "compatible" probability measures $\mu=\left\{{ }^{(1)} \mu,{ }^{(2)} \mu,{ }^{(3)} \mu, \cdots\right\}$ we define the mean entropy of $\mu$ by

$$
\begin{equation*}
\mathscr{S}(\mu):=\lim _{n \rightarrow \infty} \frac{1}{n} \mathcal{S}\left({ }^{(n)} \mu\right), \tag{2.19}
\end{equation*}
$$

where $\mathcal{S}\left({ }^{(n)} \mu\right):=-\int_{\Lambda^{n}}{ }^{(n)} \mu \ln \left(|\Lambda|^{n}{ }^{(n)} \mu\right) d^{n} x$ as before.
Theorem 4. $\mathscr{S}$ is well-defined, in the sense that $\mathscr{S}$ might be $-\infty$, but if inf $\frac{1}{n} \mathcal{S}\left({ }^{(n)} \mu\right)>$ $-\infty$, then a unique finite limit $\lim _{n \rightarrow \infty} \frac{1}{n} \mathcal{S}\left({ }^{(n)} \mu\right)$ exists and equals $\inf \frac{1}{n} \mathcal{S}\left({ }^{(n)} \mu\right)$.

Proof of Theorem 4. Assume $\inf \frac{1}{n} \delta\left({ }^{(n)} \mu\right)=c>-\infty$, then for any $\varepsilon>0$, there always exists $n_{0} \in \mathbb{N}$, such that

$$
\begin{equation*}
c \leq \frac{1}{n_{0}} \delta\left({ }^{\left(n_{0}\right)} \mu\right)<c+\varepsilon . \tag{2.20}
\end{equation*}
$$

Now for any $n \in \mathbb{N}$, with the chosen $n_{0}$, there exist positive integers $A$ and $B$, satisfying $0 \leq B<n_{0}$, such that

$$
\begin{equation*}
n=A n_{0}+B \tag{2.21}
\end{equation*}
$$

Using the subadditivity and decrease of entropy, we have

$$
\begin{align*}
\frac{1}{n} \mathcal{S}\left({ }^{(n)} \mu\right) & \leq \frac{A}{n} \mathcal{S}\left({ }^{\left(n_{0}\right)} \mu\right)+\frac{1}{n} \mathcal{S}\left({ }^{(B)} \mu\right)  \tag{2.22}\\
& \leq \frac{A}{n} n_{0}(c+\varepsilon)+\frac{B}{n} \mathcal{S}\left({ }^{(1)} \mu\right)
\end{align*}
$$

Let $n \rightarrow \infty, \frac{A}{n} \rightarrow n_{0}$, so

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{n} \mathcal{S}\left({ }^{(n)} \mu\right) \leq c+\varepsilon \tag{2.23}
\end{equation*}
$$

Then by the arbitrariness of $\varepsilon$, we get our desired limit

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \delta\left({ }^{(n)} \mu\right)=c=\inf \frac{1}{n} \delta\left({ }^{(n)} \mu\right) \tag{2.24}
\end{equation*}
$$

Property 4. The mean entropy functional is affine linear, i.e. for all $\alpha \in[0,1]$,

$$
\begin{equation*}
\mathscr{S}(\alpha \mu+(1-\alpha) \nu)=\alpha \mathscr{S}(\mu)+(1-\alpha) \mathscr{S}(\nu) . \tag{2.25}
\end{equation*}
$$

Remark 3. The convex linear combination of permutational symmetric probability measures is still a permutational symmetric probability measure, i.e., $\alpha \mu+(1-\alpha) \nu \in \mathfrak{P}\left(\Lambda^{\mathbb{N}}\right)$ for $\mu, \nu \in \mathfrak{P}\left(\Lambda^{\mathbb{N}}\right)$.

Proof of Property 4. a) Let $\rho(x)$ and $\varrho(x)$ be the density functions of $\mu$ and $\nu$, respectively. Since the function $f(x)=x \ln x$ is convex, by the definition of convexity, i.e. $f[\alpha \rho+(1-\alpha) \varrho] \leq \alpha f(\rho)+(1-\alpha) f(\varrho)$, we have

$$
\begin{equation*}
[\alpha \rho+(1-\alpha) \varrho] \ln [\alpha \rho+(1-\alpha) \varrho] \leq \alpha \rho \ln \rho+(1-\alpha) \varrho \ln \varrho \tag{2.26}
\end{equation*}
$$

Using the definition of mean entropy,

$$
\begin{equation*}
\mathscr{S}(\alpha \mu+(1-\alpha) \mu) \geq \alpha \mathscr{S}(\mu)+(1-\alpha) \mathscr{S}(\mu) \tag{2.27}
\end{equation*}
$$

b) Let $\rho_{n}$ and $\varrho_{n}$ be the density functions of $\mu_{n}$ and $\nu_{n}$ respectively. Simply notice that $\rho_{n}$ and $\varrho_{n}$ are non-negative, so that for $0 \leq \alpha \leq 1$,

$$
\begin{equation*}
\frac{\alpha \rho_{n}+(1-\alpha) \varrho_{n}}{\rho_{n}} \geq \frac{\alpha \rho_{n}}{\rho_{n}}=\alpha \tag{2.28}
\end{equation*}
$$

and similarly,

$$
\begin{equation*}
\frac{\alpha \rho_{n}+(1-\alpha) \varrho_{n}}{\rho_{n}} \geq \frac{(1-\alpha) \rho_{n}}{\varrho_{n}}=1-\alpha \tag{2.29}
\end{equation*}
$$

Then

$$
\begin{aligned}
& \int\left[\alpha \rho_{n}+(1-\alpha) \varrho_{n}\right] \ln \left[\alpha \rho_{n}+(1-\alpha) \varrho_{n}\right] \mathrm{d}^{n} x \\
& -\alpha \int \rho_{n} \ln \rho_{n} \mathrm{~d}^{n} x-(1-\alpha) \int \varrho_{n} \ln \varrho_{n} \mathrm{~d}^{n} x \\
= & \alpha \int \rho_{n} \ln \frac{\alpha \rho_{n}+(1-\alpha) \varrho_{n}}{\rho_{n}} \mathrm{~d}^{n} x+(1-\alpha) \int \varrho_{n} \ln \frac{\alpha \rho_{n}+(1-\alpha) \varrho_{n}}{\varrho_{n}} \mathrm{~d}^{n} x \\
\geq & \alpha \int \rho_{n} \ln \alpha \mathrm{~d}^{n} x+(1-\alpha) \int \varrho_{n} \ln (1-\alpha) \mathrm{d}^{n} x \\
= & \alpha \ln \alpha+(1-\alpha) \ln (1-\alpha) .
\end{aligned}
$$

Now divide the inequality above by $n$ and take the limit $n \rightarrow \infty$, then the right hand side implies $\lim _{n \rightarrow \infty} \frac{1}{n}[\alpha \ln \alpha+(1-\alpha) \ln (1-\alpha)]=0$, and thus

$$
\begin{equation*}
\alpha \mathscr{S}(\mu)+(1-\alpha) \mathscr{S}(\mu) \geq \mathscr{S}(\alpha \mu+(1-\alpha) \mu) . \tag{2.30}
\end{equation*}
$$

Put parts a) and b) together, we get the desired equality

$$
\begin{equation*}
\alpha \mathscr{S}(\mu)+(1-\alpha) \mathscr{S}(\mu)=\mathscr{S}(\alpha \mu+(1-\alpha) \mu) . \tag{2.31}
\end{equation*}
$$

### 2.2.2 The Continuum Limit

Messer-Spohn's convergence result implies that there is a solution to the Euler-Lagrange equation,

$$
\rho(x)=\frac{e^{-\int_{\Lambda} U(x, y) \rho(y) \mathrm{d} y}}{\int e^{-\int_{\Lambda} U(x, y) \rho(y) \mathrm{d} y} \mathrm{~d} x},
$$

associated with the problem for finding $\min _{\rho} \mathcal{F}(\rho)$, with

$$
\mathcal{F}(\rho)=\frac{1}{2} \int_{\Lambda} \int_{\Lambda} U(x, y) \rho(x) \rho(y) \mathrm{d} x \mathrm{~d} y+\int_{\Lambda} \rho(x) \ln (|\Lambda| \rho(x)) \mathrm{d} x
$$

where $\rho \in\left(\mathfrak{P} \cap \mathfrak{L}^{1} \cap \mathfrak{L}^{1} \ln \mathfrak{L}^{1}\right)(\Lambda)$. Here, for simplicity, the interaction $U$ is continuous and bounded, the domain $\Lambda$ is simply connected and bounded. Moreover, whenever a unique minimizer exists, there exists an approximating sequence. The whole procedure runs as follows:

Step 1. We define a functional $\mathcal{G}^{(N)}$ on $\left(\mathfrak{P} \cap \mathfrak{L}^{1} \cap \mathfrak{L}^{1} \ln \mathfrak{L}^{1}\right)\left(\Lambda^{N}\right)$ by

$$
\begin{equation*}
\mathcal{G}^{(N)}\left(\mu_{N}\right)=\frac{1}{2 N} \int_{\Lambda^{N}} \sum_{1 \leq k \neq l \leq N} \sum_{i \leq} U\left(x_{k}, x_{l}\right) \mathrm{d} \mu_{N}+\int_{\Lambda^{N}} \ln \left(|\Lambda|^{N} \frac{\mathrm{~d} \mu_{N}}{\mathrm{~d}^{N} x}\right) \mathrm{d} \mu_{N} \tag{2.32}
\end{equation*}
$$

for any permutational symmetric distribution measure $\mu_{N} \in\left(\mathfrak{P} \cap \mathfrak{L}^{1} \cap \mathfrak{L}^{1} \ln \mathfrak{L}^{1}\right)\left(\Lambda^{N}\right)$. It is known that $\mathcal{G}^{(N)}\left(\mu_{N}\right)$ has a unique minimizer in $\left(\mathfrak{P} \cap \mathfrak{L}^{1} \cap \mathfrak{L}^{1} \ln \mathfrak{L}^{1}\right)\left(\Lambda^{N}\right)$ given by

$$
\begin{equation*}
\mathrm{d} \mu^{(N)}\left(x_{1}, \cdots, x_{N}\right)=\frac{\exp \left\{-\frac{1}{2 N} \sum_{1 \leq k \neq l \leq N} \sum_{l} U\left(x_{k}, x_{l}\right)\right\}}{\int \exp \left\{-\frac{1}{2 N} \sum_{1 \leq k \neq l \leq N} U\left(x_{k}, x_{l}\right)\right\} \mathrm{d}^{N} x} \mathrm{~d}^{N} x . \tag{2.33}
\end{equation*}
$$

Indeed, let $\mu_{N}^{\prime}\left(x_{1}, \cdots, x_{N}\right)$ be the Radon-Nikodym derivative (probability density function) of $\mu_{N}$ with respect to $\mathrm{d} x^{N}$, and naturally require ${ }^{2}$ that $\mathcal{G}\left(\mu_{N}^{\prime}\right)=\mathcal{G}\left(\mu_{N}\right)$. Then we vary the probability density $\mu_{N}^{\prime}$ by $\varepsilon \delta_{\mu_{N}^{\prime}}$ for a "compatible" density function $\delta_{\mu_{N}^{\prime}}$

[^6]such that $\mu_{N}^{\prime}+\varepsilon \delta_{\mu_{N}^{\prime}}$ is still a probability density function. Thus, with a Lagrange multiplier $\eta$ for the constraint $\int\left(\mu_{N}^{\prime}+\varepsilon \delta_{\mu_{N}^{\prime}}\right) \mathrm{d} x^{N}=1$,
\[

$$
\begin{aligned}
& \mathcal{G}^{(N)}\left(\mu_{N}^{\prime}+\varepsilon \delta_{\mu_{N}^{\prime}}\right)+\eta\left(\int_{\Lambda^{N}}\left(\mu_{N}^{\prime}+\varepsilon \delta_{\mu_{N}^{\prime}}\right) \mathrm{d} x^{N}-1\right) \\
= & \frac{1}{2 N} \int_{\Lambda^{N}} \sum_{1 \leq k \neq l \leq N} \sum_{l \leq N} U\left(x_{k}, x_{l}\right)\left(\mu_{N}^{\prime}+\varepsilon \delta_{\mu_{N}^{\prime}}^{\prime}\right) \mathrm{d} x^{N} \\
& +\int_{\Lambda^{N}}\left(\mu_{N}^{\prime}+\varepsilon \delta_{\mu_{N}^{\prime}}\right) \ln \left(|\Lambda|^{N}\left(\mu_{N}^{\prime}+\varepsilon \delta_{\mu_{N}^{\prime}}\right)\right) \mathrm{d} x^{N}+\eta\left[\int_{\Lambda^{N}}\left(\mu_{N}^{\prime}+\varepsilon \delta_{\mu_{N}^{\prime}}\right) \mathrm{d} x^{N}-1\right]
\end{aligned}
$$
\]

Differentiate the equation above with respect to $\varepsilon$ and evaluate at $\varepsilon=0$, we get

$$
\begin{aligned}
& \left.\frac{\partial}{\partial \varepsilon}\right|_{\varepsilon=0}\left\{\mathcal{G}^{(N)}\left(\mu_{N}^{\prime}+\varepsilon \delta_{\mu_{N}^{\prime}}\right)+\eta\left(\int_{\Lambda^{N}}\left(\mu_{N}^{\prime}+\varepsilon \delta_{\mu_{N}^{\prime}}\right) \mathrm{d} x^{N}-1\right)\right\} \\
= & \frac{1}{2 N} \int_{\Lambda^{N}} \sum_{1 \leq k \neq l \leq N} \sum_{1 \leq N} U\left(x_{k}, x_{l}\right) \delta_{\mu_{N}^{\prime}} \mathrm{d} x^{N}+\int_{\Lambda^{N}} \delta_{\mu_{N}^{\prime}}\left[\ln \left(|\Lambda|^{N} \mu_{N}^{\prime}\right)+1\right] \mathrm{d} x^{N}+\eta \int_{\Lambda^{N}} \delta_{\mu_{N}^{\prime}} \mathrm{d} x^{N},
\end{aligned}
$$

which equals 0 for all "compatible" density function $\delta_{\mu_{N}^{\prime}}$, if $\mu_{N}^{\prime}$ is a minimizer of $\mathcal{F}$. So that

$$
\frac{1}{2 N} \sum_{1 \leq k \neq l \leq N} U\left(x_{k}, x_{l}\right)+\left[\ln \left(|\Lambda|^{N} \mu_{N}^{\prime}\right)+1\right]+\eta=0
$$

and thus

$$
\mu_{N}^{\prime}=\frac{1}{|\Lambda|^{N}} \exp \left\{-1-\eta-\frac{1}{2 N} \sum_{1 \leq k \neq l \leq N} U\left(x_{k}, x_{l}\right)\right\}
$$

Finally, by the constraint that $\int \mu_{N}^{\prime} \mathrm{d} x^{N}=1$, we arrive at the representation of the density functions of minimizers

This shows (2.33).
Step 2. We show that $\inf _{\rho} \mathcal{F}(\rho) \geq \limsup _{N \rightarrow \infty} \frac{1}{N} \mathcal{G}^{(N)}\left(\mu^{(N)}\right)$.
Proof of Step 2. For any product measure with its density denoted by $\rho^{\otimes N}$, we
compute $\mathcal{G}^{(N)}\left(\rho^{\otimes N}\right)$ as follows:

$$
\begin{aligned}
\mathcal{G}^{(N)}\left(\rho^{\otimes N}\right)= & \frac{1}{2 N} \int_{\Lambda^{N}} \sum_{1 \leq k \neq l \leq N} U\left(x_{k}, x_{l}\right) \rho^{\otimes N}\left(x_{1}, \cdots, x_{N}\right) \mathrm{d} x_{1} \cdots \mathrm{~d} x_{N} \\
& +\int_{\Lambda^{N}} \rho^{\otimes N}\left(x_{1}, \cdots, x_{N}\right) \ln \left(|\Lambda|^{N} \rho^{\otimes N}\left(x_{1}, \cdots, x_{N}\right)\right) \mathrm{d} x_{1} \cdots \mathrm{~d} x_{N} \\
= & \frac{1}{2 N} \sum_{1 \leq k \neq l \leq N} \int_{\Lambda^{N}} U\left(x_{k}, x_{l}\right) \rho\left(x_{1}\right) \cdots \rho\left(x_{N}\right) \mathrm{d} x_{1} \cdots \mathrm{~d} x_{N} \\
& +\int_{\Lambda^{N}} \rho\left(x_{1}\right) \cdots \rho\left(x_{N}\right) \ln \left(|\Lambda|^{N} \rho\left(x_{1}\right) \cdots \rho\left(x_{N}\right)\right) \mathrm{d} x_{1} \cdots \mathrm{~d} x_{N} \\
= & \frac{1}{2 N} \sum_{1 \leq k \neq l \leq N} \sum_{\Lambda^{2}} U\left(x_{k}, x_{l}\right) \rho\left(x_{k}\right) \rho\left(x_{l}\right) \mathrm{d} x_{k} \mathrm{~d} x_{l} \\
& +\int_{\Lambda^{N}} \rho\left(x_{1}\right) \cdots \rho\left(x_{N}\right) \sum_{i=1}^{N} \ln \left(|\Lambda| \rho\left(x_{i}\right)\right) \mathrm{d} x_{1} \cdots \mathrm{~d} x_{N} \\
= & \frac{N(N-1)}{2 N} \int_{\Lambda^{2}} U(x, y) \rho(x) \rho(y) \mathrm{d} x \mathrm{~d} y+\sum_{i=1}^{N} \int_{\Lambda} \rho\left(x_{i}\right) \ln \left(|\Lambda| \rho\left(x_{i}\right)\right) \mathrm{d} x_{i} \\
= & \frac{N-1}{2} \int_{\Lambda^{2}} U(x, y) \rho(x) \rho(y) \mathrm{d} x \mathrm{~d} y+N \int_{\Lambda} \rho(x) \ln (|\Lambda| \rho(x)) \mathrm{d} x
\end{aligned}
$$

Divide by $N$ to get

$$
\begin{aligned}
\frac{1}{N} \mathcal{G}^{(N)}\left(\rho^{\otimes N}\right) & =\frac{N-1}{2 N} \int_{\Lambda^{2}} U(x, y) \rho(x) \rho(y) \mathrm{d} x \mathrm{~d} y+\int_{\Lambda} \rho(x) \ln (|\Lambda| \rho(x)) \mathrm{d} x \\
& =\mathcal{F}(\rho)-\frac{1}{2 N} \int_{\Lambda^{2}} U(x, y) \rho(x) \rho(y) \mathrm{d} x \mathrm{~d} y .
\end{aligned}
$$

Since $U$ is continuous and bounded, $\frac{1}{2 N} \int_{\Lambda^{2}} U(x, y) \rho(x) \rho(y) \mathrm{d} x \mathrm{~d} y \rightarrow 0$ as $N \rightarrow \infty$, thus

$$
\begin{equation*}
\frac{1}{N} \mathcal{G}^{(N)}\left(\mu_{N}^{\prime}{ }^{(N)}\right) \leq \frac{1}{N} \mathcal{G}^{(N)}\left(\rho^{\otimes N}\right) \leq \mathcal{F}(\rho)+O\left(\frac{1}{N}\right) \tag{2.34}
\end{equation*}
$$

and hence, as $N \rightarrow \infty$,

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{N} \mathcal{G}^{(N)}\left(\mu_{N}^{\prime}(N)\right) \leq \mathcal{F}(\rho), \forall \rho \tag{2.35}
\end{equation*}
$$

Finally, taking infimum with respect to $\rho$, we get

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{N} \mathcal{G}^{(N)}\left(\mu_{N}^{\prime}{ }^{(N)}\right) \leq \inf _{\rho} \mathcal{F}(\rho) . \tag{2.36}
\end{equation*}
$$

Step 3. In the following, we want to show that

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N} \mathcal{G}^{(N)}\left(\mu_{N}^{\prime}{ }^{(N)}\right) \geq \inf _{\rho} \mathcal{F}(\rho), \tag{2.37}
\end{equation*}
$$

so that together with the previous step, the limit $\lim _{N \rightarrow \infty} \frac{1}{N} \mathcal{G}^{(N)}\left(\mu_{N}^{\prime}{ }^{(N)}\right)$ exists and equals to $\inf _{\rho} \mathcal{F}(\rho)$.

Step 3a) Consider the marginal measure ${ }^{(n)} \mu^{(N)}\left(d^{n} x\right):=\int_{\Lambda^{N-n}} \mu^{(N)}\left(d^{n} x d^{N-n} x\right)$. Since $\Lambda$ is bounded, $\bar{\Lambda}$ is compact, then $\mathfrak{P}\left(\bar{\Lambda}^{n}\right)$ is a compact and convex set. (Remark:
$\mathfrak{P}\left(\bar{\Lambda}^{\mathbb{N}}\right)$ is also compact by Tychonoff's Theorem.) So by extracting a subsequence (if necessary), there exists a permutational symmetric probability measure ${ }^{(n)} \mu$, such that

$$
\begin{equation*}
{ }^{(n)} \mu^{(N)} \rightharpoonup{ }^{(n)} \mu \text { as } N \rightarrow \infty \tag{2.38}
\end{equation*}
$$

the notation " $\Delta$ " represents weak convergence, i.e.

$$
\begin{equation*}
\int_{\Lambda^{n}} \psi\left(x_{1}, \cdots, x_{n}\right)^{(n)} \mu^{(N)} d^{n} x \rightarrow \int_{\Lambda^{n}} \psi\left(x_{1}, \cdots, x_{n}\right)^{(n)} \mu d^{n} x, \forall \psi \in C_{b}^{0}\left(\Lambda^{N}\right) \tag{2.39}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\int_{\Lambda} \int_{\Lambda} U(x, y)^{(2)} \mu^{(N)} \mathrm{d} x \mathrm{~d} y \rightarrow \int_{\Lambda} \int_{\Lambda} U(x, y)^{(2)} \mu \mathrm{d} x \mathrm{~d} y, \text { as } N \rightarrow \infty . \tag{2.40}
\end{equation*}
$$

Step 3b) Fix $n$, similar to (2.21), $N=M n+L$, where $0 \leq L<n$. Then by subadditivity and negativity of entropy,

$$
\begin{align*}
\frac{1}{N} \mathcal{S}\left(\mu^{(N)}\right) & =\frac{1}{N} \mathcal{S}\left({ }^{(M n+L)} \mu^{(N)}\right) \leq \frac{1}{N} \mathcal{S}\left({ }^{(M n)} \mu^{(N)}\right)+\frac{1}{N} \mathcal{S}\left({ }^{(L)} \mu^{(N)}\right)  \tag{2.41}\\
& \leq \frac{M}{N} \mathcal{S}\left({ }^{(n)} \mu^{(N)}\right)+\frac{1}{N} \mathcal{S}\left({ }^{(L)} \mu^{(N)}\right) \leq \frac{M}{N} \mathcal{S}\left({ }^{(n)} \mu^{(N)}\right)
\end{align*}
$$

Notice that:

1) $\frac{M}{N} \rightarrow \frac{1}{n}$ as $N \rightarrow \infty$;
2) $\limsup _{N \rightarrow \infty} \mathcal{S}\left({ }^{(n)} \mu^{(N)}\right) \leq \mathcal{S}\left({ }^{(n)} \mu\right)$ by the upper semi-continuity of entropy (cf. Theorem 4.2.9 in [Kel98]; Propositions 3 and 4 in [RoRu67]) ${ }^{3}$.

Combining 1) and 2), we deduce

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{N} \mathcal{S}\left(\mu^{(N)}\right) \leq \frac{1}{n} \mathcal{S}\left({ }^{(n)} \mu\right) \tag{2.42}
\end{equation*}
$$

where the right hand side depends on $n$, but the left hand side is independent of $n$.
Step 3c) Let $n \rightarrow \infty$, since $\lim _{N \rightarrow \infty} \frac{1}{n} \mathcal{S}\left({ }^{(n)} \mu\right)=\mathscr{S}(\mu)$ by the definition of entropy per particle ("mean entropy of the state $\mu$ " in [RoRu67]),

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{N} \mathcal{S}\left(\mu^{(N)}\right) \leq \mathscr{S}(\mu) . \tag{2.43}
\end{equation*}
$$

Step 3d) Together with the fact that the energy functional $\mathcal{E}$ defined by

$$
\begin{equation*}
\mathcal{E}\left(\mu_{N}\right)=\frac{1}{2 N} \int_{\Lambda^{N}} \sum_{1 \leq k \neq l \leq N} \sum_{1} U\left(x_{k}, x_{l}\right) \mathrm{d} \mu_{N} \tag{2.44}
\end{equation*}
$$

[^7]is linear, so far we have
\[

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N} \mathcal{G}^{(N)}\left(\mu^{(N)}\right)=\liminf _{N \rightarrow \infty} \frac{1}{N}\left[\mathcal{E}\left(\mu^{(N)}\right)-\mathcal{S}\left(\mu^{(N)}\right)\right] \geq \inf _{\mu} \mathscr{F}(\mu) \tag{2.45}
\end{equation*}
$$

\]

where $\mu$ is any weak limit point of the sequence $\mu^{(N)}$, and functional $\mathscr{F}$ is the "free energy per particle" defined as $\mathscr{F}(\mu)=\lim _{N \rightarrow \infty} \frac{1}{n}\left[\mathcal{E}\left({ }^{(n)} \mu\right)-\mathcal{S}\left({ }^{(n)} \mu\right)\right]$. The job left is to transfer $\mathscr{F}(\mu)$ to $\mathcal{F}(\rho)$. Indeed, any weak limit point of $\left\{\mu^{(N)}\right\}$ is a permutation invariant measure on $\Lambda^{\mathbb{N}}$. Moreover, Hewitt and Savage [HeSa55] proved that $\forall \mu \in$ $\mathfrak{P}\left(\Lambda^{\mathbb{N}}\right), \exists \pi \in \mathfrak{P}(\mathfrak{P}(\Lambda))$, s.t.

$$
\begin{equation*}
\mu=\int_{\mathfrak{P}(\Lambda)} \rho^{\otimes \mathbb{N}} \mathrm{d} \pi(\rho \mid \mu),{ }^{(n)} \mu=\int_{\mathfrak{P}(\Lambda)} \rho^{\otimes n} \mathrm{~d} \pi(\rho \mid \mu) \tag{2.46}
\end{equation*}
$$

Note that $\rho$ here is the integration variable. ${ }^{4}$ Hence, utilizing the affine linearity of entropy, we have the following:

$$
\begin{align*}
\mathscr{F}(\mu) & =\int_{\mathfrak{P}(\Lambda)}\left\{\frac{1}{2} \int_{\Lambda} \int_{\Lambda} U(x, y) \rho(x) \rho(y) \mathrm{d} x \mathrm{~d} y+\int_{\Lambda} \rho(x) \ln (|\Lambda| \rho(x)) \mathrm{d} x\right\} \mathrm{d} \pi(\rho \mid \mu) \\
& \geq \inf _{\rho} \mathcal{F}(\rho) \tag{2.47}
\end{align*}
$$

Combining the steps 2 and 3 above, we proved that $\lim _{N \rightarrow \infty} \frac{1}{N} \mathcal{G}^{(N)}\left(\mu^{(N)}\right)$ exists and equals to $\inf _{\mu} \mathscr{F}(\mu)=\inf _{\rho} \mathcal{F}(\rho)$. Moreover, since $\inf _{\mu} \mathscr{F}(\mu)$ is attained by any limit point, it is actually $\min _{\mu} \mathscr{F}(\mu)$. Finally, notice that if $\mu$ is a weak limit point of the sequence $\left\{\mu^{(N)}\right\}$, then the decomposition measure $\pi(\mathrm{d} \rho \mid \mu)$ has to concentrate on the set of minimizers of $\mathcal{F}$, because otherwise the equality $\mathscr{F}(\mu)=\inf _{\rho} \mathcal{F}(\rho)$ would be violated. As a result,

$$
\begin{equation*}
\mathscr{F}(\mu)=\frac{1}{2} \int_{\Lambda} \int_{\Lambda} U(x, y) \rho(x) \rho(y) \mathrm{d} x \mathrm{~d} y+\int_{\Lambda} \rho(x) \ln (|\Lambda| \rho(x)) \mathrm{d} x, \tag{2.48}
\end{equation*}
$$

for any $\rho$ a minimizer of the free energy functional $\mathcal{F}$.
As a summary, when the uniqueness of solution $\rho$ to the equation (2.1) holds, then an approximating sequence $\left\{{ }^{(1)} \mu^{(N)}\right\}_{N=1}^{\infty}$ exists, each term of which is the first marginal measure of an explicitly represented minimizer $\mu^{(N)}$ of the free energy functional $\mathcal{G}^{(N)}$.

[^8]More generally, when the uniqueness does not hold, the technique of Messer-Spohn still proves the existence of solutions, but does not provide an approximating sequence for any of them.

### 2.3 An Immediate Generalization: Incorporating External Fields

In this section, we generalize the canonical ensembles (2.3) to the following canonical ensembles with the external field $\psi$ :

$$
\begin{equation*}
\mu^{(N)}\left(\mathrm{d} x_{1}, \cdots, \mathrm{~d} x_{N}\right)=Z(N)^{-1} \exp \left[\sum_{k=1}^{N} \psi\left(x_{k}\right)-\frac{1}{2(N-1)} \sum_{1 \leq j \neq k \leq N} \sum_{j} U\left(x_{j}, x_{k}\right)\right] \mathrm{d}^{N} x \tag{2.49}
\end{equation*}
$$

where the corresponding canonical partition function is modified into

$$
\begin{equation*}
Z(N)=\int \exp \left[\sum_{k=1}^{N} \psi\left(x_{k}\right)-\frac{1}{2(N-1)} \sum_{1 \leq j \neq k \leq N} U\left(x_{j}, x_{k}\right)\right] \mathrm{d}^{N} x \tag{2.50}
\end{equation*}
$$

The weak limit points $\mu$ of the sequence $\left\{\mu^{(N)}\right\}_{N=1}^{\infty}$ are superpositions of the solutions $\rho$ to the following Euler-Lagrange equation:

$$
\begin{equation*}
\rho(x)=\frac{e^{\psi(x)-\int U(x, y) \rho(y) \mathrm{d} y}}{\int e^{\psi(x)-\int U(x, y) \rho(y) \mathrm{d} y} \mathrm{~d} x} \tag{2.51}
\end{equation*}
$$

If we set $J(x)=e^{\psi(x)}$, then the equation above can be rewritten as

$$
\begin{equation*}
\rho(x)=\frac{J(x) e^{-\int_{\Lambda} U(x, y) \rho(y) \mathrm{d} y}}{\int J(x) e^{-\int_{\Lambda} U(x, y) \rho(y) \mathrm{d} y} \mathrm{~d} x}, \tag{2.52}
\end{equation*}
$$

the same type of equation as (2.1), but with an extra factor $J(x)$. When the function $J$ does not change its sign - naturally satisfied by the construction $J(x)=e^{\psi}$ - the equation (2.52) can be translated into the original fixed point equation (2.1) easily. There are two ways to do so, one is to absorb $J$ into $U$, while the other is to absorb $J$ into $\mathrm{d} x$.

Method 1. Absorb $J(x)$ into $U(x, y)$.
This method works pretty smoothly when $J$ is bounded away from zero in $\Lambda$, even when $J$ takes on only negative values.

Case 1. $J \in C_{b}^{0}(\Lambda), J \geq C_{0}>0$, for some $C_{0} \in \mathbb{R}^{+} . \rho \in\left(\mathfrak{P} \cap \mathfrak{L}^{1} \cap \mathfrak{L}^{1} \ln \mathfrak{L}^{1}\right)(\Lambda)$.
Let $\tilde{U}(x, y)=U(x, y)-\ln J(x)-\ln J(y)$, then

$$
\begin{align*}
\int_{\Lambda} \tilde{U}(x, y) \rho(y) \mathrm{d} y & =\int_{\Lambda} U(x, y) \rho(y) \mathrm{d} y-\int_{\Lambda} \ln J(x) \rho(y) \mathrm{d} y-\int_{\Lambda} \ln J(y) \rho(y) \mathrm{d} y  \tag{2.53}\\
& =-C-\ln J(x)+\int_{\Lambda} U(x, y) \rho(y) \mathrm{d} y
\end{align*}
$$

where we denote $\int_{\Lambda} \rho(y) \ln J(y) \mathrm{d} y$ by $C$. Now

$$
\begin{equation*}
e^{-\int_{\Lambda} \tilde{U}(x, y) \rho(y) \mathrm{d} y}=e^{C} J(x) e^{-\int_{\Lambda} U(x, y) \rho(y) \mathrm{d} y} \tag{2.54}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\frac{e^{-\int_{\Lambda} \tilde{U}(x, y) \rho(y) \mathrm{d} y}}{\int e^{-\int_{\Lambda} \tilde{U}(x, y) \rho(y) \mathrm{d} y} \mathrm{~d} x}=\frac{e^{C} J(x) e^{-\int_{\Lambda} U(x, y) \rho(y) \mathrm{d} y}}{e^{C} \int J(x) e^{-\int_{\Lambda} U(x, y) \rho(y) \mathrm{d} y}}=\rho(x) \tag{2.55}
\end{equation*}
$$

i.e. equation (2.52) becomes

$$
\begin{equation*}
\rho(x)=\frac{e^{-\int_{\Lambda} \tilde{U}(x, y) \rho(y) \mathrm{d} y}}{\int e^{-\int_{\Lambda} \tilde{U}(x, y) \rho(y) \mathrm{d} y} \mathrm{~d} x} \tag{2.56}
\end{equation*}
$$

which has the same form as our original problem (2.1). Note that the $\tilde{U}$ here also belongs to $C_{b}^{0}\left(\Lambda^{2}\right)$, same as $U$ does. Hence all the tricks we did for (2.1) work here.

Case 2. $J \in C_{b}^{0}(\Lambda), J \leq C_{0}<0$, for some $C_{0} \in \mathbb{R}^{+} . \rho \in\left(\mathfrak{P} \cap \mathfrak{L}^{1} \cap \mathfrak{L}^{1} \ln \mathfrak{L}^{1}\right)(\Lambda)$.
Let $\tilde{J}(x)=-J(x)$, then equation (2.52) is equivalent to

$$
\begin{equation*}
\rho(x)=\frac{\tilde{J}(x) e^{-\int_{\Lambda} U(x, y) \rho(y) \mathrm{d} y}}{\int \tilde{J}(x) e^{-\int_{\Lambda} U(x, y) \rho(y) \mathrm{d} y} \mathrm{~d} x} \tag{2.57}
\end{equation*}
$$

where $\tilde{J} \in C_{b}^{0}(\Lambda), \tilde{J} \geq C_{0}>0$. In this way, we transform case 2$)$ to case 1 ).
Method 2. Absorb $J(x)$ into $\mathrm{d} x$.
This method may seem "unnatural" at the first glance. As we'll see, however, it gives us more advantage to generalize problem (2.52) to its counterpart with a wider class of $\rho$ 's.

Case 1. To warm up with this method, let's put aside the generalization first, and return to our original problem (2.1), with a normalized uniform measure defined as $\mathrm{d} \lambda=\frac{1}{|\Lambda|} \mathrm{d} x$. The motivation is to make $\mathrm{d} \lambda$ a probability measure, and at the same time to eliminate the $|\Lambda|$ inside "ln" in the definition of entropy.

For any probability measure $\mu$, let $\rho(x)$ be its density function with respect to $\mathrm{d} x$, and $\tilde{\rho}(x)=\frac{\mathrm{d} \mu}{\mathrm{d} \lambda}$ be the relative density with respect to $\mathrm{d} \lambda$. We show that the variational
problem for finding $\min _{\tilde{\rho}} \mathcal{F}(\tilde{\rho})$, where $\mathcal{F}(\tilde{\rho}):=\mathcal{F}(\rho)$, gives the same equation as (2.1). Indeed, by using Lagrange multiplier, define

$$
\begin{align*}
F(\tilde{\rho}, \sigma)= & \frac{1}{2} \int_{\Lambda} \int_{\Lambda} U(x, y) \tilde{\rho}(x) \tilde{\rho}(y) \mathrm{d} \lambda(x) \mathrm{d} \lambda(y)+\int_{\Lambda} \tilde{\rho}(x) \ln (\tilde{\rho}(x)) \mathrm{d} \lambda(x)  \tag{2.58}\\
& +\sigma\left[\int_{\Lambda} \tilde{\rho}(x) \mathrm{d} \lambda(x)-1\right]
\end{align*}
$$

With a similar procedure as in Subsection 2.2.2 Step 1, we get the Euler-Lagrange equation for $\min \mathcal{F}(\tilde{\rho})$,

$$
\begin{equation*}
\tilde{\rho}(x)=\frac{e^{-\int_{\Lambda} U(x, y) \tilde{\rho}(y) d \lambda(y)}}{\int_{\Lambda} e^{-\int_{\Lambda} U(x, y) \tilde{\rho}(y) d \lambda(y)} d \lambda(x)} \tag{2.59}
\end{equation*}
$$

which coincides with the original equation (2.1).
Case 2. Now, coming back to problem (2.1), we define $d \lambda=\frac{J(x)}{J_{\Lambda} J(y) \mathrm{d} y} \mathrm{~d} x$, we again check that the variational problem also gives the same problem as (2.1). In fact, the new $\lambda$ here satisfies $\int_{\Lambda} d \lambda=1$. For $\mu(\mathrm{d} x)=\rho(x) d \lambda$ and the functional

$$
\begin{equation*}
\mathcal{F}(\rho)=\frac{1}{2} \int_{\Lambda} \int_{\Lambda} U(x, y) \rho(x) \rho(y) d \lambda(x) d \lambda(y)+\int_{\Lambda} \rho(x) \ln \left[|\Lambda|^{n} \rho(x)\right] \mathrm{d} x, \tag{2.60}
\end{equation*}
$$

we define, analogously to (34),

$$
\begin{align*}
F(\rho, \sigma)= & \frac{1}{2} \int_{\Lambda} \int_{\Lambda} U(x, y) \rho(x) \rho(y) d \lambda(x) d \lambda(y)+\int_{\Lambda} \rho(x) \ln \left[|\Lambda|^{n} \rho(x)\right] \mathrm{d} x  \tag{2.61}\\
& +\sigma\left[\int_{\Lambda} \rho(x) d \lambda(x)-1\right]
\end{align*}
$$

Imitating the process for Case 1, the following procedure goes through again:

$$
\begin{aligned}
F\left(\rho+\varepsilon \delta_{\tilde{\rho}}, \sigma\right)= & \frac{1}{2} \int_{\Lambda} \int_{\Lambda} U(x, y)\left(\rho+\varepsilon \delta_{\tilde{\rho}}\right)(x)\left(\rho+\varepsilon \delta_{\tilde{\rho}}\right)(y) d \lambda(x) d \lambda(y) \\
& +\int_{\Lambda}\left(\rho+\varepsilon \delta_{\tilde{\rho}}\right)(x) \ln \left[|\Lambda|^{n}\left(\rho+\varepsilon \delta_{\tilde{\rho}}\right)(x)\right] \mathrm{d} x \\
& +\sigma\left[\int_{\Lambda}\left(\rho+\varepsilon \delta_{\tilde{\rho}}\right)(x) d \lambda(x)-1\right] \\
\left.\frac{\partial F\left(\rho+\varepsilon \delta_{\tilde{\rho}}, \sigma\right)}{\partial \varepsilon}\right|_{\varepsilon=0}= & \int_{\Lambda} \int_{\Lambda} U(x, y) \rho(y) \delta_{\tilde{\rho}}(x) d \lambda(x) d \lambda(y) \\
& +\int_{\Lambda}\left(\delta_{\tilde{\rho}}(x) \ln \left[|\Lambda|^{n} \rho(x)\right]+\frac{\delta_{\tilde{\rho}}(x)}{|\Lambda|^{n}}\right) d \lambda(x)+\sigma \int_{\Lambda} \delta_{\tilde{\rho}}(x) d \lambda(x) \\
= & \int_{\Lambda}\left\{\int_{\Lambda} U(x, y) \rho(y) d \lambda(y)+\ln |\Lambda|^{n} \rho(x)+\frac{1}{|\Lambda|^{n}}+\sigma\right\} \delta_{\tilde{\rho}}(x) d \lambda(x) \\
= & 0
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\int_{\Lambda} U(x, y) \rho(y) d \lambda(y)+\ln |\Lambda|^{n} \rho(x)+\frac{1}{|\Lambda|^{n}}+\sigma=0 \tag{2.62}
\end{equation*}
$$

and then

$$
\begin{equation*}
\rho(x)=\frac{1}{|\Lambda|^{n}} e^{-\frac{1}{|\Lambda|^{n}}-\sigma} e^{-\int_{\Lambda} U(x, y) \rho(y) d \lambda(y)} \tag{2.63}
\end{equation*}
$$

Integrate both side with respect to $d \lambda$, we get

$$
\begin{equation*}
1=\int_{\Lambda} \rho(x) d \lambda(x)=\frac{1}{|\Lambda|^{n}} e^{-\frac{1}{|\Lambda|^{n}}-\sigma} \int_{\Lambda} e^{-\int_{\Lambda} U(x, y) \rho(y) d \lambda(y)} d \lambda(x) \tag{2.64}
\end{equation*}
$$

and

$$
\frac{1}{\mid \Lambda n^{n}} e^{-\frac{1}{|\Lambda|^{n}}-\sigma}=\left[\int_{\Lambda} e^{-\int_{\Lambda} U(x, y) \rho(y) d \lambda(y)} d \lambda(x)\right]^{-1}
$$

Finally, the following equation is deduced

$$
\begin{equation*}
\rho(x)=\frac{e^{-\int_{\Lambda} U(x, y) \rho(y) d \lambda(y)}}{\int_{\Lambda} e^{-\int_{\Lambda} U(x, y) \rho(y) d \lambda(y)} d \lambda(x)} \tag{2.65}
\end{equation*}
$$

At this point, the extra function $J$ is gone, and the technique of Messer-Spohn introduced can work smoothly again.

### 2.4 Another Generalization: A Random Coupling Constant $c$

In this section we introduce the generalization of Messer and Spohn's technique to a model with coupling constants, i.e., the canonical ensemble measure is now defined by

$$
\begin{equation*}
\mu^{(N)}\left(\mathrm{d} x_{1}, \cdots, \mathrm{~d} x_{N}\right)=Z(N)^{-1} \exp \left[-\frac{1}{2} \sum_{1 \leq j \neq k \leq N} \sum_{j} c_{j} c_{k} U\left(\left|\mathbf{s}_{j}-\mathbf{s}_{k}\right|\right)\right] \prod_{k} f\left(c_{k}\right) \mathrm{d} c_{k} \mathrm{~d}^{N} x \tag{2.66}
\end{equation*}
$$

with the canonical partition function

$$
\begin{equation*}
Z(N)=\int \exp \left[-\frac{1}{2} \sum_{1 \leq j \neq k \leq N} \sum_{j} c_{j} c_{k} U\left(\left|\mathbf{s}_{j}-\mathbf{s}_{k}\right|\right)\right] \prod_{k} f\left(c_{k}\right) \mathrm{d} c_{k} \mathrm{~d}^{N} x . \tag{2.67}
\end{equation*}
$$

The coupling constants $\left\{c_{j}\right\}_{j=1}^{N}$ are a sequence of i.i.d. (independent and identically distributed) real numbers, distributed according to a distribution density function $f(c)$. When $N \rightarrow \infty$, the weak limit points of the sequence are characterized by the minimizers of the free energy functional

$$
\mathcal{F}(\rho)=\frac{1}{2} \int_{\Lambda^{2}} \int_{\mathbb{R}^{2}} c_{1} c_{2} U\left(x_{1}, x_{2}\right) \rho\left(x_{1}\right) \rho\left(x_{2}\right) f\left(c_{1}\right) f\left(c_{2}\right) \mathrm{d}^{2} c \mathrm{~d}^{2} x+\int_{\Lambda} \rho(x) \ln (|\Lambda| \rho(x)) \mathrm{d} x .
$$

Besides, each weak limit point $\mu$ is a superposition of the typical canonical ensemble measures $\rho$, in the sense that

$$
\begin{equation*}
{ }^{(n)} \mu=\int_{\mathfrak{P}(\Lambda)} \zeta^{\otimes n} \mathrm{~d} \nu(\zeta \mid \mu) \tag{2.69}
\end{equation*}
$$

where the decomposition measure $\nu$ concentrates on the set of minimizers $\rho$ of $\mathcal{F}$. Moreover, any minimizer $\rho$ satisfies the Euler-Lagrange equation, i.e., the fixed point problem,

$$
\begin{equation*}
\rho(x ; c)=\frac{e^{-\int_{\Lambda} \int_{\mathbb{R}} c c^{\prime} U(x, y) \rho(y) f\left(c^{\prime}\right) \mathrm{d} c^{\prime} \mathrm{d} y}}{\int_{\Lambda} \int_{\mathbb{R}} e^{-\int_{\Lambda} \int_{\mathbb{R}} c c^{\prime} U(x, y) \rho(y) f\left(c^{\prime}\right) \mathrm{d} c^{\prime} \mathrm{d} y} f(c) \mathrm{d} c \mathrm{~d} x} \tag{2.70}
\end{equation*}
$$

Such a setup generalizes the Euler-Lagrange equation (1.43) with only two choices for the value of the constant $\gamma$ to a broader type of equations. If we choose $f(c)=\delta_{\gamma}$, in particular, then the original (1.43) is recovered as a special case.

In the next chapter, an even broader type of equations with $\Lambda=\mathbb{S}^{D}$ will be discussed.

## Chapter 3

## The Generalized Prescribed Q-Curvature Problem

Now we come to the statistical mechanics approach to the generalized prescribed $Q$ curvature problem, where $\Lambda=\mathbb{S}^{\mathrm{D}} \subset \mathbb{R}^{\mathrm{D}+1}$, and the interaction, denoted by $U$, is no longer continuous and bounded but has logarithmic singularities. We follow [KiWa12], where the 2-dim problem was studied, with an application to incompressible, inviscid fluid flows on $\mathbb{S}^{2}$.

Define the canonical ensemble measure as

$$
\begin{equation*}
\left.\mathrm{d} \mu^{(N)}=\left\langle\mathfrak{Z}_{N}\right\rangle_{f}^{-1} e^{-\beta\left(\frac{1}{N-1} \sum_{j<k} \sum_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)+\gamma \sum_{k} c_{k} V\left(\mathbf{s}_{k}\right)\right.}\right) \mathrm{d} \varrho_{f}^{N} \tag{3.1}
\end{equation*}
$$

and the partition function as

$$
\begin{equation*}
\left.\left\langle\mathfrak{Z}_{N}\right\rangle_{f}(\beta, \gamma) \stackrel{\text { def }}{=} \int_{\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{N}} e^{-\beta\left(\frac{1}{N-1} \sum_{j<k} \sum_{j} c_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)+\gamma \sum_{k} c_{k} V\left(\mathbf{s}_{k}\right)\right.}\right) \mathrm{d} \varrho_{f}^{N} \tag{3.2}
\end{equation*}
$$

where the abbreviation $\sum_{j<k} \sum_{k}$ means the double sum over $1 \leq j<k \leq N, \sum_{k}$ means the sum over $1 \leq k \leq N$, and $\varrho_{f}(\mathbf{s}, c) \equiv f(c) \mathrm{d} c \mathrm{~d}^{\mathrm{D}} \underline{\alpha}(\mathbf{s}), \mathrm{d} \varrho_{f}^{N}$ is the abbreviation of $\prod_{j=1}^{N} \mathrm{~d} \varrho_{f}\left(\mathbf{s}_{j}, c_{j}\right)$, with $f$ the probability distribution of the random variable $c$ on $\mathbb{R}$. Here $\mathrm{d}^{\mathrm{D}} \underline{\alpha}$ is the normalized uniform measure on $\mathbb{S}^{\mathrm{D}}$, while $\mathrm{d}^{\mathrm{D}} \alpha$ is the standard uniform measure on $\mathbb{S}^{D}$, so that

$$
\begin{equation*}
\mathrm{d}^{\mathrm{D}} \underline{\alpha}=\frac{1}{\alpha(\mathrm{D})} \mathrm{d}^{\mathrm{D}} \alpha \tag{3.3}
\end{equation*}
$$

in which the constant $\alpha(\mathrm{D})$ stands for the area of the D-dim unit sphere, i.e.

$$
\alpha(\mathrm{D})=\operatorname{Area}\left(\mathbb{S}^{\mathrm{D}}\right)= \begin{cases}\frac{2}{k!} \pi^{k+1} & \text { if } \mathrm{D}=2 k+1  \tag{3.4}\\ \frac{2(2 \pi)^{k}}{(2 k-1)!!} & \text { if } \mathrm{D}=2 k\end{cases}
$$

The integral (3.2) can be estimated from above by adapting the strategy from [CLMP92], [Kie93], and [Kie11], using either a multi-variable Hölder inequality, the
inequality of arithmetic and geometric means, or simply Jensen's inequality w.r.t. $\frac{1}{N} \sum_{j=1}^{N}(\cdot)$, and noting that the resulting integral factors into an $N-1$ fold product:

$$
\begin{align*}
& \left.\int_{\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{N}} e^{-\beta\left(\frac{1}{N-1} \sum_{j<k} \sum_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)+\gamma \sum_{k} c_{k} V\left(\mathbf{s}_{k}\right)\right.}\right) \mathrm{d} \varrho_{f}^{N} \\
= & \int_{\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{N}}\left(\prod_{k=1}^{N} \prod_{j \neq k} e^{-\beta \frac{1}{2(N-1)} c_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)}\right) \cdot e^{-\beta \gamma \sum_{k} c_{k} V\left(\mathbf{s}_{k}\right)} \mathrm{d} \varrho_{f}^{N} \\
= & \int_{\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{N}}\left(\prod_{k=1}^{N} \prod_{j \neq k} e^{-\beta \frac{N}{2(N-1)} c_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)}\right)^{\frac{1}{N}} \cdot e^{-\beta \gamma \sum_{k} c_{k} V\left(\mathbf{s}_{k}\right)} \mathrm{d} \varrho_{f}^{N} \\
\leq & \int_{\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{N}} \frac{1}{N}\left(\sum_{k=1}^{N} \prod_{j \neq k} e^{-\beta \frac{N}{2(N-1)} c_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)}\right) \cdot e^{-\beta \gamma \sum_{k} c_{k} V\left(\mathbf{s}_{k}\right)} \mathrm{d} \varrho_{f}^{N}  \tag{3.5}\\
= & \frac{1}{N} \sum_{k=1}^{N} \int_{\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{N}}\left(\prod_{j \neq k} e^{-\beta \frac{N}{2(N-1)} c_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)-\beta \gamma c_{j} V\left(s_{j}\right)}\right) \cdot e^{-\beta \gamma c_{k} V\left(\mathbf{s}_{k}\right)} \mathrm{d} \varrho_{f}^{N} \\
= & \int_{\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{N}}\left(\prod_{j \neq 1} e^{-\beta \frac{N}{2(N-1)} c_{j} c_{1} U\left(\mathbf{s}_{j}, \mathbf{s}_{1}\right)-\beta \gamma c_{j} V\left(\mathbf{s}_{j}\right)}\right) \cdot e^{-\beta \gamma c_{1} V\left(\mathbf{s}_{1}\right)} \mathrm{d} \varrho_{f}^{N} \\
= & \int_{\mathbb{S}^{\mathrm{D}} \times \mathbb{R}}\left[\int_{\mathbb{S}^{\mathrm{D}} \times \mathbb{R}} e^{-\frac{N}{2(N-1)} \beta c c^{\prime} U\left(\mathbf{s}, \mathbf{s}^{\prime}\right)} e^{-\beta \gamma c^{\prime} V\left(\mathbf{s}^{\prime}\right)} \mathrm{d} \varrho_{f}^{\prime}\right]^{N-1} e^{-\beta \gamma c V(\mathbf{s})} \mathrm{d} \varrho_{f}
\end{align*}
$$

where $\mathrm{d} \varrho_{f}=f(c) \mathrm{d} c \mathrm{~d}^{\mathrm{D}} \underline{\alpha}(\mathbf{s})$ and $\mathrm{d} \varrho_{f}^{\prime}=f\left(c^{\prime}\right) \mathrm{d} c^{\prime} \mathrm{d}^{\mathrm{D}} \underline{\alpha}\left(\mathbf{s}^{\prime}\right)$. By Fubini-Tonelli, we can exchange the order of integration in the $(\mathbf{s}, c)$, respectively ( $\mathbf{s}^{\prime}, c^{\prime}$ ) variables.

Suppose first that the support of $f$ is bounded (hence compact). Let $\underline{c}=\min \operatorname{supp}(f)$ and $\bar{c}=\max \operatorname{supp}(f)$. Denote $\max |V(\mathbf{s})|$ by $M_{V}$. Then $e^{-\beta \gamma c V(\mathbf{s})}<C(\beta, \gamma)$, and it suffices to address the $\mathrm{d}^{\mathrm{D}} \underline{\alpha}^{\prime}$ integral. Now, suppose $U$ is the Green's function of the GJMS operator in the form of

$$
\begin{equation*}
U\left(\mathbf{s}, \mathbf{s}^{\prime}\right)=C(\mathrm{D}) \ln \frac{1}{\left|\mathbf{s}-\mathbf{s}^{\prime}\right|}+\text { constant term } \tag{3.6}
\end{equation*}
$$

with both the positive coefficient $C(\mathrm{D})$ and the constant term depending on D. More precisely, when the dimension D is even, $\mathrm{D}=2 k$, the constant

$$
\begin{equation*}
C(\mathrm{D})=\frac{1}{2^{2 k-2}[(k-1)!]^{2} \alpha(2 k-1)}=\frac{1}{2^{2 k-1} \pi^{k}(k-1)!} \tag{3.7}
\end{equation*}
$$

Besides, the constant term is bounded below. We note that the additive constant in $U$ does not change the integrability of the $\mathrm{d}^{\mathrm{D}} \underline{\alpha}^{\prime}$ integral. Thus, the $\mathrm{d}^{\mathrm{D}} \underline{\alpha}^{\prime}$ integral on the right hand side of (3.5) behaves like $\int_{0}^{\epsilon} x^{p} d x$ with $p=(\mathrm{D}-1)+\frac{N}{2(N-1)} \beta c c^{\prime} C(\mathrm{D})$, so it is finite if and only if $c c^{\prime} \beta>a(N)$, with $a(N)=-\frac{2 \mathrm{D}}{C(\mathrm{D})}\left(1-\frac{1}{N}\right)$. Clearly, $\beta=0$ is always allowed, but nonzero $\beta$ values are restricted in an $f$-dependent manner. Namely, if $f$
is supported on both positive and negative $c$-values, then we have

$$
\begin{equation*}
-\frac{2 \mathrm{D}}{C(\mathrm{D})}(1-1 / N) / \underline{c} \bar{c}>\beta>-\frac{2 \mathrm{D}}{C(\mathrm{D})}(1-1 / N) / \max \left\{\underline{c}^{2}, \bar{c}^{2}\right\}, \tag{3.8}
\end{equation*}
$$

whereas in case that $\operatorname{supp}(f) \subset \overline{\mathbb{R}}_{+}$or $\operatorname{supp}(f) \subset \overline{\mathbb{R}}_{-}$, we just have

$$
\begin{equation*}
\beta>-\frac{2 \mathrm{D}}{C(\mathrm{D})}(1-1 / N) / \max \left\{\underline{c}^{2}, \bar{c}^{2}\right\} \tag{3.9}
\end{equation*}
$$

as sufficient condition(s) for the existence of r.h.s.(3.5), and thus of l.h.s.(3.5).
Whether these strict bounds are also necessary depends on the shape of $f$. Take for instance the special case where $\operatorname{supp}(f) \subset \overline{\mathbb{R}}_{+}$. If we now set $\beta=-\frac{2 \mathrm{D}}{C(\mathrm{D})}(1-$ $1 / N) / \bar{c}^{2}$ and $c=\bar{c}$ then, viewed as function of $c^{\prime}$, the $\mathrm{d}^{\mathrm{D}} \underline{\alpha}^{\prime}$ integral will diverge when $c^{\prime}$ approaches $\bar{c}$, but if $f\left(c^{\prime}\right)$ appoaches zero fast enough when $c^{\prime} \rightarrow \bar{c}$ then the $c^{\prime}$ integral will still be finite, and the strict inequality in (3.9) can be changed into a non-strict inequality. Similarly the other cases for supp $(f)$ can be discussed. In any event, a simple calculus exercise shows that l.h.s.(3.5) diverges if $\beta<-\frac{2 \mathrm{D}}{C(\mathrm{D})}(1-1 / N) / \max \left\{\underline{c}^{2}, \bar{c}^{2}\right\}$ and, in case that $\operatorname{supp} f$ lives on both positive and negative values, also if $\beta>-\frac{2 \mathrm{D}}{C(\mathrm{D})}(1-$ $1 / N) / \underline{c} \bar{c}$.

Next, suppose that $\operatorname{supp}(f)$ is unbounded. Then $\underline{c}=-\infty$ or $\bar{c}=+\infty$ (note that both can be true simultaneously). Now, if $\operatorname{supp}(f)$ lives on both positive and negative values, then $\beta=0$ is the only allowed $\beta$ value for l.h.s. (3.5) to be finite; this case will therefore not be discussed any further. Therefore, let $\operatorname{supp}(f) \subset \overline{\mathbb{R}}_{+}$or $\operatorname{supp}(f) \subset \overline{\mathbb{R}}_{-}$; in the former case $0 \leq \underline{c}<\bar{c}=\infty$, while in the latter case $0 \geq \bar{c}>\underline{c}=-\infty$. In either of these two cases, $\beta \geq 0$ is the necessary and sufficient condition for the $\mathrm{d}^{\mathrm{D}} \underline{\alpha}^{\prime}$ integral in (3.5) to be finite. However, now that $c c^{\prime} \geq 0$ can be arbitrarily large, when $\beta>0$ there will be a $c_{*}(\beta, \gamma)$, no matter what $\gamma$ is, such that the $\mathrm{d} c^{\prime}$ integral will not exist for $c>c_{*}(\beta, \gamma)$ if $f\left(c^{\prime}\right)$ does not decay to zero faster than exponential. But even if $f$ decays superexponentially fast to zero, it is not clear whether r.h.s. (3.5) is bounded by some $C^{N}$ or not.

For this reason we henceforth assume that $f$ has compact support, leaving the case of unbounded support (which includes the interesting Gauss distribution) for some future work. We are now ready to state and prove our main results.

### 3.1 The Main Results and Their Proofs

We first prove that $\ln \left\langle\mathfrak{Z}_{N}\right\rangle_{f}(\beta, \gamma)=N \mathfrak{f}_{f}(\beta, \gamma)+o(N)$.
Theorem 5. Suppose that $\operatorname{supp}(f)$ is compact. If $f$ is supported on both positive and negative $c$-values, let $\beta$ satisfy

$$
\begin{equation*}
-\frac{2 \mathrm{D}}{C(\mathrm{D})} / \underline{c} \bar{c}>\beta>-\frac{2 \mathrm{D}}{C(\mathrm{D})} / \max \left\{\underline{c}^{2}, \bar{c}^{2}\right\}, \tag{3.10}
\end{equation*}
$$

whereas in case that $\operatorname{supp}(f) \subset \overline{\mathbb{R}}_{+}$or $\operatorname{supp}(f) \subset \overline{\mathbb{R}}_{-}$, suppose merely that

$$
\begin{equation*}
\beta>-\frac{2 \mathrm{D}}{C(\mathrm{D})} / \max \left\{\underline{c}^{2}, \bar{c}^{2}\right\} . \tag{3.11}
\end{equation*}
$$

Then

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \ln \left\langle\mathfrak{Z}_{N}\right\rangle_{f}(\beta, \gamma)=\mathfrak{f}_{f}(\beta, \gamma) \quad \text { exists } \tag{3.12}
\end{equation*}
$$

where $\mathfrak{f}_{f}(\beta, \gamma)$ is a non-negative, bi-convex real function, with $\mathfrak{f}_{f}(0, \gamma)=0$.

Proof of Theorem 5:
We define the abbreviation $\ln \left\langle\mathfrak{Z}_{N}\right\rangle_{f}(\beta, \gamma) \stackrel{\text { def }}{=} \mathfrak{F}_{f}^{(N)}(\beta, \gamma)$, explicitly

$$
\begin{equation*}
\left.\mathfrak{F}_{f}^{(N)}(\beta, \gamma)=\ln \int_{\left(\mathbb{S}^{\mathbb{D}} \times \mathbb{R}\right)^{N}} e^{-\beta\left(\frac{1}{N-1} \sum_{j<k} \sum_{j} c_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)+\gamma \sum_{k} c_{k} V\left(\mathbf{s}_{k}\right)\right.}\right) \mathrm{d} \varrho_{f}^{N} . \tag{3.13}
\end{equation*}
$$

Note first that $\mathfrak{F}_{f}^{(N)}(0, \gamma)=0 \forall N$, so $\mathfrak{f}_{f}(0, \gamma)$ exists and $\mathfrak{f}_{f}(0, \gamma)=0$, indeed.
Note next that Jensen's inequality w.r.t. $\mathrm{d}^{\mathrm{D}} \underline{\alpha}^{N}$ yields

$$
\begin{equation*}
\left.\ln \int_{\left(\mathbb{S}^{\triangleright} \times \mathbb{R}\right)^{N}} e^{-\beta\left(\frac{1}{N-1} \sum_{j<k} \sum_{j} c_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)+\gamma \sum_{k} c_{k} V\left(\mathbf{s}_{k}\right)\right.}\right) \mathrm{d} \varrho_{f}^{N} \geq 0 \tag{3.14}
\end{equation*}
$$

for all $\beta$ satisfying (3.10), respectively (3.11), and arbitrary $\gamma$. To arrive at (3.14) we also used the integration condition

$$
\begin{equation*}
\int_{\mathbb{S}^{\mathrm{D}}} U\left(\mathbf{s}, \mathbf{s}^{\prime}\right) \mathrm{d}^{\mathrm{D}} \underline{\alpha}\left(\mathbf{s}^{\prime}\right)=0 \forall \mathbf{s} \in \mathbb{S}^{\mathrm{D}}, \tag{3.15}
\end{equation*}
$$

and $\int_{\mathbb{S}^{\mathrm{D}}} V\left(\mathbf{s}_{k}\right) \mathrm{d}^{\mathrm{D}} \underline{\alpha}=0$, and finally $\int_{\mathbb{R}} f(c) \mathrm{d} c=1$. Thus,

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N} \mathfrak{F}_{f}^{(N)}(\beta, \gamma) \geq 0 \tag{3.16}
\end{equation*}
$$

Incidentally, a complementary upper bound to $N^{-1} \mathfrak{F}_{f}^{(N)}(\beta, \gamma)$ is obtained by noting that for each $\beta$ satisfying the bounds pertinent to the support properties of $f$, eventually $N$ will be large enough so that also (3.8), respectively (3.9) is satisfied. Now the upper bound r.h.s.(3.5) provides the upper bound

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{N} \mathfrak{F}_{f}^{(N)}(\beta, \gamma) \leq \ln \sup _{\mathbf{s}, c} \int_{\mathbb{S}^{D} \times \mathbb{R}} e^{-\frac{1}{2} \beta c c^{\prime} U\left(\mathbf{s}, \mathbf{s}^{\prime}\right)} e^{-\beta \gamma c^{\prime} V\left(\mathbf{s}^{\prime}\right)} \mathrm{d} \varrho_{f}^{\prime} \tag{3.17}
\end{equation*}
$$

for all $\beta$ satisfying (3.10), respectively (3.11), and arbitrary $\gamma$. The upper and lower bounds on $N^{-1} \mathfrak{F}_{f}^{(N)}(\beta, \gamma)$ guarantee the existence of limit points for the sequence $N \mapsto$ $N^{-1} \mathfrak{F}_{f}^{(N)}(\beta, \gamma)$, but not yet a limit.

The existence of a non-negative limit (3.12) follows from (3.16) and:

Proposition 1. Let $\beta$ satisfy (3.10) or (3.11), pertinent to f. Also let $N=N_{1}+N_{2}$ be big enough such that (3.8) or (3.9) hold irrespective of whether $N_{1}$ or $N_{2}$ replace $N$, there. Then $\mathfrak{F}_{f}^{(N)}(\beta, \gamma)$ is sub-additive in the sense that

$$
\begin{equation*}
\mathfrak{F}_{f}^{(N)}(\beta, \gamma) \leq \mathfrak{F}_{f}^{\left(N_{1}\right)}(\beta, \gamma)+\mathfrak{F}_{f}^{\left(N_{2}\right)}(\beta, \gamma) . \tag{3.18}
\end{equation*}
$$

## Proof of Proposition 1:

The proof follows closely the proof of proposition 1 in [Kie11], which has a precurser in [Kie93]. Namely, we note that (3.13) is the maximum for the effective entropy of $\varrho^{(N)} \in \mathfrak{P}^{s}\left(\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{N}\right), N \geq 2$, given by

$$
\begin{equation*}
S_{\beta, \gamma}^{(N)}\left(\varrho^{(N)}\right) \equiv \mathcal{R}^{(N)}\left(\varrho^{(N)} \mid \varrho_{f}^{N}\right)-\beta \varrho^{(N)}\left[\frac{1}{N-1} \sum_{1 \leq j<k \leq N} \sum_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)+\gamma \sum_{1 \leq k \leq N} c_{k} V\left(\mathbf{s}_{k}\right)\right] \tag{3.19}
\end{equation*}
$$

where the entropy of $\varrho^{(N)}$ relative to $\varrho_{f}^{N} \in \mathfrak{P}^{s}\left(\left(\mathbb{S}^{D} \times \mathbb{R}\right)^{N}\right)$ is defined by

$$
\begin{equation*}
\mathcal{R}^{(N)}\left(\varrho^{(N)} \mid \varrho_{f}^{N}\right)=-\int_{\mathbb{S}^{\mathbb{D}} \times \mathbb{R}} \ln \left[\frac{\mathrm{d} \varrho^{(N)}}{\mathrm{d} \varrho_{f}^{N}}\right] \mathrm{d} \varrho^{(N)} \tag{3.20}
\end{equation*}
$$

if $\varrho^{(N)}$ is absolutely continuous w.r.t. $\varrho_{f}^{N}$, and provided the integral in (3.20) exists; in all other cases, $\mathcal{R}^{(N)}\left(\varrho^{(N)} \mid \varrho_{f}^{N}\right):=-\infty$. Moreover, $\varrho^{(N)}(\cdot)$ denotes expected value $\int(\cdot) \varrho^{(N)}\left(\mathrm{d}^{\mathrm{D}} \underline{\alpha}^{N} \prod^{N} f \mathrm{~d} c\right)$. For $N \geq 2$, when $\beta$ satisfies (3.10), respectively (3.11), and for arbitrary $\gamma$, the effective entropy functional (3.19) achieves its supremum at the
unique normalized measure

$$
\begin{equation*}
\varrho_{\beta, \gamma}^{(N)}\left(\mathrm{d} \varrho_{f}^{N}\right)=\frac{\left.e^{-\beta\left(\frac{1}{N-1} \sum_{j<k} \sum_{j} c_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)+\gamma \sum_{k} c_{k} V\left(\mathbf{s}_{k}\right)\right.}\right) \mathrm{d} \varrho_{f}^{N}}{\left.\int_{\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{N}} e^{-\beta\left(\frac{1}{N-1} \sum_{j<k} \sum_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)+\gamma \sum_{k} c_{k} V\left(\mathbf{s}_{k}\right)\right.}\right) \mathrm{d} \varrho_{f}^{N}} ; \tag{3.21}
\end{equation*}
$$

here again, $\sum_{k}=\sum_{1 \leq k \leq N}$, while $\sum_{j<k} \sum_{1 \leq j<k \leq N}^{=} \sum_{1}$. Thus

$$
\begin{equation*}
\max _{\varrho^{(N)} \in \mathfrak{P}^{s}\left(\left(\mathbb{S}^{\mathbb{D}} \times \mathbb{R}\right)^{N}\right)} S_{\beta, \gamma}^{(N)}\left(\varrho^{(N)}\right)=s_{\beta, \gamma}^{(N)}\left(\varrho_{\beta, \gamma}^{(N)}\right) \tag{3.22}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
S_{\beta, \gamma}^{(N)}\left(\varrho_{\beta, \gamma}^{(N)}\right)=\mathfrak{F}_{f}^{(N)}(\beta, \gamma) \tag{3.23}
\end{equation*}
$$

Now note that

$$
\begin{equation*}
\varrho_{\beta, \gamma}^{(N)}\left(\sum_{1 \leq k \leq N} c_{k} V\left(\mathbf{s}_{k}\right)\right)=N^{(1)} \varrho_{\beta, \gamma}^{(N)}(c V(\mathbf{s})) \tag{3.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\varrho_{\beta, \gamma}^{(N)}\left(\frac{1}{N-1} \sum_{1 \leq j<k \leq N} c_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)\right)=N^{(2)} \varrho_{\beta, \gamma}^{(N)}\left(\frac{1}{2} c c^{\prime} U\left(\mathbf{s}, \mathbf{s}^{\prime}\right)\right), \tag{3.25}
\end{equation*}
$$

where ${ }^{(1)} \varrho_{\beta, \gamma}^{(N)}$ and ${ }^{(2)} \varrho_{\beta, \gamma}^{(N)}$ are the first and second marginal measures of $\varrho_{\beta}^{(N)}$. So,

$$
\begin{align*}
S_{\beta, \gamma}^{(N)}\left(\varrho_{\beta, \gamma}^{(N)}\right) \leq & \mathcal{R}^{\left(N_{1}\right)}\left({ }^{\left(N_{1}\right)} \varrho_{\beta, \gamma}^{(N)} \mid \varrho_{f}^{N_{1}}\right)-N_{1} \beta\left[{ }^{(2)} \varrho_{\beta, \gamma}^{(N)}\left(\frac{1}{2} c c^{\prime} U\left(\mathbf{s}, \mathbf{s}^{\prime}\right)\right)+{ }^{(1)} \varrho_{\beta, \gamma}^{(N)}(\gamma c V(\mathbf{s}))\right] \\
& \left.+\mathcal{R}^{\left(N_{2}\right)}\left({ }^{\left(N_{2}\right)} \varrho_{\beta, \gamma}^{(N)} \mid \varrho_{f}^{N_{2}}\right)-N_{2} \beta{ }^{(2)} \varrho_{\beta, \gamma}^{(N)}\left(\frac{1}{2} c c^{\prime} U\left(\mathbf{s}, \mathbf{s}^{\prime}\right)\right)+{ }^{(1)} \varrho_{\beta, \gamma}^{(N)}(\gamma c V(\mathbf{s}))\right] \\
\leq & \mathcal{R}^{\left(N_{1}\right)}\left(\varrho_{\beta, \gamma}^{\left(N_{1}\right)} \mid \varrho_{f}^{N_{1}}\right)-N_{1} \beta\left[{ }^{(2)} \varrho_{\beta, \gamma}^{\left(N_{1}\right)}\left(\frac{1}{2} c c^{\prime} U\left(\mathbf{s}, \mathbf{s}^{\prime}\right)\right)+{ }^{(1)} \varrho_{\beta, \gamma}^{\left(N_{1}\right)}(\gamma c V(\mathbf{s}))\right] \\
& +\mathcal{R}^{\left(N_{2}\right)}\left(\varrho_{\beta, \gamma}^{\left(N_{2}\right)} \mid \varrho_{f}^{N_{2}}\right)-N_{2} \beta\left[{ }^{(2)} \varrho_{\beta, \gamma}^{\left(N_{2}\right)}\left(\frac{1}{2} c c^{\prime} U\left(\mathbf{s}, \mathbf{s}^{\prime}\right)\right)+{ }^{(1)} \varrho_{\beta, \gamma}^{\left(N_{2}\right)}(\gamma c V(\mathbf{s}))\right] \\
= & S_{\beta, \gamma}^{\left(N_{1}\right)}\left(\varrho_{\beta, \gamma}^{\left(N_{1}\right)}\right)+S_{\beta, \gamma}^{\left(N_{2}\right)}\left(\varrho_{\beta, \gamma}^{\left(N_{2}\right)}\right) \tag{3.26}
\end{align*}
$$

where the first inequality is the well-known sub-additivity of relative entropy together with setting $N=N_{1}+N_{2}$ in (3.24) and (3.25), while the second inequality is just our maximum effective entropy variational principle.

This proves Proposition 1.
Proposition 1 and the lower bound (3.14) prove (3.12), and that $\mathfrak{f}_{f}(\beta, \gamma) \geq 0$.

Taking two $\beta$ derivatives shows that the map $\beta \mapsto N^{-1} \mathfrak{F}_{f}^{(N)}(\beta, \gamma)$ is convex, and similarly two $\gamma$ derivatives show that $\gamma \mapsto N^{-1} \mathfrak{F}_{f}^{(N)}(\beta, \gamma)$ is convex. So $\mathfrak{f}_{f}(\beta, \gamma)=$ $\lim _{N \rightarrow \infty} N^{-1} \mathfrak{F}_{f}^{(N)}(\beta, \gamma)$ is bi-convex.

This completes the proof of Theorem 5.
Note that bi-convexity implies that $\mathfrak{f}_{f}(\beta, \gamma)$ is continuous in each variable.
To evaluate $\mathfrak{f}_{f}(\beta, \gamma)$ we now use a refinement of the strategy in [CLMP92], [Kie93] and [Kie11] to establish $\mathfrak{L}^{\wp}$ bounds uniformly in $N$ for the $N$-sequence of each $n$-th marginal measure of (3.21), which reads

$$
\begin{equation*}
\mathrm{d}^{(n)} \varrho_{\beta, \gamma}^{(N)}=\frac{\left.\int_{(\mathbb{S} \mathbb{D} \times \mathbb{R})^{N-n}} e^{-\beta\left(\frac{1}{N-1} \sum_{j<k} \sum_{j} c_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)+\gamma \sum_{k} c_{k} V\left(\mathbf{s}_{k}\right)\right.}\right) \mathrm{d} \varrho_{f}^{N-n}}{\left.\int_{(\mathbb{S} \mathbb{D} \times \mathbb{R})^{N}} e^{-\beta\left(\frac{1}{N-1} \sum_{j<k} \sum_{j} c_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)+\gamma \sum_{k} c_{k} V\left(\mathbf{s}_{k}\right)\right.}\right) \mathrm{d} \varrho_{f}^{N}} \mathrm{~d} \varrho_{f}^{n} \tag{3.27}
\end{equation*}
$$

here, the integral in the numerator runs over the variables $\left(\mathbf{s}_{n+1}, c_{n+1}\right)$ to $\left(\mathbf{s}_{N}, c_{N}\right)$. Then we can extract an $\mathfrak{L}^{\wp}$-weakly convergent subsequence of each $n$-th marginal measure sequence. This information and the subadditivity of relative entropy finally allows us to extend the finite- $N$ random-holodic variational principle to the limit $N \rightarrow \infty$, which characterizes $\mathfrak{f}_{f}(\beta, \gamma)$.

Lemma 1. For each $n$ and $\beta$ satisfying (3.10), respectively (3.11), and for arbitrary $\gamma$, there exists a constant $C(n, \beta, \gamma)$ such that

$$
\begin{equation*}
\mathrm{d}^{(n)} \varrho_{\beta, \gamma}^{(N)} \leq C(n, \beta, \gamma) e^{-\frac{1}{N-1} \sum_{j<k} \beta c_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)} \mathrm{d} \varrho_{f}^{n} . \tag{3.28}
\end{equation*}
$$

## Proof of Lemma 1:

We define a new a-priori measure $\mathrm{d} \tau_{\beta \gamma}=e^{-\beta \gamma c V(\mathbf{s})} \mathrm{d} \varrho_{f}$ and rewrite (3.27) as

$$
\begin{equation*}
\mathrm{d}^{(n)} \varrho_{\beta, \gamma}^{(N)}=\frac{\int_{\left(\mathbb{S}^{D} \times \mathbb{R}\right)^{N-n}} e^{-\frac{1}{N-1} \sum_{j<k} \sum_{j} \beta c_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)} \mathrm{d} \tau_{\beta \gamma}^{N-n}}{\int_{\left(\mathbb{S}^{D} \times \mathbb{R}\right)^{N}} e^{-\frac{1}{N-1} \sum_{j<k} \sum_{j c_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)}} \mathrm{d} \tau_{\beta \gamma}^{N}} \mathrm{~d} \tau_{\beta \gamma}^{n} ; \tag{3.29}
\end{equation*}
$$

note that $\tau_{\beta \gamma}$ is generally not a probability measure. We now follow [Kie11].
Let $\mathbf{s}_{1}, \ldots, \mathbf{s}_{n}$ jointly be denoted by $S^{(n)}$, and $\mathbf{s}_{n+1}, \ldots, \mathbf{s}_{N}$ be denoted jointly by $S^{(N-n)}$. Then, for any $N \geq 2$ and $1 \leq n<N$ we set $S^{(N)} \equiv\left(S^{(n)}, S^{(N-n)}\right)$. Accordingly we write $\sum \sum_{1 \leq j<k \leq N} c_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)=K^{(n)}+K^{(n, N-n)}+K^{(N-n)}$, where
the superscripts indicate, respectively, the dependence on $S^{(n)}$ alone, or on $S^{(n)}$ and $S^{(N-n)}$, or on $S^{(N-n)}$ alone.

Each $K$ term has a number of logarithmic singularities, but $K^{(n)}$ has a fixed number of these and $(N-1)^{-1} K^{(n)}$ goes to zero pointwise a.e. when $N \rightarrow \infty$, so that eventually, when $N$ is big enough, $\exp \left(-(N-1)^{-1} \beta K^{(n)}\right) \in \mathfrak{L}^{\wp}\left(\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{n}, \mathrm{~d} \varrho_{f}^{n}\right) \equiv \mathfrak{L}^{\wp}\left(\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{n}\right)$ for any $\wp<\infty$.

To estimate the remaining terms, for any $\wp<\infty$ we define the Lebesgue spaces $\mathfrak{L}_{\beta \gamma}^{\wp}\left(\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{n}\right) \equiv \mathfrak{L}^{\wp}\left(\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{n}, \mathrm{~d} \tau_{\beta \gamma}^{n}\right)$. Now, if $f$ is supported on both positive and negative $c$-values, then all $\mathfrak{L}_{\beta \gamma}^{\wp}$-integrals below exist whenever

$$
\begin{equation*}
N \geq N_{f}(n, \beta)=\min _{N^{\prime}>2 n+1}\left\{N^{\prime} \left\lvert\, \frac{2 \mathrm{D}}{C(\mathrm{D})} / \underline{c} \bar{c}<-\beta \frac{N^{\prime}-n-1}{N^{\prime}-2 n-1}<\frac{2 \mathrm{D}}{C(\mathrm{D})} / \max \left\{\underline{c}^{2}, \bar{c}^{2}\right\}\right.\right\} ; \tag{3.30}
\end{equation*}
$$

in case that $\operatorname{supp}(f) \subset \overline{\mathbb{R}}_{+}$or $\operatorname{supp}(f) \subset \overline{\mathbb{R}}_{-}$, all integrals below exist when

$$
\begin{equation*}
N \geq N_{f}(n, \beta)=\min _{N^{\prime}>2 n+1}\left\{N^{\prime} \left\lvert\,-\beta \frac{N^{\prime}-n-1}{N^{\prime}-2 n-1}<\frac{2 \mathrm{D}}{C(\mathrm{D})} / \max \left\{\underline{c}^{2}, \bar{c}^{2}\right\}\right.\right\} . \tag{3.31}
\end{equation*}
$$

Set $q=(N-1) / 2 n$ and $q^{\prime}=(N-1) /(N-2 n-1)$.By Hölder's inequality,

$$
\begin{align*}
& \left\|\exp \left(-\frac{1}{N-1} \beta\left[K^{(n, N-n)}+K^{(N-n)}\right]\right)\right\|_{\mathfrak{L}_{\beta \gamma}^{1}\left(\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{N-n}\right)} \leq  \tag{3.32}\\
& \left\|\exp \left(-\frac{1}{N-1} \beta K^{(n, N-n)}\right)\right\|_{\mathfrak{L}_{\beta \gamma}^{q}\left(\left(\mathbb{S}^{\mathbb{D}} \times \mathbb{R}\right)^{N-n}\right)}\left\|\exp \left(-\frac{1}{N-1} \beta K^{(N-n)}\right)\right\|_{\mathcal{I}_{\beta \gamma}^{q^{\prime}}\left(\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{N-n}\right)}
\end{align*}
$$

Notice that the norms involving $K^{(n, N-n)}$ are functions of $n$ points in $\mathbb{S}^{\mathrm{D}}$. Now,

$$
\begin{equation*}
\left\|e^{-\frac{1}{N-1} \beta K^{(n, N-n)}}\right\|_{\mathfrak{L}_{\beta \gamma}^{q}\left(\left(\mathbb{S}^{D} \times \mathbb{R}\right)^{N-n}\right)}=\left\|e^{-\frac{1}{N-1} \sum_{k=1}^{n} \beta c c_{k} U\left(\mathbf{s}_{k}, \cdot\right)}\right\|_{\mathfrak{L}_{\beta \gamma}^{q}\left(\mathbb{S}^{D} \times \mathbb{R}\right)}^{N-n}, \tag{3.33}
\end{equation*}
$$

by permutation symmetry. The right hand side of (3.33) can be estimated from above, uniformly in $N$, as follows. Since the constant term of $U\left(\mathbf{s}, \mathbf{s}^{\prime}\right)$ is bounded below, we can modify it to be a nonnegative function $U^{+}\left(\mathbf{s}, \mathbf{s}^{\prime}\right)$ by adding a positive constant big enough to $U\left(\mathbf{s}, \mathbf{s}^{\prime}\right)$. Defining now

$$
\begin{equation*}
\mathcal{B}_{f}(\beta) \equiv \max _{c c^{\prime}}\left\{-\beta c c^{\prime}\right\} \quad \text { and } \quad \mathcal{B}_{f}^{*}(\beta) \equiv \max _{c c^{\prime}}\left\{\beta c c^{\prime}\right\} \tag{3.34}
\end{equation*}
$$

we can first of all estimate the right hand side of (3.33) by

$$
\begin{equation*}
\left\|e^{-\frac{1}{N-1} \sum_{k=1}^{n} \beta c c_{k} U\left(\mathbf{s}_{k}, \cdot\right)}\right\|_{\mathfrak{L}_{\beta \gamma}^{q}}^{N-n} \leq e^{n \frac{N-n}{N-1} \frac{\mathcal{B}_{f}^{*}(\beta)}{4 \pi}}\left\|e^{-\frac{1}{N-1} \sum_{k=1}^{n} \beta c c_{k} U^{+}\left(\mathbf{s}_{k}, \cdot\right)}\right\|_{\mathfrak{L}_{\beta \gamma}^{q}}^{N-n}, \tag{3.35}
\end{equation*}
$$

where we dropped the argument $\left(\mathbb{S}^{D} \times \mathbb{R}\right)$ from $\mathfrak{L}_{\beta \gamma}^{q}\left(\mathbb{S}^{D} \times \mathbb{R}\right)$, as no confusion could arise. Second, using (3.34) again, and then $n$-fold symmetric decreasing rearrangement [Ban80] (here: moving all $\mathbf{s}_{k} \rightarrow \mathbf{s}_{0}$ ), we estimate

$$
\begin{equation*}
\left\|e^{-\frac{1}{N-1} \sum_{k=1}^{n} \beta c c_{k} U^{+}\left(\mathbf{s}_{k}, \cdot\right)}\right\|_{\mathfrak{L}_{\beta \gamma}^{q}}^{N-n} \leq\left\|e^{\frac{1}{N-1} n \mathcal{B}_{f}(\beta) U^{+}\left(\mathbf{s}_{0}, \cdot\right)}\right\|_{\mathfrak{L}_{\beta \gamma}^{q}}^{N-n} \tag{3.36}
\end{equation*}
$$

and note that the norm at the right hand side of (3.36) can be calculated exactly and equals

$$
\begin{equation*}
\left\|e^{\frac{1}{2} \mathcal{B}_{f}(\beta) U^{+}\left(\mathbf{s}_{0}, \cdot\right)}\right\|_{\mathfrak{L}_{\beta \gamma}^{1}}^{2 n \frac{N-n}{N-1}}=\left(\frac{\frac{2 \mathrm{D}}{C(\mathbb{D})}}{\frac{2 \mathrm{D}}{C(\mathrm{D})}-\mathcal{B}_{f}(\beta)} \int_{\mathbb{R}} e^{-\beta \gamma c V(\mathbf{s})} f(c) \mathrm{d} c\right)^{2 n \frac{N-n}{N-1}} \tag{3.37}
\end{equation*}
$$

which is $<C$ independently of $N$ because $\frac{2 \mathrm{D}}{C(\mathrm{D})}-\mathcal{B}_{f}(\beta)>0$, by hypothesis.
Next, the second norm at r.h.s. (3.32) can be rewritten thusly,

$$
\begin{equation*}
\left\|e^{-\frac{1}{N-1} \beta K^{(N-n)}}\right\|_{\left.\mathfrak{L}_{\beta \gamma}^{q^{\prime}}\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{N-n}\right)}=\left\langle\mathfrak{Z}_{N-n}\right\rangle_{f}\left(\frac{N-n-1}{N-2 n-1} \beta, \frac{N-2 n-1}{N-n-1} \gamma\right)^{1-2 n /(N-1)} . \tag{3.38}
\end{equation*}
$$

Since we already proved that the limit of the sequence

$$
N \mapsto N^{-1} \mathfrak{F}_{f}^{(N)}(\beta, \gamma)=N^{-1} \ln \left\langle\mathfrak{Z}_{N}\right\rangle_{f}(\beta, \gamma)
$$

exists for all $\mathcal{B}_{f}(\beta)<\frac{2 \mathrm{D}}{C(\mathrm{D})}$, we see that

$$
\begin{equation*}
\left\langle\mathfrak{Z}_{N-n}\right\rangle_{f}\left(\frac{N-n-1}{N-2 n-1} \beta, \frac{N-2 n-1}{N-n-1} \gamma\right)^{-2 n /(N-1)} \xrightarrow{N \rightarrow \infty} e^{-2 n f_{f}(\beta, \gamma)}, \tag{3.39}
\end{equation*}
$$

which implies a bound uniformly w.r.t. $N$ when $N \geq N_{f}$, because $\mathcal{B}_{f}(\beta)<\frac{2 \mathrm{D}}{C(\mathrm{D})}$. It remains to estimate the term $\left\langle\mathfrak{Z}_{N-n}\right\rangle_{f}\left(\frac{N-n-1}{N-2 n-1} \beta, \frac{N-2 n-1}{N-n-1} \gamma\right)$.

Applying Jensen's inequality w.r.t. $\mathrm{d}^{\mathrm{D}} \underline{\alpha}^{n}$ to $\left\langle\mathfrak{Z}_{N}\right\rangle_{f}(\beta, \gamma)$ we find

$$
\begin{equation*}
\left\langle\mathfrak{Z}_{N}\right\rangle_{f}(\beta, \gamma) \geq\left\langle\mathfrak{Z}_{N-n}\right\rangle_{f}\left(\frac{N-n-1}{N-1} \beta, \frac{N-1}{N-n-1} \gamma\right) \tag{3.40}
\end{equation*}
$$

where we used (3.15) and $\int_{\mathbb{S}^{D}} V\left(\mathbf{s}_{k}\right) \mathrm{d}^{\mathrm{D}} \underline{\alpha}=0$, and finally $\int_{\mathbb{R}} f(c) \mathrm{d} c=1$. Next, define the expectation functional $\langle\cdot\rangle_{N}$ w.r.t. the probability measure

$$
\begin{equation*}
\langle\mathfrak{Z} N-n\rangle_{f}\left(\frac{N-n-1}{N-2 n-1} \beta, \frac{N-2 n-1}{N-n-1} \gamma\right)^{-1} \exp \left[-(N-2 n-1)^{-1} \beta K^{(N-n)}\right] \mathrm{d} \tau_{\beta \gamma}^{N-n} \tag{3.41}
\end{equation*}
$$

Then we have the identity

$$
\begin{equation*}
\frac{\left\langle\mathfrak{Z}_{N-n}\right\rangle_{f}\left(\frac{N-n-1}{N-1} \beta, \frac{N-1}{N-n-1} \gamma\right)}{\left\langle\mathfrak{Z}_{N-n}\right\rangle_{f}\left(\frac{N-n-1}{N-2 n-1} \beta, \frac{N-2 n-1}{N-n-1} \gamma\right)}=\left\langle\exp \left(\frac{2 n}{(N-1)(N-2 n-1)} \beta K^{(N-n)}\right)\right\rangle_{N} . \tag{3.42}
\end{equation*}
$$

Now using Jensen's inequality w.r.t. $\langle\cdot\rangle_{N}$ yields

$$
\begin{equation*}
\left\langle\exp \left(\frac{2 n}{(N-1)(N-2 n-1)} \beta K^{(N-n)}\right)\right\rangle_{N} \geq \exp \left(\frac{2 n}{(N-1)(N-2 n-1)}\left\langle\beta K^{(N-n)}\right\rangle_{N}\right) \tag{3.43}
\end{equation*}
$$

By elementary calculus,

$$
\begin{equation*}
-\partial_{\beta}\left[\mathfrak{F}_{f}^{(N-n)}\left(\frac{N-n-1}{N-2 n-1} \beta, \frac{N-2 n-1}{N-n-1} \gamma\right)\right]=\frac{1}{N-2 n-1}\left\langle K^{(N-n)}\right\rangle_{N}+\gamma\left\langle\sum_{k=n+1}^{N} c_{k} V\left(s_{k}\right)\right\rangle_{N} . \tag{3.44}
\end{equation*}
$$

Since the definition of $L^{(N)}$ implies that $\left|\gamma\left\langle\sum_{k=n+1}^{N} c_{k} V\left(s_{k}\right)\right\rangle_{N}\right|=O(N)$, we can right away turn our attention to l.h.s.(3.44).

Since $\beta \mapsto \mathfrak{F}_{f}^{(N)}(\beta, \gamma) \geq 0$ is convex and $\mathfrak{F}_{f}^{(N)}(0, \gamma)=0$, its derivative $\partial_{\beta} \mathfrak{F}_{f}^{(N)}(\beta, \gamma) \leq$ 0 when $\beta<0$, and $\partial_{\beta} \mathfrak{F}_{f}^{(N)}(\beta, \gamma) \geq 0$ when $\beta>0$, for each $\beta$ satisfying $\mathcal{B}_{f}(\beta)<\frac{2 \mathrm{D}}{C(\mathrm{D})}$ provided $N$ is big enough for the integrals to exist. $\operatorname{So}-\beta \partial_{\beta} \mathfrak{F}_{f}^{(N)}(\beta, \gamma) \leq 0$ for all $\beta$ satisfying $\mathcal{B}_{f}(\beta)<\frac{2 \mathrm{D}}{C(\mathrm{D})}$ and $N$ big enough, and the same is true for l.h.s.(3.44). Therefore we need to show that $\beta \partial_{\beta} \mathfrak{F}_{f}^{(N)}(\beta, \gamma) \leq C_{f}(\beta, \gamma) N$.

For this we invoke the limit function $\mathfrak{f}_{f}(\beta, \gamma)$ which, by its bi-convexity, is $\beta$ differentiable almost everywhere. In particular, its right $\beta$-derivative $\partial_{\beta}^{+} \mathfrak{f}_{f}(\beta, \gamma)$ exists whenever $\mathcal{B}_{f}(\beta)<\frac{2 \mathrm{D}}{C(\mathrm{D})}$, and by the $\beta$-convexity, for any two $\beta$ values $\beta_{1}<\beta_{2}$ satisfying $\mathcal{B}_{f}\left(\beta_{k}\right)<\frac{2 \mathrm{D}}{C(\mathrm{D})}, k \in\{1,2\}$, we have the ordering

$$
\begin{equation*}
\partial_{\beta}^{+} \mathfrak{f}_{f}\left(\beta_{1}, \gamma\right) \leq \partial_{\beta}^{+} \mathfrak{f}_{f}\left(\beta_{2}, \gamma\right) \tag{3.45}
\end{equation*}
$$

Moreover, since $\mathfrak{f}_{f}(0, \gamma)=0$ as shown earlier, $\partial_{\beta}^{+} \mathfrak{f}_{f}(\beta, \gamma) \leq 0$ for $\beta<0$, and $\partial_{\beta}^{+} \mathfrak{f}_{f}(\beta, \gamma) \geq$ 0 for $\beta>0$. Thus, for all $\beta$ satisfying $\mathcal{B}_{f}(\beta)<\frac{2 \mathrm{D}}{C(\mathrm{D})}$,

$$
\begin{equation*}
0 \leq \beta \partial_{\beta}^{+} \mathfrak{f}_{f}(\beta, \gamma)<\infty \tag{3.46}
\end{equation*}
$$

Now, for each $\beta$ satisfying $\mathcal{B}_{f}(\beta)<\frac{2 \mathrm{D}}{C(\mathrm{D})}$ there exists some $\epsilon>0$ such that $(1+\epsilon) \beta \stackrel{\text { def }}{=}$ $* \beta$ satisfies $\mathcal{B}_{f}(* \beta)<\frac{2 \mathrm{D}}{C(\mathrm{D})}$, too. Note that $* \beta<\beta$ if $\beta<0$ and $* \beta>\beta$ if $\beta>0$. So by (3.45) and (3.46), for any $\beta$ satisfying $\mathcal{B}_{f}(\beta)<\frac{2 \mathrm{D}}{C(\mathrm{D})}$,

$$
\begin{equation*}
\beta \partial_{\beta}^{+} \mathfrak{f}_{f}(\beta, \gamma) \leq \beta \partial_{\beta}^{+} \mathfrak{f}_{f}(* \beta, \gamma) \tag{3.47}
\end{equation*}
$$

Next, since $\frac{N-n-1}{N-2 n-1} \xrightarrow{N \rightarrow \infty} 1$, eventually $\frac{N-n-1}{N-2 n-1} \beta \in[* \beta, \beta]$ if $\beta<0$, respectively $\frac{N-n-1}{N-2 n-1} \beta \in[\beta, * \beta]$ if $\beta>0$. Therefore (cf. [Kie93]), eventually

$$
\begin{equation*}
\beta \partial_{\beta}\left[\frac{1}{N-1} \mathfrak{F}_{f}^{(N-n)}\left(\frac{N-n-1}{N-2 n-1} \beta, \frac{N-2 n-1}{N-n-1} \gamma\right)\right] \leq \beta \partial_{\beta}^{+} \mathfrak{f}_{f}(* \beta, \gamma) \tag{3.48}
\end{equation*}
$$

And so, for some suitable $C>0$, we conclude that uniformly in $N$,

$$
\begin{equation*}
\exp \left(\frac{2 n}{(N-1)(N-2 n-1)}\left\langle\beta K^{(N-n)}\right\rangle_{N}\right) \geq C \exp \left(-2 n \beta \partial_{\beta}^{+} \mathfrak{f}_{f}(* \beta, \gamma)\right) . \tag{3.49}
\end{equation*}
$$

This proves Lemma 1.
By hypothesis, $f(c)$ has compact support, and $\mathbb{S}^{\mathrm{D}}$ is compact. So Lemma 1 guarantees that for each $n \in \mathbb{N}$ and $\wp<\infty$ the sequence $N \mapsto{ }^{(n)} \varrho_{\beta, \gamma}^{(N)}$ is weakly compact in $\mathfrak{P}_{\wp}\left(\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{n}\right) \stackrel{\text { def }}{=}\left(\mathfrak{P} \cap \mathfrak{L}^{\wp}\right)\left(\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{n}\right)$, which are the absolutely continuous (w.r.t. d $\left.\varrho_{f}^{n}\right)$ probability measures on $\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{n}$ whose density is in $\mathfrak{L}^{\varrho}\left(\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{n}\right)$. (For non-compact domains, see [KiSp99, ChKi00].)

We next characterize the limit points in terms of the $N=\infty$ counterpart of the variational principle (3.22). We denote by $\mathfrak{P}^{s}\left(\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{\mathbb{N}}\right)$ the permutation-symmetric probability measures on the set of infinite exchangeable sequences in $\mathbb{S}^{D} \times \mathbb{R}$. Let $\left\{{ }^{(n)} \varrho\right\}_{n \in \mathbb{N}}$ denote the sequence of marginals of any $\varrho \in \mathfrak{P}^{s}\left(\left(\mathbb{S}^{D} \times \mathbb{R}\right)^{\mathbb{N}}\right)$. The deFinetti-Dynkin-Hewitt-Savage decomposition theorem for $\mathfrak{P}^{s}\left(\left(\mathbb{S}^{D} \times \mathbb{R}\right)^{\mathbb{N}}\right)$ states that for each $\varrho \in \mathfrak{P}^{s}\left(\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{\mathbb{N}}\right)$ there exists a unique probability measure $\nu(\mathrm{d} \varsigma \mid \varrho)$ on $\mathfrak{P}\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)$, such that ${ }^{(n)} \varrho$, the $n$-th marginal measure of $\varrho$, is given by

$$
\begin{equation*}
\mathrm{d}^{(n) \varrho}=\int_{\mathfrak{P}\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)} \varsigma^{\otimes n}\left(\mathrm{~d}^{\mathrm{D}} \underline{\alpha}\left(\mathbf{s}_{1}\right) \mathrm{d} c_{1} \cdots \mathrm{~d}^{\mathrm{D}} \underline{\alpha}\left(\mathbf{s}_{n}\right) \mathrm{d} c_{n}\right) \nu(\mathrm{d} \varsigma \mid \varrho) \quad \forall n \in \mathbb{N} ; \tag{3.50}
\end{equation*}
$$

where $\varsigma^{\otimes n}\left(\mathrm{~d}^{\mathrm{D}} \underline{\alpha}\left(\mathbf{s}_{1}\right) \mathrm{d} c_{1} \cdots \mathrm{~d}^{\mathrm{D}} \underline{\alpha}\left(\mathbf{s}_{n}\right) \mathrm{d} c_{n}\right) \equiv \varsigma\left(\mathrm{d}^{\mathrm{D}} \underline{\alpha}\left(\mathbf{s}_{1}\right) \mathrm{d} c_{1}\right) \otimes \cdots \otimes \varsigma\left(\mathrm{d}^{\mathrm{D}} \underline{\alpha}\left(\mathbf{s}_{n}\right) \mathrm{d} c_{n}\right)$.
Theorem 6. For any $\beta$ satisfying $\mathcal{B}_{f}(\beta)<\frac{2 \mathrm{D}}{C(\mathrm{D})}$ and $n \in \mathbb{N}$ the sequence $\left\{{ }^{(n)} \varrho_{\beta, \gamma}^{(N)}\right\}_{N \in \mathbb{N}}$ is weakly $\mathfrak{L}^{\wp}$-compact for $1 \leq \wp<\infty$. So one can extract a subsequence $\left\{{ }^{(n)} \varrho_{\beta, \gamma}^{(\dot{N}[N])}\right\}_{N \in \mathbb{N}}$ such that $\forall n \in \mathbb{N}$, weakly

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left({ }^{n} \varrho_{\beta, \gamma}{ }^{(\dot{N}[N])}={ }^{(n)} \dot{\varrho}_{\beta, \gamma} \in \mathfrak{P}^{s}\left(\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{n}\right) .\right. \tag{3.51}
\end{equation*}
$$

The decomposition measure $\nu\left(\mathrm{d} \varsigma \mid \dot{\varrho}_{\beta, \gamma}\right)$ of each limit point $\dot{\varrho}_{\beta, \gamma}$ is supported by the subset $\left(\mathfrak{P} \cap \mathfrak{L}^{1} \ln \mathfrak{L}^{1}\right)\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)$ of $\mathfrak{P}\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)$ which consists of measures $\varsigma_{\beta, \gamma}\left(\mathrm{d}^{\mathrm{D}} \underline{\alpha}(\mathbf{s}) \mathrm{d} c\right)$ which maximize the effective configurational entropy functional

$$
\begin{equation*}
S_{\beta, \gamma}(\varsigma) \stackrel{\text { def }}{=} \mathcal{R}^{(1)}\left(\varsigma \mid \varrho_{f}\right)-\beta \frac{1}{2} \varsigma^{\otimes 2}\left(K^{(2)}\right)-\beta \gamma \varsigma(c V), \tag{3.52}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{S}_{\beta, \gamma}\left(\varsigma_{\beta, \gamma}\right)=\mathfrak{f}_{f}(\beta, \gamma) \quad \forall \beta: \mathcal{B}_{f}(\beta)<\frac{2 \mathrm{D}}{C(\mathrm{D})} . \tag{3.53}
\end{equation*}
$$

## Proof of Theorem 6:

We introduce the subsets $\mathfrak{P}_{\wp}^{s}\left(\left(\mathbb{S}^{D} \times \mathbb{R}\right)^{\mathbb{N}}\right) \subset \mathfrak{P}^{s}\left(\left(\mathbb{S}^{D} \times \mathbb{R}\right)^{\mathbb{N}}\right)$, with $\wp>1$, as the probability measures on $\left(\mathbb{S}^{D} \times \mathbb{R}\right)^{\mathbb{N}}$ whose decomposition measure is concentrated on $\mathfrak{P}_{\wp}\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right) \stackrel{\text { def }}{=}\left(\mathfrak{P} \cap \mathfrak{L}^{\wp}\right)\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)$, which are the absolutely continuous (w.r.t. $\mathrm{d}^{\mathrm{D}} \underline{\alpha} \mathrm{d} c$ ) probability measures on $\mathbb{S}^{\mathrm{D}} \times \mathbb{R}$ whose density is in $\mathfrak{L}^{\varphi}\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}, \mathrm{d}^{\mathrm{D}} \underline{\alpha} \mathrm{d} c\right)$. Note that if $\varsigma \in \mathfrak{P}_{\wp}\left(\mathbb{S}^{D} \times \mathbb{R}\right)$ then also $\varsigma \in \mathfrak{L}^{\varphi^{\prime}}\left(\mathbb{S}^{D} \times \mathbb{R}\right)$ for all $\wp^{\prime} \in[1, \wp]$, and so also $\varsigma \in$ $\left(\mathfrak{L}^{1} \ln \mathfrak{L}^{1}\right)\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)$.

By Jensen's inequality, any marginal measure of $\varrho \in \mathfrak{P}_{\wp}^{s}\left(\left(\mathbb{S}^{D} \times \mathbb{R}\right)^{\mathbb{N}}\right)$ is then in $\left(\mathfrak{P} \cap \mathfrak{L}^{\wp}\right)\left(\left(\mathbb{S}^{D} \times \mathbb{R}\right)^{n}\right)$. The reverse can be shown also (cf. [HeSa55], [MeSp82]): if $\varrho \in \mathfrak{P}^{s}\left(\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{\mathbb{N}}\right)$ has all its marginal measures in $\left(\mathfrak{P} \cap \mathfrak{L}^{\wp}\right)\left(\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{n}\right)$, then the decomposition measure $\nu(\mathrm{d} \varsigma \mid \varrho)$ is concentrated on $\mathfrak{P}_{\wp}\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)$; i.e. $\varrho \in \mathfrak{P}_{\wp}^{s}\left(\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{\mathbb{N}}\right)$.

The mean energy of $\varrho \in \mathfrak{P}_{\wp}^{s}\left(\left(\mathbb{S}^{D} \times \mathbb{R}\right)^{\mathbb{N}}\right)$ is now defined as

$$
\begin{equation*}
\underline{\underline{E}}(\varrho) \stackrel{\text { def }}{=} \lim _{n \rightarrow \infty} \frac{1}{n}(n) \varrho\left(\frac{1}{n-1} \sum_{1 \leq j<k \leq n} \sum_{j} c_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)\right) . \tag{3.54}
\end{equation*}
$$

Clearly, the sequence at r.h.s.(3.54) is independent of $n$, and so

$$
\begin{equation*}
\underline{\mathcal{E}}(\varrho) \equiv \frac{1}{2}{ }^{(2)} \varrho\left(K^{(2)}\right) . \tag{3.55}
\end{equation*}
$$

Moreover, by the linearity of $\varrho \mapsto \underline{\mathcal{E}}(\varrho)$ the presentation (3.50) yields

$$
\begin{equation*}
\underline{E}(\varrho)=\int \frac{1}{2} \varsigma^{\otimes 2}\left(K^{(2)}\right) \nu(\mathrm{d} \varsigma \mid \varrho) . \tag{3.56}
\end{equation*}
$$

The mean northern moment of $\varrho \in \mathfrak{P}_{\wp}^{s}\left(\left(\mathbb{S}^{D} \times \mathbb{R}\right)^{\mathbb{N}}\right)$ is similarly defined as

$$
\begin{equation*}
\underline{\mathcal{N}}(\varrho) \stackrel{\text { def }}{=} \lim _{n \rightarrow \infty} \frac{1}{n}(n) \varrho\left(\sum_{1 \leq k \leq n} c_{k} V\left(\mathbf{s}_{k}\right)\right), \tag{3.57}
\end{equation*}
$$

Also the sequence at r.h.s.(3.57) is independent of $n$, and so

$$
\begin{equation*}
\underline{\mathcal{N}}(\varrho) \equiv{ }^{(1)} \varrho(c V) . \tag{3.58}
\end{equation*}
$$

Again by the linearity of $\varrho \mapsto \underline{\mathcal{N}}(\varrho)$ the presentation (3.50) now yields

$$
\begin{equation*}
\underline{\mathcal{N}}(\varrho)=\int \varsigma(c V) \nu(\mathrm{d} \varsigma \varrho) . \tag{3.59}
\end{equation*}
$$

The $N=\infty$ analogue of (3.20) is known as a mean (relative) entropy of $\varrho \in$ $\mathfrak{P}^{s}\left(\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{\mathbb{N}}\right)$, well-defined as limit

$$
\begin{equation*}
\underline{\mathcal{R}}\left(\varrho \mid \varrho_{f}\right) \equiv \lim _{n \rightarrow \infty} \frac{1}{n} \mathcal{R}^{(n)}\left({ }^{(n)} \varrho \mid \varrho_{f}^{n}\right) . \tag{3.60}
\end{equation*}
$$

Here, $\mathcal{R}^{(n)}\left({ }^{(n)} \varrho \mid \varrho_{f}^{n}\right), n \in\{1, \ldots\}$, is the relative entropy of ${ }^{(n)} \varrho$, as defined in (3.20); we also set $\sigma(k)=-1,0,1$ when $k<0,=0,>0$, respectively. The limit (3.60) exists or is $-\infty$. This is a consequence of the next lemma [Kie93], [Kie11], adapted from [RoRu67] (section 2, proof of proposition 1; cf. also [Rue69]).

Lemma 2. Relative entropy $n \mapsto \mathcal{R}^{(n)}\left({ }^{(n)} \varrho \varrho_{f}^{n}\right)$ has the following properties:
(A) Non-positivity: For all $n$,

$$
\begin{equation*}
\mathcal{R}^{(n)}\left({ }^{(n)} \varrho \mid \varrho_{f}^{n}\right) \leq 0 ; \tag{3.61}
\end{equation*}
$$

(B) Monotonic decrease: If $n>m$ then

$$
\begin{equation*}
\mathcal{R}^{(n)}\left({ }^{(n)} \varrho \varrho \varrho_{f}^{n}\right) \leq \mathcal{R}^{(m)}\left({ }^{(m)} \varrho \varrho \varrho_{f}^{m}\right) ; \tag{3.62}
\end{equation*}
$$

(C) Strong sub-additivity: For $m, n \leq \ell$, and $k=\ell-m-n$,

$$
\begin{equation*}
\mathcal{R}^{(\ell)}\left({ }^{(\ell)} \varrho \varrho \varrho_{f}^{\ell}\right) \leq \mathcal{R}^{(m)}\left({ }^{(m)} \varrho \mid \varrho_{f}^{m}\right)+\mathcal{R}^{(n)}\left({ }^{(n)} \varrho \varrho \varrho_{f}^{n}\right)+\sigma(k) \mathcal{R}^{(|k|)}\left((|k|) \varrho \mid \varrho_{f}^{|k|}\right) . \tag{3.63}
\end{equation*}
$$

Lemma 2 holds for $\varrho \in \mathfrak{P}^{s}\left(\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{\mathbb{N}}\right)$ and $\varrho \in \mathfrak{P}^{s}\left(\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{N}\right)\left(\right.$ then $k \leq N$ in $\left.{ }^{(k)} \varrho^{(N)}\right)$.
Also adapted from [RoRu67], proof of proposition 3, is (cf. [Kie93, Kie11]):
Lemma 3. The mean relative entropy functional (3.60) is affine linear.
Lemma 3 paired with the deFinetti-Dynkin-Hewitt-Savage decomposition theorem for $\mathfrak{P}^{s}\left(\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{\mathbb{N}}\right)$ yields the key formula

$$
\begin{equation*}
\underline{\mathcal{R}}\left(\varrho \mid \varrho_{f}\right)=\int \mathcal{R}\left(\varsigma \mid \varrho_{f}\right) \nu(\mathrm{d} \varsigma \mid \varrho), \tag{3.64}
\end{equation*}
$$

where we also set $\mathcal{R}\left(\varsigma \mid \varrho_{f}\right) \equiv \mathcal{R}^{(1)}\left(\varsigma \mid \varrho_{f}\right)$.
Lastly, Lemma 4, also proved by adaptation of a proof in [RoRu67], their proposition 4 , ends the listing of properties of mean relative entropy (3.60).

Lemma 4. The mean entropy functional is weakly upper semi-continuous.

Finally we define the mean effective entropy of $\varrho \in \mathfrak{P}_{\wp}^{s}\left(\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{\mathbb{N}}\right)$ by

$$
\begin{equation*}
\underline{\mathcal{S}}_{\beta, \gamma}(\varrho) \equiv \underline{\mathcal{R}}(\varrho)-\beta \underline{\underline{E}}(\varrho)-\beta \gamma \underline{\mathcal{N}}(\varrho) . \tag{3.65}
\end{equation*}
$$

By (3.64), (3.56), and (3.59) we have

$$
\begin{equation*}
\underline{S}_{\beta, \gamma}(\varrho)=\int_{\mathfrak{P}\left(\mathbb{S}^{\mathbb{}} \times \mathbb{R}\right)} S_{\beta, \gamma}(\varsigma) \nu(\mathrm{d} \varsigma \mid \varrho), \tag{3.66}
\end{equation*}
$$

where $\mathcal{S}_{\beta, \gamma}(\varsigma)$ is the effective entropy functional introduced in (3.52). It is well-defined and finite for all $\beta$ satisfying $\mathcal{B}_{f}(\beta)<\frac{2 \mathrm{D}}{C(\mathrm{D})}$ whenever $\varsigma \in \mathfrak{P}_{\wp}\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)$, $\wp>1$, because then $\varsigma \in\left(\mathfrak{L}^{1} \cap \mathfrak{L}^{1} \ln \mathfrak{L}^{1}\right)\left(\mathbb{S}^{D} \times \mathbb{R}\right)$, and since $U$ is in any $\mathfrak{L}^{\wp^{\prime}}\left(\mathbb{S}^{D} \times \mathbb{R}\right)$. In all other situations it is defined as $\mathcal{S}_{\beta, \gamma}(\varsigma)=-\infty$.

Now, for any $\beta$ satisfying $\mathcal{B}_{f}(\beta)<\frac{2 \mathrm{D}}{C(\mathrm{D})}$, and $1<\wp<\infty$, we can extract a subsequence $\left\{{ }^{(n)} \varrho_{\beta, \gamma}^{(\dot{N}[N])}\right\}_{N \in \mathbb{N}}$ such that $\forall n \in \mathbb{N}$,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathrm{~d}^{(n)} \varrho_{\beta, \gamma}^{(\dot{N}[N])}={ }^{(n)} \dot{\varrho}_{\beta, \gamma}\left(\mathrm{d} \mu^{n}\right) \in \mathfrak{P}^{s}\left(\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{n}\right) \tag{3.67}
\end{equation*}
$$

weakly in $\mathfrak{P}_{\wp}\left(\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)^{n}\right)$. Following $[\mathrm{MeSp} 82]$ we next use sub-additivity (property $(C)$ in Lemma 2) and then [Kie93, Kie11] negativity (property $(A)$ in Lemma 2) of relative entropy, to obtain

$$
\begin{align*}
\mathcal{R}^{(\dot{N})}\left(\varrho_{\beta, \gamma}^{(\dot{N})} \mid \varrho_{f}^{\dot{N}}\right) & \leq\left\lfloor\frac{\dot{N}}{n}\right\rfloor \mathcal{R}^{(n)}\left({ }^{(n)} \varrho_{\beta, \gamma}^{(\dot{N})} \mid \varrho_{f}^{n}\right)+\mathcal{R}^{(m)}\left({ }^{(m)} \varrho_{\beta, \gamma}^{(\dot{N})} \mid \varrho_{f}^{m}\right) \\
& \leq\left\lfloor\frac{\dot{N}}{n}\right\rfloor \mathcal{R}^{(n)}\left({ }^{(n)} \varrho_{\beta, \gamma}^{(\dot{N})} \mid \varrho_{f}^{n}\right), \tag{3.68}
\end{align*}
$$

where $\lfloor a / b\rfloor$ is the integer part of $a / b$, and where $m<n$. Following [Kie93, Kie11], we use upper semi-continuity for the relative entropy to get

$$
\begin{equation*}
\limsup _{\dot{N} \rightarrow \infty} \mathcal{R}^{(n)}\left({ }^{(n)} \varrho_{\beta, \gamma}^{(\dot{N}[N])} \mid \varrho_{f}^{n}\right) \leq \mathcal{R}^{(n)}\left({ }^{(n)} \dot{\varrho}_{\beta, \gamma} \mid \varrho_{f}^{n}\right), \tag{3.69}
\end{equation*}
$$

while $\frac{1}{N}\left\lfloor\frac{\dot{N}}{n}\right\rfloor \rightarrow \frac{1}{n}$. Hence, dividing (3.68) by $\dot{N}[N]$ and letting $\dot{N} \rightarrow \infty$ gives

$$
\begin{equation*}
\limsup _{\dot{N} \rightarrow \infty} \frac{1}{\dot{N}} \mathcal{R}^{(\dot{N})}\left(\varrho_{\beta, \gamma}^{(\dot{N})} \mid \varrho_{f}^{\dot{N}}\right) \leq \frac{1}{n} \mathcal{R}^{(n)}\left({ }^{(n)} \varrho_{\beta, \gamma} \mid \varrho_{f}^{n}\right) \quad \forall n \in \mathbb{N}, \tag{3.70}
\end{equation*}
$$

and now taking the infimum over $n$ (equivalently: the limit $n \rightarrow \infty$ ) we get

$$
\begin{equation*}
\limsup _{\dot{N} \rightarrow \infty} \frac{1}{\dot{N}} \mathcal{R}^{(\dot{N})}\left(\varrho_{\beta, \gamma}^{(\dot{N})} \mid \varrho_{f}^{\dot{N}}\right) \leq \underline{\mathcal{R}}\left(\dot{\varrho}_{\beta, \gamma}\right) \tag{3.71}
\end{equation*}
$$

Lastly, using (3.64) in (3.71) yields

$$
\begin{equation*}
\limsup _{\dot{N} \rightarrow \infty} \frac{1}{\dot{N}} \mathcal{R}^{(\dot{N})}\left(\varrho_{\beta, \gamma}^{(\dot{N})} \mid \varrho_{f}^{\dot{N}}\right) \leq \int \mathcal{R}\left(\varsigma \mid \varrho_{f}\right) \nu\left(\mathrm{d} \varsigma \mid \dot{\varrho}_{\beta, \gamma}\right), \tag{3.72}
\end{equation*}
$$

where $\nu\left(\mathrm{d} \varsigma \mid \dot{\varrho}_{\beta, \gamma}\right)$ is the Hewitt-Savage decomposition measure for $\dot{\varrho}_{\beta, \gamma}$.
Moreover, by weak $\mathfrak{L}^{\wp}$ convergence, for each $n \in \mathbb{N}$ we have

$$
\begin{equation*}
\lim _{\dot{N} \rightarrow \infty}{ }^{(n)} \varrho_{\beta, \gamma}^{(\dot{N})}\left(\frac{1}{n-1} \sum_{1 \leq j<k \leq n} \sum_{j} c_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)\right)=n \overline{1}^{(2)} \dot{\varrho}_{\beta, \gamma}\left(K^{(2)}\right), \tag{3.73}
\end{equation*}
$$

so division by $n$ yields the mean energy of $\dot{\varrho}_{\beta, \gamma}$,

$$
\begin{equation*}
\lim _{\dot{N} \rightarrow \infty} \frac{1}{n}{ }^{(n)} \varrho_{\beta, \gamma}^{(\dot{N})}\left(\frac{1}{n-1} \sum_{1 \leq j<k \leq n} \sum_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)\right)=\frac{1}{2}^{(2)} \dot{\varrho}_{\beta, \gamma}\left(K^{(2)}\right) \equiv \underline{\mathcal{E}}(\dot{\varrho}) . \tag{3.74}
\end{equation*}
$$

But of course, we also have

$$
\begin{equation*}
\varrho_{\beta, \gamma}^{(\dot{N})}\left(\frac{1}{\dot{N}-1} \sum_{1 \leq j<k \leq \dot{N}} \sum_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)\right)=\dot{N} \frac{1}{2}{ }^{(2)} \varrho_{\beta, \gamma}^{(\dot{N})}\left(K^{(2)}\right), \tag{3.75}
\end{equation*}
$$

so after division by $\dot{N}$, weak $\mathfrak{L}^{\varsigma}$ convergence again yields

$$
\begin{equation*}
\lim _{\dot{N} \rightarrow \infty} \frac{1}{\dot{N}} \varrho_{\beta, \gamma}^{(\dot{N})}\left(\frac{1}{\dot{N}-1} \sum_{1 \leq j<k \leq \dot{N}} c_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)\right)=\frac{1}{2}{ }^{(2)} \dot{\varrho}_{\beta, \gamma}\left(K^{(2)}\right) . \tag{3.76}
\end{equation*}
$$

By (3.76) and (3.74), and recalling (3.56), we have

$$
\begin{equation*}
\lim _{\dot{N} \rightarrow \infty} \frac{1}{\dot{N}} \varrho_{\beta, \gamma}^{(\dot{N})}\left(\frac{1}{\dot{N}-1} \sum_{1 \leq j<k \leq \dot{N}} \sum_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)\right)=\int \frac{1}{2} \varsigma^{\otimes 2}\left(K^{(2)}\right) \nu\left(\mathrm{d} \varsigma \mid \dot{\varrho}_{\beta, \gamma}\right) . \tag{3.77}
\end{equation*}
$$

In a completely analogous manner we see that

$$
\begin{equation*}
\lim _{\dot{N} \rightarrow \infty} \frac{1}{\tilde{N}} \varrho_{\beta, \gamma}^{(\dot{N})}\left(\sum_{1 \leq k \leq \dot{N}} c_{k} V\left(\mathbf{s}_{k}\right)\right)=\int \varsigma(c V(\mathbf{s})) \nu\left(\mathrm{d} \varsigma \mid \varrho_{\beta, \gamma}\right) . \tag{3.78}
\end{equation*}
$$

Estimate (3.72) and identities (3.77), (3.78) together with (3.66) now yield

$$
\begin{equation*}
\limsup _{\dot{N} \rightarrow \infty} \frac{1}{\dot{N}} \mathcal{S}_{\beta, \gamma}\left(\varrho_{\beta, \gamma}^{(\dot{N})}\right) \leq \int \mathcal{S}_{\beta, \gamma}(\varsigma) \nu\left(\mathrm{d} \varsigma \mid \dot{\varrho}_{\beta, \gamma}\right) \leq \sup _{\varsigma \in \mathfrak{P}_{\delta}} \mathcal{S}_{\beta, \gamma}(\varsigma) \tag{3.79}
\end{equation*}
$$

for any subsequence $\dot{N}[N]$. Therefore,

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{N} s_{\beta, \gamma}\left(\varrho_{\beta, \gamma}^{(N)}\right) \leq \sup _{\varsigma \in \mathfrak{P}_{\wp}} S_{\beta, \gamma}(\varsigma) . \tag{3.80}
\end{equation*}
$$

On the other hand, for any $\varsigma \in \mathfrak{P}_{\wp}$ we have

$$
\begin{align*}
S_{\beta, \gamma}^{(N)}\left(\varrho_{\beta}^{(N)}\right) \geq & \mathcal{R}^{(N)}\left(\varsigma^{\otimes N} \mid \varrho_{f}^{N}\right)  \tag{3.81}\\
& \quad-\beta \varsigma^{\otimes N}\left(\frac{1}{N-1} \sum_{1 \leq j<k \leq N} \sum_{j} c_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)+\gamma \sum_{1 \leq k \leq N} c_{k} V\left(\mathbf{s}_{k}\right)\right) \\
= & N\left[\mathcal{R}^{(1)}(\varsigma \mid \underline{\mu})-\beta \frac{1}{2} \varsigma^{\otimes 2}\left(K^{(2)}\right)-\beta \gamma \varsigma(c V(\mathbf{s}))\right]  \tag{3.82}\\
= & N S_{\beta, \gamma}(\varsigma), \tag{3.83}
\end{align*}
$$

by the variational principle for the effective $N$-body entropy (3.19). Taking a maximizing sequence $k \mapsto \varsigma_{k} \in \mathfrak{P}_{\wp}$ for $S_{\beta, \gamma}(\varsigma)$, after division by $N$ we find

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N} S_{\beta, \gamma}\left(\varrho_{\beta, \gamma}^{(N)}\right) \geq \sup _{\varsigma \in \mathfrak{P}_{\beta}} S_{\beta, \gamma}(\varsigma) . \tag{3.84}
\end{equation*}
$$

The estimates (3.84) and (3.80) together prove that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \mathcal{S}_{\beta, \gamma}\left(\varrho_{\beta, \gamma}^{(N)}\right)=\sup _{\varsigma \in \mathfrak{P}_{\beta}} \mathcal{S}_{\beta, \gamma}(\varsigma) \tag{3.85}
\end{equation*}
$$

But then, by (3.79), we also have

$$
\begin{equation*}
\int S_{\beta, \gamma}(\varsigma) \nu\left(\mathrm{d} \varsigma \mid \dot{\varrho}_{\beta, \gamma}\right)=\sup _{\varsigma \in \mathfrak{P}_{\beta}} S_{\beta, \gamma}(\varsigma) \tag{3.86}
\end{equation*}
$$

for any weak limit point $\dot{\varrho}$. Therefore the decomposition measure $\nu\left(\mathrm{d} \varsigma \mid \dot{\varrho}_{\beta, \gamma}\right)$ is supported on those $\varsigma \in \mathfrak{P}_{\wp}$ which actually maximize $S_{\beta, \gamma}(\varsigma)$; for suppose not, then the average $\int \mathcal{S}_{\beta, \gamma}(\varsigma) \nu\left(\mathrm{d} \varsigma \mid \dot{\varrho}_{\beta, \gamma}\right)<\sup _{\varsigma \in \mathfrak{P}_{\wp}} \mathcal{S}_{\beta, \gamma}(\varsigma)$ in contradiction to (3.86). Therefore, $\sup _{\varsigma \in \mathfrak{P}_{\wp}} \mathcal{S}_{\beta, \gamma}(\varsigma)=\max _{\varsigma \in \mathfrak{P}_{\wp}} \mathcal{S}_{\beta, \gamma}(\varsigma)$; furthermore, since $\dot{\varrho} \in \mathfrak{L}^{\wp}$, we can conclude that the maximizer is actually in $\mathfrak{L}^{\wp}$ for all $1 \leq \wp<\infty$.

This proves Theorem 6.
Corollary 1. Any maximizer $\varsigma_{\beta, \gamma}$ of $\mathcal{S}_{\beta, \gamma}(\varsigma)$ over the set $\mathfrak{P}_{\wp}$ is of the form

$$
\varsigma_{\beta, \gamma}\left(\underline{\alpha}_{0}(\mathrm{~d} \mathbf{s}) \mathrm{d} c\right)=\rho_{\beta, \gamma}(\mathbf{s} ; c) f(c) \underline{\alpha}_{0}(\mathrm{~d} \mathbf{s}) \mathrm{d} c,
$$

where $\rho_{\beta, \gamma}(\mathbf{s} ; c)$ is given by a solution to the following fixed point equation in $\mathfrak{P}\left(\mathbb{S}^{\mathrm{D}} \times \mathbb{R}\right)$,

$$
\begin{equation*}
\rho(\mathbf{s} ; c)=\frac{e^{-\beta c\left(\iint U(\mathbf{s}, \tilde{\mathbf{s}}) \tilde{c} \rho(\tilde{\mathbf{s}} ; \tilde{c}) \mathrm{d}^{\mathrm{d}} \underline{\alpha}(\tilde{\mathbf{s}}) f(\tilde{c}) \mathrm{d} \tilde{c}+\gamma V(\mathbf{s})\right)}}{\int_{\mathbb{R}} \int_{\mathbb{S}^{\mathrm{D}}} e^{-\beta \hat{c}\left(\iint_{U(\hat{\mathbf{s}}, \tilde{\mathbf{s}}) \tilde{\rho}(\tilde{\mathbf{s}} ; \tilde{;}) \mathrm{d}^{\mathrm{D}} \underline{\alpha}(\tilde{\mathbf{s}}) f(\tilde{c}) \mathrm{d} \tilde{c}+\gamma V(\mathbf{s})}\right) \mathrm{d}^{\mathrm{D}} \underline{\alpha}(\hat{\mathbf{s}}) f(\hat{c}) \mathrm{d} \hat{c}},,} \tag{3.87}
\end{equation*}
$$

with $\beta$ satisfying $\mathcal{B}_{f}(\beta)<\frac{2 \mathrm{D}}{C(\mathrm{D})}$, and $\gamma$ arbitrary.

### 3.2 Special Cases

We mention two choices of $f(c)$ which are of special interest.

### 3.2.1 $f(c)=\delta_{+1}(c)$

If we let the function $f$ concentrate on the Dirac point measure $\delta_{+1}$, i.e., $c$ only takes the value +1 , we arrive at the canonical ensemble measures

$$
\begin{equation*}
\left.\mathrm{d} \mu^{(N)}=\left(\mathfrak{Z}_{N}\right)^{-1} e^{-\beta\left(\frac{1}{N-1} \sum_{j<k} \sum_{k} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)+\gamma \sum_{k} V\left(\mathbf{s}_{k}\right)\right.}\right) \mathrm{d}^{\mathrm{D}} \underline{\alpha}\left(\mathbf{s}_{1}\right) \cdots \mathrm{d}^{\mathrm{D}} \underline{\alpha}\left(\mathbf{s}_{N}\right), \tag{3.88}
\end{equation*}
$$

with the partition function

$$
\begin{equation*}
\left.\left(\mathfrak{Z}_{N}\right)(\beta, \gamma) \stackrel{\text { def }}{=} \int_{\left(\mathbb{S}^{\mathrm{D}}\right)^{N}} e^{-\beta\left(\frac{1}{N-1} \sum_{j<k} \sum_{j} U\left(\mathbf{s}_{j}, \mathbf{s}_{k}\right)+\gamma \sum_{k} V\left(\mathbf{s}_{k}\right)\right.}\right) \mathrm{d}^{\mathrm{D}} \underline{\alpha}\left(\mathbf{s}_{1}\right) \cdots \mathrm{d}^{\mathrm{D}} \underline{\alpha}\left(\mathbf{s}_{N}\right) . \tag{3.89}
\end{equation*}
$$

Then the weak limit points of the sequence of canonical ensembles $\left\{\mu^{(N)}\right\}$ are superpositions of solutions to the following equation

$$
\begin{equation*}
\rho(\mathbf{s})=\frac{e^{-\beta\left(\int U(\mathbf{s}, \tilde{\mathbf{s}}) \rho(\tilde{\mathbf{s}}) \mathrm{d}^{\mathrm{d}} \underline{\alpha}(\tilde{\mathbf{s}})+\gamma V(\mathbf{s})\right)}}{\int_{\mathbb{S}^{\mathrm{D}}} e^{-\beta\left(\int_{U(\hat{\mathbf{s}}, \tilde{\mathbf{s}}) \rho(\tilde{\mathbf{s}}) \mathrm{d}^{\mathrm{D}} \underline{\alpha}(\tilde{\mathbf{s}})+\gamma V(\hat{\mathbf{s}})}\right) \mathrm{d}^{\mathrm{D}} \underline{\alpha}(\hat{\mathbf{s}})},} \tag{3.90}
\end{equation*}
$$

with $\beta$ satisfying $-\beta<\frac{2 \mathrm{D}}{C(\mathrm{D})}$, i.e., $\beta>-\frac{2 \mathrm{D}}{C(\mathrm{D})}$, and $\gamma$ arbitrary.
Now, apply the substitution $u(\mathbf{s})=\int U(\mathbf{s}, \tilde{\mathbf{s}}) \rho(\tilde{\mathbf{s}}) \mathrm{d}^{\mathrm{D}} \underline{\alpha}(\tilde{\mathbf{s}})-1$ to the equation above, and recall that $U$ is the Green's function of the operator $P$ such that $P U=\delta-\frac{1}{\alpha(\mathrm{D})}$, then we get an equation for $u$ as follows:

$$
\begin{equation*}
P u(\mathbf{s})=\frac{1}{\alpha(\mathrm{D})} \cdot \frac{e^{-\beta(u+\gamma V(\mathbf{s}))}}{\int_{\mathbb{S}^{\mathrm{D}}} e^{-\beta(u+\gamma V(\mathbf{\mathbf { s }}))} \mathrm{d}^{\mathrm{D}} \underline{\alpha}(\hat{\mathbf{s}})}-\frac{1}{\alpha(\mathrm{D})} \tag{3.91}
\end{equation*}
$$

where $\alpha(\mathrm{D})$ stands for the area of the sphere $\mathbb{S}^{\mathrm{D}}$.
The equation (3.91) is deceptively similar to the prescribed $Q$-curvature equation. However, we remind the readers that the constant $\beta$ here must satisfy $\beta>-\frac{2 \mathrm{D}}{C(\mathrm{D})}$, but not exactly equal to $-\frac{2 \mathrm{D}}{C(\mathrm{D})}$. Hence the result is indeed an $\epsilon$ away from the true prescribed $Q$-curvature problem. ${ }^{1}$

[^9]However, the true prescribed $Q$-curvature equation can also be obtained using statistical mechanics techniques, namely, the treatment of the microcanonical ensemble will produce the desired result - for 2-dim, readers can refer to [Kie11].

### 3.2.2 $f(c)=\frac{1}{2} \delta_{+1}(c)+\frac{1}{2} \delta_{-1}(c)$

When $f(c)=\frac{1}{2} \delta_{+1}(c)+\frac{1}{2} \delta_{-1}(c)$, the fixed point equation (3.87) becomes:

$$
\begin{equation*}
\rho(\mathbf{s} ; c)=\frac{\exp -\beta c\left[\frac{1}{2} \int U(\mathbf{s}, \tilde{\mathbf{s}})(\rho(\tilde{\mathbf{s}} ; 1)-\rho(\tilde{\mathbf{s}} ;-1)) \mathrm{d}^{\mathrm{D}} \underline{\alpha}(\tilde{\mathbf{s}})+\gamma V(\mathbf{s})\right]}{\int \cosh \left\{\beta\left[\frac{1}{2} \int U(\mathbf{s}, \tilde{\mathbf{s}})(\rho(\tilde{\mathbf{s}} ; 1)-\rho(\tilde{\mathbf{s}} ;-1)) \mathrm{d}^{\mathrm{D}} \underline{\alpha}(\tilde{\mathbf{s}})+\gamma V(\mathbf{s})\right]\right\} \mathrm{d}^{\mathrm{D}} \underline{\alpha}(\mathbf{s})}, \tag{3.92}
\end{equation*}
$$

and this leads to an equation for $\omega(\mathbf{s})=\int_{\mathbb{R}} \rho(\mathbf{s} ; c) f(c) d c=\frac{1}{2}[\rho(\mathbf{s} ; 1)-\rho(\mathbf{s} ;-1)]$ as follows

$$
\begin{equation*}
\omega(\mathbf{s})=\frac{-\sinh \left\{\beta\left[\int U(\mathbf{s}, \tilde{\mathbf{s}}) \omega(\tilde{\mathbf{s}}) \mathrm{d}^{\mathrm{D}} \underline{\alpha}(\tilde{\mathbf{s}})+\gamma V(\mathbf{s})\right]\right\}}{\int \cosh \left\{\beta\left[\int U(\mathbf{s}, \tilde{\mathbf{s}}) \omega(\tilde{\mathbf{s}}) \mathrm{d}^{\mathrm{D}} \underline{\alpha}(\tilde{\mathbf{s}})+\gamma V(\mathbf{s})\right]\right\} \mathrm{d}^{\mathrm{D}} \underline{\alpha}(\mathbf{s})} \tag{3.93}
\end{equation*}
$$

Now suppose $u(\mathbf{s})=\int U(\mathbf{s}, \tilde{\mathbf{s}}) \omega(\tilde{\mathbf{s}}) \mathrm{d}^{\mathrm{D}} \underline{\alpha}(\tilde{\mathbf{s}})$, then the equation above implies the following equation for $u$ :

$$
\begin{equation*}
P u=\frac{-\sinh \beta[u+\gamma V(\mathbf{s})]}{\int \cosh \left(\beta[u+\gamma V(\mathbf{s})] \mathrm{d}^{\mathrm{D}} \underline{\alpha}(\mathbf{s})\right.} \tag{3.94}
\end{equation*}
$$

In particular, when $\gamma=0$ and $\mathrm{D}=2$, the corresponding equation reads as

$$
\begin{equation*}
-\Delta u=\frac{-\sinh \beta u}{\int \cosh \beta u \mathrm{~d}^{2} \underline{\alpha}(\mathbf{s})} \tag{3.95}
\end{equation*}
$$

which would be the equation of immersed tori with constant mean curvature discussed in [Abr87, PiSt89], were the domain a flat torus. However, the domain in our discussion is the 2-dim sphere $\mathbb{S}^{2}$, not a flat torus; but nothing stops us from studying the same equation on different domains. Indeed, the Green's function $U$ has logarithmic singularities on both $\mathbb{S}^{2}$ and the torus, but the periodicity involved in the torus case is not required by the $\mathbb{S}^{2}$ case.

## Part II

A Generalization of Statistical
Mechanics Techniques Applied to the Prescribed Sign-changing $Q$-curvature Problem

## Chapter 4

## Sign-changing Prescribed Curvature Problem

In this chapter, we will work on the prescribed $Q$-curvature problem in a bounded domain $\Lambda \subset \mathbb{R}^{\mathrm{D}}$, namely

$$
\begin{equation*}
P u(x)=Q(x) e^{\mathrm{D} u(x)} \tag{4.1}
\end{equation*}
$$

where the function $Q(x)$ takes both positive and negative values. Yet, to focus on the technique itself, without loss of generality it suffices to let $\mathrm{D}=2$ (for simplicity). Also, we write the equation in the form with a normalization constant, so that

$$
\begin{equation*}
-\Delta u(x)=\kappa \frac{K(x) e^{2 u(x)}}{\int K(x) e^{2 u(x)} \mathrm{d} x} \tag{4.2}
\end{equation*}
$$

here $\kappa$ is a real parameter which can be interpreted as the integral Gaussian curvature whenever $\kappa=\int K e^{2 u} \mathrm{~d} x \neq 0$. We remark here that the special case $\kappa=0$ cannot be brought an equation into the form of (4.2), and therefore has to be discussed separately; but this $\kappa=0$ case is not included in this thesis. We also remark that the substitution $\tilde{K}=-K$ into (4.2) will result in the same equation, so it suffices to assume that the integral $\int K(x) e^{2 u} \mathrm{~d} x>0$. Note that $Q=K$ now, and the function $K$ changes sign in its support. (4.2) is supplemented by the 0-Dirichlet boundary condition, since other boundary conditions can be absorbed to $K$ as explained in Chapter 1.

As a warm up, let us imitate the procedure in Part I and derive the "formal variational principles" for $u$ : First, notice that the Euler-Lagrange equation of the variational principle

$$
\begin{equation*}
H(u)=\frac{1}{2} \int|\nabla u(x)|^{2} \mathrm{~d} x-\frac{\kappa}{2} \ln \int K(x) e^{2 u(x)} \mathrm{d} x \tag{4.3}
\end{equation*}
$$

is same as (4.2). Second, apply Legendre transform to the first term $\frac{1}{2} \int|\nabla u|^{2} \mathrm{~d} x$ in (4.3), and get $-\frac{1}{2} \iint U v^{\otimes 2} \mathrm{~d}^{2} x$ with $v=-\Delta u$ as the Euler-Lagrange equation. Indeed,
an application of Legendre transform to the second term $-\frac{\kappa}{2} \ln \int K(x) e^{2 u(x)} \mathrm{d} x$ of $H$ results in $\frac{1}{2} \int v \ln \frac{v}{\kappa K} \mathrm{~d} x$ with the Euler-Lagrange equation $v=\kappa \frac{K(x) e^{2 u(x)}}{\int K(x) e^{2 u(x)} \mathrm{d} x}$. Notice that by (4.2) the two Euler-Lagrange equations derived for the two terms coincide. Hence, putting the two terms together, and noticing that

$$
H(u)=\left\{\frac{1}{2} \int|\nabla u(x)|^{2} \mathrm{~d} x-\int u v \mathrm{~d} x\right\}+\left\{\int u v \mathrm{~d} x-\frac{\kappa}{2} \ln \int K(x) e^{2 u(x)} \mathrm{d} x\right\},
$$

the resulting functional of $v$ is

$$
\begin{equation*}
F(v)=-\frac{1}{2} \iint U v^{\otimes 2} d^{2} x+\frac{1}{2} \int v \ln \frac{v}{\kappa K} \mathrm{~d} x \tag{4.4}
\end{equation*}
$$

where $U$ is the Green's function for the operator $-\Delta$ with 0 -Dirichlet boundary condition. Correspondingly, the Euler-Lagrange equation of $F$ for a critical $\tilde{v}$ is then

$$
\begin{equation*}
\tilde{v}(x)=\kappa \frac{K(x) e^{2(U * \tilde{v})(x)}}{\int K(x) e^{2(U * \tilde{v})(x)} \mathrm{d} x} \tag{4.5}
\end{equation*}
$$

We remind the readers that the notation "*" here means convolution, i.e.,

$$
U * \tilde{v}=\int_{\Lambda} U\left(x_{1}, x_{2}\right) \tilde{v}\left(x_{2}\right) \mathrm{d} x_{2}=\int_{\Lambda} U\left(x_{1}-x_{2}\right) \tilde{v}\left(x_{2}\right) \mathrm{d} x_{2},
$$

with some obvious abuse of notation for $U$, because the Green's function $U\left(x_{1}, x_{2}\right)$ depends only on $x_{1}-x_{2}$.

Remark 4. Notice that the entropy functional here is not the ordinary entropy containing " $v \ln v$ ", but the "entropy of a signed measure relative to $\kappa K$ ". This is not only directly resulted from the Legendre transform, but also naturally required by the "In" in the functional. From the relation between $u$ and $v$, we know that $v$ is of the same sign as $\kappa K$.

Substitute (4.5) into its formal variational principle (4.4), and we get

$$
\begin{align*}
F(\tilde{v}) & =-\frac{1}{2} \int_{\Lambda} \int_{\Lambda} G \tilde{v}^{\otimes 2} d^{2} x+\frac{1}{2} \int_{\Lambda} \tilde{v}(2 G * \tilde{v}) \mathrm{d} x-\frac{1}{2} \ln \int_{\Lambda} K e^{2 G * \tilde{v}} \mathrm{~d} x \\
& =\frac{1}{2} \int_{\Lambda} \int_{\Lambda} G \tilde{v}^{\otimes 2} d^{2} x-\frac{1}{2} \ln \int_{\Lambda} K e^{2 G * \tilde{v}} \mathrm{~d} x \tag{4.6}
\end{align*}
$$

Now if the technique in Part I were applicable to sign-changing measures, then we could conclude that some critical points of $F$ would be related to the weak limit points of the
sequence of signed measures $\left\{\sigma^{(N)}\right\}_{N=1}^{\infty}$, where for any $N, \sigma^{(N)}$ is a critical point of the functional $G^{(N)}$ defined as

$$
\begin{equation*}
G^{(N)}\left(\sigma_{N}\right)=-\frac{1}{2(N-1)} \int_{\Lambda^{N}} \sum_{k \neq l} \sum_{l} G\left(x_{k}, x_{l}\right) \sigma_{N}^{\prime} \mathrm{d}^{N} x+\frac{1}{2} \int_{\Lambda^{N}} \sigma_{N}^{\prime} \ln \frac{\sigma_{N}^{\prime}}{\kappa^{N} K^{\otimes N}} \mathrm{~d}^{N} x . \tag{4.7}
\end{equation*}
$$

Each critical point $\sigma^{(N)}$ is explicitly expressed as

$$
\begin{equation*}
\mathrm{d} \sigma^{(N)}\left(x_{1}, \cdots, x_{N}\right)=\frac{K^{\otimes N} \exp \frac{1}{N-1} \sum_{k \neq l} \sum_{k} G\left(x_{k}, x_{l}\right)}{\int_{\Lambda^{N}} K^{\otimes N} \exp \frac{1}{N-1} \sum_{k \neq l} \sum_{k} G\left(x_{k}, x_{l}\right) \mathrm{d}^{N} x} \mathrm{~d}^{N} x \tag{4.8}
\end{equation*}
$$

Its weak limit points would be affine linear superpositions of infinite products of signed one-point measures, roughly in analogue of (2.12) and(2.13); and each one-point measure is a critical point of the functional $F$.

However, because $K$ changes sign, the sequence $\sigma^{(N)}$ does not have an interpretation as canonical ensemble measures. Worse, $\sigma^{(N)}$ does not represent a statistical ensemble of systems in any known sense. This makes a direct application of our techniques of Chapter 3 impossible.

To circumvent this problem, we decompose the equation (4.2) into a system of two equations - each equation corresponds to a "no sign-changing" problem, so that a statistical mechanics interpretation exists for each equation conditioned on the solution of the other being given. Hence the technique of Messer and Spohn can work through for each equation separately. The problem thus reduces to finding a joint statistical treatment. We will modify Messer and Spohn's technique to find solutions to this joint system of equations, at the cost that we can not think of it as a mechanical system anymore. The mechanical interpretation will be lost.

### 4.1 Reformulation of the Prescribed $Q$-Curvature Problem

Let

$$
\begin{equation*}
K=a e^{\beta \psi}-b e^{-\beta \psi} \tag{4.9}
\end{equation*}
$$

with both $a$ and $b$ positive constants, so that both $a e^{\beta \psi}$ and $b e^{-\beta \psi}$ are positive.

Remark 5. There is always some combination of $(a, b, \beta)$ such that $K \leftrightarrow \psi$. In particular, let $a=b=1 / 2, \beta=1$, then $K=\frac{e^{\psi}-e^{-\psi}}{2}=\sinh \psi$, and hence $\psi$ can be obtained by taking the inverse of the hyperbolic sine function.

Let us decompose $u$ into the linear combination of two functions $\phi_{1}$ and $\phi_{2}$, each of which satisfying a similar equation in the regime of Messer and Spohn's technique. Set $2 u=\beta \phi_{1}-\beta \phi_{2}$, and correspondingly, the equations for $\phi_{1}$ and $\phi_{2}$ are as follows:

$$
\begin{align*}
& -\Delta \phi_{1}=\frac{2 a \kappa}{\beta} \frac{e^{\beta\left(\psi-\phi_{2}+\phi_{1}\right)}}{Z}  \tag{4.10}\\
& -\Delta \phi_{2}=\frac{2 b \kappa}{\beta} \frac{e^{\beta\left(-\psi+\phi_{1}-\phi_{2}\right)}}{Z} \tag{4.11}
\end{align*}
$$

with $Z=\int_{\Lambda} K e^{\beta\left(\phi_{1}-\phi_{2}\right)} \mathrm{d} x$.
Lemma 5. This system of the two equations (4.10) and (4.11) is equivalent to the original single equation (4.2), for any choice of $(a, b, \beta)$ such that $K=a e^{\beta \psi}-b e^{-\beta \psi}$.

Proof of Lemma 5: On one hand, if $\phi_{1}$ and $\phi_{2}$ solve (4.10) and (4.11) respectively, then $u=\frac{\beta}{2}\left(\phi_{1}-\phi_{2}\right)$ solves (4.2) trivially. On the other hand, if $u$ is a solution to (4.2) (with 0-Dirichlet boundary condition), then by the representation $K=a e^{\beta \psi}-b e^{-\beta \psi}$, the equation for $u$ can be written as

$$
\begin{equation*}
-\Delta u=\kappa \frac{\left(a e^{\beta \psi}-b e^{-\beta \psi}\right) e^{2 u}}{\int K e^{2 u} \mathrm{~d} x}=\kappa a \frac{e^{\beta \psi+2 u}}{\int K e^{2 u} \mathrm{~d} x}-\kappa b \frac{e^{-\beta \psi+2 u}}{\int K e^{2 u} \mathrm{~d} x} \tag{4.12}
\end{equation*}
$$

Let $\phi_{1}$ be the unique solution to the equation (with 0-Dirichlet boundary condition)

$$
\begin{equation*}
-\Delta \phi_{1}=\frac{2 \kappa a}{\beta} \frac{e^{\beta \psi+2 u}}{\int K e^{2 u} \mathrm{~d} x}, \tag{4.13}
\end{equation*}
$$

and $\phi_{2}$ be the unique solution to the equation (with 0-Dirichlet boundary condition)

$$
\begin{equation*}
-\Delta \phi_{2}=\frac{2 \kappa b}{\beta} \frac{e^{-\beta \psi+2 u}}{\int K e^{2 u} \mathrm{~d} x}, \tag{4.14}
\end{equation*}
$$

then their linear combination $\frac{\beta}{2}\left(\phi_{1}-\phi_{2}\right)$ solves (4.2) and hence is equal to $u$. Now substitute $u=\frac{\beta}{2}\left(\phi_{1}-\phi_{2}\right)$ back into (4.13) and (4.14) so that (4.10) and (4.11) are recovered.

This proves Lemma 5.

Because of (4.13) and(4.14), the freedom of choices for $(a, b, \beta)$ allows us to choose $\beta=\kappa$.

In order to relate $-\Delta \phi_{i}$ 's with probability measures, we set $-\Delta \bar{\phi}_{1}$ and $-\Delta \bar{\phi}_{2}$ to be the normalized measures $-\Delta \phi_{1}$ and $-\Delta \phi_{2}$, respectively, i.e. suppose that $\int-\Delta \phi_{1}=A$, $\int-\Delta \phi_{2}=B$, then by setting $\bar{\phi}_{1}=\phi_{1} / A, \bar{\phi}_{2}=\phi_{2} / B$, we have $\int-\Delta \bar{\phi}_{i}=1$ for $i=1,2$. Correspondingly, equations (4.10) and (4.11) are turned into

$$
\begin{align*}
& -\Delta \bar{\phi}_{1}=\frac{\exp \beta\left(\psi-B \bar{\phi}_{2}+A \bar{\phi}_{1}\right)}{\int \exp \beta\left(\psi-B \bar{\phi}_{2}+A \bar{\phi}_{1}\right) \mathrm{d} x}=\frac{\tilde{K} \exp \beta A \bar{\phi}_{1}}{\int \tilde{K} \exp \beta A \bar{\phi}_{1} \mathrm{~d} x}  \tag{4.15}\\
& -\Delta \bar{\phi}_{2}=\frac{\exp \beta\left(-\psi+A \bar{\phi}_{1}-B \bar{\phi}_{2}\right)}{\int \exp \beta\left(-\psi+A \bar{\phi}_{1}-B \bar{\phi}_{2}\right) \mathrm{d} x}=\frac{\hat{K} \exp \beta A \bar{\phi}_{1}}{\int \hat{K} \exp \beta A \bar{\phi}_{1} \mathrm{~d} x} \tag{4.16}
\end{align*}
$$

where $\tilde{K}=\exp \beta\left(\psi-B \bar{\phi}_{2}\right)$ and $\hat{K}=\exp \beta\left(-\psi+A \bar{\phi}_{1}\right)$. Note: $A-B=2 \kappa / \beta=2$ is a natural requirement from the original equation (4.2), and our choice is $\beta=\kappa$.

### 4.2 Existence of solutions to the continuum (fixed point) equations

Since $\int-\Delta \bar{\phi}_{i}=1$ and $-\Delta \bar{\phi}_{i} \geq 0$ for $i=1,2$, we can define $-\Delta \bar{\phi}_{i}$ to be a probability measure $\rho_{i}$ for $i=1,2$. The corresponding equations for $\rho_{i}$ 's are as follows:

$$
\begin{align*}
& \tilde{\rho}_{1}(x)=\frac{\exp \beta\left[A U * \tilde{\rho}_{1}(x)+\psi(x)-B U * \tilde{\rho}_{2}(x)\right]}{\int \exp \beta\left[A U * \tilde{\rho}_{1}(x)+\psi(x)-B U * \tilde{\rho}_{2}(x)\right] \mathrm{d} x},  \tag{4.17}\\
& \tilde{\rho}_{2}(y)=\frac{\exp -\beta\left[B U * \tilde{\rho}_{2}(y)+\psi(y)-A U * \tilde{\rho}_{1}(y)\right]}{\int \exp -\beta\left[B U * \tilde{\rho}_{2}(y)+\psi(y)-A U * \tilde{\rho}_{1}(y)\right] d y} . \tag{4.18}
\end{align*}
$$

Note that we use the variable $x$ for the first species, and the variable $y$ for the second species, for convenience. We hope to get a pair ( $\tilde{\rho}_{1}, \tilde{\rho}_{2}$ ) solving the system of EulerLagrange equations (4.17) and (4.18).

For convenience, we will from now on replace the Green's function $U$ by a bounded and Lipschitz continuous regularization of itself (like in [MeSp82]).

The contraction mapping technique is commonly used in fixed point problems. In our case, the Euler-Lagrange equations (4.17) and (4.18) can both be regarded as fixed point problems. Next, we show that under certain hypothesis, the equation (4.17) has a unique solution. Let $\tilde{T}_{1}$ be an operation from $\mathfrak{P}(\Lambda)$ to $\mathfrak{P}(\Lambda)$, defined by

$$
\begin{equation*}
\tilde{T}_{1}(\eta)=\frac{\exp \beta\left[A U * \eta(x)+\psi(x)-B U * \tilde{\rho}_{2}(x)\right]}{\int \exp \beta\left[A U * \eta(x)+\psi(x)-B U * \tilde{\rho}_{2}(x)\right] \mathrm{d} x} \tag{4.19}
\end{equation*}
$$

where $\tilde{\rho}_{2}$ is given. For any two probability measures $\eta_{1}, \eta_{2}$ on the Borel sets of $\Lambda$, the $\mathfrak{L}^{1}$-distance between their images can be rewritten as a $t$-integral over $[0,1]$ and estimated as follows:

$$
\begin{align*}
& \left\|\tilde{T}_{1}\left(\eta_{1}\right)-\tilde{T}_{1}\left(\eta_{2}\right)\right\|_{\mathfrak{L}^{1}(\Lambda)} \\
= & \| \exp \left[\beta A U * \eta_{1}(x)+\beta \psi(x)-\beta B U * \tilde{\rho}_{2}(x)-\ln Z_{1}\right] \\
& -\exp \left[\beta A U * \eta_{2}(x)+\beta \psi(x)-\beta B U * \tilde{\rho}_{2}(x)-\ln Z_{2}\right] \|_{\mathfrak{L}^{1}(\Lambda)} \\
= & \| \int_{0}^{1} \exp \left\{t\left[\beta A U * \eta_{1}(x)+\beta \psi(x)-\beta B U * \tilde{\rho}_{2}(x)-\ln Z_{1}\right]\right. \\
& \left.+(1-t)\left[\beta A U * \eta_{2}(x)+\beta \psi(x)-\beta B U * \tilde{\rho}_{2}(x)-\ln Z_{2}\right]\right\} \\
& \cdot \beta A U *\left(\eta_{1}-\eta_{2}\right) d t \|_{\mathfrak{L}^{1}(\Lambda)} \\
\leq & \| \exp \left\{t\left[\beta A U * \eta_{1}(x)+\beta \psi(x)-\beta B U * \tilde{\rho}_{2}(x)-\ln Z_{1}\right]\right.  \tag{4.20}\\
& \left.+(1-t)\left[\beta A U * \eta_{2}(x)+\beta \psi(x)-\beta B U * \tilde{\rho}_{2}(x)-\ln Z_{2}\right]\right\} \|_{\mathfrak{L}^{1}(\Lambda)} \\
& \cdot\left\|\beta U *\left(A \eta_{1}-B \eta_{2}\right)\right\|_{L^{\infty}(\Lambda)} \\
\leq & \left\|\exp t\left[\beta A U * \eta_{1}(x)+\beta \psi(x)-\beta B U * \tilde{\rho}_{2}(x)-\ln Z_{1}\right]\right\|_{L^{\frac{1}{t}}(\Lambda)} \\
& \cdot\left\|\exp (1-t)\left[\beta A U * \eta_{2}(x)+\beta \psi(x)-\beta B U * \tilde{\rho}_{2}(x)-\ln Z_{2}\right]\right\|_{L^{1 \frac{1}{1-t}}(\Lambda)} \\
& \cdot\left\|\beta A U *\left(\eta_{1}-\eta_{2}\right)\right\|_{L^{\infty}(\Lambda)} \\
\leq & |\beta| A M\left\|\eta_{1}-\eta_{2}\right\|_{\mathfrak{L}^{1}(\Lambda)}
\end{align*}
$$

where $M=\sup |U|$, under our earlier assumption that $U$ is continuous and bounded. Thus, if $|\beta| A M<1$, then $\tilde{T}_{1}$ is a contraction and hence a unique fixed point $\eta=\tilde{\rho}_{1}$ exists. Similarly, define another operator $\tilde{T}_{2}$ as

$$
\begin{equation*}
\tilde{T}_{2}(\eta)=\frac{\exp -\beta\left[B U * \eta(y)+\psi(y)-A U * \tilde{\rho}_{1}(y)\right]}{\int \exp -\beta\left[B U * \eta(y)+\psi(y)-A U * \tilde{\rho}_{1}(y)\right] d y} \tag{4.21}
\end{equation*}
$$

with a given probability measure $\tilde{\rho}_{1}$. If $|\beta| B M<1$, then $\tilde{T}_{2}$ is a contraction and hence a unique fixed point $\eta=\tilde{\rho}_{2}$ exists.

So when both $|\beta| A M$ and $|\beta| B M$ are less than 1, the system of continuum fixed point equations has a unique solution. Namely, with the help of contraction mappings, we can make a converging sequence of ( $\rho_{1, k}, \rho_{2, l}$ ) and have ( $\tilde{\rho}_{1}, \tilde{\rho}_{2}$ ) as its limit. Start from any probability measure $\rho_{1,1}$, say the uniform distribution, on $\Lambda$, and solve (4.18) with $\rho_{1,1}$ in place for $\tilde{\rho}_{1}$ and the resulting $\rho_{2,1}$ is the continuum distribution of the second species particles conditioned on $\rho_{1,1}$. Then solve (4.17) with $\rho_{2,1}$ in place for $\tilde{\rho}_{2}$ and the obtained probability measure $\rho_{1,2}$ is the continuum distribution of the first
species particles conditioned on $\rho_{2,1}$. Repeating this procedure, we can get a sequence as follows:

$$
\left(\rho_{1,1}, \rho_{2,1}\right),\left(\rho_{1,2}, \rho_{2,1}\right),\left(\rho_{1,2}, \rho_{2,2}\right), \cdots,\left(\rho_{1, k}, \rho_{2, k}\right),\left(\rho_{1, k+1}, \rho_{2, k}\right),\left(\rho_{1, k+1}, \rho_{2, k+1}\right), \cdots
$$

The $\mathfrak{L}^{1}$ distance between each adjacent pair has an estimate in the form of (4.20), and hence the sequence must converge to the unique solution pair ( $\tilde{\rho}_{1}, \tilde{\rho}_{2}$ ).

Remark 6. The above fixed point calculation was done for the bounded continuous $U$, following the footsteps of Messer-Spohn [MeSp82]. A similar discussion can be carried out when $U$ has logarithmic singularities, except that then one needs to replace the $\mathfrak{L}^{1}$ estimates by $\mathfrak{L}^{p}$ estimates, for $p>1$; compare with our treatment in Part I.

### 4.2.1 The Continuum Variational Principles

The continuum variational principles of the $\rho$ 's are:

1) For Species 1,

$$
\begin{align*}
\tilde{F}_{1}(\rho) & =-\frac{A}{2} \iint U \rho^{\otimes 2} d^{2} x+\beta^{-1} \int \rho \ln (\rho / \tilde{K}) \mathrm{d} x  \tag{4.22}\\
& =-\frac{A}{2} \iint U \rho^{\otimes 2} d^{2} x+\beta^{-1} \int \rho \ln \rho \mathrm{~d} x-\int \rho\left(\psi-B U * \rho_{2}\right) \mathrm{d} x
\end{align*}
$$

with its Euler-Lagrange equation given by (4.17); and
2) for Species 2 ,

$$
\begin{align*}
\tilde{F}_{2}(\rho) & =-\frac{B}{2} \iint U \rho^{\otimes 2} d^{2} y-\beta^{-1} \int \rho \ln (\rho / \hat{K}) \mathrm{d} y  \tag{4.23}\\
& =-\frac{B}{2} \iint U \rho^{\otimes 2} d^{2} y-\beta^{-1} \int \rho \ln \rho \mathrm{~d} y-\int \rho\left(\psi-A U * \rho_{1}\right) \mathrm{d} y
\end{align*}
$$

with its Euler-Lagrange equation given by (4.18).
Remark 7. Notice that the formal variational principle (4.4) is not a linear combination of the variational principles (4.22) and (4.23).

Incidentally, there is a combined variational principle on the continuum level,

$$
\begin{align*}
F_{1,2}\left(\rho_{1}, \rho_{2}\right)= & -\frac{A^{2}}{2} \iint U \rho_{1}^{\otimes 2} d^{2} x-\frac{B^{2}}{2} \iint U \rho_{2}^{\otimes 2} \mathrm{~d}^{2} x \\
& +\frac{A}{\beta} \int \rho_{1} \ln \rho_{1} d x-\frac{B}{\beta} \int \rho_{2} \ln \rho_{2} \mathrm{~d} x  \tag{4.24}\\
& -A \int \rho_{1} \psi \mathrm{~d} x-B \int \rho_{2} \psi \mathrm{~d} x+A B \iint U \rho_{1} \otimes \rho_{2} \mathrm{~d}^{2} x
\end{align*}
$$

By taking partial derivatives with respect to $\rho_{1}$ and $\rho_{2}$, equations (4.17) and (4.18) can be recovered respectively. Notice that the "critical points" of this combined variational principle do not provide local maxima or local minima, but saddle points.

### 4.3 Atomization

It is natural to atomize both species at the same time and try to find the weak limit points of the individual sequence of ensemble measures. An intuitive thought is to find a joint distribution for both species and hope to find its limit; but a calculation later tells us that this is impossible.

### 4.3.1 The Paired Variational Principles

Indeed, on the ( $N_{1}, N_{2}$ )-body level,

1) For Species 1, the variational principle is

$$
\begin{align*}
G_{1}^{\left(N_{1}\right)}\left(\mu^{\left(N_{1}\right)}\right)= & -\frac{A}{2\left(N_{1}-1\right)} \int \sum_{i \neq j} U_{i j} \mu^{\left(N_{1}\right)} d^{N_{1}} x+\beta^{-1} \int \mu^{\left(N_{1}\right)} \ln \mu^{\left(N_{1}\right)} d^{N_{1}} x \\
& -\int \mu^{\left(N_{1}\right)}\left[\sum_{i=1}^{N_{1}} \psi\left(x_{i}\right)-\frac{B}{N_{2}} \sum_{i=1}^{N_{1}} \sum_{a=1}^{N_{2}} U\left(x_{i}, y_{a}\right)\right] d^{N_{1}} x, \tag{4.25}
\end{align*}
$$

where $U_{i j}$ is the abbreviation for $U\left(x_{i}, x_{j}\right)$, with its Euler-Lagrange equation

$$
\begin{equation*}
\mu_{1}^{\left(N_{1} \mid N_{2}\right)}=\frac{\exp \beta\left[\sum_{i=1}^{N_{1}} \psi\left(x_{i}\right)-\frac{B}{N_{2}} \sum_{i=1}^{N_{1}} \sum_{a=1}^{N_{2}} U\left(x_{i}, y_{a}\right)+\frac{A}{2\left(N_{1}-1\right)} \sum_{i \neq j} \sum_{i} U\left(x_{i}, x_{j}\right)\right]}{\int \exp \beta\left[\sum_{i=1}^{N_{1}} \psi\left(x_{i}\right)-\frac{B}{N_{2}} \sum_{i=1}^{N_{1}} \sum_{a=1}^{N_{2}} U\left(x_{i}, y_{a}\right)+\frac{A}{2\left(N_{1}-1\right)} \sum_{i \neq j} U\left(x_{i}, x_{j}\right)\right] d^{N_{1}} x}, \tag{4.26}
\end{equation*}
$$

and the value of the functional at the critical point(s) is

$$
\begin{align*}
& G_{1}^{\left(N_{1}\right)}\left(\mu_{1}^{\left(N_{1} \mid N_{2}\right)}\right) \\
= & -\beta^{-1} \ln \int \exp \beta\left[\sum_{i=1}^{N_{1}} \psi\left(x_{i}\right)-\frac{B}{N_{2}} \sum_{i=1}^{N_{1}} \sum_{a=1}^{N_{2}} U\left(x_{i}, y_{a}\right)+\frac{A}{2\left(N_{1}-1\right)} \sum_{i \neq j} U\left(x_{i}, x_{j}\right)\right] d^{N_{1}} x . \tag{4.27}
\end{align*}
$$

By Messer-Spohn's technique, if we fix $N_{2}>0$ and let $N_{1} \rightarrow \infty$, then

$$
\begin{equation*}
\lim _{N_{1} \rightarrow \infty} \frac{1}{N_{1}} G_{1}^{\left(N_{1}\right)}\left(\mu_{1}^{\left(N_{1} \mid N_{2}\right)}\right)=F_{1}\left(\rho_{1}\right) \tag{4.28}
\end{equation*}
$$

where $\rho_{1}$ is a superposition of the solutions to the Euler-Lagrange equation

$$
\begin{equation*}
\rho_{1}(x)=\frac{\exp \beta\left[A U * \rho_{1}(x)+\psi(x)-\frac{B}{N_{2}} \sum_{a} U\left(x, y_{a}\right)\right]}{\int \exp \beta\left[A U * \rho_{1}(x)+\psi(x)-\frac{B}{N_{2}} \sum_{a} U\left(x, y_{a}\right)\right] \mathrm{d} x} \tag{4.29}
\end{equation*}
$$

of the variational principle

$$
\begin{equation*}
F_{1}(\rho)=-\frac{A}{2} \iint U \rho^{\otimes 2} d^{2} x+\beta^{-1} \int \rho \ln \rho \mathrm{~d} x-\int \rho\left[\psi(x)-\frac{B}{N_{2}} \sum_{a} U\left(x, y_{a}\right)\right] d x \tag{4.30}
\end{equation*}
$$

2) For Species 2, similarly, the variational principle is

$$
\begin{align*}
G_{2}^{\left(N_{2}\right)}\left(\mu^{\left(N_{2}\right)}\right)= & -\frac{B}{2\left(N_{2}-1\right)} \int \sum_{a \neq b} U_{a b} \mu^{\left(N_{2}\right)} d^{N_{2}} y-\beta^{-1} \int \mu^{\left(N_{2}\right)} \ln \mu^{\left(N_{2}\right)} d^{N_{2}} y  \tag{4.31}\\
& -\int \mu^{\left(N_{2}\right)}\left[\sum_{a=1}^{N_{2}} \psi\left(y_{a}\right)-\frac{A}{N_{1}} \sum_{i=1}^{N_{1}} \sum_{a=1}^{N_{2}} U\left(x_{i}, y_{a}\right)\right] d^{N_{2}} y,
\end{align*}
$$

where $U_{a b}$ is the abbreviation for $U\left(y_{a}, y_{b}\right)$, with its Euler-Lagrange equation
and value of the functional at the critical point(s) is

$$
\begin{align*}
& G_{2}^{\left(N_{2}\right)}\left(\mu_{2}^{\left(N_{2} \mid N_{1}\right)}\right) \\
= & -\beta^{-1} \ln \int \exp -\beta\left[\sum_{a=1}^{N_{2}} \psi\left(y_{a}\right)-\frac{A}{N_{1}} \sum_{i=1}^{N_{1}} \sum_{a=1}^{N_{2}} U\left(x_{i}, y_{a}\right)+\frac{B}{2\left(N_{2}-1\right)} \sum_{a \neq b} U\left(y_{a}, y_{b}\right)\right] d^{N_{2}} y \tag{4.33}
\end{align*}
$$

By Messer-Spohn's technique, if we fix $N_{1}>0$ and let $N_{2} \rightarrow \infty$, then

$$
\begin{equation*}
\lim _{N_{2} \rightarrow \infty} \frac{1}{N_{2}} G_{2}^{\left(N_{2}\right)}\left(\mu_{2}^{\left(N_{2} \mid N_{1}\right)}\right)=F_{2}\left(\rho_{2}\right) \tag{4.34}
\end{equation*}
$$

where $\rho_{2}$ is a superposition of the solutions to the Euler-Lagrange equation

$$
\begin{equation*}
\rho_{2}(y)=\frac{\exp -\beta\left[B U * \rho_{2}(y)+\psi(y)-\frac{A}{N_{1}} \sum_{i} U\left(x_{i}, y\right)\right]}{\int \exp -\beta\left[B U * \rho_{2}(y)+\psi(y)-\frac{A}{N_{1}} \sum_{i} U\left(x_{i}, y\right)\right] d y} \tag{4.35}
\end{equation*}
$$

of the variational principle

$$
\begin{equation*}
F_{2}(\rho)=-\frac{B}{2} \iint U \rho^{\otimes 2} d^{2} y-\beta^{-1} \int \rho \ln \rho d y-\int \rho\left[\psi(y)-\frac{A}{N_{1}} \sum_{i} U\left(x_{i}, y\right)\right] d y \tag{4.36}
\end{equation*}
$$

The fixed point equations (4.29) and (4.35) each depends on the particular choice of $N_{2}$, (resp. $N_{1}$ ) points in the domain $\Lambda$. But the pair of continuum equations (4.17)
and (4.18) each depends only on the solution of the other, i.e. on the limit distribution of the $N_{2}$ (resp. $N_{1}$ ) points.

So, what we want to study is actually that without fixing $N_{1}$ or $N_{2}$ first, but let $\left(N_{1}, N_{2}\right) \rightarrow(\infty, \infty)$ simultaneously, whether the pair

$$
\left(\frac{1}{N_{1}} G_{1}^{\left(N_{1}\right)}\left(\mu_{1}^{\left(N_{1} \mid N_{2}\right)}\right), \frac{1}{N_{2}} G_{2}^{\left(N_{2}\right)}\left(\mu_{2}^{\left(N_{2} \mid N_{1}\right)}\right)\right)
$$

still converges to some $\left(\tilde{F}_{1}\left(\tilde{\rho}_{1}\right), \tilde{F}_{2}\left(\tilde{\rho}_{2}\right)\right)$. Here, $\tilde{F}_{i}$ and $\tilde{\rho}_{i}$ are the same as those in the continuum case.

Hence, we ask the question: Does there exist a joint distribution $\mu_{1,2}^{\left(N_{1}, N_{2}\right)}$ for the particles of the two species on the $\left(N_{1}, N_{2}\right)$-body level? If it does, then all we need to do is to analyze the limit of $\mu_{1,2}^{\left(N_{1}, N_{2}\right)}$ as $N_{1} \rightarrow \infty, N_{2} \rightarrow \infty$. In particular, the expected joint variational principle should look like

$$
\begin{align*}
& G_{1,2}^{\left(N_{1}, N_{2}\right)}\left(\mu_{1,2}^{\left(N_{1}, N_{2}\right)}\right) \\
= & -\frac{A^{2}}{2} \int U\left(x_{1}, x_{2}\right)^{(2)} \mu_{1}^{\left(N_{1}\right)}\left(x_{1}, x_{2}\right) \mathrm{d}^{2} x-\frac{B^{2}}{2} \int G\left(y_{1}, y_{2}\right)^{(2)} \mu_{2}^{\left(N_{2}\right)}\left(y_{1}, y_{2}\right) \mathrm{d}^{2} y \\
& +\frac{A}{\beta} \int{ }^{(1)} \mu_{1}^{\left(N_{1}\right)}(x) \ln { }^{(1)} \mu_{1}^{\left(N_{1}\right)}(x) \mathrm{d} x-\frac{B}{\beta} \int{ }^{(1)} \mu_{2}^{\left(N_{2}\right)}(y) \ln { }^{(1)} \mu_{2}^{\left(N_{2}\right)}(y) \mathrm{d} y  \tag{4.37}\\
& -A \int{ }^{(1)} \mu_{1}^{\left(N_{1}\right)}(x) \psi(x) \mathrm{d} x-B \int{ }^{(1)} \mu_{2}^{\left(N_{2}\right)}(y) \psi(y) \mathrm{d} y \\
& +A B \iint U(x, y)^{(1,1)} \mu_{1,2}^{\left(N_{1}, N_{2}\right)}(x, y) \mathrm{d} x \mathrm{~d} y
\end{align*}
$$

where

$$
\begin{equation*}
\mu_{1}^{\left(N_{1}\right)}=\int_{\Lambda^{N_{2}}} \mu_{1,2}^{\left(N_{1}, N_{2}\right)} \mathrm{d}^{N_{2}} y, \text { and } \mu_{2}^{\left(N_{2}\right)}=\int_{\Lambda^{N_{1}}} \mu_{1,2}^{\left(N_{1}, N_{2}\right)} \mathrm{d}^{N_{1}} x . \tag{4.38}
\end{equation*}
$$

We here also remind the readers that the left superscripts "(1)" and "(2)" stand for the orders of the marginals of a single species, and similarly " $(1,1)$ " means the mixed second marginal of two species. But such a joint variational principle only exists when a joint distribution $\mu_{1,2}^{\left(N_{1}, N_{2}\right)}$ exists, and the following subsection shows that it does not!

### 4.3.2 Absence of a Joint Distribution

With the pair of variational principles, it is natural to ask for the existence of a joint distribution for particles of the two species altogether. That is to say, we regard $\mu_{1}^{\left(N_{1} \mid N_{2}\right)}$ as the conditional distribution $\mu_{1 \mid 2}^{\left(N_{1} \mid N_{2}\right)}$ of the particles of Species 1, given the location
of the particles of Species 2; and similarly, we regard $\mu_{2}^{\left(N_{2} \mid N_{1}\right)}$ as the conditional distribution $\mu_{2 \mid 1}^{\left(N_{2} \mid N_{1}\right)}$ of the particles of Species 2, given the location of the particles of Species 1. For simplicity, set $N_{1}=N_{2}=N$, and assume that a joint distribution $\mu_{1,2}^{(N, N)}$ exists. Under these hypotheses, the following equations are true:

$$
\begin{equation*}
\mu_{1 \mid 2}^{(N \mid N)}(x \mid y)=\frac{\mu_{1,2}^{(N, N)}(x, y)}{\mu_{2}^{(N)}(y)}, \text { and } \mu_{2 \mid 1}^{(N \mid N)}(y \mid x)=\frac{\mu_{1,2}^{(N, N)}(x, y)}{\mu_{1}^{(N)}(x)} . \tag{4.39}
\end{equation*}
$$

The ratio of these two equations gives

$$
\begin{equation*}
\frac{\mu_{1 \mid 2}^{(N \mid N)}(x \mid y)}{\mu_{2 \mid 1}^{(N \mid N)}(y \mid x)}=\frac{\mu_{1}^{(N)}(x)}{\mu_{2}^{(N)}(y)}, \tag{4.40}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\int \frac{\mu_{1 \mid 2}^{(N \mid N)}(x \mid y)}{\mu_{2 \mid 1}^{(N \mid N)}(y \mid x)} d^{N} x=\int \frac{\mu_{1}^{(N)}(x)}{\mu_{2}^{(N)}(y)} d^{N} x=\frac{1}{\mu_{2}^{(N)}(y)}, \tag{4.41}
\end{equation*}
$$

leading to

$$
\begin{equation*}
\mu_{2}^{(N)}(y)=\left[\int \frac{\mu_{1 \mid 2}^{(N \mid N)}(x \mid y)}{\mu_{2 \mid 1}^{(N \mid N)}(y \mid x)} d^{N} x\right]^{-1} . \tag{4.42}
\end{equation*}
$$

Similarly, we also have

$$
\begin{equation*}
\mu_{1}^{(N)}(x)=\left[\int \frac{\mu_{2 \mid 1}^{(N \mid N)}(y \mid x)}{\mu_{1 \mid 2}^{(N \mid N)}(x \mid y)} d^{N} y\right]^{-1} \tag{4.43}
\end{equation*}
$$

Besides, as a quick check, the two different expressions of the joint distribution $\mu_{1,2}^{(N, N)}$ by $\mu_{1 \mid 2}^{(N \mid N)} \cdot \mu_{2}^{(N)}$ and $\mu_{2 \mid 1}^{(N \mid N)} \cdot \mu_{1}^{(N)}$ must coincide, i.e.

$$
\begin{equation*}
\mu_{1 \mid 2}^{(N \mid N)}(x \mid y) \cdot\left[\int \frac{\mu_{1 \mid 2}^{(N \mid N)}(x \mid y)}{\mu_{2 \mid 1}^{(N \mid N)}(y \mid x)} d^{N} x\right]^{-1}=\mu_{2 \mid 1}^{(N \mid N)}(y \mid x) \cdot\left[\int \frac{\mu_{2 \mid 1}^{(N \mid N)}(y \mid x)}{\mu_{1 \mid 2}^{(N \mid N)}(x \mid y)} d^{N} y\right]^{-1} \tag{4.44}
\end{equation*}
$$

That is to say, substituting in the explicit formulas of $\mu_{1 \mid 2}^{(N \mid N)}$ and $\mu_{2 \mid 1}^{(N \mid N)}$, the term

$$
\begin{gathered}
\frac{\exp \beta\left[\sum_{i} \psi\left(x_{i}\right)-\frac{B}{N} \sum_{i} \sum_{a} U\left(x_{i}, y_{a}\right)+\frac{A}{2(N-1)} \sum_{i \neq j} \sum_{i} U\left(x_{i}, x_{j}\right)\right]}{\int \exp \beta\left[\sum_{i} \psi\left(\tilde{x}_{i}\right)-\frac{B}{N} \sum_{i} \sum_{a} U\left(\tilde{x}_{i}, y_{a}\right)+\frac{A}{2(N-1)} \sum_{i \neq j} \sum_{i \neq} U\left(\tilde{x}_{i}, \tilde{x}_{j}\right)\right] d^{N} \tilde{x}} \\
{\left[\int \frac{\exp \beta\left[\sum_{i} \psi\left(z_{i}\right)-\frac{B}{N} \sum_{i} \sum_{a} U\left(z_{i}, y_{a}\right)+\frac{A}{2(N-1)} \sum_{i \neq j} U\left(z_{i}, z_{j}\right)\right]}{\exp -\beta\left[\sum_{a} \psi\left(y_{a}\right)-\frac{A}{N} \sum_{i} \sum_{a} U\left(z_{i}, y_{a}\right)+\frac{B}{2(N-1)} \sum_{a \neq b} U\left(y_{a}, y_{b}\right)\right]}\right.} \\
\left.\int \frac{\int \exp -\beta\left[\sum_{a} \psi\left(\tilde{y}_{a}\right)-\frac{A}{N} \sum_{i} \sum_{a} U\left(z_{i}, \tilde{y}_{a}\right)+\frac{B}{2(N-1)} \sum_{a \neq b} \sum_{i} U\left(\tilde{y}_{a}, \tilde{y}_{b}\right)\right] d^{N} \tilde{y}}{\int \exp \beta\left[\sum_{i} \psi\left(\tilde{x}_{i}\right)-\frac{B}{N} \sum_{i} \sum_{a} U\left(\tilde{x}_{i}, y_{a}\right)+\frac{A}{2(N-1)} \sum_{i \neq j} U\left(\tilde{x}_{i}, \tilde{x}_{j}\right)\right] d^{N} \tilde{x}} d^{N} z\right]^{-1}
\end{gathered}
$$

must match with the term

$$
\begin{align*}
& \quad \frac{\exp -\beta\left[\sum_{a} \psi\left(y_{a}\right)-\frac{A}{N} \sum_{i} \sum_{a} U\left(x_{i}, y_{a}\right)+\frac{B}{2(N-1)} \sum_{a \neq b} U\left(y_{a}, y_{b}\right)\right]}{\int \exp -\beta\left[\sum_{a} \psi\left(\tilde{y}_{a}\right)-\frac{A}{N} \sum_{i} \sum_{a} U\left(x_{i}, \tilde{y}_{a}\right)+\frac{B}{2(N-1)} \sum_{a \neq b} U\left(\tilde{y}_{a}, \tilde{y}_{b}\right)\right] d^{N} \tilde{y}} \\
& {\left[\frac{\exp -\beta\left[\sum_{a} \psi\left(y_{a}\right)-\frac{A}{N} \sum_{i} \sum_{a} U\left(x_{i}, y_{a}\right)+\frac{B}{2(N-1)} \sum_{a \neq b} U\left(y_{a}, y_{b}\right)\right]}{\exp \beta\left[\sum_{i} \psi\left(x_{i}\right)-\frac{B}{N} \sum_{i} \sum_{a} U\left(x_{i}, y_{a}\right)+\frac{A}{2(N-1)} \sum_{i \neq j} \sum_{i \neq j} U\left(x_{i}, x_{j}\right)\right]}\right.} \\
& \left.\cdot \int \frac{\int \exp \beta\left[\sum_{i} \psi\left(\tilde{x}_{i}\right)-\frac{B}{N} \sum_{i} \sum_{a} U\left(\tilde{x}_{i}, z_{a}\right)+\frac{A}{2(N-1)} \sum_{i \neq j} U\left(\tilde{x}_{i}, \tilde{x}_{j}\right)\right] d^{N} \tilde{x}}{\int \exp -\beta\left[\sum_{a} \psi\left(\tilde{y}_{a}\right)-\frac{A}{N} \sum_{i} \sum_{a} U\left(x_{i}, \tilde{y}_{a}\right)+\frac{B}{2(N-1)} \sum_{a \neq b} U\left(\tilde{y}_{a}, \tilde{y}_{b}\right)\right] d^{N} \tilde{y}} d^{N} z\right]^{-1}
\end{align*}
$$

i.e. after simplification and rearrangement, the term

$$
\begin{aligned}
& \exp \beta\left\{\sum_{i} \psi\left(x_{i}\right)-\sum_{a} \psi\left(y_{a}\right)-\frac{B}{N} \sum_{i} \sum_{a} U\left(x_{i}, y_{a}\right)\right. \\
& \left.+\frac{A}{2(N-1)} \sum_{i \neq j} \sum_{i} U\left(x_{i}, x_{j}\right)-\frac{B}{2(N-1)} \sum_{a \neq b} \sum_{b} U\left(y_{a}, y_{b}\right)\right\} \\
& \cdot\left[\int \int \operatorname { e x p } \beta \left[\sum_{i} \psi\left(z_{i}\right)-\sum_{a} \psi\left(\tilde{y}_{a}\right)-\frac{A+B}{N} \sum_{i} \sum_{a} U\left(z_{i}, y_{a}\right)+\frac{A}{N} \sum_{i} \sum_{a} U\left(z_{i}, \tilde{y}_{a}\right)\right.\right. \\
& \left.\left.+\frac{A}{2(N-1)} \sum_{i \neq j} \sum_{i} U\left(z_{i}, z_{j}\right)-\frac{B}{2(N-1)} \sum_{a \neq b} \sum_{a} U\left(\tilde{y}_{a}, \tilde{y}_{b}\right)\right] d^{N} \tilde{y} d^{N} z\right]^{-1}
\end{aligned}
$$

has to be the same as

$$
\begin{aligned}
& \exp \beta\left\{\sum_{i} \psi\left(x_{i}\right)-\sum_{a} \psi\left(y_{a}\right)+\frac{A}{N} \sum_{i} \sum_{a} U\left(x_{i}, y_{a}\right)\right. \\
& \left.+\frac{A}{2(N-1)} \sum_{i \neq j} \sum_{i} U\left(x_{i}, x_{j}\right)-\frac{B}{2(N-1)} \sum_{a \neq b} \sum_{a} U\left(y_{a}, y_{b}\right)\right\} \\
& \cdot\left[\int \int \operatorname { e x p } \beta \left[\sum_{i} \psi\left(\tilde{x}_{i}\right)-\sum_{a} \psi\left(t_{a}\right)+\frac{A+B}{N} \sum_{i} \sum_{a} U\left(x_{i}, t_{a}\right)-\frac{B}{N} \sum_{i} \sum_{a} U\left(\tilde{x}_{i}, t_{a}\right)\right.\right. \\
& \left.\left.+\frac{A}{2(N-1)} \sum_{i \neq j} \sum_{i} U\left(\tilde{x}_{i}, \tilde{x}_{j}\right)-\frac{B}{2(N-1)} \sum_{a \neq b} U\left(t_{a}, t_{b}\right)\right] d^{N} \tilde{x} d^{N} t\right]^{-1}
\end{aligned}
$$

The above equation implies that $A+B=0$, but this contradicts the requirement $A, B>0$. Consequently, a joint distribution on the ( $N_{1}, N_{2}$ )-level does not exist under the condition $A, B>0$. This completes the proof.

So, instead of considering the combined variational principle, we still need to consider the paired Euler-Lagrange equations as a system. This suggests that a different way of "atomizing" should be considered.

### 4.4 Quasi-Atomization

In this section, we replace both variational principles (4.25) and (4.31) by two variational principles "conditioned" on the distribution (instead of the locations) of the particles of the other species.

Thus the corresponding variational principles are

1) For Species 1 , on the $N_{1}$-body level,

$$
\begin{align*}
\mathcal{G}_{1}^{\left(N_{1}\right)}\left(\mu^{\left(N_{1}\right)}\right)= & -\frac{A}{2\left(N_{1}-1\right)} \int \sum_{i \neq j} U_{i j} \mu^{\left(N_{1}\right)} d^{N_{1}} x+\beta^{-1} \int \mu^{\left(N_{1}\right)} \ln \mu^{\left(N_{1}\right)} \mathrm{d}^{N_{1}} x  \tag{4.47}\\
& -\int \mu^{\left(N_{1}\right)}\left[\sum_{i=1}^{N_{1}} \psi\left(x_{i}\right)-B \sum_{i=1}^{N_{1}}\left(U *{ }^{(1)} \bar{\mu}_{2}^{\left(N_{2}\right)}\right)\left(x_{i}\right)\right] \mathrm{d}^{N_{1}} x
\end{align*}
$$

with its Euler-Lagrange equation

$$
\begin{equation*}
\bar{\mu}_{1}^{\left(N_{1}\right)}=\frac{\exp \beta\left[\sum_{i=1}^{N_{1}} \psi\left(x_{i}\right)-B \sum_{i=1}^{N_{1}}\left(U *^{(1)} \bar{\mu}_{2}^{\left(N_{2}\right)}\right)\left(x_{i}\right)+\frac{A}{2\left(N_{1}-1\right)} \sum_{i \neq j} \sum_{i j} U_{i j}\right]}{\int \exp \beta\left[\sum_{i=1}^{N_{1}} \psi\left(x_{i}\right)-B \sum_{i=1}^{N_{1}}\left(U * *^{(1)} \bar{\mu}_{2}^{\left(N_{2}\right)}\right)\left(x_{i}\right)+\frac{A}{2\left(N_{1}-1\right)} \sum_{i \neq j} \sum_{i j}\right] \mathrm{d}^{N_{1}} x} \tag{4.48}
\end{equation*}
$$

2) For Species 2 , on the $N_{2}$-body level,

$$
\begin{align*}
\mathcal{G}_{2}^{\left(N_{2}\right)}\left(\mu^{\left(N_{2}\right)}\right)= & -\frac{B}{2\left(N_{2}-1\right)} \int \sum_{a \neq b} U_{a b} \mu^{\left(N_{2}\right)} d^{N_{2}} y-\beta^{-1} \int \mu^{\left(N_{2}\right)} \ln \mu^{\left(N_{2}\right)} \mathrm{d}^{N_{2}} y \\
& -\int \mu^{\left(N_{2}\right)}\left[\sum_{a=1}^{N_{2}} \psi\left(y_{a}\right)-A \sum_{a=1}^{N_{2}}\left(U * *^{(1)} \bar{\mu}_{1}^{\left(N_{1}\right)}\right)\left(y_{a}\right)\right] \mathrm{d}^{N_{2}} y \tag{4.49}
\end{align*}
$$

with its Euler-Lagrange equation

$$
\begin{equation*}
\bar{\mu}_{2}^{\left(N_{2}\right)}=\frac{\exp -\beta\left[\sum_{a=1}^{N_{2}} \psi\left(y_{a}\right)-A \sum_{a=1}^{N_{2}}\left(U *{ }^{(1)} \bar{\mu}_{1}^{\left(N_{1}\right)}\right)\left(y_{a}\right)+\frac{B}{2\left(N_{2}-1\right)} \sum_{a \neq b} \sum_{a b} U_{a b}\right]}{\int \exp -\beta\left[\sum_{a=1}^{N_{2}} \psi\left(y_{a}\right)-A \sum_{a=1}^{N_{2}}\left(U *{ }^{(1)} \bar{\mu}_{1}^{\left(N_{1}\right)}\right)\left(y_{a}\right)+\frac{B}{2\left(N_{2}-1\right)} \sum_{a \neq b} \sum_{a b} U\right] \mathrm{d}^{N_{2}} y} \tag{4.50}
\end{equation*}
$$

Taking a closer look at the equations (4.25), (4.26), (4.31) and (4.32), we notice that the variational principles can be combined into a joint variational principle of
$\left(\mu_{1}^{\left(N_{1}\right)}, \mu_{2}^{\left(N_{2}\right)}\right)$ as follows:

$$
\begin{align*}
& G_{1,2}^{\left(N_{1}, N_{2}\right)}\left(\mu_{1}^{\left(N_{1}\right)}, \mu_{2}^{\left(N_{2}\right)}\right) \\
= & -\frac{A^{2}}{2 N_{1}\left(N_{1}-1\right)} \int \sum_{i \neq j} \sum_{j} U\left(x_{i}, x_{j}\right) \mu_{1}^{\left(N_{1}\right)} \mathrm{d}^{N_{1}} x-\frac{B^{2}}{2 N_{2}\left(N_{2}-1\right)} \int \sum_{a \neq b} U\left(y_{a}, y_{b}\right) \mu_{2}^{\left(N_{2}\right)} \mathrm{d}^{N_{2}} y \\
& +\frac{A}{\beta N_{1}} \int \mu_{1}^{\left(N_{1}\right)} \ln \mu_{1}^{\left(N_{1}\right)} \mathrm{d}^{N_{1}} x-\frac{B}{\beta N_{2}} \int \mu_{2}^{\left(N_{2}\right)} \ln \mu_{2}^{\left(N_{2}\right)} \mathrm{d}^{N_{2}} y \\
& -\frac{A}{N_{1}} \int \mu_{1}^{\left(N_{1}\right)} \sum_{i=1}^{N_{1}} \psi\left(x_{i}\right) \mathrm{d}^{N_{1}} x-\frac{B}{N_{2}} \int \mu_{2}^{\left(N_{2}\right)} \sum_{a=1}^{N_{2}} \psi\left(y_{a}\right) \mathrm{d}^{N_{2}} y \\
= & +\frac{A B}{N_{1} N_{2}} \iint \sum_{i=1}^{N_{1}} \sum_{a=1}^{N_{2}} U\left(x_{i}, y_{a}\right) \mu_{1}^{\left(N_{1}\right)} \mu_{2}^{\left(N_{2}\right)} \mathrm{d}^{N_{1}} x \mathrm{~d}^{N_{2}} y \\
\quad & -\frac{A^{2}}{2} \int U\left(x_{1}, x_{2}\right)^{(2)} \mu_{1}^{\left(N_{1}\right)}\left(x_{1}, x_{2}\right) \mathrm{d}^{2} x-\frac{B^{2}}{2} \int G\left(y_{1}, y_{2}\right)^{(2)} \mu_{2}^{\left(N_{2}\right)}\left(y_{1}, y_{2}\right) \mathrm{d}^{2} y \\
& -A \int \mu_{1}^{\left(N_{1}\right)}(x) \ln { }^{(1)} \mu_{1}^{\left(N_{1}\right)}(x) \mathrm{d} x-\frac{B}{\beta} \int{ }_{1}^{\left(N_{1}\right)}(x) \psi(x) \mu_{2}^{\left(N_{2}\right)}(y) \ln { }^{(1)} \mu_{2}^{\left(N_{2}\right)}(y) \mathrm{d} y \\
& +A B \iint U(x, y)^{(1)} \mu_{1}^{\left(N_{1}\right)}(x)^{(1)} \mu_{2}^{\left(N_{2}\right)}(y) \mathrm{d} x \mathrm{~d} y
\end{align*}
$$

Partial differentiation with respect to $\mu_{1}$ and $\mu_{2}$ recovers equations (4.26) and (4.32), respectively.

### 4.4.1 Contraction Mappings: Control Non-uniform in $N$

In order to show that a solution $\left(\bar{\mu}_{1}, \bar{\mu}_{2}\right)$ exists, we consider the following two mappings and prove that they are contraction mappings:

1) For Species 2 , on the $N_{2}$-body level, let $T_{1}^{\left(N_{1}\right)}$ be the mapping from the first marginal of an $N_{2}$-dim distribution measure to the first marginal of an $N_{1}$-dim distribution measure, defined by:

$$
=\begin{align*}
& T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right) \\
& \quad \frac{\int_{\Lambda^{N_{1}-1}} \exp \beta\left[\sum_{i=1}^{N_{1}} \psi\left(x_{i}\right)-B \sum_{i=1}^{N_{1}}\left(U *(1) \mu_{2}^{\left(N_{2}\right)}\right)\left(x_{i}\right)+\frac{A}{2\left(N_{1}-1\right)} \sum_{i \neq j} \sum_{i j} U_{i j}\right] \mathrm{d}^{N_{1}-1} x}{\int_{\Lambda^{N_{1}}} \exp \beta\left[\sum_{i=1}^{N_{1}} \psi\left(x_{i}\right)-B \sum_{i=1}^{N_{1}}\left(U *(1) \mu_{2}^{\left(N_{2}\right)}\right)\left(x_{i}\right)+\frac{A}{2\left(N_{1}-1\right)} \sum_{i \neq j} \sum_{i j}\right] \mathrm{d}^{N_{1}} x}, \tag{4.52}
\end{align*}
$$

where $U_{i j}$ stands for $U\left(x_{i}, x_{j}\right)$.
2) For Species 1 , on the $N_{1}$-body level, let $T_{2}^{\left(N_{2}\right)}$ be the mapping from the first marginal
of an $N_{1}$-dim distribution measure to the first marginal of an $N_{2}$-dim distribution measure, defined by:

$$
=\frac{T_{2}^{\left(N_{2}\right)}\left({ }^{(1)} \mu_{1}^{\left(N_{1}\right)}\right)}{\int_{\Lambda^{N_{2}-1}} \exp -\beta\left[\sum_{a=1}^{N_{2}} \psi\left(y_{a}\right)-A \sum_{a=1}^{N_{2}}\left(U *{ }^{(1)} \mu_{1}^{\left(N_{1}\right)}\right)\left(y_{a}\right)+\frac{B}{2\left(N_{2}-1\right)} \sum_{a \neq b} \sum_{a b} U_{a b}\right] \mathrm{d}^{N_{2}-1} y} \int_{\Lambda^{N_{2}}} \exp -\beta\left[\sum_{a=1}^{N_{2}} \psi\left(y_{a}\right)-A \sum_{a=1}^{N_{2}}\left(U *{ }^{(1)} \mu_{1}^{\left(N_{1}\right)}\right)\left(y_{a}\right)+\frac{B}{2\left(N_{2}-1\right)} \sum_{a \neq b} \sum_{a b} U_{a b}\right] \mathrm{d}^{N_{2}} y,
$$

where $U_{a b}$ stands for $U\left(y_{a}, y_{b}\right)$.
With a coarse estimate similar to the one on the continuum level, we can conclude that when $|\beta| A M N_{1}<1$ and $|\beta| B M N_{2}<1$ with the natural requirement from decomposition $A-B=2$, the operators $T_{1}^{\left(N_{1}\right)}$ and $T_{2}^{\left(N_{2}\right)}$ are contraction mappings, so that a unique pair of solutions $\left({ }^{(1)} \mu_{1}^{\left(N_{1}\right)},{ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)$ exists. This shows that the mutual conditioning of these two ensemble measures, given by (4.48) and (4.50), is consistently formulated.

However, this estimate is not good enough to guarantee a contraction for arbitrarily large (but fixed) $N_{1}$ and $N_{2}$ with the same chosen constants $A$ and $B$, and (small) $|\beta|$. Nevertheless, a refined approach, discussed next, will show that as $N_{1}$ and $N_{2}$ both approach $\infty$ with the same chosen constants $A$ and $B$, and (small) $|\beta|$. The fixed point mappings (4.52) and (4.53) iterate into a fixed point of the continuum equations (4.17) and (4.18).

### 4.4.2 Contraction Mappings: with $A, B,|\beta|$ Independent of $N$

In this subsection, we will argue convincingly that it is possible to show that

$$
\begin{equation*}
\left\|T_{2}^{\left(N_{2}\right)}\left({ }^{(1)} \mu_{1}^{\left(N_{1}\right)}\right)-T_{2}^{\left(N_{2}\right)}\left({ }^{(1)} \tilde{\mu}_{1}^{\left(N_{1}\right)}\right)\right\|_{\mathfrak{L}^{1}(\Lambda)} \leq C_{1}\left\|^{(1)} \mu_{1}^{\left(N_{1}\right)}-{ }^{(1)} \tilde{\mu}_{1}^{\left(N_{1}\right)}\right\|_{\mathfrak{L}^{1}(\Lambda)} \tag{4.54}
\end{equation*}
$$

for some constant $C_{1}<1 / 2$ if $N_{2}$ is large enough, and

$$
\begin{equation*}
\left\|T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)-T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \tilde{\mu}_{2}^{\left(N_{2}\right)}\right)\right\|_{\mathfrak{L}^{1}(\Lambda)} \leq C_{2}\left\|^{(1)} \mu_{2}^{\left(N_{2}\right)}-{ }^{(1)} \tilde{\mu}_{2}^{\left(N_{2}\right)}\right\|_{\mathcal{L}^{1}(\Lambda)} \tag{4.55}
\end{equation*}
$$

for some constant $C_{2}<1 / 2$ if $N_{1}$ is large enough. Then combining the inequalities above, we get

$$
\begin{align*}
& \left\|T_{2}^{\left(\hat{N}_{2}\right)}\left({ }^{(1)} \mu_{1}^{\left(N_{1}\right)}\right)-T_{2}^{\left(\hat{N}_{2}\right)}\left({ }^{(1)} \tilde{\mu}_{1}^{\left(N_{1}\right)}\right)\right\|_{\mathfrak{L}^{1}(\Lambda)}+\left\|T_{1}^{\left(\hat{N}_{1}\right)}\left({ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)-T_{1}^{\left(\hat{N}_{1}\right)}\left({ }^{(1)} \tilde{\mu}_{2}^{\left(N_{2}\right)}\right)\right\|_{\mathfrak{L}^{1}(\Lambda)} \\
\leq & \left(C_{1}+C_{2}\right)\left(\left\|^{(1)} \mu_{1}^{\left(N_{1}\right)}-{ }^{(1)} \tilde{\mu}_{1}^{\left(N_{1}\right)}\right\|\left\|_{\mathfrak{L}^{1}(\Lambda)}+\right\|\left\|^{(1)} \mu_{2}^{\left(N_{2}\right)}-{ }^{(1)} \tilde{\mu}_{2}^{\left(N_{2}\right)}\right\| \|_{\mathfrak{L}^{1}(\Lambda)}\right) \tag{4.56}
\end{align*}
$$

if both $\hat{N}_{1}$ and $\hat{N}_{2}$ are large enough, with the constant $C_{1}+C_{2}<1$ independent of $N$ 's.
Note that both images $T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)$ and $T_{2}^{\left(N_{2}\right)}\left({ }^{(1)} \mu_{1}^{\left(N_{1}\right)}\right)$ are measures of a single variable. Observe that the combination of the first and second terms of the exponents in $T_{1}$ separates as follows:

$$
\begin{align*}
& \sum_{i=1}^{N_{1}}\left[\psi\left(x_{i}\right)-B\left(U *{ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)\left(x_{i}\right)\right]  \tag{4.57}\\
= & {\left[\psi\left(x_{1}\right)-B\left(U *{ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)\left(x_{1}\right)\right]+\sum_{i=2}^{N_{1}}\left[\psi\left(x_{i}\right)-B\left(U *{ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)\left(x_{i}\right)\right] . }
\end{align*}
$$

Now clearly the third term

$$
\beta \frac{A}{2\left(N_{1}-1\right)} \sum_{i \neq j} \sum_{i} U\left(x_{i}, x_{j}\right)
$$

does not separate into two parts - one concerned with $x$ 's with indices between 2 and $N_{1}$, the other concerned with $x_{1}$. However, if we can show that it separates approximately with a controllably small error, then the proof runs fluently in the same spirit of (4.20) in the continuum case. Fortunately, we know a priori from the technique of Messer-Spohn, the average of the single sum, $\frac{1}{N_{1}-1} \sum_{j=2}^{N_{1}} U\left(x_{1}, x_{j}\right)$, in (4.52) is approximately the same as the convolution

$$
\left(U * T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)\right)\left(x_{1}\right)=\int_{\Lambda} U\left(x_{1}, z\right) T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)(z) \mathrm{d} z
$$

when $N_{1}$ is large and the Law of Large Numbers holds. For any fixed constant $\varepsilon>0$, on the subset of $\Lambda^{N_{1}-1}$ that

$$
\left(\Lambda^{N_{1}-1}\right)_{\varepsilon}=\left\{\operatorname{Dist}\left(\frac{1}{N_{1}-1} \sum_{j=2}^{N_{1}} \delta_{x_{j}}, T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)\right)<\varepsilon\right\},
$$

we replace the single sum by the convolution, with an error bound

$$
\left|\frac{1}{N_{1}-1} \sum_{j=2}^{N_{1}} U\left(x_{1}, x_{j}\right)-\left(U * T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)\right)\left(x_{1}\right)\right|<\varepsilon .
$$

So that the exponent in (4.52) can be separated as:

$$
\begin{align*}
& \beta\left[\psi\left(x_{1}\right)-B\left(U *^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)\left(x_{1}\right)+A\left(U * T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)\right)\left(x_{1}\right)\right] \\
+ & \beta\left[\sum_{i=2}^{N_{1}} \psi\left(x_{i}\right)-B \sum_{i=2}^{N_{1}}\left(U *^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)\left(x_{i}\right)+\frac{A}{2\left(N_{1}-1\right)} \sum_{2 \leq i \neq j \leq N_{1}} \sum_{i} U\left(x_{i}, x_{j}\right)\right] \tag{4.58}
\end{align*}
$$

and the error is bounded by $|\beta| \varepsilon$. The modified $T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)$ is then simplified to

$$
\begin{equation*}
\frac{\exp \left\{\beta\left[\psi\left(x_{1}\right)-B\left(U *{ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)\left(x_{1}\right)+A\left(U * T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)\right)\left(x_{1}\right)\right]\right\}}{\int_{\Lambda} \exp \left\{\beta\left[\psi\left(x_{1}-B\left(U *{ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)\left(x_{1}\right)+A\left(U * T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)\right)\left(x_{1}\right)\right]\right\} \mathrm{d} x_{1}\right.} \tag{4.59}
\end{equation*}
$$

The estimate for the difference between such single variate fractions is again similar to the one for the continuum case. More precisely, $\| T_{1}\left({ }^{(1)} \mu_{1}^{\left(N_{2}\right)}-T_{1}\left({ }^{(1)} \tilde{\mu}_{2}^{\left(N_{2}\right)}\right) \|_{\mathfrak{L}^{1}(\Lambda)}\right.$ is bounded by the greatest one among the following four differences, with $\sigma_{1}, \sigma_{2}= \pm 1$ :

$$
\begin{array}{r}
\left\lvert\, e^{2 \sigma_{1} \beta \varepsilon} \frac{\exp \left\{\beta\left[\psi\left(x_{1}\right)-B\left(U *{ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)\left(x_{1}\right)+A\left(U * T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)\right)\left(x_{1}\right)\right]\right\}}{\int_{\Lambda} \exp \left\{\beta\left[\psi\left(x_{1}-B\left(U *{ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)\left(x_{1}\right)+A\left(U * T_{1}^{\left(N_{1}\right)}\left((1) \mu_{2}^{\left(N_{2}\right)}\right)\right)\left(x_{1}\right)\right]\right\} \mathrm{d} x_{1}\right.}\right. \\
\left.-e^{2 \sigma_{2} \beta \varepsilon} \frac{\exp \left\{\beta\left[\psi\left(x_{1}\right)-B\left(U *{ }^{(1)} \tilde{\mu}_{2}^{\left(N_{2}\right)}\right)\left(x_{1}\right)+A\left(U * T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \tilde{\mu}_{2}^{\left(N_{2}\right)}\right)\right)\left(x_{1}\right)\right]\right\}}{\int_{\Lambda} \exp \left\{\beta\left[\psi\left(x_{1}-B\left(U *(1) \tilde{\mu}_{2}^{\left(N_{2}\right)}\right)\left(x_{1}\right)+A\left(U * T_{1}^{\left(N_{1}\right)}\left((1) \tilde{\mu}_{2}^{\left(N_{2}\right)}\right)\right)\left(x_{1}\right)\right]\right\} \mathrm{d} x_{1}\right.} \right\rvert\, \tag{4.60}
\end{array}
$$

Case 1. When $\sigma_{1}=\sigma_{2}=\sigma$ then (4.60) is bounded from above by

$$
\begin{align*}
& e^{2 \sigma \beta \varepsilon}\left(|\beta| B M \mid\left\|^{(1)} \mu_{2}^{\left(N_{2}\right)}-{ }^{(1)} \tilde{\mu}_{2}^{\left(N_{2}\right)}\right\| \mathfrak{L}^{1}(\Lambda)\right.  \tag{4.61}\\
& \left.+|\beta| A M\left\|T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)-T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \tilde{\mu}_{2}^{\left(N_{2}\right)}\right)\right\|_{\mathfrak{L}^{1}(\Lambda)}\right)
\end{align*}
$$

Recall that the Taylor expansion of the function $e^{x}=\sum_{k=0}^{\infty} \frac{x^{k}}{k!}$, when $0 \leq x \leq 1 / 2$, we have the following estimates:

$$
\begin{align*}
e^{x} & =1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\frac{x^{4}}{4!}+\cdots \\
& \leq 1+x+\frac{x^{2}}{2}+\frac{x^{3}}{2^{2}}+\frac{x^{4}}{2^{3}}+\cdots  \tag{4.62}\\
& =1+\frac{x}{1-x / 2} \\
& \leq 1+2 x,
\end{align*}
$$

and

$$
\begin{align*}
e^{-x} & =1-x+\frac{x^{2}}{2!}-\frac{x^{3}}{3!}+\frac{x^{4}}{4!}-\cdots \\
& \leq 1-x+\frac{x^{2}}{2}+\frac{x^{3}}{2^{2}}+\frac{x^{4}}{2^{3}}+\cdots \\
& =1-x+\frac{x^{2} / 2}{1-x / 2}  \tag{4.63}\\
& \leq 1-x+x^{2} \\
& \leq 1-\frac{x}{2},
\end{align*}
$$

together with the inequalities $1+x \leq e^{x}$ and $1-x \leq e^{-x}$. Thus (4.61) is bounded from above by

$$
\begin{equation*}
C\left(|\beta| B M\left|\left|{ }^{(1)} \mu_{2}^{\left(N_{2}\right)}-{ }^{(1)} \tilde{\mu}_{2}^{\left(N_{2}\right)}\right|\right|_{\mathfrak{L}^{1}(\Lambda)}+|\beta| A M| | T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)-T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \tilde{\mu}_{2}^{\left(N_{2}\right)}\right) \|_{\mathfrak{L}^{1}(\Lambda)}\right), \tag{4.64}
\end{equation*}
$$

with $C=(1+4|\beta| \varepsilon)$ for $\sigma=1$; and with $C=(1-|\beta| \varepsilon)$ for $\sigma=-1$.
Hence, in Case 1, we have the estimate as

$$
\begin{equation*}
\left\|T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)-T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \tilde{\mu}_{2}^{\left(N_{2}\right)}\right)\right\|_{\mathfrak{L}^{1}(\Lambda)} \leq C\| \|^{(1)} \mu_{2}^{\left(N_{2}\right)}-{ }^{(1)} \tilde{\mu}_{2}^{\left(N_{2}\right)} \|_{\mathfrak{L}^{1}(\Lambda)}, \tag{4.65}
\end{equation*}
$$

with the constant

$$
C=\max \left\{\frac{(1+4|\beta| \varepsilon)|\beta| B M}{1-(1+4|\beta| \varepsilon)|\beta| A M}, \frac{(1-|\beta| \varepsilon)|\beta| B M}{1-(1-|\beta| \varepsilon)|\beta| A M}\right\} .
$$

Case 2. When $\sigma_{1}=-\sigma_{2}$ then (4.60) is bounded from above by

$$
\begin{align*}
& 5|\beta| \varepsilon+\left(|\beta| B M| |^{(1)} \mu_{2}^{\left(N_{2}\right)}-{ }^{(1)} \tilde{\mu}_{2}^{\left(N_{2}\right)} \| \mathfrak{L}^{1}(\Lambda)\right.  \tag{4.66}\\
& \left.+|\beta| A M\left\|T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)-T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \tilde{\mu}_{2}^{\left(N_{2}\right)}\right) \mid\right\|_{\mathfrak{L}^{1}(\Lambda)}\right)
\end{align*}
$$

Now if we linearly relate $\varepsilon$ to $\left\|{ }^{(1)} \mu_{2}^{\left(N_{2}\right)}-{ }^{(1)} \tilde{\mu}_{2}^{\left(N_{2}\right)}\right\|_{\mathcal{L}^{1}(\Lambda)}$, say

$$
\varepsilon=\xi\| \|^{(1)} \mu_{2}^{\left(N_{2}\right)}-{ }^{(1)} \tilde{\mu}_{2}^{\left(N_{2}\right)} \|_{\mathcal{L}^{1}(\Lambda)}
$$

where $\xi$ is a constant independent of $N$, then the estimate for Case 2 is

$$
\begin{equation*}
\left\|T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)-T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \tilde{\mu}_{2}^{\left(N_{2}\right)}\right)\right\|\left\|_{\mathfrak{L}^{1}(\Lambda)} \leq C\right\|^{(1)} \mu_{2}^{\left(N_{2}\right)}-{ }^{(1)} \tilde{\mu}_{2}^{\left(N_{2}\right)}\| \|_{\mathfrak{L}^{1}(\Lambda)} \tag{4.67}
\end{equation*}
$$

with the constant

$$
C=\frac{5|\beta| \xi+|\beta| B M}{1-|\beta| A M} .
$$

The size of the subset of $\Lambda^{N_{1}-1}$ that

$$
\Lambda^{N_{1}-1} \backslash\left(\Lambda^{N_{1}-1}\right)_{\varepsilon}=\left\{\operatorname{Dist}\left(\frac{1}{N_{1}-1} \sum_{j=2}^{N_{1}} \delta_{x_{j}}, T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)\right) \geq \varepsilon\right\}
$$

can be estimated by the theory of large deviations to be exponentially small in $N_{1}$, with the rate function given by a relative entropy. We assume that this relative entropy is bounded below by $c \varepsilon^{2}$, which is true under certain plausible conditions that we hope to verify in the future. Now with the same choice $\varepsilon=\xi\left\|^{(1)} \mu_{2}^{\left(N_{2}\right)}-{ }^{(1)} \tilde{\mu}_{2}^{\left(N_{2}\right)}\right\| \|_{\mathfrak{L}^{1}(\Lambda)}$, we have $e^{-c N_{1} \varepsilon^{2}}<\tilde{\delta} \varepsilon$ whenever $N_{1}>N_{\text {crit }}$ with $N_{c r i t}=\left\lceil\frac{1}{\varepsilon} \ln \frac{1}{\tilde{\delta} \varepsilon}\right\rceil$. By symmetry, this is also true for $N_{2}$.

Putting the inequalities on the two subsets $\left(\Lambda^{N_{1}-1}\right)_{\varepsilon}$ and $\Lambda^{N_{1}-1} \backslash\left(\Lambda^{N_{1}-1}\right)_{\varepsilon}$ together, we have the estimate on the whole $\Lambda$ as

$$
\begin{equation*}
\left\|T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)-T_{1}^{\left(N_{1}\right)}\left({ }^{(1)} \tilde{\mu}_{2}^{\left(N_{2}\right)}\right)\right\|_{\mathfrak{L}^{1}(\Lambda)} \leq(C+\tilde{\delta} \xi)\left\|^{(1)} \mu_{2}^{\left(N_{2}\right)}-{ }^{(1)} \tilde{\mu}_{2}^{\left(N_{2}\right)}\right\|_{\mathfrak{L}^{1}(\Lambda)} \tag{4.68}
\end{equation*}
$$

where $C$ is the same constant as on the subset $\left(\Lambda^{N_{1}-1}\right)_{\varepsilon}$ and $\tilde{\delta}$ can be as small as one wishes. Again, by symmetry, an analogous estimate is true for $T_{2}^{\left(N_{2}\right)}$. Hence, a combined estimate in the form of (4.56) is obtained. Now by iteration we can get a sequence of pairs of measures $\left({ }^{(1)} \mu_{1}^{\left(N_{1}[k]\right)},{ }^{(1)} \mu_{2}^{\left(N_{2}[k]\right)}\right)$, where $k$ stands for the times of iterations, and

$$
{ }^{(1)} \mu_{1}^{\left(N_{1}[k+1]\right)}=T_{1}^{\left(N_{1}[k+1]\right)}\left({ }^{(1)} \mu_{2}^{\left(N_{2}[k]\right)}\right),{ }^{(1)} \mu_{2}^{\left(N_{2}[k+1]\right)}=T_{2}^{\left(N_{2}[k+1]\right)}\left({ }^{(1)} \mu_{1}^{\left(N_{1}[k]\right)}\right)
$$

In each step, an equality in the form of (4.56) holds. So that when the $N$ 's tend to $\infty$, weak limit points can be expected (but not necessary to be unique).

Remark 8. We conjecture that the mapping

$$
\left({ }^{(1)} \mu_{1}^{\left(N_{1}\right)},{ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right) \mapsto\left(T_{2}\left({ }^{(1)} \mu_{1}^{\left(N_{1}\right)}\right), T_{1}\left({ }^{(1)} \mu_{2}^{\left(N_{2}\right)}\right)\right)
$$

must in fact have a unique fixed point for all $\left(N_{1}, N_{2}\right)$ with $A$, B fixed and $|\beta|$ sufficiently small but independent of $N$; in that case the sequence

$$
\begin{equation*}
\left({ }^{(1)} \mu_{1}^{1},{ }^{(1)} \mu_{2}^{1}\right),\left(T_{1}^{(2)}\left({ }^{(1)} \mu_{2}^{(1)}\right), T_{2}^{(2)}\left({ }^{(1)} \mu_{1}^{(1)}\right)\right),\left(T_{1}^{(3)}\left({ }^{(1)} \mu_{2}^{(2)}\right), T_{2}^{(3)}\left({ }^{(1)} \mu_{1}^{(2)}\right)\right), \cdots \tag{4.69}
\end{equation*}
$$

with the reduction formulas ${ }^{(1)} \mu_{1}^{(N)}=T_{1}^{(N)}\left({ }^{(1)} \mu_{2}^{(N-1)}\right)$ and ${ }^{(1)} \mu_{2}^{(N)}=T_{2}^{(N)}\left({ }^{(1)} \mu_{1}^{(N-1)}\right)$, is weakly compact, and so it converges to a pair of limit points $\left({ }^{(1)} \mu_{1}^{(\mathbb{N})},{ }^{(1)} \mu_{2}^{(\mathbb{N})}\right)$, after
extracting a subsequence. By the technique of Messer and Spohn, the limit points ${ }^{(1)} \mu_{1}^{(\mathbb{N})}$ and ${ }^{(1)} \mu_{2}^{(\mathbb{N})}$ are each a superposition of the solutions to the continuum equation (4.22) and (4.23), respectively. Thus the original function (4.5) and hence (4.2) has a solution.

If $C_{1}+C_{2}<1$ implies that $|\beta| A M<1$ and $|\beta| B M<1$, then indeed the limit fixed point is unique.

Remark 9. The pair of equations studied here may not have an interpretation on the particle level, because particles don't distribute themselves based on the "expected" distribution of other species. However, animals in the real world do behave according to their knowledge on their preys or predators. This alternatively provides a biological insight of the model studied in this chapter.
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[^0]:    ${ }^{1}$ The coordinates leading to (1.5) are called "isothermal coordinates", or sometimes "isothermic parameters". This terminology goes back to Gabriel Lamé who used the phrase "thermometric parameters".

[^1]:    ${ }^{2}$ Later it will prove convenient to rescale $\Phi=(N-1) \phi$ and $T=(N-1) \Theta$.

[^2]:    ${ }^{3}$ We emphasize that $\mathbb{R}^{3}$ here is not the physical space. The embedding $\mathbb{S}^{2} \subset \mathbb{R}^{3}$ is for mathematical convenience only.

[^3]:    ${ }^{4}$ Stationary w.r.t. the flow generated by the Hamilton function $H^{(N)}\left(S^{(N)}\right)$.

[^4]:    ${ }^{5}$ In statistical physics, the microcanonical ensemble measure often has a factor $\frac{1}{N!}$ in the front to eliminate the overcounting from labeling, and correspondingly, the asymptotic behavior of $\ln \Omega_{N}^{\prime}(\mathcal{E})$ will have an extra term $-N(\ln N-1)$.
    ${ }^{6}$ The term "entropy" has different signs in physics and probablity: while physicists define "entropy" as $\ln \Omega$ in units of Boltzmann's constant $k_{\mathrm{B}}$, mathematicians and statisticians prefer $-\int f \ln f$ which is the negative of the physical definition.

[^5]:    ${ }^{1}$ In fact, a factor $\frac{1}{N-1}$ instead of the $\frac{1}{2 N}$ in front of the first integral will make the following calculation technically easier, and does not change the asymptotic behavior of $\mathcal{G}$ when $N$ is large.

[^6]:    ${ }^{2}$ Here there is a little abuse of notation, as $\mathcal{G}$ is originally defined on the space of distribution measures, but it does not hurt to let $\mathcal{G}$ act "alternatively" on corresponding distribution density functions with the same image values.

[^7]:    ${ }^{3}$ The main idea of the proof, which is omitted here, is to express the entropy functional as the limit of a decreasing sequence of continuous functionals. Moreover, it can be shown that each continuous functional is concave.

[^8]:    ${ }^{4}$ One can think this integral on the functional space $\mathfrak{P}(\Lambda)$ as a "weighted average" of all product measures $\rho^{\otimes \mathbb{N}}$ and $\rho^{\otimes n}$ respectively, for $\rho \in \mathfrak{P}(\Lambda)$. The decomposition measure $\mathrm{d} \pi$ tells the weight on each $\rho \in \mathfrak{P}(\Lambda)$, which is determined by the "resulted average" $\mu$.

[^9]:    ${ }^{1}$ If we apply the formal substitution $P u=-\frac{\beta}{\alpha(\mathrm{D}) \mathrm{D}} \rho-(\mathrm{D}-1)$ ! to the equation (3.90), then formally we get an equation for $u$ as follows:

    $$
    P u(\mathbf{s})=-\frac{\beta}{\alpha(\mathrm{D})_{\mathrm{D}}} \frac{e^{\mathrm{D} u(\mathbf{s})+\mathrm{D}(\mathrm{D}-1)!-\beta \gamma V(\mathbf{s})}}{\int e^{\mathrm{D} u(\hat{\mathbf{s}})+\mathrm{D}(\mathrm{D}-1)!-\beta \gamma V(\hat{\mathbf{s}})} \mathrm{d}^{\mathrm{D}} \underline{\alpha}(\hat{\mathbf{s}})}-(\mathrm{D}-1)!
    $$

    Next, we let $Q(\mathbf{s})=-\frac{\beta}{\alpha(\mathrm{D}) \mathrm{D}} \frac{e^{\mathrm{D}(\mathrm{D}-1)!-\beta \gamma V(\mathbf{s})}}{\int e^{\mathrm{D} u(\mathbf{s})+\mathrm{D}(\mathrm{D}-1)!-\beta \gamma V(\mathbf{s}) \mathrm{d}^{\mathrm{D}}(\hat{\mathbf{s}})}}$, then the equation above turns into

    $$
    P u(\mathbf{s})=Q(\mathbf{s}) e^{\mathrm{D} u(\mathbf{s})}-(\mathrm{D}-1)!.
    $$

    This looks exactly the same as the prescribed $Q$-curvature equation. HOWEVER, such a substitution from $\rho$ to $u$ does not exist! Unless the parameter $\beta=-\frac{2 \mathrm{D}}{C(\mathrm{D})}$, the requirement $P u=-\frac{\beta}{\alpha(\mathrm{D}) \mathrm{D}} \rho-(\mathrm{D}-1)$ ! is inconsistent with the integration constraint $\int P u=0$.

