
CURVATURE AND STATISTICS

BY YU WANG

A dissertation submitted to the

Graduate School—New Brunswick

Rutgers, The State University of New Jersey

in partial fulfillment of the requirements

for the degree of

Doctor of Philosophy

Graduate Program in Mathematics

Written under the direction of

Michael Kiessling

and approved by

New Brunswick, New Jersey

October, 2013
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This thesis consists of two parts: In part I we apply the statistical mechanics tech-

niques to a generalization of the prescribed Q-curvature problem, especially on the

d-dim sphere Sd. We introduce a coupling constant c on top of the configurational

canonical ensemble and study the weak convergence of this new canonical ensemble. In

this part, the Q-curvature does not change sign. In part II the statistical mechanics

technique is generalized to the prescribed Q-curvature problem with sign-change, while

the mechanical interpretation will be lost. We decompose a single differential equation

into a system of two differential equations, and the statistical mechanics technique can

be applied to each equation.
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Chapter 1

Introduction

Let a 2-dim surface S ⊂ R3 be parametrized by ~r = ~r(s, t) with (s, t) in some domain

Λ ⊂ R2. Let W denote the Weingarten transform from the tangent space of S at P0 to

itself, defined by (cf. [PeCh02]):

W(a~rs + b~rt) = −(a~ns + b~nt), (1.1)

here ~n is the unit vector in the direction of ~rs×~rt at P0. The Weingarten transform does

not rely on the choice of parametrization for the surface S, and it has the coefficient

matrix with respect to the basis {~rs, ~rt} as

1
EG− F 2


 LG−MF ME − LF

MG−NF NE −MF


 , (1.2)

where E, F and G are the coefficients in the first fundamental form of S, and L, M

and N are the coefficients in the second fundamental form of S. The product of the

two eigenvalues of W is called the Gaussian curvature K, which can be calculated as

K =
LN −M2

EG− F 2
. (1.3)

According to Gauss’ “Theorema Egregium” or notable theorem, the Gaussian cur-

vature is independent of the embedding of the surface in higher dimension spaces, i.e.

the Gaussian curvature is an intrinsic property of the surface. Hence, by making smart

choices of parametrization of the surface, K can have simpler expressions. In particular,

the so called “isothermal1 parametrization” (s, t) → (x1, x2) yields E = G and F = 0,

1The coordinates leading to (1.5) are called “isothermal coordinates”, or sometimes “isothermic
parameters”. This terminology goes back to Gabriel Lamé who used the phrase “thermometric
parameters”.
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such that K is neatly expressed by

K = − 1
2E

(∂2
x1

lnE + ∂2
x2

lnE); (1.4)

the pair of isothermal coordinates (x1, x2) plays the role of two Cartesian coordinates.

Furthermore, set 2u = ln E, then

K = −e−2u∆R2u (1.5)

The specific local coordinates chosen above correspond to the surface metric g =

e2ug0, conformal to the 2-dim standard Euclidean metric g0 = dx2
1 +dx2

2. Such surfaces

are called conformally flat. Similarly, a conformal deformation of the 2-dim standard

sphere S2 ⊂ R3 also corresponds to a metric g = e2ug0, and here (with some abuse

of notations) g0 = dx2
1 + dx2

2 + dx2
3 is the 3-dim standard metric restricted to S2.

The Gaussian curvature Kg of (S2, g) is calculated by the following formula, with the

function u given:

Kg =
1−∆S2u

e2u
(1.6)

here 1(= Kg0) is the Gaussian curvature of the standard metric. For a more general

2-dim Riemannian manifold (M, g0), an analogous formula can be derived:

Kg =
Kg0 −∆Mu

e2u
(1.7)

here Kg is the Gaussian curvature for the metric g which is conformal to the metric g0,

and Kg0 is the Gaussian curvature for the metric g0.

Incidentally, we here mention already that in recent years also higher order cur-

vatures, the so called Q-curvatures, which are related to conformally covariant higher

order (pseudo)partial differential operators, the so-called GJMS operators [GJMS92],

have been considered. rf.[Cha08] , etc. Specifically, in 4-dim, the prescribed Q-curvature

[Cha96, Bra87] reads as

Q = [−1
6
∆R +

1
6
R2 − 1

2
RabRab] (1.8)

where R is the scalar curvature of the metric g, and the GJMS operator is known as

the Paneitz operator, given by

P = ∆2 + div(
2
3
RI − 2Ric)d, (1.9)
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see [Pan08, Cha96]. There will be more on this in a moment.

Continuing with the 2-dim setting, we note that the above formulas (1.5), (1.6) allow

us to compute the Gaussian curvature Kg if the conformal deformation g0 → g = e2ug0

is known. The inverse problem is to find a conformal deformation, i.e. to find u,

which results in a surface with a desired Gaussian curvature Kg. This is known as

the “prescribed Gaussian curvature problem”: Given a function K, does there exist a

function u such that the metric g = e2ug0 has Gaussian curvature Kg = K? To answer

this question, one has to solve equations (1.5) and (1.6), or in general (1.7), which are

now nonlinear partial differential equations for the unknown u. This is equivalent to

look for the existence of solutions to the equation:

in the conformally flat case,

∆R2u + Ke2u = 0; (1.10)

in the conformally round case,

∆S2u + Ke2u = 1; (1.11)

and more generally,

∆g0u + Ke2u = Kg0 ; (1.12)

all these equations have to be supplemented by suitable boundary conditions for u.

Alternatively, suppose ū is a harmonic function satisfying the required boundary con-

dition, then the difference u− ū should satisfy the same type of equation (1.10), (1.11)

or (1.12) as that of u but with a zero boundary condition, and with K changed into

K̄ = Ke2ū.

The 2-dim prescribed Gaussian curvature problem has an analogue in d-dim, the

prescribed Q-curvature problem. The prescribed Q-curvature problem, on S4 in partic-

ular reads

Pu = Qe4u − 6. (1.13)

In general, on the d-dim sphere Sd, the prescribed Q-curvature equation is

Pu = Qedu − (d− 1)! (1.14)
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while the conformal covariant operator is defined by

Pd =





∏d−2
2

k=0 (−∆ + k(d− k − 1)) when d is even

(−∆ + (d−1
2 )2)

1
2
∏d−3

2
k=0 (−∆ + k(d− k − 1)) when d is odd

(1.15)

It has been studied, rf. [Kie00, Pan08, Cha96, Bra87, Cha08, Li95B, Li96], etc. We

will come back to this at the end of this introduction.

Of course, there is an even vaster literature on the prescribed Gaussian curvature

problems. Thus the conformally flat case was studied in [Sat72, Aub79, Ni82, McO85,

Avi86, ChNi91A, ChNi91B, ChKi94, ChLi97, ChLi98A, ChLi98B, ChKi00]. The con-

formally round case is the well-known Nirenberg problem; see [Mos71, Oba71, Mos73,

KaWa74, Ono82, Bra87, ChYa87, ChYa88, Han90, CaLo92, Bec93, Li95B, Ma98, Kie00,

KiWa12]. More generally, the prescribed Gaussian curvature problems are studied on

Riemannian manifolds, [Li95A, DJLW97, Tar97].

Although the prescribed Gaussian curvature problems, in particular the Nirenberg

problem, are PDE problems coming from the area of differential geometry, the name

“isothermal coordinates” indicates a connection with the science of thermodynamics.

Indeed, consider the self-gravitating ideal gas in thermal and mechanical equilibrium.

The gravitational potential satisfies the following Poisson’s equation

∆Φ = 4πGρ (1.16)

where ρ is the mass density, assuming that Φ is continuously differentiable without

specific boundary condition and decreases like −GM
r outside of the domain, with M =

∫
Λ ρ. Besides, the gravitational force density is equal to ρ(−∇Φ). When the gas reaches

mechanical equilibrium, the pressure gradient and the gravitational force density should

add up to zero, i.e.,

−∇P − ρ∇Φ = 0 (1.17)

The above two equations (1.16) and (1.17) with three unknowns Φ, ρ and P don’t make

a closed system. We postulate the ideal gas law

P = ρkT (1.18)
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where T is the thermodynamic temperature in Kelvins. Here, T is a constant because

the gas is in thermal equilibrium. This makes a complete system for Φ, ρ and P .

We now eliminate the variable P by substituting (1.18) into (1.17), and get

−kT∇ρ− ρ∇Φ = 0 (1.19)

then after rearrangement,

∇ρ

ρ
= − 1

kT
∇Φ (1.20)

the left side above is equal to ∇ ln ρ
ρ0

, where ρ0 is a constant with the dimension of

mass density so that ρ
ρ0

is dimensionless. Thus ln ρ
ρ0

+ Φ
kT is a constant, denoted by θ,

i.e.,

ρ = ρ0e
θ− Φ

kT . (1.21)

Plug (1.21) into (1.16) and obtain the so-called isothermal Lane-Emden equation:

∆Φ = 4πGρ0e
θ− Φ

kT . (1.22)

If we rename the exponent − Φ
kT on the right side as 2u, then an equation of u is derived

−∆u =
2πGρ0

kT
eθ+2u. (1.23)

Denote the constant 2πGρ0

kT eθ on the right hand side of the equation by K, and then the

equation looks like

−∆u = Ke2u, (1.24)

the same form as (1.10), except for the difference in dimensions. Notice that the physics

here is done in a 3-dim domain, but nothing prevents us from considering (1.10) as the

2-dim caricature of the 3-dim real world.

Thus, two different fields of science, geometry and thermodynamics, contain prob-

lems that lead to the same equations. This leads to the following interesting perspective:

In the 19th century, mathematicians and physicists began to implement atomistic ideas

to derive the known laws of continuum physics, in particular, thermodynamics, from
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deeper physical principles. According to these ideas, the formulas of continuum physics,

using partial differential equations, are approximate descriptions of an underlying atom-

istic reality, governed by finitely many ordinary differential equations, namely Newton’s

equations of motion of N atoms. Formally at least, the continuum laws should emerge

in the limit as N →∞ of a system containing N atoms. This means if these derivations

can be proved rigorously, they not only substantiate the physical understanding of the

world, but also provide an alternative way of looking at partial differential equations.

To see this more clearly, we revisit the ideal gas model with N being the total

number of particles in the domain (or a “container”), and let k = kB
m , where kB is the

Boltzmann’s constant, m a suitable mass unit, and ν = ρ
m the number of particles per

volume. Then the equation (1.21) of ρ turns into an equation of ν,

ν = ν0e
θ− mΦ

kBT . (1.25)

Since now the integral
∫

νdV taken over the domain is equal to N , we have

N = ν0e
θ

∫
e
− mΦ

kBT , (1.26)

and (1.25) transforms into

ν = N
e
− mΦ

kBT

∫
e
− mΦ

kBT

. (1.27)

Plug (1.27) into (1.16) and obtain

∆Φ = 4πGmN
e
− mΦ

kBT

∫
e
− mΦ

kBT

(1.28)

Note that this equation is different from its counterpart with an extra normalization

denominator. Yet if we regard κ as a rescaling of K with the relation κ = K
∫

e2ud2x

in (1.10), then an equation of the form (1.28) shows up. Of course, (1.28) is still a

continuum equation in appearance, but now it has a different interpretation, namely

as the continuum approximation to a discrete distribution with N atoms. In concert

with (1.23), it reveals the N -scaling in which the underlying discrete distribution should

converge to the proper continuum equations2, namely

Φ = Nφ (1.29)

2Later it will prove convenient to rescale Φ = (N − 1)φ and T = (N − 1)Θ.
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and

T = NΘ, (1.30)

both in the leading order N , where φ and Θ are “O(1)” quantities.

Among the first rigorous results in this direction was the work [MeSp82] by Messer

and Spohn. They treated the case of bounded Lipschitz continuous pairwise interac-

tions, and derived an integral equation which is equivalent to a regularized isothermal

Lane-Emden equation.

Later, this technique was generalized to the point vortex interactions with logarith-

mic singularities, independently by [CLMP92] and [Kie93], and further developed in

[CLMP95] and [KiLe97]. It can be applied to study Nirenberg’s problem in 2-dim, see

[Kie00, Kie11, KiWa12], etc.

To illustrate how the idea works in 2-dim, we follow [Kie11]. In 2-dim Newtonian

physics, points on the 2-dim sphere can be interpreted as particles that move according

to the Newtonian equation of motion with pairwise logarithmic interactions, i.e.,

s̈k(t) + |ṡk(t)|2sk(t) = −γ
∑

1≤j≤N,j 6=k

Π⊥sk(t)

sk(t)− sj(t)
|sk(t)− sj(t)|2 (1.31)

here Π⊥sk(t) = 1− sk(t)⊗ sk(t) is the projection from3 R3 onto the tangent space to S2

at sk(t) ∈ S2 ⊂ R3. Here, γ = +1 is for the gravitational interactions, and γ = −1 for

the electrical interactions. The mechanical energy of the system,

H(N)(s1,p1; . . . ; sN ,pN ) =
∑

1≤j≤N

1
2
|pj |2 +

1
2

∑∑

j 6=k

γU(|sj − sk|), (1.32)

is preserved, with the particles located at (s1, . . . , sN ) in the configurational space

ΛN = (S2)N and their momenta as (p1, . . . ,pN ) ∈ ∏
k

(T ∗sk
S2) ⊂ R3N . As the number

of particles increases, there is no way for us to know the exact state of each specific

particle, but by looking at an ensemble of systems all with fixed energy E, the so-called

microcanonical ensemble, we can determine the “typical” macrostate of the system as

3We emphasize that R3 here is not the physical space. The embedding S2 ⊂ R3 is for mathematical
convenience only.
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a whole. More precisely, if the law of large numbers holds, then the empirical measures

∆(1)

X
(N)
t

(s,p) = 1
N

∑
1≤j≤N

δsj(t)(s)δpj(t)(p)

∆(2)

X
(N)
t

(s,p; s′,p′) = 2
N(N−1)

∑ ∑
1≤j 6=k≤N

δsj(t)(s)δsk(t)(s′)δpj(t)(p)δpk(t)(p′);
(1.33)

and higher order U-statistics ∆(n)

X
(N)
t

(s1,p1; . . . ; sn,pn) will each converge in probability

to some “typical” distribution %
(n)
typ i.e.

Prob
(
Dist(∆(n)

X
(N)
t

, %
(n)
typ) > δ

)
→ 0, as N →∞,∀δ > 0 (1.34)

More generally, the typical state does not have to be unique. It can even be an orbit

O[%(n)
typ], so that the above equation becomes

Prob(Dist(∆(n)

X
(N)
t

,O[%(n)
typ]) > δ) → 0, as N →∞,∀δ > 0 (1.35)

The question is now how to prove the law of large numbers and what specifically it says

for the microcanonical ensemble.

The microcanonical ensemble is a family {(S(N)
k ,P(N)

k )|k ∈ N} of i.i.d. (indepen-

dent and identically distributed) copies of a random vector (S(N),P(N)) taking values

(S(N), P (N))∈(T ∗S2)N⊂R6N , with stationary4 single-system probability measure

dµ
(N)
E = Ω′N

−1(E)δ
(
E−H(N)

)
d2pNd2αN , (1.36)

which also defines the microcanonical ensemble partition function, as

Ω′N (E) =
∫ ∫

δ
[
E−H(N)

(
S(N), P (N)

)]
d2pNd2αN ; (1.37)

with d2α = 1
4πd2α, and d2α the standard uniform measure on S2. Besides, Ω′N means

the derivative of

ΩN (E) =
∫ ∫

χ{H(N)(S(N),P (N))<E}d
2pNd2αN (1.38)

with respect to E, where χB is the characteristic function of the Borel set B ⊂ (S2)N .

Indeed, when the Hamiltonian H(N) is fixed to some value E, several main results

for the typical distribution have been proved in [Kie11]:

4Stationary w.r.t. the flow generated by the Hamilton function H(N)(S(N)).
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Theorem 1. For N large enough, the ensemble entropy defined by lnΩ′N (E) has the

asymptotic behavior5

lnΩ′N (N2ε) = NS (ε) + o(N), (1.39)

with ε independent of N .

The term S is the so-called “entropy per particle”, which will be studied in the

next chapter in detail, and is characterized by the maximizers of the following entropy

variational principle, see [Kie11]:

Theorem 2. The entropy per particle S is equal to the maximum of an entropy vari-

ational principle −HB(ρ), i.e.,

S (ε) = −HB(ρε) (1.40)

where ρε is a minimizer of the (negative)6 entropy functional HB, defined by

HB(ρ) =
∫ ∫

ρ(s, p) ln ρ(s, p)d2pd2α(s), (1.41)

over the set Aε = {ρ ∈ (P ∩ L1 lnL1)(T ∗S2,d2pd2α) : E(ρ) = ε}. Here,

E(ρ) =
∫ ∫

1
2
|p|2ρ(s, p)d2pd2α +

∫ ∫ ∫ ∫
1
2
γU(|s, s′|)ρ(s, p)ρ(s′, p′)d2pd2αd2p′d2α′

(1.42)

Furthermore, the minimizers of HB satisfy the Euler-Lagrange equation

ρ(s) =
e−βγ

∫
U(s,s′)ρ(s′)d2α(s′)

∫
e−βγ

∫
U(s,s′)ρ(s′)d2α(s′)d2α(s)

(1.43)

with U being the Green’s function of the Laplace-Beltrami operator on S2, and β the

Lagrange multiplier for the constraint

E(ρ) = ε. (1.44)

5In statistical physics, the microcanonical ensemble measure often has a factor 1
N !

in the front to
eliminate the overcounting from labeling, and correspondingly, the asymptotic behavior of lnΩ′N (E) will
have an extra term −N(ln N − 1).

6The term “entropy” has different signs in physics and probablity: while physicists define “entropy”
as lnΩ in units of Boltzmann’s constant kB, mathematicians and statisticians prefer − ∫

f ln f which
is the negative of the physical definition.



10

The next result relates the minimizers of HB (or equivalently, the maximizers of

−HB) to the typical distribution of the microcanonical ensemble measure, see [Kie11]:

Theorem 3. Suppose the (negative) entropy functional HB(ρ) has a unique minimizer

ρε. For any fixed positive integer n, the sequence of the n-th marginal measure of

µ
(N)
N(N−1)ε, denoted by (n)µ

(N)
N(N−1)ε, converges, up to the extraction of a subsequence, in

probability to the tensor product of ρε, i.e.,

lim
N→∞

(n)µ
(N)
N(N−1)ε = ρ⊗n

ε (1.45)

In general, HB(ρ) can have a family of minimizers, then the sequence (n)µ
(N)
N(N−1)ε con-

verges, modulo the extraction of a subsequence, to a superposition of these maximizers,

namely,

lim
N→∞

(n)µ
(N)
N(N−1)ε = (n)µε =

∫

P(S2)
ζ⊗nν(dζ|µε) (1.46)

where the measure ν(dζ|µε) for the convex decomposition of (n)µε is concentrated on the

set of minimizers of HB on Aε.

In the case that ν(dζ|µε) is not a singleton but a convex linear combination of

maximizers of the entropy functional −HB, the “implicitly defined” typical distribution

can be only one of these maximizers.

Remark 1. For a detailed explanation of “convex decomposition” into product mea-

sures, the readers is refered to the references [deF37, Dyn53, HeSa55].

Among these results, we take a look specifically at the equation (1.43) of ρ. Ap-

ply the substitution 2u = −βγ
∫

U(s, s′)ρ(s′)d2α′ so that the equation turns into an

equation for u:

−∆u = 1
2βγ

e2u

∫
e2ud2α

− 1
4π

(1.47)

with the same form as the equation of the prescribed Gaussian curvature problem.

Here, of course, the Gaussian curvature K =
βγ

2
∫

e2ud2α
is constant, and K > 0 for

γ = 1 and K < 0 for γ = −1.
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The microcanonical ensemble is tricky and difficult to deal with, and it may look

like “magic” how (1.47) emerged from (1.36). However, the derivation becomes more

transparent if we shift the problem to the canonical level — possibly with some loss

of information — by applying the bilateral Laplace transform to the microcanonical

ensemble partition function (1.37). Taking 1
N−1β as the conjugate variable of E, we

obtain the canonical ensemble partition function
∫

R
e−

1
N−1

βEΩ′N (E)dE

=
∫

R
e−

1
N−1

βE
∫

(S2)N

∫
∏
k

(T ∗sk
S2)

δ
[
E−H(N)

(
S(N), P (N)

)]
d2pNd2αNdE

=
∫

(S2)N

∫
∏
k

(T ∗sk
S2)

e
− 1

N−1
β

(
∑
j

1
2
|pj |2+ 1

2

∑ ∑
j 6=k

γU(|sj−sk|)
)

d2pNd2αN

(1.48)

The last double integral can be factored into two integrals–one in terms of the mo-

mentum p, the other in term of the position s. The former part can be calculated

explicitly,

∫
∏
k

(T ∗sk
S2)

e
− 1

N−1
β

∑
j

1
2
|pj |2

d2pN =

(∫

T ∗nS2
e−

1
N−1

β 1
2
|p|2d2p

)N

=
(

2(N − 1)
β

π

)N

, (1.49)

where n is the north pole of the sphere, leaving the latter part

∫

(S2)N

e
− 1

N−1
β 1

2

∑ ∑
j 6=k

γU(|sj−sk|)
d2αN ,

namely the configurational integral, to be considered. Moreover, the measure

dµ(N) =
e
− 1

N−1
β 1

2

∑ ∑
j 6=k

γU(|sj−sk|)

∫
e
− 1

N−1
β 1

2

∑ ∑
j 6=k

γU(|s′j−s′k|)
d2α′N

d2αN (1.50)

is the configurational canonical ensemble measure. Then the “typicality” problem of

the microcanonical ensembles shifts to the limiting behavior of the canonical ensemble

measures, and it leads to the results above except that the E-constraint is gone. To see

this, notice that a law of large numbers for (1.50) suggests that if the configurational

empirical measure

∆(1)

Q
(N)
t

(s) =
∫
4(1)

X
(N)
t

(s,p)d2p ⇀ ρ(s) (1.51)



12

as N →∞, then

1
N − 1

∑

k 6=j

γU(|sk − sj |) ≈ γ

∫
U(|sj − s|)ρ(s)dα (1.52)

so that

dµ(N) ≈
N∏

j=1

e−βγ
∫

U(|sj−s′|)ρdα′

∫
e−βγ

∫
U(|sj−s′|)ρdα′dα

dαN . (1.53)

This plausibility reasoning can indeed be made rigorous, as first done by Messer and

Spohn [MeSp82] (for Lipschitz continuous and bounded interactions).

In the above sketched examples, the Gaussian curvature obtained from statistical

techniques is a constant, either positive or negative, depending on whether γ = +1

or γ = −1. However, by adding a so-called external potential term
∑
k

ψ(sk) to the

Hamiltonian (1.32), one can produce a non-constant Gaussian curvature K ∝ ±eβψ.

One of the shortcomings of this method, apparently, is that the prescribed Gaussian

curvatures, or Q-curvatures in higher dimensions, never change sign. This fact let

Prof. Alice Chang raise the question: Can one generalize this technique to the type

of curvatures that change sign? This thesis is in part concerned with answering Prof.

Chang’s question.

Another part of this thesis is concerned with the direct application of the statis-

tical mechanical approach to other types of differential-geometric partial differential

equations, like the equation of the immersed tori [Abr87]

−∆u = sinh u (1.54)

in 2-dim and its higher dimensional analogues.

The rest of the thesis, therefore, consists of two parts:

In Part I, we will apply established statistical mechanics techniques to study a general-

ization of the prescribed Q-curvature problem on the d-dimensional sphere. While the

Gaussian curvature corresponds to the Laplace operator −∆, Q-curvature is related to

the GJMS [GJMS92, Cha08] operators Pd
2k. The GJMS operators have order 2k, and

the leading term is (−∆)k. In particular, when d = 2k, the kernel of Pd
2k has ln 1

|x| as its

leading order, similar to that of the Laplacian in 2-dim. So we can treat the prescribed
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Q-curvature problem of all dimensions in one setup, see [Kie00]. We will show that

this statistical mechanics strategy can also handle a generalized prescribed Q-curvature

problem which in particular contains the equation Pu = sinhu as a special case.

Before dealing with the problem itself, however, we will first review the results

without external fields of Messer and Spohn, in Section 2.1. Then in Section 2.2 we

discuss the proof technique of Messer-Spohn. More to the point, we recall the properties

of entropy in Subsection 2.2.1, then discuss the continuum limit proved by Messer-Spohn

in Subsection 2.2.2. The incorporation of external fields is an immediate generalization,

studied in Section 2.3; and another generalization involving a coupling constant, the

distribution of which is presumed, is in Section 2.4. Then in Chapter 3, we apply

the Messer-Spohn technique to a generalization of the prescribed Q-curvature problem

which contains the latter as a special case; however, the Q-curvature is without sign-

change.

In Part II, we will generalize the technique of Messer-Spohn to the prescribed Q-

curvature problem with sign-change. In order to fulfill the task, we decompose the

equation into a pair of equations without changing sign. In the view of statistics,

neither the system nor the ensemble of systems contains just one species of particles,

but two species of particles. Besides, the interactions are no longer symmetric, voiding

the Hamiltonian mechanical interpretation. Instead, we will give an interpretation

in terms of biological populations. In contrast to Part I, Part II is not concerned

with the application of established rigorous techniques, but with the development of a

conceptually new method.



Part I

Application of Statistical

Mechanics Techniques to a

Generalization of the Prescribed

Q-Curvature Problem on Sd

14
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Chapter 2

Introduction to statistical mechanics technique

In this chapter, we introduce the readers to the technique of Messer and Spohn [MeSp82].

For the sake of simplicity and to emphasize the essence, we focus on the pairwise in-

teractions with Lipschitz continuity and boundedness and work in a bounded region

of the flat space Rd. Subsequently when we treat the interactions with logarithmic

singularities, we will have to change the topology of the function spaces in order to

discuss the convergence of measures.

2.1 The Main Results of Messer-Spohn

Assume that the function U ∈ C0
b (Λ2) satisfies U(x, y) = U(y, x) for x, y ∈ Λ ⊂ Rd,

where Λ is a bounded domain, and d is a positive integer. The fixed point problem

ρ(x) =
e−

∫
Λ U(x,y)ρ(y)dy

∫
Λ e−

∫
Λ U(x,y)ρ(y)dydx

. (2.1)

is the Euler-Lagrange equation associated with the problem for finding min
ρ

F(ρ), where

F is the free energy functional defined by

F(ρ) =
1
2

∫

Λ

∫

Λ
U(x, y)ρ(x)ρ(y)dxdy +

∫

Λ
ρ(x) ln(|Λ|ρ(x))dx (2.2)

for all ρ ∈ (P ∩ L1 ∩ L1 lnL1)(Λ).

The functional F is known in the physics literature as the thermodynamic configu-

rational free energy of ρ, and ρ is a particle density function. The first integral in F is

the potential (configurational) energy of ρ, the second is the negative of the entropy of

ρ relative to uniform Lebesgue measure. Messer and Spohn studied F using statistical

mechanics tools and showed that there exists a solution of the Euler-Lagrange equation

(2.1). However, in general this procedure won’t give all solutions.
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More precisely, Messer and Spohn studied the canonical ensemble measures

µ(N)(dx1, · · · ,dxN ) = Z(N)−1 exp
[
− 1

2(N − 1)

∑∑

1≤j 6=k≤N

U(xj , xk)
]
dNx, (2.3)

where

Z(N) =
∫

exp
[
− 1

2(N − 1)

∑∑

1≤j 6=k≤N

U(xj , xk)
]
dNx (2.4)

is the canonical partition function. They showed that as N → ∞ the limit of the

canonical measures (2.3) can be characterized as follows:

Definition 1. (Marginal Measure) For any positive integer n ≤ N , define the n-th

marginal measure of a measure µN on ΛN by

(n)µN (dnx) :=
∫

ΛN−n

µN (dnxdN−nx). (2.5)

Result 1. Suppose the free energy functional F has a unique minimizer ρ, then the

sequence of the n-th marginal measures {(n)µ(N)}∞N=1 converges weakly to an n-th tensor

product of ρ, i.e.,for any positive integer n,

(n)µ(N) ⇀ ρ⊗n ∈ P(Λn), as N →∞. (2.6)

We can consider the measures µ(N) as probability measures on the infinite product

of the space Λ, namely ΛN, in the following sense [HeSa55]:

Let B(Λ) be the σ-algebra of Borel subsets of Λ, and P(Λ) the set of probability

measures on Λ. Now let ΛN be the countably infinite Cartesian product of Λ equipped

with product topology, and denote τN the projection mapping from ΛN to ΛN . Then

a measure µN on the σ-algebra of subsets of ΛN can be considered equivalent to a

measure µ̃N on ΛN in the sense that for any product set E1 × · · · × EN ⊂ ΛN ,

µN (E1 × · · · × EN ) = µ̃N ◦ τ−1
N (E1 × · · · × EN ) (2.7)

In this sense, the weak limit point µ of (2.3) is an infinite tensor product of ρ, i.e.,

µ = ρ⊗ ρ⊗ ρ⊗ · · · ∈ P(ΛN). (2.8)
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For each canonical ensemble measure µ(N), define its free energy by1

G(N)(µ(N)) =
1

2N

∫

ΛN

∑∑

1≤k 6=l≤N

U(xk, xl)dµ(N) +
∫

ΛN

ln
(|Λ|N dµ(N)

dNx

)
dµ(N). (2.9)

The so-called “free energy per particle” stands for the limit

lim
N→∞

1
N

G(µ(N)). (2.10)

Result 2. For the sequence of canonical ensemble measures {µ(N)}∞N=1, the set of its

weak limit points consists of minimizers for the functional F, i.e., suppose µ is a weak

limit point of {µ(N)}∞N=1, then

lim
N→∞

1
N

G(µ(N)) = lim
n→∞

1
n

G((n)µ) = inf
ρ

F(ρ). (2.11)

Result 3. In general, F may have a family of minimizers, then each weak limit point

µ is a superposition of these minimizers, in the sense that

µ =
∫

P(Λ)
ζ⊗Nν(dζ|µ), (2.12)

or equivalently, for any positive integer n,

(n)µ =
∫

P(Λ)
ζ⊗nν(dζ|µ), (2.13)

where the decomposition measure ν(dζ|µ) has its support within the set of minimizers

of F.

2.2 The Proof Technique of Messer-Spohn

In this section we recall the technique of Messer and Spohn, and in later sections, two

generalizations will be discussed.

2.2.1 Properties of Entropy

First, we need some general facts about “the entropy” of some classes of probability

measures:

1In fact, a factor 1
N−1

instead of the 1
2N

in front of the first integral will make the following calculation

technically easier, and does not change the asymptotic behavior of G when N is large.
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Definition 2. (Entropy) Let µN (dNx) ∈ P(ΛN ) be a probability measure which is

permutation invariant (or permutational symmetric), with ΛN ⊂ RNd bounded. We

define its entropy as

S(µN ) =





−
∫

ΛN

ln(|Λ|N dµN

dNx
)µN (dNx) if µN (dxN ) ¿ dNx and dµ

(N)
N

dNx
∈ L1 lnL1(ΛN )

−∞ otherwise

(2.14)

For a marginal measure, the entropy S((n)µN ) is defined analogously. Entropy of

the marginal measure has the following properties:

Property 1. (Decrease of Entropy) For any positive integers n and m, satisfying

n < m ≤ N , the entropy of the m-th marginal measure cannot be greater than the

entropy of the n-th marginal measure, i.e.,

S((m)µN ) ≤ S((n)µN ), ∀n < m ≤ N. (2.15)

Indeed, by setting

(m)µN (dmx) = ρm(x1, . . . , xm)dmx

we have − ∫
ρm ln(|Λ|mρm)dmx +

∫
ρn ln(|Λ|nρn)dnx

= − ∫
ρm ln ρmdmx +

∫
ρn ln ρndnx− ln |Λ|m + ln |Λ|n

= − ∫
ρm ln ρmdmx +

∫
ρn ln ρndnx− ln |Λ|m−n

= − ∫
ρm ln ρm

ρn
dmx− ln |Λ|m−n

= 〈ln ρn

ρm
〉 − ln |Λ|m−n

≤ ln〈 ρn

ρm
〉 − ln |Λ|m−n

= ln
∫

ρm
ρn

ρm
dmx− ln |Λ|m−n

= ln
∫

ρndmx− ln |Λ|m−n

= ln |Λ|m−n − ln |Λ|m−n = 0

The “≤” comes from Jensen’s inequality, since the function lnx is concave, then

〈ln ·〉 ≤ ln〈·〉, here the notation 〈·〉 represents the average with respect to ρm.
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Property 2. (Subadditivity of Entropy) For positive integers m and n, the entropy

of the (m + n)-th marginal measure cannot exceed the sum of the two entropies for the

two marginal measures, i.e.,

S((m+n)µN ) ≤ S((m)µN ) + S((n)µN ). (2.16)

Indeed,

− ∫
ρm+n ln(|Λ|m+nρm+n)dm+nx +

∫
ρm ln(|Λ|mρm)dmx +

∫
ρn ln(|Λ|nρn)dnx

=
∫

ρm+n ln ρmρn

ρm+n
dm+nx

≤ ln
∫

ρm+n
ρmρn

ρm+n
dm+nx

= ln
∫

ρmρndm+nx

= ln(
∫

ρmdmx
∫

ρndnx) = ln 1 = 0

Again, the “≤” comes from Jensen’s inequality.

Property 3. (Negativity of Entropy): For any N ∈ N, the entropy of µN is always

non-positive, i.e.

S(µN ) ≤ 0. (2.17)

The equality occurs if and only if the measure µN is the normalized uniform Lebesgue

measure on ΛN , i.e. µN (dNx) = 1
|Λ|N dNx.

Indeed, a) if µN (dNx) = 1
|Λ|N dNx, then

ln(|Λ|N dµN

dNx
) = ln 1 = 0;

b) using the fact that the function x 7→ x lnx is convex, we have

− ∫
ln(|Λ|N dµN

dxN )µN (dNx)

= − ∫
ln(|Λ|NρN )ρNdNx

= − ∫
ln(|Λ|NρN )|Λ|NρN

dNx
|Λ|N

≤ − ∫
(|Λ|NρN ) 1

|Λ|N dNx · ln ∫
(|Λ|NρN ) 1

|Λ|N dNx

= − ln 1 = 0

Once again, the “≤” comes from Jensen’s Inequality, with x lnx convex.
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Remark 2. The combination of subadditivity and negativity properties of entropy ac-

tually implies the decrease property of entropy.

Now we extend the concept of entropy to compatible sequences of probability mea-

sures {(1)µ, (2)µ, (3)µ, · · · }. By “compatibility”, we mean the marginal measures of lower

indices can be obtained from integrating the marginal measures of higher indices, i.e.,

(n)µ =
∫

Λm−n

(m)µ(dnxdm−nx), ∀m > n. (2.18)

Definition 3. (Mean Entropy) For a sequence of “compatible” probability measures

µ = {(1)µ, (2)µ, (3)µ, · · · } we define the mean entropy of µ by

S (µ) := lim
n→∞

1
n

S((n)µ), (2.19)

where S((n)µ) := − ∫
Λn

(n)µ ln(|Λ|n (n)µ)dnx as before.

Theorem 4. S is well-defined, in the sense that S might be −∞, but if inf 1
nS((n)µ) >

−∞, then a unique finite limit lim
n→∞

1
nS((n)µ) exists and equals inf 1

nS((n)µ).

Proof of Theorem 4. Assume inf 1
nS((n)µ) = c > −∞, then for any ε > 0, there

always exists n0 ∈ N, such that

c ≤ 1
n0

S((n0)µ) < c + ε. (2.20)

Now for any n ∈ N, with the chosen n0, there exist positive integers A and B, satisfying

0 ≤ B < n0, such that

n = An0 + B. (2.21)

Using the subadditivity and decrease of entropy, we have

1
nS((n)µ) ≤ A

n S((n0)µ) + 1
nS((B)µ)

≤ A
n n0(c + ε) + B

n S((1)µ)
(2.22)

Let n →∞, A
n → n0, so

lim sup
n→∞

1
n

S((n)µ) ≤ c + ε. (2.23)

Then by the arbitrariness of ε, we get our desired limit

lim
n→∞

1
n

S((n)µ) = c = inf
1
n

S((n)µ). (2.24)
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Property 4. The mean entropy functional is affine linear, i.e. for all α ∈ [0, 1],

S
(
αµ + (1− α)ν

)
= αS (µ) + (1− α)S (ν). (2.25)

Remark 3. The convex linear combination of permutational symmetric probability mea-

sures is still a permutational symmetric probability measure, i.e., αµ+(1−α)ν ∈ P(ΛN)

for µ, ν ∈ P(ΛN).

Proof of Property 4. a) Let ρ(x) and %(x) be the density functions of µ and ν,

respectively. Since the function f(x) = x lnx is convex, by the definition of convexity,

i.e. f [αρ + (1− α)%] ≤ αf(ρ) + (1− α)f(%), we have

[αρ + (1− α)%] ln[αρ + (1− α)%] ≤ αρ ln ρ + (1− α)% ln % (2.26)

Using the definition of mean entropy,

S (αµ + (1− α)µ) ≥ αS (µ) + (1− α)S (µ) (2.27)

b) Let ρn and %n be the density functions of µn and νn respectively. Simply notice that

ρn and %n are non-negative, so that for 0 ≤ α ≤ 1,

αρn + (1− α)%n

ρn
≥ αρn

ρn
= α (2.28)

and similarly,

αρn + (1− α)%n

ρn
≥ (1− α)ρn

%n
= 1− α (2.29)

Then
∫

[αρn + (1− α)%n] ln[αρn + (1− α)%n]dnx

−α
∫

ρn ln ρndnx− (1− α)
∫

%n ln %ndnx

= α
∫

ρn ln
αρn + (1− α)%n

ρn
dnx + (1− α)

∫
%n ln

αρn + (1− α)%n

%n
dnx

≥ α
∫

ρn lnαdnx + (1− α)
∫

%n ln(1− α)dnx

= α lnα + (1− α) ln(1− α).

Now divide the inequality above by n and take the limit n → ∞, then the right hand

side implies lim
n→∞

1
n [α lnα + (1− α) ln(1− α)] = 0, and thus

αS (µ) + (1− α)S (µ) ≥ S (αµ + (1− α)µ). (2.30)



22

Put parts a) and b) together, we get the desired equality

αS (µ) + (1− α)S (µ) = S (αµ + (1− α)µ). (2.31)

2.2.2 The Continuum Limit

Messer-Spohn’s convergence result implies that there is a solution to the Euler-Lagrange

equation,

ρ(x) =
e−

∫
Λ U(x,y)ρ(y)dy

∫
e−

∫
Λ U(x,y)ρ(y)dydx

,

associated with the problem for finding min
ρ

F(ρ), with

F(ρ) =
1
2

∫

Λ

∫

Λ
U(x, y)ρ(x)ρ(y)dxdy +

∫

Λ
ρ(x) ln(|Λ|ρ(x))dx

where ρ ∈ (P ∩ L1 ∩ L1 lnL1)(Λ). Here, for simplicity, the interaction U is continuous

and bounded, the domain Λ is simply connected and bounded. Moreover, whenever a

unique minimizer exists, there exists an approximating sequence. The whole procedure

runs as follows:

Step 1. We define a functional G(N) on (P ∩ L1 ∩ L1 lnL1)(ΛN ) by

G(N)(µN ) =
1

2N

∫

ΛN

∑∑

1≤k 6=l≤N

U(xk, xl)dµN +
∫

ΛN

ln
(|Λ|N dµN

dNx

)
dµN (2.32)

for any permutational symmetric distribution measure µN ∈ (P ∩ L1 ∩ L1 lnL1)(ΛN ).

It is known that G(N)(µN ) has a unique minimizer in (P∩L1 ∩L1 lnL1)(ΛN ) given by

dµ(N)(x1, · · · , xN ) =

exp{− 1
2N

∑ ∑
1≤k 6=l≤N

U(xk, xl)}
∫

exp{− 1
2N

∑ ∑
1≤k 6=l≤N

U(xk, xl)}dNx
dNx. (2.33)

Indeed, let µ′N (x1, · · · , xN ) be the Radon-Nikodym derivative (probability density

function) of µN with respect to dxN , and naturally require2 that G(µ′N ) = G(µN ). Then

we vary the probability density µ′N by εδµ′N
for a “compatible” density function δµ′N

2Here there is a little abuse of notation, as G is originally defined on the space of distribution mea-
sures, but it does not hurt to let G act “alternatively” on corresponding distribution density functions
with the same image values.
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such that µ′N + εδµ′N
is still a probability density function. Thus, with a Lagrange

multiplier η for the constraint
∫

(µ′N + εδµ′N
)dxN = 1,

G(N)(µ′N + εδµ′N
) + η(

∫
ΛN (µ′N + εδµ′N

)dxN − 1)

= 1
2N

∫
ΛN

∑ ∑
1≤k 6=l≤N

U(xk, xl)(µ′N + εδµ′N
)dxN

+
∫
ΛN (µ′N + εδµ′N

) ln
(|Λ|N (µ′N + εδµ′N

)
)
dxN + η

[ ∫
ΛN (µ′N + εδµ′N

)dxN − 1
]

Differentiate the equation above with respect to ε and evaluate at ε = 0, we get

∂

∂ε

∣∣∣
ε=0

{
G(N)(µ′N + εδµ′N

) + η(
∫

ΛN

(µ′N + εδµ′N
)dxN − 1)

}

= 1
2N

∫
ΛN

∑ ∑
1≤k 6=l≤N

U(xk, xl)δµ′N
dxN +

∫
ΛN δµ′N

[
ln

(|Λ|Nµ′N
)

+ 1
]
dxN + η

∫
ΛN δµ′N

dxN ,

which equals 0 for all “compatible” density function δµ′N
, if µ′N is a minimizer of F. So

that

1
2N

∑∑

1≤k 6=l≤N

U(xk, xl) +
[
ln

(|Λ|Nµ′N
)

+ 1
]

+ η = 0

and thus

µ′N =
1

|Λ|N exp{−1− η − 1
2N

∑∑

1≤k 6=l≤N

U(xk, xl)}

Finally, by the constraint that
∫

µ′NdxN = 1, we arrive at the representation of the

density functions of minimizers

µ′N (x1, · · · , xN ) =

exp
[
− 1

2N

∑ ∑
1≤k 6=l≤N

U(xk, xl)
]

∫
ΛN exp

[
− 1

2N

∑ ∑
1≤k 6=l≤N

U(xk, xl)
]
dxN

This shows (2.33).

Step 2. We show that inf
ρ

F(ρ) ≥ lim sup
N→∞

1
N G(N)(µ(N)).

Proof of Step 2. For any product measure with its density denoted by ρ⊗N , we
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compute G(N)(ρ⊗N ) as follows:

G(N)(ρ⊗N ) = 1
2N

∫
ΛN

∑ ∑
1≤k 6=l≤N

U(xk, xl)ρ⊗N (x1, · · · , xN )dx1 · · ·dxN

+
∫
ΛN ρ⊗N (x1, · · · , xN ) ln

(|Λ|Nρ⊗N (x1, · · · , xN )
)
dx1 · · ·dxN

= 1
2N

∑ ∑
1≤k 6=l≤N

∫
ΛN U(xk, xl)ρ(x1) · · · ρ(xN )dx1 · · ·dxN

+
∫
ΛN ρ(x1) · · · ρ(xN ) ln

(|Λ|Nρ(x1) · · · ρ(xN )
)
dx1 · · ·dxN

= 1
2N

∑ ∑
1≤k 6=l≤N

∫
Λ2 U(xk, xl)ρ(xk)ρ(xl)dxkdxl

+
∫
ΛN ρ(x1) · · · ρ(xN )

N∑
i=1

ln
(|Λ|ρ(xi)

)
dx1 · · ·dxN

= N(N−1)
2N

∫
Λ2 U(x, y)ρ(x)ρ(y)dxdy +

N∑
i=1

∫
Λ ρ(xi) ln

(|Λ|ρ(xi)
)
dxi

= N−1
2

∫
Λ2 U(x, y)ρ(x)ρ(y)dxdy + N

∫
Λ ρ(x) ln

(|Λ|ρ(x)
)
dx

Divide by N to get

1
N G(N)(ρ⊗N ) = N−1

2N

∫
Λ2 U(x, y)ρ(x)ρ(y)dxdy +

∫
Λ ρ(x) ln

(|Λ|ρ(x)
)
dx

= F(ρ)− 1
2N

∫
Λ2 U(x, y)ρ(x)ρ(y)dxdy.

Since U is continuous and bounded, 1
2N

∫
Λ2 U(x, y)ρ(x)ρ(y)dxdy → 0 as N →∞, thus

1
N

G(N)(µ′N
(N)) ≤ 1

N
G(N)(ρ⊗N ) ≤ F(ρ) + O(

1
N

) (2.34)

and hence, as N →∞,

lim sup
N→∞

1
N

G(N)(µ′N
(N)) ≤ F(ρ), ∀ρ. (2.35)

Finally, taking infimum with respect to ρ, we get

lim sup
N→∞

1
N

G(N)(µ′N
(N)) ≤ inf

ρ
F(ρ). (2.36)

Step 3. In the following, we want to show that

lim inf
N→∞

1
N

G(N)(µ′N
(N)) ≥ inf

ρ
F(ρ), (2.37)

so that together with the previous step, the limit lim
N→∞

1
N G(N)(µ′N

(N)) exists and equals

to inf
ρ

F(ρ).

Step 3a) Consider the marginal measure (n)µ(N)(dnx) :=
∫
ΛN−n µ(N)(dnxdN−nx).

Since Λ is bounded, Λ̄ is compact, then P(Λ̄n) is a compact and convex set. (Remark:
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P(Λ̄N) is also compact by Tychonoff’s Theorem.) So by extracting a subsequence (if

necessary), there exists a permutational symmetric probability measure (n)µ, such that

(n)µ(N) ⇀ (n)µ as N →∞ (2.38)

the notation “⇀” represents weak convergence, i.e.
∫

Λn

ψ(x1, · · · , xn)(n)µ(N)dnx →
∫

Λn

ψ(x1, · · · , xn)(n)µdnx, ∀ψ ∈ C0
b (ΛN ) (2.39)

In particular,
∫

Λ

∫

Λ
U(x, y)(2)µ(N)dxdy →

∫

Λ

∫

Λ
U(x, y)(2)µdxdy, as N →∞. (2.40)

Step 3b) Fix n, similar to (2.21), N = Mn+L, where 0 ≤ L < n. Then by subadditivity

and negativity of entropy,

1
N S(µ(N)) = 1

N S((Mn+L)µ(N)) ≤ 1
N S((Mn)µ(N)) + 1

N S((L)µ(N))

≤ M
N S((n)µ(N)) + 1

N S((L)µ(N)) ≤ M
N S((n)µ(N))

(2.41)

Notice that:

1) M
N → 1

n as N →∞;

2) lim sup
N→∞

S((n)µ(N)) ≤ S((n)µ) by the upper semi-continuity of entropy (cf. Theorem

4.2.9 in [Kel98]; Propositions 3 and 4 in [RoRu67])3.

Combining 1) and 2), we deduce

lim sup
N→∞

1
N

S(µ(N)) ≤ 1
n

S((n)µ) (2.42)

where the right hand side depends on n, but the left hand side is independent of n.

Step 3c) Let n → ∞, since lim
N→∞

1
nS((n)µ) = S (µ) by the definition of entropy per

particle (“mean entropy of the state µ” in [RoRu67]),

lim sup
N→∞

1
N

S(µ(N)) ≤ S (µ). (2.43)

Step 3d) Together with the fact that the energy functional E defined by

E(µN ) =
1

2N

∫

ΛN

∑∑

1≤k 6=l≤N

U(xk, xl)dµN (2.44)

3The main idea of the proof, which is omitted here, is to express the entropy functional as the limit
of a decreasing sequence of continuous functionals. Moreover, it can be shown that each continuous
functional is concave.
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is linear, so far we have

lim inf
N→∞

1
N

G(N)(µ(N)) = lim inf
N→∞

1
N

[
E(µ(N))− S(µ(N))

]
≥ inf

µ
F (µ) (2.45)

where µ is any weak limit point of the sequence µ(N), and functional F is the “free

energy per particle” defined as F (µ) = lim
N→∞

1
n

[
E((n)µ) − S((n)µ)

]
. The job left is

to transfer F (µ) to F(ρ). Indeed, any weak limit point of {µ(N)} is a permutation

invariant measure on ΛN. Moreover, Hewitt and Savage [HeSa55] proved that ∀µ ∈
P(ΛN),∃π ∈ P(P(Λ)), s.t.

µ =
∫

P(Λ)
ρ⊗Ndπ(ρ|µ), (n)µ =

∫

P(Λ)
ρ⊗ndπ(ρ|µ) (2.46)

Note that ρ here is the integration variable.4 Hence, utilizing the affine linearity of

entropy, we have the following:

F (µ) =
∫
P(Λ)

{
1
2

∫
Λ

∫
Λ U(x, y)ρ(x)ρ(y)dxdy +

∫
Λ ρ(x) ln(|Λ|ρ(x))dx

}
dπ(ρ|µ)

≥ inf
ρ

F(ρ)

(2.47)

Combining the steps 2 and 3 above, we proved that lim
N→∞

1
N G(N)(µ(N)) exists and

equals to inf
µ

F (µ) = inf
ρ

F(ρ). Moreover, since inf
µ

F (µ) is attained by any limit point,

it is actually min
µ

F (µ). Finally, notice that if µ is a weak limit point of the sequence

{µ(N)}, then the decomposition measure π(dρ|µ) has to concentrate on the set of min-

imizers of F, because otherwise the equality F (µ) = inf
ρ

F(ρ) would be violated. As a

result,

F (µ) =
1
2

∫

Λ

∫

Λ
U(x, y)ρ(x)ρ(y)dxdy +

∫

Λ
ρ(x) ln(|Λ|ρ(x))dx, (2.48)

for any ρ a minimizer of the free energy functional F.

As a summary, when the uniqueness of solution ρ to the equation (2.1) holds, then

an approximating sequence {(1)µ(N)}∞N=1 exists, each term of which is the first marginal

measure of an explicitly represented minimizer µ(N) of the free energy functional G(N).

4One can think this integral on the functional space P(Λ) as a “weighted average” of all product
measures ρ⊗N and ρ⊗n respectively, for ρ ∈ P(Λ). The decomposition measure dπ tells the weight on
each ρ ∈ P(Λ), which is determined by the “resulted average” µ.
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More generally, when the uniqueness does not hold, the technique of Messer-Spohn still

proves the existence of solutions, but does not provide an approximating sequence for

any of them.

2.3 An Immediate Generalization: Incorporating External Fields

In this section, we generalize the canonical ensembles (2.3) to the following canonical

ensembles with the external field ψ:

µ(N)(dx1, · · · ,dxN ) = Z(N)−1 exp
[ N∑

k=1

ψ(xk)− 1
2(N − 1)

∑∑

1≤j 6=k≤N

U(xj , xk)
]
dNx,

(2.49)

where the corresponding canonical partition function is modified into

Z(N) =
∫

exp
[ N∑

k=1

ψ(xk)− 1
2(N − 1)

∑∑

1≤j 6=k≤N

U(xj , xk)
]
dNx. (2.50)

The weak limit points µ of the sequence {µ(N)}∞N=1 are superpositions of the solutions

ρ to the following Euler-Lagrange equation:

ρ(x) =
eψ(x)−∫

U(x,y)ρ(y)dy

∫
eψ(x)−∫

U(x,y)ρ(y)dydx
. (2.51)

If we set J(x) = eψ(x), then the equation above can be rewritten as

ρ(x) =
J(x)e−

∫
Λ U(x,y)ρ(y)dy

∫
J(x)e−

∫
Λ U(x,y)ρ(y)dydx

, (2.52)

the same type of equation as (2.1), but with an extra factor J(x). When the function

J does not change its sign — naturally satisfied by the construction J(x) = eψ — the

equation (2.52) can be translated into the original fixed point equation (2.1) easily.

There are two ways to do so, one is to absorb J into U , while the other is to absorb J

into dx.

Method 1. Absorb J(x) into U(x, y).

This method works pretty smoothly when J is bounded away from zero in Λ, even when

J takes on only negative values.
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Case 1. J ∈ C0
b (Λ), J ≥ C0 > 0, for some C0 ∈ R+. ρ ∈ (P ∩ L1 ∩ L1 lnL1)(Λ).

Let Ũ(x, y) = U(x, y)− lnJ(x)− lnJ(y), then

∫
Λ Ũ(x, y)ρ(y)dy =

∫
Λ U(x, y)ρ(y)dy − ∫

Λ lnJ(x)ρ(y)dy − ∫
Λ lnJ(y)ρ(y)dy

= −C − lnJ(x) +
∫
Λ U(x, y)ρ(y)dy

(2.53)

where we denote
∫
Λ ρ(y) ln J(y)dy by C. Now

e−
∫
Λ Ũ(x,y)ρ(y)dy = eCJ(x)e−

∫
Λ U(x,y)ρ(y)dy (2.54)

and thus

e−
∫
Λ Ũ(x,y)ρ(y)dy

∫
e−

∫
Λ Ũ(x,y)ρ(y)dydx

=
eCJ(x)e−

∫
Λ U(x,y)ρ(y)dy

eC
∫

J(x)e−
∫
Λ U(x,y)ρ(y)dy

= ρ(x) (2.55)

i.e. equation (2.52) becomes

ρ(x) =
e−

∫
Λ Ũ(x,y)ρ(y)dy

∫
e−

∫
Λ Ũ(x,y)ρ(y)dydx

(2.56)

which has the same form as our original problem (2.1). Note that the Ũ here also

belongs to C0
b (Λ2), same as U does. Hence all the tricks we did for (2.1) work here.

Case 2. J ∈ C0
b (Λ), J ≤ C0 < 0, for some C0 ∈ R+. ρ ∈ (P ∩ L1 ∩ L1 lnL1)(Λ).

Let J̃(x) = −J(x), then equation (2.52) is equivalent to

ρ(x) =
J̃(x)e−

∫
Λ U(x,y)ρ(y)dy

∫
J̃(x)e−

∫
Λ U(x,y)ρ(y)dydx

(2.57)

where J̃ ∈ C0
b (Λ), J̃ ≥ C0 > 0. In this way, we transform case 2) to case 1).

Method 2. Absorb J(x) into dx.

This method may seem “unnatural” at the first glance. As we’ll see, however, it gives

us more advantage to generalize problem (2.52) to its counterpart with a wider class of

ρ’s.

Case 1. To warm up with this method, let’s put aside the generalization first, and return

to our original problem (2.1), with a normalized uniform measure defined as dλ = 1
|Λ|dx.

The motivation is to make dλ a probability measure, and at the same time to eliminate

the |Λ| inside “ln” in the definition of entropy.

For any probability measure µ, let ρ(x) be its density function with respect to dx,

and ρ̃(x) = dµ
dλ be the relative density with respect to dλ. We show that the variational
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problem for finding min
ρ̃

F(ρ̃), where F(ρ̃) := F(ρ), gives the same equation as (2.1).

Indeed, by using Lagrange multiplier, define

F (ρ̃, σ) = 1
2

∫
Λ

∫
Λ U(x, y)ρ̃(x)ρ̃(y)dλ(x)dλ(y) +

∫
Λ ρ̃(x) ln(ρ̃(x))dλ(x)

+σ[
∫
Λ ρ̃(x)dλ(x)− 1]

(2.58)

With a similar procedure as in Subsection 2.2.2 Step 1, we get the Euler-Lagrange

equation for minF(ρ̃),

ρ̃(x) =
e−

∫
Λ U(x,y)ρ̃(y)dλ(y)

∫
Λ e−

∫
Λ U(x,y)ρ̃(y)dλ(y)dλ(x)

(2.59)

which coincides with the original equation (2.1).

Case 2. Now, coming back to problem (2.1), we define dλ = J(x)∫
Λ J(y)dy

dx, we again check

that the variational problem also gives the same problem as (2.1). In fact, the new λ

here satisfies
∫
Λ dλ = 1. For µ(dx) = ρ(x)dλ and the functional

F(ρ) =
1
2

∫

Λ

∫

Λ
U(x, y)ρ(x)ρ(y)dλ(x)dλ(y) +

∫

Λ
ρ(x) ln[|Λ|nρ(x)]dx, (2.60)

we define, analogously to (34),

F (ρ, σ) = 1
2

∫
Λ

∫
Λ U(x, y)ρ(x)ρ(y)dλ(x)dλ(y) +

∫
Λ ρ(x) ln[|Λ|nρ(x)]dx

+σ[
∫
Λ ρ(x)dλ(x)− 1]

(2.61)

Imitating the process for Case 1, the following procedure goes through again:

F (ρ + εδρ̃, σ) = 1
2

∫
Λ

∫
Λ U(x, y)(ρ + εδρ̃)(x)(ρ + εδρ̃)(y)dλ(x)dλ(y)

+
∫
Λ(ρ + εδρ̃)(x) ln[|Λ|n(ρ + εδρ̃)(x)]dx

+σ[
∫
Λ(ρ + εδρ̃)(x)dλ(x)− 1]

∂F (ρ + εδρ̃, σ)
∂ε

|ε=0 =
∫
Λ

∫
Λ U(x, y)ρ(y)δρ̃(x)dλ(x)dλ(y)

+
∫
Λ

(
δρ̃(x) ln[|Λ|nρ(x)] + δρ̃(x)

|Λ|n
)
dλ(x) + σ

∫
Λ δρ̃(x)dλ(x)

=
∫
Λ

{ ∫
Λ U(x, y)ρ(y)dλ(y) + ln |Λ|nρ(x) + 1

|Λ|n + σ
}
δρ̃(x)dλ(x)

= 0

Thus,

∫

Λ
U(x, y)ρ(y)dλ(y) + ln |Λ|nρ(x) +

1
|Λ|n + σ = 0 (2.62)
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and then

ρ(x) =
1
|Λ|n e

− 1
|Λ|n−σ

e−
∫
Λ U(x,y)ρ(y)dλ(y) (2.63)

Integrate both side with respect to dλ, we get

1 =
∫

Λ
ρ(x)dλ(x) =

1
|Λ|n e

− 1
|Λ|n−σ

∫

Λ
e−

∫
Λ U(x,y)ρ(y)dλ(y)dλ(x) (2.64)

and

1
|Λ|n e

− 1
|Λ|n−σ =

[ ∫

Λ
e−

∫
Λ U(x,y)ρ(y)dλ(y)dλ(x)

]−1

Finally, the following equation is deduced

ρ(x) =
e−

∫
Λ U(x,y)ρ(y)dλ(y)

∫
Λ e−

∫
Λ U(x,y)ρ(y)dλ(y)dλ(x)

(2.65)

At this point, the extra function J is gone, and the technique of Messer-Spohn intro-

duced can work smoothly again.

2.4 Another Generalization: A Random Coupling Constant c

In this section we introduce the generalization of Messer and Spohn’s technique to a

model with coupling constants, i.e., the canonical ensemble measure is now defined by

µ(N)(dx1, · · · ,dxN ) = Z(N)−1 exp
[
− 1

2

∑ ∑

1≤j 6=k≤N

cjckU(|sj − sk|)
] ∏

k

f(ck)dckdNx,

(2.66)

with the canonical partition function

Z(N) =
∫

exp
[
− 1

2

∑ ∑

1≤j 6=k≤N

cjckU(|sj − sk|)
] ∏

k

f(ck)dckdNx. (2.67)

The coupling constants {cj}N
j=1 are a sequence of i.i.d. (independent and identically

distributed) real numbers, distributed according to a distribution density function f(c).

When N → ∞, the weak limit points of the sequence are characterized by the mini-

mizers of the free energy functional

F(ρ) =
1
2

∫

Λ2

∫

R2

c1c2U(x1, x2)ρ(x1)ρ(x2)f(c1)f(c2)d2cd2x +
∫

Λ
ρ(x) ln(|Λ|ρ(x))dx.
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(2.68)

Besides, each weak limit point µ is a superposition of the typical canonical ensemble

measures ρ, in the sense that

(n)µ =
∫

P(Λ)
ζ⊗ndν(ζ|µ) (2.69)

where the decomposition measure ν concentrates on the set of minimizers ρ of F. More-

over, any minimizer ρ satisfies the Euler-Lagrange equation, i.e., the fixed point prob-

lem,

ρ(x; c) =
e−

∫
Λ

∫
R cc′U(x,y)ρ(y)f(c′)dc′dy

∫
Λ

∫
R e−

∫
Λ

∫
R cc′U(x,y)ρ(y)f(c′)dc′dyf(c)dcdx

(2.70)

Such a setup generalizes the Euler-Lagrange equation (1.43) with only two choices for

the value of the constant γ to a broader type of equations. If we choose f(c) = δγ , in

particular, then the original (1.43) is recovered as a special case.

In the next chapter, an even broader type of equations with Λ = Sd will be discussed.
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Chapter 3

The Generalized Prescribed Q-Curvature Problem

Now we come to the statistical mechanics approach to the generalized prescribed Q-

curvature problem, where Λ = Sd ⊂ Rd+1, and the interaction, denoted by U , is no

longer continuous and bounded but has logarithmic singularities. We follow [KiWa12],

where the 2-dim problem was studied, with an application to incompressible, inviscid

fluid flows on S2.

Define the canonical ensemble measure as

dµ(N) = 〈ZN 〉−1
f e

−β

(
1

N−1

∑ ∑
j<k

cjckU(sj ,sk)+ γ
∑
k

ckV (sk)

)

d%N
f (3.1)

and the partition function as

〈ZN 〉f (β, γ) def=
∫

(Sd×R)N

e
−β

(
1

N−1

∑ ∑
j<k

cjckU(sj ,sk)+ γ
∑
k

ckV (sk)

)

d%N
f (3.2)

where the abbreviation
∑∑
j<k

means the double sum over 1 ≤ j < k ≤ N ,
∑
k

means

the sum over 1 ≤ k ≤ N , and d%f (s, c) ≡ f(c)dcddα(s), d%N
f is the abbreviation of

∏N
j=1 d%f (sj , cj), with f the probability distribution of the random variable c on R.

Here ddα is the normalized uniform measure on Sd, while ddα is the standard uniform

measure on Sd, so that

ddα =
1

α(d)
ddα (3.3)

in which the constant α(d) stands for the area of the d-dim unit sphere, i.e.

α(d) = Area(Sd) =





2
k!

πk+1 ifd = 2k + 1

2(2π)k

(2k − 1)!!
ifd = 2k

(3.4)

The integral (3.2) can be estimated from above by adapting the strategy from

[CLMP92], [Kie93], and [Kie11], using either a multi-variable Hölder inequality, the
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inequality of arithmetic and geometric means, or simply Jensen’s inequality w.r.t.

1
N

∑N
j=1( · ), and noting that the resulting integral factors into an N − 1 fold product:

∫
(Sd×R)N e

−β

(
1

N−1

∑ ∑
j<k

cjckU(sj ,sk)+γ
∑
k

ckV (sk)

)

d%N
f

=
∫
(Sd×R)N

(
N∏

k=1

∏
j 6=k

e
−β 1

2(N−1)
cjckU(sj ,sk)

)
· e
−βγ

∑
k

ckV (sk)
d%N

f

=
∫
(Sd×R)N

(
N∏

k=1

∏
j 6=k

e
−β N

2(N−1)
cjckU(sj ,sk)

) 1
N

· e
−βγ

∑
k

ckV (sk)
d%N

f

≤ ∫
(Sd×R)N

1
N

(
N∑

k=1

∏
j 6=k

e
−β N

2(N−1)
cjckU(sj ,sk)

)
· e
−βγ

∑
k

ckV (sk)
d%N

f

= 1
N

N∑
k=1

∫
(Sd×R)N

(
∏
j 6=k

e
−β N

2(N−1)
cjckU(sj ,sk)−βγcjV (sj)

)
· e−βγckV (sk)d%N

f

=
∫
(Sd×R)N

(
∏
j 6=1

e
−β N

2(N−1)
cjc1U(sj ,s1)−βγcjV (sj)

)
· e−βγc1V (s1)d%N

f

=
∫
Sd×R

[∫
Sd×R e

− N
2(N−1)

βcc′U(s,s′)
e−βγc′V (s′)d%′f

]N−1

e−βγcV (s)d%f

(3.5)

where d%f = f(c)dcddα(s) and d%′f = f(c′)dc′ddα(s′). By Fubini-Tonelli, we can

exchange the order of integration in the (s, c), respectively (s′, c′) variables.

Suppose first that the support of f is bounded (hence compact). Let c = min supp (f)

and c = max supp (f). Denote max |V (s)| by MV . Then e−βγcV (s) < C(β, γ), and it

suffices to address the ddα′ integral. Now, suppose U is the Green’s function of the

GJMS operator in the form of

U(s, s′) = C(d) ln
1

|s− s′| + constant term (3.6)

with both the positive coefficient C(d) and the constant term depending on d. More

precisely, when the dimension d is even, d = 2k, the constant

C(d) =
1

22k−2[(k − 1)!]2α(2k − 1)
=

1
22k−1πk(k − 1)!

(3.7)

Besides, the constant term is bounded below. We note that the additive constant in U

does not change the integrability of the ddα′ integral. Thus, the ddα′ integral on the

right hand side of (3.5) behaves like
∫ ε
0 xpdx with p = (d− 1)+ N

2(N−1)βcc′C(d), so it is

finite if and only if cc′β > a(N), with a(N) = − 2d
C(d)(1− 1

N ). Clearly, β = 0 is always

allowed, but nonzero β values are restricted in an f -dependent manner. Namely, if f
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is supported on both positive and negative c-values, then we have

− 2d
C(d)

(1− 1/N)/cc > β > − 2d
C(d)

(1− 1/N)/max{c2, c2}, (3.8)

whereas in case that supp (f) ⊂ R+ or supp (f) ⊂ R−, we just have

β > − 2d
C(d)

(1− 1/N)/max{c2, c2} (3.9)

as sufficient condition(s) for the existence of r.h.s.(3.5), and thus of l.h.s.(3.5).

Whether these strict bounds are also necessary depends on the shape of f . Take

for instance the special case where supp (f) ⊂ R+. If we now set β = − 2d
C(d)(1 −

1/N)/c2 and c = c then, viewed as function of c′, the ddα′ integral will diverge when c′

approaches c, but if f(c′) appoaches zero fast enough when c′ → c then the c′ integral

will still be finite, and the strict inequality in (3.9) can be changed into a non-strict

inequality. Similarly the other cases for supp (f) can be discussed. In any event, a simple

calculus exercise shows that l.h.s.(3.5) diverges if β < − 2d
C(d)(1−1/N)/max{c2, c2} and,

in case that supp f lives on both positive and negative values, also if β > − 2d
C(d)(1 −

1/N)/cc.

Next, suppose that supp (f) is unbounded. Then c = −∞ or c = +∞ (note that

both can be true simultaneously). Now, if supp (f) lives on both positive and negative

values, then β = 0 is the only allowed β value for l.h.s. (3.5) to be finite; this case will

therefore not be discussed any further. Therefore, let supp (f) ⊂ R+ or supp (f) ⊂ R−;

in the former case 0 ≤ c < c = ∞, while in the latter case 0 ≥ c > c = −∞. In either

of these two cases, β ≥ 0 is the necessary and sufficient condition for the ddα′ integral

in (3.5) to be finite. However, now that cc′ ≥ 0 can be arbitrarily large, when β > 0

there will be a c∗(β, γ), no matter what γ is, such that the dc′ integral will not exist

for c > c∗(β, γ) if f(c′) does not decay to zero faster than exponential. But even if f

decays superexponentially fast to zero, it is not clear whether r.h.s. (3.5) is bounded

by some CN or not.

For this reason we henceforth assume that f has compact support, leaving the case of

unbounded support (which includes the interesting Gauss distribution) for some future

work. We are now ready to state and prove our main results.
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3.1 The Main Results and Their Proofs

We first prove that ln〈ZN 〉f (β, γ) = N ff (β, γ) + o(N).

Theorem 5. Suppose that supp (f) is compact. If f is supported on both positive and

negative c-values, let β satisfy

− 2d
C(d)

/cc > β > − 2d
C(d)

/max{c2, c2}, (3.10)

whereas in case that supp (f) ⊂ R+ or supp (f) ⊂ R−, suppose merely that

β > − 2d
C(d)

/max{c2, c2}. (3.11)

Then

lim
N→∞

1
N ln〈ZN 〉f (β, γ) = ff (β, γ) exists, (3.12)

where ff (β, γ) is a non-negative, bi-convex real function, with ff (0, γ) = 0.

Proof of Theorem 5:

We define the abbreviation ln〈ZN 〉f (β, γ) def= F
(N)
f (β, γ), explicitly

F
(N)
f (β, γ) = ln

∫

(Sd×R)N

e
−β

(
1

N−1

∑ ∑
j<k

cjckU(sj ,sk)+γ
∑
k

ckV (sk)

)

d%N
f . (3.13)

Note first that F
(N)
f (0, γ) = 0 ∀N , so ff (0, γ) exists and ff (0, γ) = 0, indeed.

Note next that Jensen’s inequality w.r.t. ddαN yields

ln
∫

(Sd×R)N

e
−β

(
1

N−1

∑ ∑
j<k

cjckU(sj ,sk)+γ
∑
k

ckV (sk)

)

d%N
f ≥ 0 (3.14)

for all β satisfying (3.10), respectively (3.11), and arbitrary γ. To arrive at (3.14) we

also used the integration condition

∫

Sd
U(s, s′)ddα(s′) = 0 ∀ s ∈ Sd, (3.15)

and
∫
Sd V (sk)ddα = 0, and finally

∫
R f(c)dc = 1. Thus,

lim inf
N→∞

1
N F

(N)
f (β, γ) ≥ 0. (3.16)
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Incidentally, a complementary upper bound to N−1F
(N)
f (β, γ) is obtained by noting

that for each β satisfying the bounds pertinent to the support properties of f , eventually

N will be large enough so that also (3.8), respectively (3.9) is satisfied. Now the upper

bound r.h.s.(3.5) provides the upper bound

lim sup
N→∞

1
N F

(N)
f (β, γ) ≤ ln sup

s,c

∫

Sd×R
e−

1
2
βcc′U(s,s′)e−βγc′V (s′)d%′f (3.17)

for all β satisfying (3.10), respectively (3.11), and arbitrary γ. The upper and lower

bounds on N−1F
(N)
f (β, γ) guarantee the existence of limit points for the sequence N 7→

N−1F
(N)
f (β, γ), but not yet a limit.

The existence of a non-negative limit (3.12) follows from (3.16) and:

Proposition 1. Let β satisfy (3.10) or (3.11), pertinent to f . Also let N = N1 + N2

be big enough such that (3.8) or (3.9) hold irrespective of whether N1 or N2 replace N ,

there. Then F
(N)
f (β, γ) is sub-additive in the sense that

F
(N)
f (β, γ) ≤ F

(N1)
f (β, γ) + F

(N2)
f (β, γ). (3.18)

Proof of Proposition 1:

The proof follows closely the proof of proposition 1 in [Kie11], which has a precurser

in [Kie93]. Namely, we note that (3.13) is the maximum for the effective entropy of

%(N) ∈ Ps((Sd × R)N ), N ≥ 2, given by

S (N)
β,γ

(
%(N)

)≡R(N)
(
%(N)|%N

f

)
− β%(N)

[
1

N−1

∑ ∑
1≤j<k≤N

cjckU(sj , sk)+γ
∑

1≤k≤N

ckV (sk)
]

(3.19)

where the entropy of %(N) relative to %N
f ∈ Ps((Sd × R)N ) is defined by

R(N)
(
%(N)|%N

f

)
= −

∫

Sd×R
ln

[
d%(N)

d%N
f

]
d%(N) (3.20)

if %(N) is absolutely continuous w.r.t. %N
f , and provided the integral in (3.20) exists;

in all other cases, R(N)
(
%(N)|%N

f

)
:= −∞. Moreover, %(N) ( · ) denotes expected value

∫
( · )%(N)

(
ddαN

∏N fdc
)
. For N ≥ 2, when β satisfies (3.10), respectively (3.11), and

for arbitrary γ, the effective entropy functional (3.19) achieves its supremum at the
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unique normalized measure

%
(N)
β,γ (d%N

f ) =
e
−β

(
1

N−1

∑ ∑
j<k

cjckU(sj ,sk)+γ
∑
k

ckV (sk)

)

d%N
f

∫

(Sd×R)N

e
−β

(
1

N−1

∑ ∑
j<k

cjckU(sj ,sk)+γ
∑
k

ckV (sk)

)

d%N
f

; (3.21)

here again,
∑
k

=
∑

1≤k≤N

, while
∑∑

j<k

=
∑∑

1≤j<k≤N

. Thus

max
%(N)∈Ps((Sd×R)N )

S (N)
β,γ

(
%(N)

)
= S (N)

β,γ

(
%
(N)
β,γ

)
. (3.22)

Moreover,

S (N)
β,γ

(
%
(N)
β,γ

)
= F

(N)
f (β, γ). (3.23)

Now note that

%
(N)
β,γ

( ∑
1≤k≤N

ckV (sk)
)

= N (1)%
(N)
β,γ

(
cV (s)

)
(3.24)

and

%
(N)
β,γ

(
1

N−1

∑ ∑
1≤j<k≤N

cjckU(sj , sk)
)

= N (2)%
(N)
β,γ

(
1
2
cc′U(s, s′)

)
, (3.25)

where (1)%
(N)
β,γ and (2)%

(N)
β,γ are the first and second marginal measures of %

(N)
β . So,

S (N)
β,γ (%(N)

β,γ ) ≤ R (N1)
(
(N1)%

(N)
β,γ |%N1

f

)−N1β
[
(2)%

(N)
β,γ

(
1
2
cc′U(s, s′)

)
+ (1)%

(N)
β,γ

(
γcV (s)

)]

+R (N2)
(
(N2)%

(N)
β,γ |%N2

f

)−N2β
[
(2)%

(N)
β,γ

(
1
2
cc′U(s, s′)

)
+ (1)%

(N)
β,γ

(
γcV (s)

)]

≤ R (N1)
(
%
(N1)
β,γ |%N1

f

)−N1β
[
(2)%

(N1)
β,γ

(
1
2
cc′U(s, s′)

)
+ (1)%

(N1)
β,γ

(
γcV (s)

)]

+R (N2)
(
%
(N2)
β,γ |%N2

f

)−N2β
[
(2)%

(N2)
β,γ

(
1
2
cc′U(s, s′)

)
+ (1)%

(N2)
β,γ

(
γcV (s)

)]

= S (N1)
β,γ (%(N1)

β,γ ) + S (N2)
β,γ (%(N2)

β,γ ) (3.26)

where the first inequality is the well-known sub-additivity of relative entropy together

with setting N = N1 + N2 in (3.24) and (3.25), while the second inequality is just our

maximum effective entropy variational principle.

This proves Proposition 1.

Proposition 1 and the lower bound (3.14) prove (3.12), and that ff (β, γ) ≥ 0.
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Taking two β derivatives shows that the map β 7→ N−1F
(N)
f (β, γ) is convex, and

similarly two γ derivatives show that γ 7→ N−1F
(N)
f (β, γ) is convex. So ff (β, γ) =

lim
N→∞

N−1F
(N)
f (β, γ) is bi-convex.

This completes the proof of Theorem 5.

Note that bi-convexity implies that ff (β, γ) is continuous in each variable.

To evaluate ff (β, γ) we now use a refinement of the strategy in [CLMP92], [Kie93]

and [Kie11] to establish L℘ bounds uniformly in N for the N -sequence of each n-th

marginal measure of (3.21), which reads

d(n)%
(N)

β,γ =

∫

(Sd×R)N−n

e
−β

(
1

N−1

∑ ∑
j<k

cjckU(sj ,sk)+γ
∑
k

ckV (sk)

)

d%N−n
f

∫

(Sd×R)N

e
−β

(
1

N−1

∑ ∑
j<k

cjckU(sj ,sk)+γ
∑
k

ckV (sk)

)

d%N
f

d%n
f ; (3.27)

here, the integral in the numerator runs over the variables (sn+1, cn+1) to (sN , cN ). Then

we can extract an L℘-weakly convergent subsequence of each n-th marginal measure

sequence. This information and the subadditivity of relative entropy finally allows us

to extend the finite-N random-holodic variational principle to the limit N →∞, which

characterizes ff (β, γ).

Lemma 1. For each n and β satisfying (3.10), respectively (3.11), and for arbitrary

γ, there exists a constant C(n, β, γ) such that

d(n)%
(N)

β,γ ≤ C(n, β, γ)e
− 1

N−1

∑ ∑
j<k

βcjckU(sj ,sk)

d%n
f . (3.28)

Proof of Lemma 1:

We define a new a-priori measure dτβγ = e−βγcV (s)d%f and rewrite (3.27) as

d(n)%
(N)

β,γ =

∫

(Sd×R)N−n

e
− 1

N−1

∑ ∑
j<k

βcjckU(sj ,sk)

dτN−n
βγ

∫

(Sd×R)N

e
− 1

N−1

∑ ∑
j<k

βcjckU(sj ,sk)

dτN
βγ

dτn
βγ ; (3.29)

note that τβγ is generally not a probability measure. We now follow [Kie11].

Let s1, ..., sn jointly be denoted by S(n), and sn+1, ..., sN be denoted jointly by

S(N−n). Then, for any N ≥ 2 and 1 ≤ n < N we set S(N) ≡ (S(n), S(N−n)). Ac-

cordingly we write
∑∑

1≤j<k≤N cjckU(sj , sk) = K(n) + K(n,N−n) + K(N−n), where
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the superscripts indicate, respectively, the dependence on S(n) alone, or on S(n) and

S(N−n), or on S(N−n) alone.

Each K term has a number of logarithmic singularities, but K(n) has a fixed number

of these and (N−1)−1K(n) goes to zero pointwise a.e. when N →∞, so that eventually,

when N is big enough, exp(−(N − 1)−1βK(n)) ∈ L℘((Sd ×R)n,d%n
f ) ≡ L℘((Sd ×R)n)

for any ℘ < ∞.

To estimate the remaining terms, for any ℘ < ∞ we define the Lebesgue spaces

L
℘
βγ((Sd × R)n) ≡ L℘((Sd × R)n,dτn

βγ). Now, if f is supported on both positive and

negative c-values, then all L
℘
βγ-integrals below exist whenever

N ≥ Nf (n, β) = min
N ′>2n+1

{
N ′

∣∣∣∣
2d

C(d)
/cc < −β N ′−n−1

N ′−2n−1 <
2d

C(d)
/max{c2, c2}

}
; (3.30)

in case that supp (f) ⊂ R+ or supp (f) ⊂ R−, all integrals below exist when

N ≥ Nf (n, β) = min
N ′>2n+1

{
N ′

∣∣∣−β N ′−n−1
N ′−2n−1 <

2d
C(d)

/max{c2, c2}
}

. (3.31)

Set q = (N − 1)/2n and q′ = (N − 1)/(N − 2n− 1).By Hölder’s inequality,

∥∥exp
(
− 1

N−1
β[K(n,N−n) + K(N−n)]

)∥∥
L1

βγ((Sd×R)N−n)
≤ (3.32)

∥∥exp
(
− 1

N−1
βK(n,N−n)

)∥∥
Lq

βγ((Sd×R)N−n)

∥∥exp
(
− 1

N−1
βK(N−n)

)∥∥
Lq′

βγ((Sd×R)N−n)

Notice that the norms involving K(n,N−n) are functions of n points in Sd. Now,

∥∥∥e−
1

N−1
βK(n,N−n)

∥∥∥
Lq

βγ((Sd×R)N−n)
=

∥∥∥e−
1

N−1

∑n
k=1βcckU(sk, · )

∥∥∥
N−n

Lq
βγ(Sd×R)

, (3.33)

by permutation symmetry. The right hand side of (3.33) can be estimated from above,

uniformly in N , as follows. Since the constant term of U(s, s′) is bounded below, we

can modify it to be a nonnegative function U+(s, s′) by adding a positive constant big

enough to U(s, s′). Defining now

Bf (β) ≡ maxcc′{−βcc′} and B∗f (β) ≡ maxcc′{βcc′}, (3.34)

we can first of all estimate the right hand side of (3.33) by

∥∥∥e
− 1

N−1

n∑
k=1

βcckU(sk, · )∥∥∥
N−n

Lq
βγ

≤ en N−n
N−1

B∗f (β)

4π

∥∥∥e
− 1

N−1

n∑
k=1

βcckU+(sk, · )∥∥∥
N−n

Lq
βγ

, (3.35)
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where we dropped the argument (Sd × R) from L
q
βγ(Sd × R), as no confusion could

arise. Second, using (3.34) again, and then n-fold symmetric decreasing rearrangement

[Ban80] (here: moving all sk → s0), we estimate

∥∥∥e
− 1

N−1

n∑
k=1

βcckU+(sk, · )∥∥∥
N−n

Lq
βγ

≤
∥∥∥e

1
N−1

nBf (β)U+(s0, · )
∥∥∥

N−n

Lq
βγ

(3.36)

and note that the norm at the right hand side of (3.36) can be calculated exactly and

equals

∥∥∥e
1
2
Bf (β)U+(s0, · )

∥∥∥
2n N−n

N−1

L1
βγ

=
( 2d

C(d)
2d

C(d)
−Bf (β)

∫

R
e−βγcV (s)f(c)dc

)2n N−n
N−1

, (3.37)

which is < C independently of N because 2d
C(d) −Bf (β) > 0, by hypothesis.

Next, the second norm at r.h.s. (3.32) can be rewritten thusly,

∥∥∥e−
1

N−1
βK(N−n)

∥∥∥
Lq′

βγ((Sd×R)N−n)
= 〈ZN−n〉f

(
N−n−1
N−2n−1β, N−2n−1

N−n−1 γ
)1−2n/(N−1)

. (3.38)

Since we already proved that the limit of the sequence

N 7→ N−1F
(N)
f (β, γ) = N−1 ln〈ZN 〉f (β, γ)

exists for all Bf (β) < 2d
C(d) , we see that

〈ZN−n〉f
(

N−n−1
N−2n−1β, N−2n−1

N−n−1 γ
)−2n/(N−1)

N→∞−→ e−2nff (β,γ), (3.39)

which implies a bound uniformly w.r.t. N when N ≥ Nf , because Bf (β) < 2d
C(d) . It

remains to estimate the term 〈ZN−n〉f
(

N−n−1
N−2n−1β, N−2n−1

N−n−1 γ
)
.

Applying Jensen’s inequality w.r.t. ddαn to 〈ZN 〉f (β, γ) we find

〈ZN 〉f (β, γ) ≥ 〈ZN−n〉f
(

N−n−1
N−1 β, N−1

N−n−1γ
)

, (3.40)

where we used (3.15) and
∫
Sd V (sk)ddα = 0, and finally

∫
R f(c)dc = 1. Next, define

the expectation functional 〈 · 〉N w.r.t. the probability measure

〈ZN−n〉f
(

N−n−1
N−2n−1β, N−2n−1

N−n−1 γ
)−1

exp
[
−(N − 2n− 1)−1βK(N−n)

]
dτN−n

βγ . (3.41)

Then we have the identity

〈ZN−n〉f
(

N−n−1
N−1 β, N−1

N−n−1γ
)

〈ZN−n〉f
(

N−n−1
N−2n−1β, N−2n−1

N−n−1 γ
) =

〈
exp

(
2n

(N−1)(N−2n−1)βK(N−n)
)〉

N
. (3.42)
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Now using Jensen’s inequality w.r.t. 〈 · 〉N yields
〈
exp

(
2n

(N−1)(N−2n−1)βK(N−n)
)〉

N
≥ exp

(
2n

(N−1)(N−2n−1)

〈
βK(N−n)

〉
N

)
. (3.43)

By elementary calculus,

−∂β

[
F
(N−n)
f

(
N−n−1
N−2n−1β, N−2n−1

N−n−1 γ
)]

= 1
N−2n−1

〈
K(N−n)

〉
N

+γ

〈
N∑

k=n+1

ckV (sk)

〉

N

.(3.44)

Since the definition of L(N) implies that |γ
〈

N∑
k=n+1

ckV (sk)

〉

N

| = O(N), we can right

away turn our attention to l.h.s.(3.44).

Since β 7→ F
(N)
f (β, γ) ≥ 0 is convex and F

(N)
f (0, γ) = 0, its derivative ∂βF

(N)
f (β, γ) ≤

0 when β < 0, and ∂βF
(N)
f (β, γ) ≥ 0 when β > 0, for each β satisfying Bf (β) < 2d

C(d)

provided N is big enough for the integrals to exist. So −β∂βF
(N)
f (β, γ) ≤ 0 for all

β satisfying Bf (β) < 2d
C(d) and N big enough, and the same is true for l.h.s.(3.44).

Therefore we need to show that β∂βF
(N)
f (β, γ) ≤ Cf (β, γ)N .

For this we invoke the limit function ff (β, γ) which, by its bi-convexity, is β-

differentiable almost everywhere. In particular, its right β-derivative ∂+
β ff (β, γ) exists

whenever Bf (β) < 2d
C(d) , and by the β-convexity, for any two β values β1 < β2 satisfying

Bf (βk) < 2d
C(d) , k ∈ {1, 2}, we have the ordering

∂+
β ff (β1, γ) ≤ ∂+

β ff (β2, γ). (3.45)

Moreover, since ff (0, γ) = 0 as shown earlier, ∂+
β ff (β, γ) ≤ 0 for β < 0, and ∂+

β ff (β, γ) ≥
0 for β > 0. Thus, for all β satisfying Bf (β) < 2d

C(d) ,

0 ≤ β∂+
β ff (β, γ) < ∞. (3.46)

Now, for each β satisfying Bf (β) < 2d
C(d) there exists some ε > 0 such that (1+ε)β def=

∗β satisfies Bf (∗β) < 2d
C(d) , too. Note that ∗β < β if β < 0 and ∗β > β if β > 0. So by

(3.45) and (3.46), for any β satisfying Bf (β) < 2d
C(d) ,

β∂+
β ff (β, γ) ≤ β∂+

β ff (∗β, γ). (3.47)

Next, since N−n−1
N−2n−1

N→∞−→ 1, eventually N−n−1
N−2n−1β ∈ [∗β, β] if β < 0, respectively

N−n−1
N−2n−1β ∈ [β, ∗β] if β > 0. Therefore (cf. [Kie93]), eventually

β∂β

[
1

N−1F
(N−n)
f

(
N−n−1
N−2n−1β, N−2n−1

N−n−1 γ
)]
≤ β∂+

β ff (∗β, γ). (3.48)
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And so, for some suitable C > 0, we conclude that uniformly in N ,

exp
(

2n
(N−1)(N−2n−1)

〈
βK(N−n)

〉
N

)
≥ C exp

(
−2nβ∂+

β ff (∗β, γ)
)

. (3.49)

This proves Lemma 1.

By hypothesis, f(c) has compact support, and Sd is compact. So Lemma 1 guar-

antees that for each n ∈ N and ℘ < ∞ the sequence N 7→ (n)%
(N)
β,γ is weakly compact in

P℘((Sd×R)n) def= (P∩L℘)((Sd×R)n), which are the absolutely continuous (w.r.t. d%n
f )

probability measures on (Sd×R)n whose density is in L℘((Sd×R)n). (For non-compact

domains, see [KiSp99, ChKi00].)

We next characterize the limit points in terms of the N = ∞ counterpart of the

variational principle (3.22). We denote by Ps((Sd × R)N) the permutation-symmetric

probability measures on the set of infinite exchangeable sequences in Sd × R. Let

{(n)%}n∈N denote the sequence of marginals of any % ∈ Ps((Sd × R)N). The deFinetti-

Dynkin-Hewitt-Savage decomposition theorem for Ps((Sd × R)N) states that for each

% ∈ Ps((Sd × R)N) there exists a unique probability measure ν(dς|%) on P(Sd × R),

such that (n)%, the n-th marginal measure of %, is given by

d(n)% =
∫

P(Sd×R)
ς⊗n(ddα(s1)dc1 · · ·ddα(sn)dcn) ν(dς|%) ∀n ∈ N; (3.50)

where ς⊗n(ddα(s1)dc1 · · ·ddα(sn)dcn) ≡ ς(ddα(s1)dc1)⊗ · · · ⊗ ς(ddα(sn)dcn).

Theorem 6. For any β satisfying Bf (β) < 2d
C(d) and n ∈ N the sequence {(n)%

(N)
β,γ }N∈N

is weakly L℘-compact for 1 ≤ ℘ < ∞. So one can extract a subsequence {(n)%
(Ṅ [N ])
β,γ }N∈N

such that ∀n ∈ N, weakly

lim
N→∞

(n)%
(Ṅ [N ])

β,γ = (n)%̇β,γ ∈ Ps((Sd × R)n). (3.51)

The decomposition measure ν(dς|%̇β,γ) of each limit point %̇β,γ is supported by the subset

(P ∩ L1 lnL1)(Sd × R) of P(Sd × R) which consists of measures ςβ,γ(ddα(s)dc) which

maximize the effective configurational entropy functional

Sβ,γ(ς) def= R(1)
(
ς|%f

)− β 1
2 ς⊗2

(
K(2)

)− βγς
(
cV

)
, (3.52)

and

Sβ,γ(ςβ,γ) = ff (β, γ) ∀β : Bf (β) <
2d

C(d)
. (3.53)
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Proof of Theorem 6:

We introduce the subsets Ps
℘((Sd × R)N) ⊂ Ps((Sd × R)N), with ℘ > 1, as the

probability measures on (Sd × R)N whose decomposition measure is concentrated on

P℘(Sd × R) def= (P ∩ L℘)(Sd × R), which are the absolutely continuous (w.r.t. ddαdc)

probability measures on Sd × R whose density is in L℘(Sd × R,ddαdc). Note that

if ς ∈ P℘(Sd × R) then also ς ∈ L℘′(Sd × R) for all ℘′ ∈ [1, ℘], and so also ς ∈
(L1 lnL1)(Sd × R).

By Jensen’s inequality, any marginal measure of % ∈ Ps
℘((Sd × R)N) is then in

(P ∩ L℘)((Sd × R)n). The reverse can be shown also (cf. [HeSa55], [MeSp82]): if

% ∈ Ps((Sd × R)N) has all its marginal measures in (P ∩ L℘)((Sd × R)n), then the

decomposition measure ν(dς|%) is concentrated on P℘(Sd×R); i.e. % ∈ Ps
℘((Sd×R)N).

The mean energy of % ∈ Ps
℘((Sd × R)N) is now defined as

E(%) def= lim
n→∞

1
n

(n)%
(

1
n−1

∑ ∑
1≤j<k≤n

cjckU(sj , sk)
)
. (3.54)

Clearly, the sequence at r.h.s.(3.54) is independent of n, and so

E(%) ≡ 1
2
(2)%

(
K(2)

)
. (3.55)

Moreover, by the linearity of % 7→ E
(
%
)

the presentation (3.50) yields

E(%) =
∫

1
2 ς⊗2

(
K(2)

)
ν(dς|%). (3.56)

The mean northern moment of % ∈ Ps
℘((Sd × R)N) is similarly defined as

N (%) def= lim
n→∞

1
n

(n)%
( ∑

1≤k≤n

ckV (sk)
)
, (3.57)

Also the sequence at r.h.s.(3.57) is independent of n, and so

N (%) ≡ (1)%
(
cV

)
. (3.58)

Again by the linearity of % 7→ N
(
%
)

the presentation (3.50) now yields

N (%) =
∫

ς
(
cV

)
ν(dς|%). (3.59)

The N = ∞ analogue of (3.20) is known as a mean (relative) entropy of % ∈
Ps((Sd × R)N), well-defined as limit

R (%|%f ) ≡ lim
n→∞

1
nR (n)

(
(n)%|%n

f

)
. (3.60)
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Here, R (n)
(
(n)%|%n

f

)
, n ∈ {1, ...}, is the relative entropy of (n)%, as defined in (3.20); we

also set σ(k) = −1, 0, 1 when k < 0,= 0, > 0, respectively. The limit (3.60) exists or is

−∞. This is a consequence of the next lemma [Kie93], [Kie11], adapted from [RoRu67]

(section 2, proof of proposition 1; cf. also [Rue69]).

Lemma 2. Relative entropy n 7→ R (n)
(
(n)%|%n

f

)
has the following properties:

(A) Non-positivity: For all n,

R (n)
(
(n)%|%n

f

) ≤ 0; (3.61)

(B) Monotonic decrease: If n > m then

R (n)
(
(n)%|%n

f

) ≤ R (m)
(
(m)%|%m

f

)
; (3.62)

(C) Strong sub-additivity: For m, n ≤ `, and k = `−m− n,

R (`)
(
(`)%|%`

f

) ≤ R (m)
(
(m)%|%m

f

)
+ R (n)

(
(n)%|%n

f

)
+ σ(k)R (|k|)((|k|)%|%|k|f

)
. (3.63)

Lemma 2 holds for %∈Ps((Sd × R)N) and %∈Ps((Sd × R)N ) (then k ≤ N in (k)%(N)).

Also adapted from [RoRu67], proof of proposition 3, is (cf. [Kie93, Kie11]):

Lemma 3. The mean relative entropy functional (3.60) is affine linear.

Lemma 3 paired with the deFinetti-Dynkin-Hewitt-Savage decomposition theorem

for Ps((Sd × R)N) yields the key formula

R (%|%f ) =
∫

R (ς|%f ) ν(dς|%), (3.64)

where we also set R (ς|%f ) ≡ R (1)(ς|%f ).

Lastly, Lemma 4, also proved by adaptation of a proof in [RoRu67], their proposition

4, ends the listing of properties of mean relative entropy (3.60).

Lemma 4. The mean entropy functional is weakly upper semi-continuous.

Finally we define the mean effective entropy of % ∈ Ps
℘((Sd × R)N) by

Sβ,γ(%) ≡ R (%)− βE(%)− βγN (%). (3.65)
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By (3.64), (3.56), and (3.59) we have

Sβ,γ(%) =
∫

P(Sd×R)
S

β,γ
(ς) ν(dς|%), (3.66)

where S
β,γ

(ς) is the effective entropy functional introduced in (3.52). It is well-defined

and finite for all β satisfying Bf (β) < 2d
C(d) whenever ς ∈ P℘(Sd × R), ℘ > 1, because

then ς ∈ (L1 ∩ L1 lnL1)(Sd × R), and since U is in any L℘′(Sd × R). In all other

situations it is defined as S
β,γ

(ς) = −∞.

Now, for any β satisfying Bf (β) < 2d
C(d) , and 1 < ℘ < ∞, we can extract a subse-

quence {(n)%
(Ṅ [N ])
β,γ }N∈N such that ∀n ∈ N,

lim
N→∞

d(n)%
(Ṅ [N ])

β,γ = (n)%̇β,γ(dµn) ∈ Ps((Sd × R)n), (3.67)

weakly in P℘((Sd×R)n). Following [MeSp82] we next use sub-additivity (property (C)

in Lemma 2) and then [Kie93, Kie11] negativity (property (A) in Lemma 2) of relative

entropy, to obtain

R (Ṅ)
(
%
(Ṅ)
β,γ |%Ṅ

f

) ≤
⌊

Ṅ
n

⌋
R (n)

(
(n)%

(Ṅ)

β,γ |%n
f

)
+ R (m)

(
(m)%

(Ṅ)

β,γ |%m
f

)

≤
⌊

Ṅ
n

⌋
R (n)

(
(n)%

(Ṅ)

β,γ |%n
f

)
, (3.68)

where ba/bc is the integer part of a/b, and where m < n. Following [Kie93, Kie11], we

use upper semi-continuity for the relative entropy to get

lim sup
Ṅ→∞

R (n)
(
(n)%

(Ṅ [N ])

β,γ |%n
f

) ≤ R (n)((n)%̇β,γ |%n
f ), (3.69)

while 1
Ṅ

⌊
Ṅ
n

⌋
→ 1

n . Hence, dividing (3.68) by Ṅ [N ] and letting Ṅ →∞ gives

lim sup
Ṅ→∞

1
Ṅ

R (Ṅ)
(
%
(Ṅ)
β,γ |%Ṅ

f

) ≤ 1
nR (n)((n)%̇β,γ |%n

f ) ∀n ∈ N, (3.70)

and now taking the infimum over n (equivalently: the limit n →∞) we get

lim sup
Ṅ→∞

1
Ṅ

R (Ṅ)
(
%
(Ṅ)
β,γ |%Ṅ

f

) ≤ R (%̇β,γ). (3.71)

Lastly, using (3.64) in (3.71) yields

lim sup
Ṅ→∞

1
Ṅ

R (Ṅ)
(
%
(Ṅ)
β,γ |%Ṅ

f

) ≤
∫

R (ς|%f ) ν(dς|%̇β,γ), (3.72)
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where ν(dς|%̇β,γ) is the Hewitt-Savage decomposition measure for %̇β,γ .

Moreover, by weak L℘ convergence, for each n ∈ N we have

lim
Ṅ→∞

(n)%
(Ṅ)

β,γ

(
1

n−1

∑ ∑
1≤j<k≤n

cjckU(sj , sk)
)

= n1
2
(2)%̇β,γ

(
K(2)

)
, (3.73)

so division by n yields the mean energy of %̇β,γ ,

lim
Ṅ→∞

1
n

(n)%
(Ṅ)

β,γ

(
1

n−1

∑∑
1≤j<k≤n

cjckU(sj , sk)
)

= 1
2

(2)%̇β,γ

(
K(2)

) ≡ E(%̇). (3.74)

But of course, we also have

%
(Ṅ)
β,γ

(
1

Ṅ−1

∑ ∑
1≤j<k≤Ṅ

cjckU(sj , sk)
)

= Ṅ 1
2
(2)%

(Ṅ)

β,γ

(
K(2)

)
, (3.75)

so after division by Ṅ , weak L℘ convergence again yields

lim
Ṅ→∞

1
Ṅ

%
(Ṅ)
β,γ

(
1

Ṅ−1

∑ ∑
1≤j<k≤Ṅ

cjckU(sj , sk)
)

= 1
2
(2)%̇β,γ

(
K(2)

)
. (3.76)

By (3.76) and (3.74), and recalling (3.56), we have

lim
Ṅ→∞

1
Ṅ

%
(Ṅ)
β,γ

(
1

Ṅ−1

∑ ∑
1≤j<k≤Ṅ

cjckU(sj , sk)
)

=
∫

1
2 ς⊗2

(
K(2)

)
ν(dς|%̇β,γ). (3.77)

In a completely analogous manner we see that

lim
Ṅ→∞

1
Ṅ

%
(Ṅ)
β,γ

( ∑
1≤k≤Ṅ

ckV (sk)
)

=
∫

ς
(
cV (s)

)
ν(dς|%̇β,γ). (3.78)

Estimate (3.72) and identities (3.77), (3.78) together with (3.66) now yield

lim sup
Ṅ→∞

1
Ṅ

Sβ,γ

(
%
(Ṅ)
β,γ

) ≤
∫

Sβ,γ(ς) ν(dς|%̇β,γ) ≤ sup
ς∈P℘

Sβ,γ(ς) (3.79)

for any subsequence Ṅ [N ]. Therefore,

lim sup
N→∞

1
N Sβ,γ

(
%
(N)
β,γ

) ≤ sup
ς∈P℘

Sβ,γ(ς). (3.80)

On the other hand, for any ς ∈ P℘ we have

S (N)
β,γ (%(N)

β ) ≥ R(N)
(
ς⊗N |%N

f

)
(3.81)

−βς⊗N
(

1
N−1

∑ ∑
1≤j<k≤N

cjckU(sj , sk) + γ
∑

1≤k≤N

ckV (sk)
)

= N
[

R (1)
(
ς|µ)− β 1

2 ς⊗2
(
K(2)

)− βγς
(
cV (s)

)]
(3.82)

= NSβ,γ (ς) , (3.83)
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by the variational principle for the effective N -body entropy (3.19). Taking a maximiz-

ing sequence k 7→ ςk ∈ P℘ for Sβ,γ (ς), after division by N we find

lim inf
N→∞

1
N Sβ,γ

(
%
(N)
β,γ

) ≥ sup
ς∈P℘

Sβ,γ(ς). (3.84)

The estimates (3.84) and (3.80) together prove that

lim
N→∞

1
N Sβ,γ

(
%
(N)
β,γ

)
= sup

ς∈P℘

Sβ,γ(ς). (3.85)

But then, by (3.79), we also have

∫
Sβ,γ(ς) ν(dς|%̇β,γ) = sup

ς∈P℘

Sβ,γ(ς) (3.86)

for any weak limit point %̇. Therefore the decomposition measure ν(dς|%̇β,γ) is sup-

ported on those ς ∈ P℘ which actually maximize Sβ,γ(ς); for suppose not, then the

average
∫

Sβ,γ(ς) ν(dς|%̇β,γ) < supς∈P℘
Sβ,γ(ς) in contradiction to (3.86). Therefore,

supς∈P℘
Sβ,γ(ς) = maxς∈P℘ Sβ,γ(ς); furthermore, since %̇ ∈ L℘, we can conclude that the

maximizer is actually in L℘ for all 1 ≤ ℘ < ∞.

This proves Theorem 6.

Corollary 1. Any maximizer ςβ,γ of Sβ,γ(ς) over the set P℘ is of the form

ςβ,γ(α0(ds)dc) = ρβ,γ(s; c)f(c)α0(ds)dc,

where ρβ,γ(s; c) is given by a solution to the following fixed point equation in P(Sd×R),

ρ(s; c) =
e
−βc

(∫∫
U(s,s̃)c̃ρ(s̃;c̃)ddα(s̃)f(c̃)dc̃+γV (s)

)

∫

R

∫

Sd
e
−βĉ

(∫∫
U(ŝ,s̃)c̃ρ(s̃;c̃)ddα(s̃)f(c̃)dc̃+γV (s)

)
ddα(ŝ)f(ĉ)dĉ

, (3.87)

with β satisfying Bf (β) < 2d
C(d) , and γ arbitrary.

3.2 Special Cases

We mention two choices of f(c) which are of special interest.
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3.2.1 f(c) = δ+1(c)

If we let the function f concentrate on the Dirac point measure δ+1, i.e., c only takes

the value +1, we arrive at the canonical ensemble measures

dµ(N) = (ZN )−1e
−β

(
1

N−1

∑ ∑
j<k

U(sj ,sk)+γ
∑
k

V (sk)

)

ddα(s1) · · ·ddα(sN ), (3.88)

with the partition function

(ZN )(β, γ) def=
∫

(Sd)N

e
−β

(
1

N−1

∑ ∑
j<k

U(sj ,sk)+γ
∑
k

V (sk)

)

ddα(s1) · · ·ddα(sN ). (3.89)

Then the weak limit points of the sequence of canonical ensembles {µ(N)} are superpo-

sitions of solutions to the following equation

ρ(s) =
e
−β

(∫
U(s,s̃)ρ(s̃)ddα(s̃)+γV (s)

)

∫

Sd
e
−β

(∫
U(ŝ,s̃)ρ(s̃)ddα(s̃)+γV (ŝ)

)
ddα(ŝ)

, (3.90)

with β satisfying −β < 2d
C(d) , i.e., β > − 2d

C(d) , and γ arbitrary.

Now, apply the substitution u(s) =
∫

U(s, s̃)ρ(s̃)ddα(s̃)− 1 to the equation above,

and recall that U is the Green’s function of the operator P such that PU = δ − 1
α(d) ,

then we get an equation for u as follows:

Pu(s) =
1

α(d)
· e−β(u+γV (s))

∫
Sd e−β(u+γV (ŝ))ddα(ŝ)

− 1
α(d)

(3.91)

where α(d) stands for the area of the sphere Sd.

The equation (3.91) is deceptively similar to the prescribed Q-curvature equation.

However, we remind the readers that the constant β here must satisfy β > − 2d
C(d) ,

but not exactly equal to − 2d
C(d) . Hence the result is indeed an ε away from the true

prescribed Q-curvature problem.1

1If we apply the formal substitution Pu = − β
α(d)d

ρ− (d− 1)! to the equation (3.90), then formally
we get an equation for u as follows:

Pu(s) = − β

α(d)d

edu(s)+d(d−1)!−βγV (s)

∫
edu(ŝ)+d(d−1)!−βγV (ŝ)ddα(ŝ)

− (d− 1)!

Next, we let Q(s) = − β
α(d)d

ed(d−1)!−βγV (s)
∫

edu(ŝ)+d(d−1)!−βγV (ŝ)ddα(ŝ)
, then the equation above turns into

Pu(s) = Q(s)edu(s) − (d− 1)!.

This looks exactly the same as the prescribed Q-curvature equation. HOWEVER, such a substitution
from ρ to u does not exist! Unless the parameter β = − 2d

C(d)
, the requirement Pu = − β

α(d)d
ρ− (d− 1)!

is inconsistent with the integration constraint
∫

Pu = 0.
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However, the true prescribed Q-curvature equation can also be obtained using sta-

tistical mechanics techniques, namely, the treatment of the microcanonical ensemble

will produce the desired result — for 2-dim, readers can refer to [Kie11].

3.2.2 f(c) = 1
2
δ+1(c) + 1

2
δ−1(c)

When f(c) = 1
2δ+1(c) + 1

2δ−1(c), the fixed point equation (3.87) becomes:

ρ(s; c) =
exp−βc

[
1
2

∫
U(s, s̃)(ρ(s̃; 1)− ρ(s̃;−1))ddα(s̃) + γV (s)

]

∫
cosh

{
β
[1
2

∫
U(s, s̃)(ρ(s̃; 1)− ρ(s̃;−1))ddα(s̃) + γV (s)

]}
ddα(s)

, (3.92)

and this leads to an equation for ω(s) =
∫
R ρ(s; c)f(c)dc = 1

2 [ρ(s; 1)−ρ(s;−1)] as follows

ω(s) =
− sinh

{
β
[ ∫

U(s, s̃)ω(s̃)ddα(s̃) + γV (s)
]}

∫
cosh

{
β
[ ∫

U(s, s̃)ω(s̃)ddα(s̃) + γV (s)
]}

ddα(s)
(3.93)

Now suppose u(s) =
∫

U(s, s̃)ω(s̃)ddα(s̃), then the equation above implies the following

equation for u:

Pu =
− sinhβ[u + γV (s)]∫

cosh(β[u + γV (s)])ddα(s)
(3.94)

In particular, when γ = 0 and d = 2, the corresponding equation reads as

−∆u =
− sinhβu∫

cosh βud2α(s)
(3.95)

which would be the equation of immersed tori with constant mean curvature discussed

in [Abr87, PiSt89], were the domain a flat torus. However, the domain in our discus-

sion is the 2-dim sphere S2, not a flat torus; but nothing stops us from studying the

same equation on different domains. Indeed, the Green’s function U has logarithmic

singularities on both S2 and the torus, but the periodicity involved in the torus case is

not required by the S2 case.
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Chapter 4

Sign-changing Prescribed Curvature Problem

In this chapter, we will work on the prescribed Q-curvature problem in a bounded

domain Λ ⊂ Rd, namely

Pu(x) = Q(x)edu(x), (4.1)

where the function Q(x) takes both positive and negative values. Yet, to focus on the

technique itself, without loss of generality it suffices to let d = 2 (for simplicity). Also,

we write the equation in the form with a normalization constant, so that

−∆u(x) = κ
K(x)e2u(x)

∫
K(x)e2u(x)dx

; (4.2)

here κ is a real parameter which can be interpreted as the integral Gaussian curvature

whenever κ =
∫

Ke2udx 6= 0. We remark here that the special case κ = 0 cannot be

brought an equation into the form of (4.2), and therefore has to be discussed separately;

but this κ = 0 case is not included in this thesis. We also remark that the substitution

K̃ = −K into (4.2) will result in the same equation, so it suffices to assume that the

integral
∫

K(x)e2udx > 0. Note that Q = K now, and the function K changes sign in

its support. (4.2) is supplemented by the 0-Dirichlet boundary condition, since other

boundary conditions can be absorbed to K as explained in Chapter 1.

As a warm up, let us imitate the procedure in Part I and derive the “formal varia-

tional principles” for u: First, notice that the Euler-Lagrange equation of the variational

principle

H(u) =
1
2

∫
|∇u(x)|2dx− κ

2
ln

∫
K(x)e2u(x)dx (4.3)

is same as (4.2). Second, apply Legendre transform to the first term 1
2

∫ |∇u|2dx in

(4.3), and get −1
2

∫ ∫
Uv⊗2d2x with v = −∆u as the Euler-Lagrange equation. Indeed,
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an application of Legendre transform to the second term −κ
2 ln

∫
K(x)e2u(x)dx of H

results in 1
2

∫
v ln v

κK dx with the Euler-Lagrange equation v = κ K(x)e2u(x)∫
K(x)e2u(x)dx

. Notice

that by (4.2) the two Euler-Lagrange equations derived for the two terms coincide.

Hence, putting the two terms together, and noticing that

H(u) =
{

1
2

∫
|∇u(x)|2dx−

∫
uvdx

}
+

{∫
uvdx− κ

2
ln

∫
K(x)e2u(x)dx

}
,

the resulting functional of v is

F (v) = −1
2

∫ ∫
Uv⊗2d2x +

1
2

∫
v ln

v

κK
dx (4.4)

where U is the Green’s function for the operator −∆ with 0-Dirichlet boundary condi-

tion. Correspondingly, the Euler-Lagrange equation of F for a critical ṽ is then

ṽ(x) = κ
K(x)e2(U∗ṽ)(x)

∫
K(x)e2(U∗ṽ)(x)dx

(4.5)

We remind the readers that the notation “∗” here means convolution, i.e.,

U ∗ ṽ =
∫

Λ
U(x1, x2)ṽ(x2)dx2 =

∫

Λ
U(x1 − x2)ṽ(x2)dx2,

with some obvious abuse of notation for U , because the Green’s function U(x1, x2)

depends only on x1 − x2.

Remark 4. Notice that the entropy functional here is not the ordinary entropy con-

taining “v ln v”, but the “entropy of a signed measure relative to κK”. This is not only

directly resulted from the Legendre transform, but also naturally required by the “ln” in

the functional. From the relation between u and v, we know that v is of the same sign

as κK.

Substitute (4.5) into its formal variational principle (4.4), and we get

F (ṽ) = −1
2

∫
Λ

∫
Λ Gṽ⊗2d2x + 1

2

∫
Λ ṽ(2G ∗ ṽ)dx− 1

2 ln
∫
Λ Ke2G∗ṽdx

= 1
2

∫
Λ

∫
Λ Gṽ⊗2d2x− 1

2 ln
∫
Λ Ke2G∗ṽdx

(4.6)

Now if the technique in Part I were applicable to sign-changing measures, then we could

conclude that some critical points of F would be related to the weak limit points of the
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sequence of signed measures {σ(N)}∞N=1, where for any N , σ(N) is a critical point of the

functional G(N) defined as

G(N)(σN ) = − 1
2(N − 1)

∫

ΛN

∑∑

k 6=l

G(xk, xl)σ′NdNx+
1
2

∫

ΛN

σ′N ln
σ′N

κNK⊗N
dNx. (4.7)

Each critical point σ(N) is explicitly expressed as

dσ(N)(x1, · · · , xN ) =

K⊗N exp 1
N−1

∑∑
k 6=l

G(xk, xl)
∫
ΛN K⊗N exp 1

N−1

∑∑
k 6=l

G(xk, xl)dNx
dNx. (4.8)

Its weak limit points would be affine linear superpositions of infinite products of signed

one-point measures, roughly in analogue of (2.12) and(2.13); and each one-point mea-

sure is a critical point of the functional F .

However, because K changes sign, the sequence σ(N) does not have an interpretation

as canonical ensemble measures. Worse, σ(N) does not represent a statistical ensemble

of systems in any known sense. This makes a direct application of our techniques of

Chapter 3 impossible.

To circumvent this problem, we decompose the equation (4.2) into a system of two

equations — each equation corresponds to a “no sign-changing” problem, so that a

statistical mechanics interpretation exists for each equation conditioned on the solution

of the other being given. Hence the technique of Messer and Spohn can work through

for each equation separately. The problem thus reduces to finding a joint statistical

treatment. We will modify Messer and Spohn’s technique to find solutions to this joint

system of equations, at the cost that we can not think of it as a mechanical system

anymore. The mechanical interpretation will be lost.

4.1 Reformulation of the Prescribed Q-Curvature Problem

Let

K = aeβψ − be−βψ, (4.9)

with both a and b positive constants, so that both aeβψ and be−βψ are positive.
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Remark 5. There is always some combination of (a, b, β) such that K ↔ ψ. In partic-

ular, let a = b = 1/2, β = 1, then K = eψ−e−ψ

2 = sinhψ, and hence ψ can be obtained

by taking the inverse of the hyperbolic sine function.

Let us decompose u into the linear combination of two functions φ1 and φ2, each of

which satisfying a similar equation in the regime of Messer and Spohn’s technique. Set

2u = βφ1 − βφ2, and correspondingly, the equations for φ1 and φ2 are as follows:

−∆φ1 =
2aκ

β

eβ(ψ−φ2+φ1)

Z
(4.10)

−∆φ2 =
2bκ

β

eβ(−ψ+φ1−φ2)

Z
(4.11)

with Z =
∫
Λ Keβ(φ1−φ2)dx.

Lemma 5. This system of the two equations (4.10) and (4.11) is equivalent to the

original single equation (4.2), for any choice of (a, b, β) such that K = aeβψ − be−βψ.

Proof of Lemma 5: On one hand, if φ1 and φ2 solve (4.10) and (4.11) respectively,

then u = β
2 (φ1− φ2) solves (4.2) trivially. On the other hand, if u is a solution to (4.2)

(with 0-Dirichlet boundary condition), then by the representation K = aeβψ − be−βψ,

the equation for u can be written as

−∆u = κ
(aeβψ − be−βψ)e2u

∫
Ke2udx

= κa
eβψ+2u

∫
Ke2udx

− κb
e−βψ+2u

∫
Ke2udx

(4.12)

Let φ1 be the unique solution to the equation (with 0-Dirichlet boundary condition)

−∆φ1 =
2κa

β

eβψ+2u

∫
Ke2udx

, (4.13)

and φ2 be the unique solution to the equation (with 0-Dirichlet boundary condition)

−∆φ2 =
2κb

β

e−βψ+2u

∫
Ke2udx

, (4.14)

then their linear combination β
2 (φ1 − φ2) solves (4.2) and hence is equal to u. Now

substitute u = β
2 (φ1 − φ2) back into (4.13) and (4.14) so that (4.10) and (4.11) are

recovered.

This proves Lemma 5.
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Because of (4.13) and(4.14), the freedom of choices for (a, b, β) allows us to choose

β = κ.

In order to relate −∆φi’s with probability measures, we set −∆φ̄1 and −∆φ̄2 to be

the normalized measures −∆φ1 and −∆φ2, respectively, i.e. suppose that
∫ −∆φ1 = A,

∫ −∆φ2 = B, then by setting φ̄1 = φ1/A, φ̄2 = φ2/B, we have
∫ −∆φ̄i = 1 for i = 1, 2.

Correspondingly, equations (4.10) and (4.11) are turned into

−∆φ̄1 =
expβ(ψ −Bφ̄2 + Aφ̄1)∫
expβ(ψ −Bφ̄2 + Aφ̄1)dx

=
K̃ expβAφ̄1∫
K̃ expβAφ̄1dx

(4.15)

−∆φ̄2 =
expβ(−ψ + Aφ̄1 −Bφ̄2)∫
expβ(−ψ + Aφ̄1 −Bφ̄2)dx

=
K̂ expβAφ̄1∫
K̂ expβAφ̄1dx

(4.16)

where K̃ = expβ(ψ −Bφ̄2) and K̂ = expβ(−ψ + Aφ̄1). Note: A−B = 2κ/β = 2 is a

natural requirement from the original equation (4.2), and our choice is β = κ.

4.2 Existence of solutions to the continuum (fixed point) equations

Since
∫ −∆φ̄i = 1 and −∆φ̄i ≥ 0 for i = 1, 2, we can define −∆φ̄i to be a probability

measure ρi for i = 1, 2. The corresponding equations for ρi’s are as follows:

ρ̃1(x) =
expβ[AU ∗ ρ̃1(x) + ψ(x)−BU ∗ ρ̃2(x)]∫
expβ[AU ∗ ρ̃1(x) + ψ(x)−BU ∗ ρ̃2(x)]dx

, (4.17)

ρ̃2(y) =
exp−β[BU ∗ ρ̃2(y) + ψ(y)−AU ∗ ρ̃1(y)]∫
exp−β[BU ∗ ρ̃2(y) + ψ(y)−AU ∗ ρ̃1(y)]dy

. (4.18)

Note that we use the variable x for the first species, and the variable y for the second

species, for convenience. We hope to get a pair (ρ̃1, ρ̃2) solving the system of Euler-

Lagrange equations (4.17) and (4.18).

For convenience, we will from now on replace the Green’s function U by a bounded

and Lipschitz continuous regularization of itself (like in [MeSp82]).

The contraction mapping technique is commonly used in fixed point problems. In

our case, the Euler-Lagrange equations (4.17) and (4.18) can both be regarded as fixed

point problems. Next, we show that under certain hypothesis, the equation (4.17) has

a unique solution. Let T̃1 be an operation from P(Λ) to P(Λ), defined by

T̃1(η) =
expβ[AU ∗ η(x) + ψ(x)−BU ∗ ρ̃2(x)]∫
expβ[AU ∗ η(x) + ψ(x)−BU ∗ ρ̃2(x)]dx

(4.19)
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where ρ̃2 is given. For any two probability measures η1, η2 on the Borel sets of Λ,

the L1-distance between their images can be rewritten as a t-integral over [0, 1] and

estimated as follows:

||T̃1(η1)− T̃1(η2)||L1(Λ)

= || exp [βAU ∗ η1(x) + βψ(x)− βBU ∗ ρ̃2(x)− lnZ1]

− exp [βAU ∗ η2(x) + βψ(x)− βBU ∗ ρ̃2(x)− lnZ2]||L1(Λ)

= || ∫ 1
0 exp

{
t[βAU ∗ η1(x) + βψ(x)− βBU ∗ ρ̃2(x)− lnZ1]

+(1− t)[βAU ∗ η2(x) + βψ(x)− βBU ∗ ρ̃2(x)− lnZ2]
}

·βAU ∗ (η1 − η2)dt||L1(Λ)

≤ || exp
{

t[βAU ∗ η1(x) + βψ(x)− βBU ∗ ρ̃2(x)− lnZ1]

+(1− t)[βAU ∗ η2(x) + βψ(x)− βBU ∗ ρ̃2(x)− lnZ2]
}
||L1(Λ)

·||βU ∗ (Aη1 −Bη2)||L∞(Λ)

≤ || exp t[βAU ∗ η1(x) + βψ(x)− βBU ∗ ρ̃2(x)− lnZ1]||
L

1
t (Λ)

·|| exp (1− t)[βAU ∗ η2(x) + βψ(x)− βBU ∗ ρ̃2(x)− lnZ2]||
L

1
1−t (Λ)

·||βAU ∗ (η1 − η2)||L∞(Λ)

≤ |β|AM ||η1 − η2||L1(Λ)

(4.20)

where M = sup |U |, under our earlier assumption that U is continuous and bounded.

Thus, if |β|AM < 1, then T̃1 is a contraction and hence a unique fixed point η = ρ̃1

exists. Similarly, define another operator T̃2 as

T̃2(η) =
exp−β[BU ∗ η(y) + ψ(y)−AU ∗ ρ̃1(y)]∫
exp−β[BU ∗ η(y) + ψ(y)−AU ∗ ρ̃1(y)]dy

(4.21)

with a given probability measure ρ̃1. If |β|BM < 1, then T̃2 is a contraction and hence

a unique fixed point η = ρ̃2 exists.

So when both |β|AM and |β|BM are less than 1, the system of continuum fixed

point equations has a unique solution. Namely, with the help of contraction mappings,

we can make a converging sequence of (ρ1,k, ρ2,l) and have (ρ̃1, ρ̃2) as its limit. Start

from any probability measure ρ1,1, say the uniform distribution, on Λ, and solve (4.18)

with ρ1,1 in place for ρ̃1 and the resulting ρ2,1 is the continuum distribution of the

second species particles conditioned on ρ1,1. Then solve (4.17) with ρ2,1 in place for

ρ̃2 and the obtained probability measure ρ1,2 is the continuum distribution of the first
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species particles conditioned on ρ2,1. Repeating this procedure, we can get a sequence

as follows:

(ρ1,1, ρ2,1), (ρ1,2, ρ2,1), (ρ1,2, ρ2,2), · · · , (ρ1,k, ρ2,k), (ρ1,k+1, ρ2,k), (ρ1,k+1, ρ2,k+1), · · ·

The L1 distance between each adjacent pair has an estimate in the form of (4.20), and

hence the sequence must converge to the unique solution pair (ρ̃1, ρ̃2).

Remark 6. The above fixed point calculation was done for the bounded continuous U ,

following the footsteps of Messer-Spohn [MeSp82]. A similar discussion can be carried

out when U has logarithmic singularities, except that then one needs to replace the L1

estimates by Lp estimates, for p > 1; compare with our treatment in Part I.

4.2.1 The Continuum Variational Principles

The continuum variational principles of the ρ’s are:

1) For Species 1,

F̃1(ρ) = −A
2

∫ ∫
Uρ⊗2d2x + β−1

∫
ρ ln(ρ/K̃)dx

= −A
2

∫ ∫
Uρ⊗2d2x + β−1

∫
ρ ln ρdx− ∫

ρ(ψ −BU ∗ ρ2)dx,
(4.22)

with its Euler-Lagrange equation given by (4.17); and

2) for Species 2,

F̃2(ρ) = −B
2

∫ ∫
Uρ⊗2d2y − β−1

∫
ρ ln(ρ/K̂)dy

= −B
2

∫ ∫
Uρ⊗2d2y − β−1

∫
ρ ln ρdy − ∫

ρ(ψ −AU ∗ ρ1)dy,
(4.23)

with its Euler-Lagrange equation given by (4.18).

Remark 7. Notice that the formal variational principle (4.4) is not a linear combina-

tion of the variational principles (4.22) and (4.23).

Incidentally, there is a combined variational principle on the continuum level,

F1,2(ρ1, ρ2) = −A2

2

∫ ∫
Uρ⊗2

1 d2x− B2

2

∫ ∫
Uρ⊗2

2 d2x

+A
β

∫
ρ1 ln ρ1dx− B

β

∫
ρ2 ln ρ2dx

−A
∫

ρ1ψdx−B
∫

ρ2ψdx + AB
∫ ∫

Uρ1 ⊗ ρ2d2x.

(4.24)

By taking partial derivatives with respect to ρ1 and ρ2, equations (4.17) and (4.18) can

be recovered respectively. Notice that the “critical points” of this combined variational

principle do not provide local maxima or local minima, but saddle points.
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4.3 Atomization

It is natural to atomize both species at the same time and try to find the weak limit

points of the individual sequence of ensemble measures. An intuitive thought is to find

a joint distribution for both species and hope to find its limit; but a calculation later

tells us that this is impossible.

4.3.1 The Paired Variational Principles

Indeed, on the (N1, N2)-body level,

1) For Species 1, the variational principle is

G
(N1)
1 (µ(N1)) = − A

2(N1−1)

∫ ∑∑
i6=j

Uijµ
(N1)dN1x + β−1

∫
µ(N1) lnµ(N1)dN1x

− ∫
µ(N1)[

N1∑
i=1

ψ(xi)− B
N2

N1∑
i=1

N2∑
a=1

U(xi, ya)]dN1x,

(4.25)

where Uij is the abbreviation for U(xi, xj), with its Euler-Lagrange equation

µ
(N1|N2)
1 =

expβ[
N1∑
i=1

ψ(xi)− B
N2

N1∑
i=1

N2∑
a=1

U(xi, ya) + A
2(N1−1)

∑∑
i6=j

U(xi, xj)]

∫
expβ[

N1∑
i=1

ψ(xi)− B
N2

N1∑
i=1

N2∑
a=1

U(xi, ya) + A
2(N1−1)

∑∑
i6=j

U(xi, xj)]dN1x

,

(4.26)

and the value of the functional at the critical point(s) is

G
(N1)
1 (µ(N1|N2)

1 )

= −β−1 ln
∫

expβ[
N1∑
i=1

ψ(xi)− B
N2

N1∑
i=1

N2∑
a=1

U(xi, ya) + A
2(N1−1)

∑∑
i6=j

U(xi, xj)]dN1x.

(4.27)

By Messer-Spohn’s technique, if we fix N2 > 0 and let N1 →∞, then

lim
N1→∞

1
N1

G
(N1)
1 (µ(N1|N2)

1 ) = F1(ρ1), (4.28)

where ρ1 is a superposition of the solutions to the Euler-Lagrange equation

ρ1(x) =
expβ[AU ∗ ρ1(x) + ψ(x)− B

N2

∑
a

U(x, ya)]
∫

expβ[AU ∗ ρ1(x) + ψ(x)− B
N2

∑
a

U(x, ya)]dx
(4.29)
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of the variational principle

F1(ρ) = −A

2

∫ ∫
Uρ⊗2d2x+β−1

∫
ρ ln ρdx−

∫
ρ[ψ(x)− B

N2

∑
a

U(x, ya)]dx. (4.30)

2) For Species 2, similarly, the variational principle is

G
(N2)
2 (µ(N2)) = − B

2(N2−1)

∫ ∑∑
a 6=b

Uabµ
(N2)dN2y − β−1

∫
µ(N2) lnµ(N2)dN2y

− ∫
µ(N2)[

N2∑
a=1

ψ(ya)− A
N1

N1∑
i=1

N2∑
a=1

U(xi, ya)]dN2y,

(4.31)

where Uab is the abbreviation for U(ya, yb), with its Euler-Lagrange equation

µ
(N2|N1)
2 =

exp−β[
N2∑
a=1

ψ(ya)− A
N1

N1∑
i=1

N2∑
a=1

U(xi, ya) + B
2(N2−1)

∑∑
a 6=b

U(ya, yb)]

∫
exp−β[

N2∑
a=1

ψ(ya)− A
N1

N1∑
i=1

N2∑
a=1

U(xi, ya) + B
2(N2−1)

∑∑
a 6=b

U(ya, yb)]dN2y

,

(4.32)

and value of the functional at the critical point(s) is

G
(N2)
2 (µ(N2|N1)

2 )

= −β−1 ln
∫

exp−β[
N2∑
a=1

ψ(ya)− A
N1

N1∑
i=1

N2∑
a=1

U(xi, ya) + B
2(N2−1)

∑∑
a 6=b

U(ya, yb)]dN2y

(4.33)

By Messer-Spohn’s technique, if we fix N1 > 0 and let N2 →∞, then

lim
N2→∞

1
N2

G
(N2)
2 (µ(N2|N1)

2 ) = F2(ρ2) (4.34)

where ρ2 is a superposition of the solutions to the Euler-Lagrange equation

ρ2(y) =
exp−β[BU ∗ ρ2(y) + ψ(y)− A

N1

∑
i

U(xi, y)]
∫

exp−β[BU ∗ ρ2(y) + ψ(y)− A
N1

∑
i

U(xi, y)]dy
(4.35)

of the variational principle

F2(ρ) = −B

2

∫ ∫
Uρ⊗2d2y−β−1

∫
ρ ln ρdy−

∫
ρ[ψ(y)− A

N1

∑

i

U(xi, y)]dy (4.36)

The fixed point equations (4.29) and (4.35) each depends on the particular choice

of N2, (resp. N1) points in the domain Λ. But the pair of continuum equations (4.17)
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and (4.18) each depends only on the solution of the other, i.e. on the limit distribution

of the N2 (resp. N1) points.

So, what we want to study is actually that without fixing N1 or N2 first, but let

(N1, N2) → (∞,∞) simultaneously, whether the pair

( 1
N1

G
(N1)
1 (µ(N1|N2)

1 ),
1

N2
G

(N2)
2 (µ(N2|N1)

2 )
)

still converges to some
(
F̃1(ρ̃1), F̃2(ρ̃2)

)
. Here, F̃i and ρ̃i are the same as those in the

continuum case.

Hence, we ask the question: Does there exist a joint distribution µ
(N1,N2)
1,2 for the

particles of the two species on the (N1, N2)-body level? If it does, then all we need to

do is to analyze the limit of µ
(N1,N2)
1,2 as N1 →∞, N2 →∞. In particular, the expected

joint variational principle should look like

G
(N1,N2)
1,2 (µ(N1,N2)

1,2 )

= −A2

2

∫
U(x1, x2)(2)µ

(N1)
1 (x1, x2)d2x− B2

2

∫
G(y1, y2)(2)µ

(N2)
2 (y1, y2)d2y

+A
β

∫
(1)µ

(N1)
1 (x) ln (1)µ

(N1)
1 (x)dx− B

β

∫
(1)µ

(N2)
2 (y) ln (1)µ

(N2)
2 (y)dy

−A
∫

(1)µ
(N1)
1 (x)ψ(x)dx−B

∫
(1)µ

(N2)
2 (y)ψ(y)dy

+AB
∫ ∫

U(x, y)(1,1)µ
(N1,N2)
1,2 (x, y)dxdy

(4.37)

where

µ
(N1)
1 =

∫

ΛN2

µ
(N1,N2)
1,2 dN2y, and µ

(N2)
2 =

∫

ΛN1

µ
(N1,N2)
1,2 dN1x. (4.38)

We here also remind the readers that the left superscripts “(1)” and “(2)” stand for

the orders of the marginals of a single species, and similarly “(1, 1)” means the mixed

second marginal of two species. But such a joint variational principle only exists when

a joint distribution µ
(N1,N2)
1,2 exists, and the following subsection shows that it does not!

4.3.2 Absence of a Joint Distribution

With the pair of variational principles, it is natural to ask for the existence of a joint

distribution for particles of the two species altogether. That is to say, we regard µ
(N1|N2)
1

as the conditional distribution µ
(N1|N2)
1|2 of the particles of Species 1, given the location
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of the particles of Species 2; and similarly, we regard µ
(N2|N1)
2 as the conditional distri-

bution µ
(N2|N1)
2|1 of the particles of Species 2, given the location of the particles of Species

1. For simplicity, set N1 = N2 = N , and assume that a joint distribution µ
(N,N)
1,2 exists.

Under these hypotheses, the following equations are true:

µ
(N |N)
1|2 (x|y) =

µ
(N,N)
1,2 (x, y)

µ
(N)
2 (y)

, and µ
(N |N)
2|1 (y|x) =

µ
(N,N)
1,2 (x, y)

µ
(N)
1 (x)

. (4.39)

The ratio of these two equations gives

µ
(N |N)
1|2 (x|y)

µ
(N |N)
2|1 (y|x)

=
µ

(N)
1 (x)

µ
(N)
2 (y)

, (4.40)

and thus
∫ µ

(N |N)
1|2 (x|y)

µ
(N |N)
2|1 (y|x)

dNx =
∫

µ
(N)
1 (x)

µ
(N)
2 (y)

dNx =
1

µ
(N)
2 (y)

, (4.41)

leading to

µ
(N)
2 (y) =

[ ∫ µ
(N |N)
1|2 (x|y)

µ
(N |N)
2|1 (y|x)

dNx
]−1

. (4.42)

Similarly, we also have

µ
(N)
1 (x) =

[ ∫ µ
(N |N)
2|1 (y|x)

µ
(N |N)
1|2 (x|y)

dNy
]−1

. (4.43)

Besides, as a quick check, the two different expressions of the joint distribution µ
(N,N)
1,2

by µ
(N |N)
1|2 · µ(N)

2 and µ
(N |N)
2|1 · µ(N)

1 must coincide, i.e.

µ
(N |N)
1|2 (x|y) ·

[ ∫ µ
(N |N)
1|2 (x|y)

µ
(N |N)
2|1 (y|x)

dNx
]−1

= µ
(N |N)
2|1 (y|x) ·

[ ∫ µ
(N |N)
2|1 (y|x)

µ
(N |N)
1|2 (x|y)

dNy
]−1

. (4.44)

That is to say, substituting in the explicit formulas of µ
(N |N)
1|2 and µ

(N |N)
2|1 , the term

expβ[
∑
i

ψ(xi)− B
N

∑
i

∑
a

U(xi, ya) + A
2(N−1)

∑∑
i6=j

U(xi, xj)]

∫
expβ[

∑
i

ψ(x̃i)− B
N

∑
i

∑
a

U(x̃i, ya) + A
2(N−1)

∑∑
i6=j

U(x̃i, x̃j)]dN x̃

·
[ ∫ expβ[

∑
i

ψ(zi)− B
N

∑
i

∑
a

U(zi, ya) + A
2(N−1)

∑∑
i6=j

U(zi, zj)]

exp−β[
∑
a

ψ(ya)− A
N

∑
i

∑
a

U(zi, ya) + B
2(N−1)

∑∑
a 6=b

U(ya, yb)]

·

∫
exp−β[

∑
a

ψ(ỹa)− A
N

∑
i

∑
a

U(zi, ỹa) + B
2(N−1)

∑∑
a 6=b

U(ỹa, ỹb)]dN ỹ

∫
expβ[

∑
i

ψ(x̃i)− B
N

∑
i

∑
a

U(x̃i, ya) + A
2(N−1)

∑∑
i6=j

U(x̃i, x̃j)]dN x̃
dNz

]−1
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(4.45)

must match with the term

exp−β[
∑
a

ψ(ya)− A
N

∑
i

∑
a

U(xi, ya) + B
2(N−1)

∑∑
a 6=b

U(ya, yb)]

∫
exp−β[

∑
a

ψ(ỹa)− A
N

∑
i

∑
a

U(xi, ỹa) + B
2(N−1)

∑∑
a 6=b

U(ỹa, ỹb)]dN ỹ

·
[exp−β[

∑
a

ψ(ya)− A
N

∑
i

∑
a

U(xi, ya) + B
2(N−1)

∑∑
a 6=b

U(ya, yb)]

expβ[
∑
i

ψ(xi)− B
N

∑
i

∑
a

U(xi, ya) + A
2(N−1)

∑∑
i6=j

U(xi, xj)]

·
∫

∫
expβ[

∑
i

ψ(x̃i)− B
N

∑
i

∑
a

U(x̃i, za) + A
2(N−1)

∑∑
i6=j

U(x̃i, x̃j)]dN x̃

∫
exp−β[

∑
a

ψ(ỹa)− A
N

∑
i

∑
a

U(xi, ỹa) + B
2(N−1)

∑∑
a 6=b

U(ỹa, ỹb)]dN ỹ
dNz

]−1

(4.46)

i.e. after simplification and rearrangement, the term

expβ
{∑

i
ψ(xi)−

∑
a

ψ(ya)− B
N

∑
i

∑
a

U(xi, ya)

+ A
2(N−1)

∑∑
i6=j

U(xi, xj)− B
2(N−1)

∑∑
a 6=b

U(ya, yb)
}

·
[ ∫ ∫

expβ[
∑
i

ψ(zi)−
∑
a

ψ(ỹa)− A+B
N

∑
i

∑
a

U(zi, ya) + A
N

∑
i

∑
a

U(zi, ỹa)

+ A
2(N−1)

∑∑
i6=j

U(zi, zj)− B
2(N−1)

∑∑
a 6=b

U(ỹa, ỹb)]dN ỹdNz
]−1

has to be the same as

expβ
{∑

i
ψ(xi)−

∑
a

ψ(ya) + A
N

∑
i

∑
a

U(xi, ya)

+ A
2(N−1)

∑∑
i6=j

U(xi, xj)− B
2(N−1)

∑∑
a 6=b

U(ya, yb)
}

·
[ ∫ ∫

expβ[
∑
i

ψ(x̃i)−
∑
a

ψ(ta) + A+B
N

∑
i

∑
a

U(xi, ta)− B
N

∑
i

∑
a

U(x̃i, ta)

+ A
2(N−1)

∑∑
i6=j

U(x̃i, x̃j)− B
2(N−1)

∑∑
a 6=b

U(ta, tb)]dN x̃dN t
]−1

The above equation implies that A + B = 0, but this contradicts the requirement

A,B > 0. Consequently, a joint distribution on the (N1, N2)-level does not exist under

the condition A,B > 0. This completes the proof.

So, instead of considering the combined variational principle, we still need to con-

sider the paired Euler-Lagrange equations as a system. This suggests that a different

way of “atomizing” should be considered.
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4.4 Quasi-Atomization

In this section, we replace both variational principles (4.25) and (4.31) by two variational

principles “conditioned” on the distribution (instead of the locations) of the particles

of the other species.

Thus the corresponding variational principles are

1) For Species 1, on the N1-body level,

G
(N1)
1 (µ(N1)) = − A

2(N1−1)

∫ ∑∑
i6=j

Uijµ
(N1)dN1x + β−1

∫
µ(N1) lnµ(N1)dN1x

− ∫
µ(N1)[

N1∑
i=1

ψ(xi)−B
N1∑
i=1

(U ∗ (1)µ̄
(N2)
2 )(xi)]dN1x

(4.47)

with its Euler-Lagrange equation

µ̄
(N1)
1 =

expβ[
N1∑
i=1

ψ(xi)−B
N1∑
i=1

(U ∗ (1)µ̄
(N2)
2 )(xi) + A

2(N1−1)

∑∑
i6=j

Uij ]

∫
expβ[

N1∑
i=1

ψ(xi)−B
N1∑
i=1

(U ∗ (1)µ̄
(N2)
2 )(xi) + A

2(N1−1)

∑∑
i6=j

Uij ]dN1x

(4.48)

2) For Species 2, on the N2-body level,

G
(N2)
2 (µ(N2)) = − B

2(N2−1)

∫ ∑∑
a 6=b

Uabµ
(N2)dN2y − β−1

∫
µ(N2) lnµ(N2)dN2y

− ∫
µ(N2)[

N2∑
a=1

ψ(ya)−A
N2∑
a=1

(U ∗ (1)µ̄
(N1)
1 )(ya)]dN2y

(4.49)

with its Euler-Lagrange equation

µ̄
(N2)
2 =

exp−β[
N2∑
a=1

ψ(ya)−A
N2∑
a=1

(U ∗ (1)µ̄
(N1)
1 )(ya) + B

2(N2−1)

∑∑
a 6=b

Uab]

∫
exp−β[

N2∑
a=1

ψ(ya)−A
N2∑
a=1

(U ∗ (1)µ̄
(N1)
1 )(ya) + B

2(N2−1)

∑∑
a 6=b

Uab]dN2y

(4.50)

Taking a closer look at the equations (4.25), (4.26), (4.31) and (4.32), we notice

that the variational principles can be combined into a joint variational principle of
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(µ(N1)
1 , µ

(N2)
2 ) as follows:

G
(N1,N2)
1,2 (µ(N1)

1 , µ
(N2)
2 )

= − A2

2N1(N1−1)

∫ ∑∑
i6=j

U(xi, xj)µ
(N1)
1 dN1x− B2

2N2(N2−1)

∫ ∑∑
a 6=b

U(ya, yb)µ
(N2)
2 dN2y

+ A
βN1

∫
µ

(N1)
1 lnµ

(N1)
1 dN1x− B

βN2

∫
µ

(N2)
2 lnµ

(N2)
2 dN2y

− A
N1

∫
µ

(N1)
1

N1∑
i=1

ψ(xi)dN1x− B
N2

∫
µ

(N2)
2

N2∑
a=1

ψ(ya)dN2y

+ AB
N1N2

∫ ∫ N1∑
i=1

N2∑
a=1

U(xi, ya)µ
(N1)
1 µ

(N2)
2 dN1xdN2y

= −A2

2

∫
U(x1, x2)(2)µ

(N1)
1 (x1, x2)d2x− B2

2

∫
G(y1, y2)(2)µ

(N2)
2 (y1, y2)d2y

+A
β

∫
(1)µ

(N1)
1 (x) ln (1)µ

(N1)
1 (x)dx− B

β

∫
(1)µ

(N2)
2 (y) ln (1)µ

(N2)
2 (y)dy

−A
∫

(1)µ
(N1)
1 (x)ψ(x)dx−B

∫
(1)µ

(N2)
2 (y)ψ(y)dy

+AB
∫ ∫

U(x, y)(1)µ
(N1)
1 (x)(1)µ

(N2)
2 (y)dxdy

(4.51)

Partial differentiation with respect to µ1 and µ2 recovers equations (4.26) and (4.32),

respectively.

4.4.1 Contraction Mappings: Control Non-uniform in N

In order to show that a solution (µ̄1, µ̄2) exists, we consider the following two mappings

and prove that they are contraction mappings:

1) For Species 2, on the N2-body level, let T
(N1)
1 be the mapping from the first marginal

of an N2-dim distribution measure to the first marginal of an N1-dim distribution

measure, defined by:

T
(N1)
1 ((1)µ

(N2)
2 )

=

∫
ΛN1−1 exp β[

N1∑
i=1

ψ(xi)−B
N1∑
i=1

(U ∗ (1)µ
(N2)
2 )(xi) + A

2(N1−1)

∑∑
i6=j

Uij ]dN1−1x

∫
ΛN1 exp β[

N1∑
i=1

ψ(xi)−B
N1∑
i=1

(U ∗ (1)µ
(N2)
2 )(xi) + A

2(N1−1)

∑∑
i6=j

Uij ]dN1x

,

(4.52)

where Uij stands for U(xi, xj).

2) For Species 1, on the N1-body level, let T
(N2)
2 be the mapping from the first marginal
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of an N1-dim distribution measure to the first marginal of an N2-dim distribution

measure, defined by:

T
(N2)
2 ((1)µ

(N1)
1 )

=

∫
ΛN2−1 exp−β[

N2∑
a=1

ψ(ya)−A
N2∑
a=1

(U ∗ (1)µ
(N1)
1 )(ya) + B

2(N2−1)

∑∑
a 6=b

Uab]dN2−1y

∫
ΛN2 exp−β[

N2∑
a=1

ψ(ya)−A
N2∑
a=1

(U ∗ (1)µ
(N1)
1 )(ya) + B

2(N2−1)

∑∑
a 6=b

Uab]dN2y

,

(4.53)

where Uab stands for U(ya, yb).

With a coarse estimate similar to the one on the continuum level, we can conclude

that when |β|AMN1 < 1 and |β|BMN2 < 1 with the natural requirement from de-

composition A − B = 2, the operators T
(N1)
1 and T

(N2)
2 are contraction mappings, so

that a unique pair of solutions ((1)µ(N1)
1 , (1)µ

(N2)
2 ) exists. This shows that the mutual

conditioning of these two ensemble measures, given by (4.48) and (4.50), is consistently

formulated.

However, this estimate is not good enough to guarantee a contraction for arbitrarily

large (but fixed) N1 and N2 with the same chosen constants A and B, and (small) |β|.
Nevertheless, a refined approach, discussed next, will show that as N1 and N2 both

approach ∞ with the same chosen constants A and B, and (small) |β|. The fixed point

mappings (4.52) and (4.53) iterate into a fixed point of the continuum equations (4.17)

and (4.18).

4.4.2 Contraction Mappings: with A, B, |β| Independent of N

In this subsection, we will argue convincingly that it is possible to show that

||T (N2)
2 ((1)µ

(N1)
1 )− T

(N2)
2 ((1)µ̃(N1)

1 )||L1(Λ) ≤ C1||(1)µ(N1)
1 − (1)µ̃

(N1)
1 ||L1(Λ) (4.54)

for some constant C1 < 1/2 if N2 is large enough, and

||T (N1)
1 ((1)µ

(N2)
2 )− T

(N1)
1 ((1)µ̃(N2)

2 )||L1(Λ) ≤ C2||(1)µ(N2)
2 − (1)µ̃

(N2)
2 ||L1(Λ) (4.55)
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for some constant C2 < 1/2 if N1 is large enough. Then combining the inequalities

above, we get

||T (N̂2)
2 ((1)µ

(N1)
1 )− T

(N̂2)
2 ((1)µ̃(N1)

1 )||L1(Λ) + ||T (N̂1)
1 ((1)µ(N2)

2 )− T
(N̂1)
1 ((1)µ̃(N2)

2 )||L1(Λ)

≤ (C1 + C2)
(
||(1)µ

(N1)
1 − (1)µ̃

(N1)
1 ||L1(Λ) + ||(1)µ(N2)

2 − (1)µ̃
(N2)
2 ||L1(Λ)

)

(4.56)

if both N̂1 and N̂2 are large enough, with the constant C1 +C2 < 1 independent of N ’s.

Note that both images T
(N1)
1 ((1)µ

(N2)
2 ) and T

(N2)
2 ((1)µ(N1)

1 ) are measures of a single

variable. Observe that the combination of the first and second terms of the exponents

in T1 separates as follows:

N1∑
i=1

[
ψ(xi)−B(U ∗ (1)µ

(N2)
2 )(xi)

]

=
[
ψ(x1)−B(U ∗ (1)µ

(N2)
2 )(x1)

]
+

N1∑
i=2

[
ψ(xi)−B(U ∗ (1)µ

(N2)
2 )(xi)

]
.

(4.57)

Now clearly the third term

β
A

2(N1 − 1)

∑∑

i6=j

U(xi, xj)

does not separate into two parts — one concerned with x’s with indices between 2

and N1, the other concerned with x1. However, if we can show that it separates ap-

proximately with a controllably small error, then the proof runs fluently in the same

spirit of (4.20) in the continuum case. Fortunately, we know a priori from the tech-

nique of Messer-Spohn, the average of the single sum, 1
N1−1

N1∑
j=2

U(x1, xj), in (4.52) is

approximately the same as the convolution

(U ∗ T
(N1)
1 ((1)µ

(N2)
2 ))(x1) =

∫

Λ
U(x1, z)T (N1)

1 ((1)µ(N2)
2 )(z)dz,

when N1 is large and the Law of Large Numbers holds. For any fixed constant ε > 0,

on the subset of ΛN1−1 that

(ΛN1−1)ε =



Dist


 1

N1 − 1

N1∑

j=2

δxj , T
(N1)
1 ((1)µ(N2)

2 )


 < ε



 ,

we replace the single sum by the convolution, with an error bound
∣∣∣∣∣∣

1
N1 − 1

N1∑

j=2

U(x1, xj)− (U ∗ T
(N1)
1 ((1)µ(N2)

2 ))(x1)

∣∣∣∣∣∣
< ε.
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So that the exponent in (4.52) can be separated as:

β
[
ψ(x1)−B(U ∗ (1)µ

(N2)
2 )(x1) + A(U ∗ T

(N1)
1 ((1)µ(N2)

2 ))(x1)
]

+ β
[ N1∑

i=2
ψ(xi)−B

N1∑
i=2

(U ∗ (1)µ
(N2)
2 )(xi) + A

2(N1−1)

∑ ∑
2≤i6=j≤N1

U(xi, xj)
] (4.58)

and the error is bounded by |β|ε. The modified T
(N1)
1 ((1)µ(N2)

2 ) is then simplified to

exp
{

β
[
ψ(x1)−B(U ∗ (1)µ

(N2)
2 )(x1) + A(U ∗ T

(N1)
1 ((1)µ(N2)

2 ))(x1)
]}

∫
Λ exp

{
β
[
ψ(x1 −B(U ∗ (1)µ

(N2)
2 )(x1) + A(U ∗ T

(N1)
1 ((1)µ(N2)

2 ))(x1)
]}

dx1

(4.59)

The estimate for the difference between such single variate fractions is again similar

to the one for the continuum case. More precisely, ||T1((1)µ
(N2

1 )− T1((1)µ̃
(N2)
2 )||L1(Λ) is

bounded by the greatest one among the following four differences, with σ1, σ2 = ±1:

∣∣∣e2σ1βε
exp

{
β
[
ψ(x1)−B(U ∗ (1)µ

(N2)
2 )(x1) + A(U ∗ T

(N1)
1 ((1)µ(N2)

2 ))(x1)
]}

∫
Λ exp

{
β
[
ψ(x1 −B(U ∗ (1)µ

(N2)
2 )(x1) + A(U ∗ T

(N1)
1 ((1)µ(N2)

2 ))(x1)
]}

dx1

− e2σ2βε
exp

{
β
[
ψ(x1)−B(U ∗ (1)µ̃

(N2)
2 )(x1) + A(U ∗ T

(N1)
1 ((1)µ̃(N2)

2 ))(x1)
]}

∫
Λ exp

{
β
[
ψ(x1 −B(U ∗ (1)µ̃

(N2)
2 )(x1) + A(U ∗ T

(N1)
1 ((1)µ̃(N2)

2 ))(x1)
]}

dx1

∣∣∣

(4.60)

Case 1. When σ1 = σ2 = σ then (4.60) is bounded from above by

e2σβε
(
|β|BM ||(1)µ

(N2)
2 − (1)µ̃

(N2)
2 ||L1(Λ)

+|β|AM ||T (N1)
1 ((1)µ

(N2)
2 )− T

(N1)
1 ((1)µ̃(N2)

2 )||L1(Λ)

) (4.61)

Recall that the Taylor expansion of the function ex =
∞∑

k=0

xk

k!
, when 0 ≤ x ≤ 1/2, we

have the following estimates:

ex = 1 + x + x2

2! + x3

3! + x4

4! + · · ·
≤ 1 + x + x2

2 + x3

22 + x4

23 + · · ·
= 1 + x

1−x/2

≤ 1 + 2x,

(4.62)
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and

e−x = 1− x + x2

2! − x3

3! + x4

4! − · · ·
≤ 1− x + x2

2 + x3

22 + x4

23 + · · ·
= 1− x + x2/2

1−x/2

≤ 1− x + x2

≤ 1− x
2 ,

(4.63)

together with the inequalities 1+x ≤ ex and 1−x ≤ e−x. Thus (4.61) is bounded from

above by

C
(
|β|BM ||(1)µ(N2)

2 − (1)µ̃
(N2)
2 ||L1(Λ) + |β|AM ||T (N1)

1 ((1)µ(N2)
2 )− T

(N1)
1 ((1)µ̃(N2)

2 )||L1(Λ)

)
,

(4.64)

with C = (1 + 4|β|ε) for σ = 1; and with C = (1− |β|ε) for σ = −1.

Hence, in Case 1, we have the estimate as

||T (N1)
1 ((1)µ

(N2)
2 )− T

(N1)
1 ((1)µ̃(N2)

2 )||L1(Λ) ≤ C||(1)µ(N2)
2 − (1)µ̃

(N2)
2 ||L1(Λ), (4.65)

with the constant

C = max
{

(1 + 4|β|ε)|β|BM

1− (1 + 4|β|ε)|β|AM
,

(1− |β|ε)|β|BM

1− (1− |β|ε)|β|AM

}
.

Case 2. When σ1 = −σ2 then (4.60) is bounded from above by

5|β|ε +
(
|β|BM ||(1)µ

(N2)
2 − (1)µ̃

(N2)
2 ||L1(Λ)

+|β|AM ||T (N1)
1 ((1)µ

(N2)
2 )− T

(N1)
1 ((1)µ̃(N2)

2 )||L1(Λ)

) (4.66)

Now if we linearly relate ε to ||(1)µ
(N2)
2 − (1)µ̃

(N2)
2 ||L1(Λ), say

ε = ξ||(1)µ
(N2)
2 − (1)µ̃

(N2)
2 ||L1(Λ),

where ξ is a constant independent of N , then the estimate for Case 2 is

||T (N1)
1 ((1)µ

(N2)
2 )− T

(N1)
1 ((1)µ̃(N2)

2 )||L1(Λ) ≤ C||(1)µ(N2)
2 − (1)µ̃

(N2)
2 ||L1(Λ) (4.67)

with the constant

C =
5|β|ξ + |β|BM

1− |β|AM
.
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The size of the subset of ΛN1−1 that

ΛN1−1 \ (ΛN1−1)ε =



Dist


 1

N1 − 1

N1∑

j=2

δxj , T
(N1)
1 ((1)µ(N2)

2 )


 ≥ ε



 ,

can be estimated by the theory of large deviations to be exponentially small in N1, with

the rate function given by a relative entropy. We assume that this relative entropy is

bounded below by cε2, which is true under certain plausible conditions that we hope

to verify in the future. Now with the same choice ε = ξ||(1)µ(N2)
2 − (1)µ̃

(N2)
2 ||L1(Λ), we

have e−cN1ε2
< δ̃ε whenever N1 > Ncrit with Ncrit = d1

ε ln 1
δ̃ε
e. By symmetry, this is

also true for N2.

Putting the inequalities on the two subsets (ΛN1−1)ε and ΛN1−1\(ΛN1−1)ε together,

we have the estimate on the whole Λ as

||T (N1)
1 ((1)µ

(N2)
2 )−T

(N1)
1 ((1)µ̃

(N2)
2 )||L1(Λ) ≤ (C + δ̃ξ)||(1)µ(N2)

2 − (1)µ̃
(N2)
2 ||L1(Λ) (4.68)

where C is the same constant as on the subset (ΛN1−1)ε and δ̃ can be as small as

one wishes. Again, by symmetry, an analogous estimate is true for T
(N2)
2 . Hence, a

combined estimate in the form of (4.56) is obtained. Now by iteration we can get a

sequence of pairs of measures ((1)µ(N1[k])
1 , (1)µ

(N2[k])
2 ), where k stands for the times of

iterations, and

(1)µ
(N1[k+1])
1 = T

(N1[k+1])
1 ((1)µ(N2[k])

2 ), (1)µ
(N2[k+1])
2 = T

(N2[k+1])
2 ((1)µ(N1[k])

1 ).

In each step, an equality in the form of (4.56) holds. So that when the N ’s tend to ∞,

weak limit points can be expected (but not necessary to be unique).

Remark 8. We conjecture that the mapping

((1)µ
(N1)
1 , (1)µ

(N2)
2 ) 7→ (T2((1)µ

(N1)
1 ), T1((1)µ

(N2)
2 ))

must in fact have a unique fixed point for all (N1, N2) with A, B fixed and |β| sufficiently

small but independent of N ; in that case the sequence

((1)µ1
1,

(1)µ1
2), (T

(2)
1 ((1)µ

(1)
2 ), T (2)

2 ((1)µ
(1)
1 )), (T (3)

1 ((1)µ(2)
2 ), T (3)

2 ((1)µ(2)
1 )), · · · , (4.69)

with the reduction formulas (1)µ
(N)
1 = T

(N)
1 ((1)µ(N−1)

2 ) and (1)µ
(N)
2 = T

(N)
2 ((1)µ(N−1)

1 ),

is weakly compact, and so it converges to a pair of limit points ((1)µ(N)
1 , (1)µ

(N)
2 ), after
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extracting a subsequence. By the technique of Messer and Spohn, the limit points (1)µ
(N)
1

and (1)µ
(N)
2 are each a superposition of the solutions to the continuum equation (4.22)

and (4.23), respectively. Thus the original function (4.5) and hence (4.2) has a solution.

If C1 + C2 < 1 implies that |β|AM < 1 and |β|BM < 1, then indeed the limit fixed

point is unique.

Remark 9. The pair of equations studied here may not have an interpretation on

the particle level, because particles don’t distribute themselves based on the “expected”

distribution of other species. However, animals in the real world do behave according

to their knowledge on their preys or predators. This alternatively provides a biological

insight of the model studied in this chapter.
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